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## Preface

Based on the seminal work of Naum Zuselevich Shor (Institute of Cybernetics, Kiev) in the 1980s [1, 2, 3], the theory of positive polynomials lends new theoretical insights into a wide range of control and optimization problems. Positive polynomials can be used to formulate a large number of problems in robust control, non-linear control and non-convex optimization. Only very recently it has been realized that polynomial positivity conditions can be formulated efficiently in terms of Linear Matrix Inequality (LMI) and Semidefinite Programming (SDP) problems. In turn, it is now recognized that LMI and SDP techniques play a fundamental role in convex optimization, see e.g. the plenary talk by Stephen Boyd at the 2002 IEEE Conference on Decision and Control or the successful Workshop on SDP and robust optimization organized in March 2003 by the Institute of Mathematics and its Applications at the University of Minnesota in Minneapolis. For the above reasons, the joint use of positive polynomials and LMI optimization provides an extremely promising approach to difficult control problems.

In the last years, several sessions at major control conferences as well as specialized workshops have been dedicated to these research topics. The invited session Positive Polynomials in Control at the 2003 IEEE Conference on Decision and Control, organized by the editors of this volume, has shown that new research directions are quickly emerging, thus pointing out the need for a more detailed overview of the current activity in this research area. This is the main aim of the present book. Another important objective of the book is to collect contributions from several fields (control, optimization, mathematics), in order to show different views and approaches to the topics outlined above.

The book is organized in three parts.
The first part collects a number of articles on applications of positive polynomials and LMI optimization to solve various control problems, starting with a contribution by Jarvis-Wloszek, Feeley, Tan, Sun and Packard on the sum-of-squares (SOS) decomposition of positive polynomials for nonlinear polynomial systems analysis and design [I.1]. SOS techniques are also
used by Papachristodoulou and Prajna to cope with nonlinear non-polynomial systems, using algebraic reformulation techniques [I.2]. Hol and Scherer in [I.3] describe several results on the use of SOS polynomial matrices to derive bounds on the global optima of non-convex bilinear matrix inequality (BMI) problems, in particular those arising in fixed-order $H_{\infty}$ design. This latter problem, traditionally deemed as difficult in the control community, is approached differently by Henrion [I.4]: with the help of matrix polynomial positivity conditions, sufficient LMI conditions for scalar fixed-order $H_{\infty}$ design are obtained. Gram-matrix representation of homogeneous forms, similar to the SOS representation, are used by Chesi, Garulli, Tesi and Vicino in [I.5] to construct less conservative quadratic-in-the-state but polynomial-in-the-parameter Lyapunov functions for assessing robust stability of polytopic linear systems. Finally, positivity conditions for multivariate polynomial matrices are obtained by Bliman [I.6] via the Kalman-Yakubovich-Popov (KYP) lemma, and an application to the design of linear-parameter-varying (LPV) gain-scheduled state-feedback control laws is described.

The second part of the book is more mathematical, and gives an overview of different algebraic techniques used to cope with polynomial positivity. Results of semi-algebraic geometry by Hilbert and Pólya led Parrilo [4, 5] to construct converging hierarchies of LMI relaxations for optimization over semi-algebraic sets, based on the theory of SOS representations of positive polynomials. Independently, results by Schmüdgen and Putinar were used by Lasserre [6] to construct similar converging LMI hierarchies, with the help of the theory of moments. Both Parrilo's and Lasserre's approaches can be viewed as dual to each other. The paper by De Klerk, Laurent and Parrilo [II.1] shows equivalence between these two approaches in the special case of minimization of forms on the simplex. In [II.2], Lasserre applies the theory of moments to characterize the set of zeros of triangular sets of polynomial equations. Namely, it is shown that the particular structure of the problem allows for the derivation of a simple LMI formulation. Lasserre's hierarchy of LMI relaxations has proved asymptotic convergence under some constraint qualification assumptions, and in particular if the semi-algebraic feasible set is compact: Powers and Reznick [II.3] investigate what happens with the positivity condition of Schmüdgen-Putinar if this compactness assumption is not satisfied. Finally, in [II.4] Šiljak and Stipanović follow a different approach to ensure polynomial positivity. Based on Bernstein's polynomials, they derive criteria for stability analysis and robust stability analysis of two-indeterminate polynomials.

Finally, the third part of the book is dedicated to numerical aspects of positivity of polynomials, and recently developed software tools which can be employed to solve the problems discussed in the book. Parrilo in [III.1] surveys a collection of algebraic results (sparse polynomials and Newton polytopes, ideal structure with equality constraints, structural symmetries) to reduce the size of the LMI formulation of SOS decomposition of positive polynomials. Vandenberghe, Balakrishnan, Wallin, Hansson and Roh [III.2] discuss imple-
mentations of primal-dual interior-point methods for LMI problems derived from the KYP lemma (positivity conditions on one-indeterminate matrix polynomials). It is shown that the overall cost can be reduced to $O\left(n^{4}\right)$, or even $O\left(n^{3}\right)$, as opposed to the $O\left(n^{6}\right)$ of conventional methods, where $n$ is the size of the Lyapunov matrix. In their paper [III.3], Hachez and Nesterov use the theory of conic duality to study in considerable detail optimization problems over positive polynomials with additional interpolation conditions. As a striking result, they show that the complexity of solving the dual LMI formulation is almost independent of the number of interpolation constraints, which has obvious applications in designing more efficient tailored primal-dual interiorpoint algorithms. The book winds up with descriptions of recent developments in two alternative Matlab software currently available to handle positive multivariate polynomials, using either the SOS decomposition (SOSTOOLS) or the dual moment approach (GloptiPoly). Prajna, Papachristodoulou, Seiler, and Parrilo survey in [III.4] the main features of SOSTOOLS along with its control applications, whereas Henrion and Lasserre in [III.5] describe the global optimality certificate and solution extraction mechanism implemented in GloptiPoly.

We believe that the organization of the book into three parts reflects the current trends in the area, with interplay between control engineers, mathematicians, optimizers and software developers.

October 2004
Didier Henrion
Andrea Garulli
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# Control Applications of Sum of Squares Programming 

Zachary Jarvis-Wloszek, Ryan Feeley, Weehong Tan, Kunpeng Sun, and Andrew Packard<br>Department of Mechanical Engineering, University of California, Berkeley \{zachary, rfeeley, weehong, kpsun, pack\}@jagger.me.berkeley.edu

We consider nonlinear systems with polynomial vector fields and pose two classes of system theoretic problems that may be solved by sum of squares programming. The first is disturbance analysis using three different norms to bound the reachable set. The second is the synthesis of a polynomial state feedback controller to enlarge the provable region of attraction. We also outline a variant of the state feedback synthesis for handling systems with input saturation. Both classes of problems are demonstrated using two-state nonlinear systems.

## 1 Introduction

Recent developments in sum of squares (SOS) programming [1, 2] have greatly extended the class of problems that can be solved with convex optimization. These results provide a general methodology to find formulations or relaxations, solvable by semidefinite programming, which address seemingly intractable nonconvex problems. Many of the problems that are amenable to SOS programming relate to polynomial optimization or algebraic geometry and reach back to the original work on global lower bounds for polynomials. This work is collected and expanded upon in [3].

First, we define the basic tools needed to state the main theorem, the Positivstellensatz, which leads to the development of our results. We use this methodology to pose two classes of system theoretic problems for nonlinear systems with polynomial vector fields. The first class of problems is disturbance analysis, which we will show three different ways of quantifying the effects of disturbances on polynomial systems:

1. bounding the reachable set subject to unit energy disturbance,
2. bounding the peak bounded disturbance that retains set invariance, and

3 . bounding the induced $\mathcal{L}_{2} \rightarrow \mathcal{L}_{2}$ gain.

The second class of problems is expanding a region of attraction with state feedback, and its variant for systems with input saturation. We will illustrate our methods of solving these problems by presenting two proof of concept numerical examples. The two classes of problems presented here is a selection of work done in [4] and [5].

## 2 Preliminaries

We often use the same letter to denote a signal (i.e. a function of time), as well as the possible values that the signal may take on at any time. We hope this abuse of notation will not confuse the reader.

### 2.1 Polynomial Definitions

Definition 1 (Monomials). A Monomial $m_{\alpha}$ in $n$ variables is a function defined as $m_{\alpha}(x)=x^{\alpha}:=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}$ for $\alpha \in \mathbb{Z}_{+}^{n}$. The degree of a monomial is defined, $\operatorname{deg} m_{\alpha}:=\sum_{i=1}^{n} \alpha_{i}$.

Definition 2 (Polynomials). A Polynomial $f$ in $n$ variables is a finite linear combination of monomials,

$$
f:=\sum_{\alpha} c_{\alpha} m_{\alpha}=\sum_{\alpha} c_{\alpha} x^{\alpha}
$$

with $c_{\alpha} \in \mathbb{R}$. Define $\mathcal{R}_{n}$ to be the set of all polynomials in $n$ variables. The degree of $f$ is defined as $\operatorname{deg} f:=\max _{\alpha} \operatorname{deg} m_{\alpha}$ (provided the associated $c_{\alpha}$ is non-zero).

Additionally we define $\Sigma_{n}$ to be the set of sum of squares (SOS) polynomials in $n$ variables.

$$
\Sigma_{n}:=\left\{p \in \mathcal{R}_{n} \mid p=\sum_{i=1}^{t} f_{i}^{2}, f_{i} \in \mathcal{R}_{n}, i=1, \ldots, t\right\}
$$

Obviously if $p \in \Sigma_{n}$, then $p(x) \geq 0 \forall x \in \mathbb{R}^{n}$.
It is interesting to note that there are polynomials that are positive semidefinite (PSD) that are not sum of squares. In general, there are only three combinations of number of variables and degree such that the set of SOS polynomials is equivalent to the set of positive semidefinite ones, namely, $n=2 ; d=2$; and $n=3$ with $d=4$. This result dates to Hilbert and is related to his 17th problem.

### 2.2 Positivstellensatz

In the section we define concepts to state a central theorem from real algebraic geometry, the Positivstellensatz, which we will hereafter refer to as the P-satz. This is a powerful theorem which generalizes many known results. For example, applying the P -satz, it is possible to derive the $\mathcal{S}$-procedure by carefully picking the free parameters, as will be shown in Sect. 2.4.

Definition 3. Given $\left\{g_{1}, \ldots, g_{t}\right\} \in \mathcal{R}_{n}$, the Multiplicative Monoid generated by $g_{j}$ 's is the set of all finite products of $g_{j}$ 's, including 1 (i.e. the empty product). It is denoted as $\mathcal{M}\left(g_{1}, \ldots, g_{t}\right)$. For completeness define $\mathcal{M}(\phi):=1$.
An example: $\mathcal{M}\left(g_{1}, g_{2}\right)=\left\{g_{1}^{k_{1}} g_{2}^{k_{2}} \mid k_{1}, k_{2} \in \mathbb{Z}_{+}\right\}$.
Definition 4. Given $\left\{f_{1}, \ldots, f_{r}\right\} \in \mathcal{R}_{n}$, the Cone generated by $f_{i}$ 's is

$$
\begin{equation*}
\mathcal{P}\left(f_{1}, \ldots, f_{r}\right):=\left\{s_{0}+\sum_{i=1}^{l} s_{i} b_{i} \mid l \in \mathbb{Z}_{+}, s_{i} \in \Sigma_{n}, b_{i} \in \mathcal{M}\left(f_{1}, \ldots, f_{r}\right)\right\} . \tag{1}
\end{equation*}
$$

Note that if $s \in \Sigma_{n}$ and $f \in \mathcal{R}_{n}$, then $f^{2} s \in \Sigma_{n}$ as well. This allows us to express a cone of $\left\{f_{1}, \ldots, f_{r}\right\}$ as a sum of $2^{r}$ terms. An example: $\mathcal{P}\left(f_{1}, f_{2}\right)=$ $\left\{s_{0}+s_{1} f_{1}+s_{2} f_{2}+s_{3} f_{1} f_{2} \mid s_{0}, \ldots, s_{3} \in \Sigma_{n}\right\}$.
Definition 5. Given $\left\{h_{1}, \ldots, h_{u}\right\} \in \mathcal{R}_{n}$, the Ideal generated by $h_{k}$ 's is

$$
\mathcal{I}\left(h_{1}, \ldots, h_{u}\right):=\left\{\sum_{k=1}^{u} h_{k} p_{k} \mid p_{k} \in \mathcal{R}_{n}\right\} .
$$

With these definitions we can state the following theorem taken from [6, Theorem 4.2.2]

Theorem 1 (Positivstellensatz). Given polynomials $\left\{f_{1}, \ldots, f_{r}\right\}$, $\left\{g_{1}, \ldots, g_{t}\right\}$, and $\left\{h_{1}, \ldots, h_{u}\right\}$ in $\mathcal{R}_{n}$, the following are equivalent:

1. The set

$$
\left\{\begin{array}{l|l}
x \in \mathbb{R}^{n} & \begin{array}{l}
f_{1}(x) \geq 0, \ldots, f_{r}(x) \geq 0 \\
g_{1}(x) \neq 0, \ldots, g_{t}(x) \neq 0 \\
h_{1}(x)=0, \ldots, h_{u}(x)=0
\end{array}
\end{array}\right\}
$$

is empty.
2. There exist polynomials $f \in \mathcal{P}\left(f_{1}, \ldots, f_{r}\right), g \in \mathcal{M}\left(g_{1}, \ldots, g_{t}\right)$, $h \in \mathcal{I}\left(h_{1}, \ldots, h_{u}\right)$ such that

$$
f+g^{2}+h=0 .
$$

When there are only inequality constraints, and they describe a compact region, this theorem can be improved to reduce the number of free parameters [7], and with slightly stronger assumptions [8]. These results have been used to improve bounds on nonconvex polynomial optimization [2] and [9] highlighted a software package to do so.

### 2.3 SOS Programming

Sum of squares polynomials play an important role in the P-satz. Using a "Gram matrix" approach, Choi et al. [10] showed that $p \in \Sigma_{n}$ iff $\exists Q \succeq 0$ such that $p(x)=z^{*}(x) Q z(x)$, with $z(x)$ a vector of suitable monomials. Powers and Wörmann [11] proposed an algorithm to check if any $Q \succeq 0$ exists for a given $p \in \mathcal{R}_{n}$. Parrilo [1] showed that their algorithm is an LMI, and proved the following extension.

Theorem 2 (Parrilo). Given a finite set $\left\{p_{i}\right\}_{i=0}^{m} \in \mathcal{R}_{n}$, the existence of $\left\{a_{i}\right\}_{i=1}^{m} \in \mathbb{R}$ such that

$$
p_{0}+\sum_{i=1}^{m} a_{i} p_{i} \in \Sigma_{n}
$$

is an LMI feasibility problem.
This theorem is useful since it allows one to answer questions like the following SOS programming example.

Example 1. Given $p_{0}, p_{1} \in \mathcal{R}_{n}$, does there exist a $k \in \mathcal{R}_{n}$, of a given degree, such that

$$
\begin{equation*}
p_{0}+k p_{1} \in \Sigma_{n} . \tag{2}
\end{equation*}
$$

To answer this question, write $k$ as a linear combination of its monomials $\left\{m_{j}\right\}, k=\sum_{j=1}^{s} a_{j} m_{j}$. Rewrite (2) using this decomposition

$$
p_{0}+k p_{1}=p_{0}+\sum_{j=1}^{s} a_{j}\left(m_{j} p_{1}\right)
$$

which since $\left(m_{j} p_{1}\right) \in \mathcal{R}_{n}$ is a feasibility problem that can be checked by Theorem 2.

A software package, SOSTOOLS, [12, 13], exists to aid in solving the LMIs that result from Theorem 2. This package as well as [9] use Sturm's SeDuMi semidefinite programming solver [14].

## $2.4 \mathcal{S}$-Procedure

What does the $\mathcal{S}$-procedure look like in the P -satz formalism? Given symmetric $n \times n$ matrices $\left\{A_{k}\right\}_{k=0}^{m}$, the $\mathcal{S}$-procedure states: if there exist nonnegative scalars $\left\{\lambda_{k}\right\}_{k=1}^{m}$ such that $A_{0}-\sum_{k=1}^{m} \lambda_{k} A_{k} \succeq 0$, then

$$
\bigcap_{k=1}^{m}\left\{x \in \mathbb{R}^{n} \mid x^{T} A_{k} x \geq 0\right\} \subseteq\left\{x \in \mathbb{R}^{n} \mid x^{T} A_{0} x \geq 0\right\}
$$

Written in P-satz form, the question becomes "is

$$
\left\{\begin{array}{l|c}
x \in \mathbb{R}^{n} & \begin{array}{c}
x^{T} A_{1} x \geq 0, \ldots, x^{T} A_{m} x \geq 0 \\
-x^{T} A_{0} x \geq 0, x^{T} A_{0} x \neq 0
\end{array}
\end{array}\right\}
$$

empty?" Certainly, if the $\lambda_{k}$ exist, define $0 \preceq Q:=A_{0}-\sum_{k=1}^{m} \lambda_{k} A_{k}$. Further define SOS functions $s_{0}(x):=x^{T} Q x, s_{01}:=\lambda_{1}, \ldots, s_{0 m}:=\lambda_{m}$. Note that

$$
\begin{aligned}
f & :=\left(-x^{T} A_{0} x\right) s_{0}+\sum_{k=1}^{m}\left(-x^{T} A_{0} x\right)\left(x^{T} A_{k} x\right) s_{0 k} \\
& \in \mathcal{P}\left(x^{T} A_{1} x, \ldots, x^{T} A_{m} x,-x^{T} A_{0} x\right)
\end{aligned}
$$

and that $g:=x^{T} A_{0} x \in \mathcal{M}\left(x^{T} A_{0} x\right)$. Substitution yields $f+g^{2}=0$ as desired. We will use this insight to make specific selections in the P-satz formulation of in Sects. 3 and 4 . For the special case of $m=1$, the converse of the $\mathcal{S}$ Procedure is also true [15, Sect. 2.6.3].

Using the tools of SOS programming and the P-satz, we can, after some simplifications, cast some control problems for systems with polynomial vector fields as tractable optimization problems. In the next two sections, we discuss two classes of problems that these techniques are applicable to.

## 3 Disturbance Analysis

In this section, we consider the local effects of external disturbances on polynomial systems. The following types of disturbance analysis are considered:

1. Reachable set bounds under unit energy disturbances
2. Set invariance under peak bounded disturbances
3. Bounding the induced $\mathcal{L}_{2} \rightarrow \mathcal{L}_{2}$ gain

### 3.1 Reachable Set Bounds under Unit Energy Disturbances

Given a system of the form

$$
\begin{equation*}
\dot{x}=f(x)+g_{w}(x) w \tag{3}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, w(t) \in \mathbb{R}^{n_{w}}, f \in \mathcal{R}_{n}^{n}, f(0)=0$, and $g_{w} \in \mathcal{R}_{n}^{n \times n_{w}}$. We want to compute a bound on the set of points $x(T)$ that are reachable from $x(0)=0$ under (3), provided the disturbance satisfies $\int_{0}^{T} w(t)^{*} w(t) d t \leq 1, T \geq 0$.

A similar problem is considered in [16], where real quantifier elimination is used to calculate the exact reachable set for a larger class of dynamical systems. Our approach only considers convex relaxations of the exact problem, and as such requires less computation. A comparison of SOS programming and computational algebra is given in [17] for the case of polynomial minimization.

Following the Lyapunov-like argument in [15, Sect. 6.1.1], if we have a polynomial $V$ such that

$$
\begin{gather*}
V(x)>0 \text { for all } x \in \mathbb{R}^{n} \backslash\{0\} \text { with } V(0)=0, \text { and }  \tag{4}\\
\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \leq w^{*} w \text { for all } x \in \mathbb{R}^{n}, w \in \mathbb{R}^{n_{w}}, \tag{5}
\end{gather*}
$$

then $\{x \mid V(x) \leq 1\}$ contains the set of points $x(T)$ that are reachable from $x(0)=0$ for any $w$ such that $\int_{0}^{T} w(t)^{*} w(t) d t \leq 1, T \geq 0$. We can see this by integrating the inequality in (5) from 0 to $T$, yielding

$$
V(x(T))-V(x(0))=\int_{0}^{T} w(t)^{*} w(t) d t \leq 1
$$

Recalling $V(x(0))=0, x(T) \in\{x \mid V(x) \leq 1\}$. Furthermore, $x(\tau) \in\{x \mid V(x) \leq$ $1\}$ for all $\tau \in[0, T]$, allowing us to relax the inequality in (5) to

$$
\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \leq w^{*} w \quad \forall x \in\{x \mid V(x) \leq 1\}, \forall w \in \mathbb{R}^{n_{w}}
$$

To bound the reachable set, we require a $V$ satisfying these conditions. Additionally, to achieve a useful bound, the level set $\{x \mid V(x) \leq 1\}$ should be as small as possible. This is accomplished by requiring $\{x \mid V(x) \leq 1\}$ to be contained in a variable sized region $P_{\beta}:=\left\{x \in \mathbb{R}^{n} \mid p(x) \leq \beta\right\}$, for some positive definite $p$, and minimizing $\beta$ under the constraint that we can find a $V$ satisfying (4) and (5). Restricting $V$ to be a polynomial with no constant term, so that $V(0)=0$, we formulate the problem in the following way, leading to application of the P-satz.

$$
\min _{V \in \mathcal{R}_{n}} \beta
$$

such that

$$
\begin{align*}
& \left\{x \in \mathbb{R}^{n} \mid V(x) \leq 0, l_{1}(x) \neq 0\right\} \text { is empty }  \tag{6}\\
& \left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1, p(x) \geq \beta, p(x) \neq \beta\right\} \text { is empty }  \tag{7}\\
& \left\{\begin{array}{c|c}
x \in \mathbb{R}^{n}, & V(x) \leq 1 \\
w \in \mathbb{R}^{n_{w}} & \left.\begin{array}{c}
\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \geq w^{*} w, \\
\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \neq w^{*} w
\end{array}\right\} \text { is empty } .
\end{array}\right. \tag{8}
\end{align*}
$$

where $l_{1}$ is some positive definite and SOS polynomial that replaces $x$ in the non-polynomial constraint $x \neq 0$. The constraints (6) and (8) make $V$ and $\dot{V}$ behave properly, while (7) allows that $\{x \mid V(x) \leq 1\} \subseteq P_{\beta}$.

Invoking the P -satz, constraints (6)-(8) are equivalent to the constraints in the following minimization.

$$
\min \beta \quad \text { over } \quad \begin{gathered}
V \in \mathcal{R}_{n}, \quad s_{1}, \ldots, s_{6} \in \Sigma_{n} \\
s_{7}, \ldots, s_{10} \in \Sigma_{n+n_{w}}, \quad k_{1}, k_{2}, k_{3} \in \mathbb{Z}_{+}
\end{gathered}
$$

such that

$$
\begin{align*}
s_{1} & -V s_{2}+l_{1}^{2 k_{1}}=0  \tag{9}\\
s_{3} & +(1-V) s_{4}+(p-\beta) s_{5}, \\
& +(1-V)(p-\beta) s_{6}+(p-\beta)^{2 k_{2}}=0,  \tag{10}\\
s_{7} & +\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)-w^{*} w\right) s_{8}+(1-V) s_{9} \\
& +(1-V)\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)-w^{*} w\right) s_{10} \\
& +\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)-w^{*} w\right)^{2 k_{3}}=0 . \tag{11}
\end{align*}
$$

Conditions (9)-(11) cannot be directly checked using SOS programming methods. Therefore we specify convenient values for some of the $s_{i}$ 's and $k_{j}$ 's. We also restrict the degree of $V$ and the remaining $s_{i}$ 's. Consequently (9)-(11) become only sufficient for (6)-(8).

Picking any of the $k_{j}=0$, can prevent feasibility. Thus we set all of the $k_{j}$ 's equal to the next smallest value, 1 . If we pick $s_{2}=l_{1}$ and $s_{1}=\hat{s}_{1} l_{1}$, then (9) looks like the form used to show positive definiteness of a Lyapunov function in [18]. Additionally, if we pick $s_{7}=s_{9}=0$, and realize that $\frac{\partial V}{\partial x}(f(x)+$ $\left.g_{w}(x) w\right)-w^{*} w$ is not the zero polynomial, we can write (11) in the form of a "generalized" $\mathcal{S}$-procedure. These choices leave the following problem:

$$
\min \beta \quad \text { over } V \in \mathcal{R}_{n}, \quad s_{4}, s_{5}, s_{6} \in \Sigma_{n}, \quad s_{10} \in \Sigma_{n+n_{w}}
$$

such that

$$
\begin{align*}
& V-l_{1} \in \Sigma_{n}  \tag{12}\\
& -\left((1-V) s_{4}+(p-\beta) s_{5}\right. \\
& \left.\quad+(1-V)(p-\beta) s_{6}+(p-\beta)^{2}\right) \in \Sigma_{n}  \tag{13}\\
& \quad-\left((1-V) s_{10}+\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)-w^{*} w\right)\right) \in \Sigma_{n+n_{w}} \tag{14}
\end{align*}
$$

where (12) ensures the positive definiteness of $V$, (13) establishes $\{x \mid V(x) \leq$ $1\} \subseteq P_{\beta}$, and (14) constrains $\dot{V} \leq w^{*} w$ on $\{x \mid V(x) \leq 1\}$.

Note that some of the decision polynomials enter the constraints in a bilinear form, which SOS programming cannot handle directly. For example, in (13), there are bilinear terms such as $V s_{4}$ and $V s_{6}$. Our approach is to hold one set of decision polynomials fixed while optimizing the other set, then switching over. This results in an iterative algorithm whereby at any step, the constraints (12)-(14) can be checked using SOS programming.

Before presenting the algorithm, two issues deserve mention. First, to use SOS programming, we must specify the maximum degree of $V$ and the SOS polynomials $s_{i}$. To ensure (12)-(14) might be satisfied, the degree of the polynomials must satisfy

$$
\begin{gather*}
\operatorname{deg} V=\operatorname{deg} l_{1} \\
\max \left\{\operatorname{deg}\left(V s_{4}\right) ; \operatorname{deg}\left(V p s_{6}\right)\right\} \geq \max \left\{\operatorname{deg}\left(p s_{5}\right) ; 2 \operatorname{deg} p\right\},  \tag{15}\\
\operatorname{deg} s_{10} \geq \max \left\{\operatorname{deg} f ; \operatorname{deg}\left(g_{w} w\right)\right\}-1 .
\end{gather*}
$$

These constraints are a consequence of the nature of polynomials; e.g. a SOS polynomial of degree 2 cannot be greater than a SOS polynomial of degree 4 for all $x$.

The second issue is that the algorithm does not reliably find a feasible point $\left\{V, s_{4}, s_{5}, s_{6}, s_{10}, \beta\right\}$. Rather it can only improve upon one, by driving $\beta$ smaller. As written, the user must supply an initial $V_{0}$ that is a component of some feasible point, though the other components can be determined with SDPs. Given a $V_{0}$ satisfying (12), an SDP can determine the existence of $s_{4}$, $s_{5}$, and $s_{6}$ to satisfy (13). Likewise, a separate SDP can determine the existence of $s_{10}$ satisfying (14). Note that a "poor" choice of initial $V_{0}$ may render (13) and/or (14) unsatisfiable for any choice of $\beta, s_{4}, s_{5}, s_{6}, s_{10}$, although for a different $V_{0},(13)$ and (14) may be satisfied. Heuristics (based on linearizations) to find suitable initial $V_{0}$ 's are possible. However, once a feasible point $\left\{V, s_{4}, s_{5}, s_{6}, s_{10}, \beta\right\}$ is found, the optimization will remain feasible and $\beta$ will be at least monotonically non-increasing with every step of the algorithm. Since we do not have a lower bound on $\beta$, we do not have a formal stopping criteria. Heuristics, such as $\beta$ between each iteration of the algorithm improving by less than a specified tolerance, is used as our stopping criterion.

## Iterative Bounding Procedure

Setup: Specify the maximum degree that will be considered for both $V$ and the $s_{i}$ 's, observing the constraints in (15). Set $l_{1}=\epsilon \sum x_{i}^{m}$ for some small $\epsilon>0$, and $m$ is the maximum degree of $V$. Each step of the iteration, which is indexed by $i$, consists of three substeps, the first two subject to constraints (12)-(14). To begin the iteration, choose a $V_{0}$, initialize $V^{(i=0)}=V_{0}$ and the iteration index $i=1$, and proceed to step 1 .

## 1. SOS Optimization:

Minimize $\beta$ over $s_{4}, s_{5}, s_{6}$, and $s_{10}$, with $V=V^{(i-1)}$ fixed, to obtain $s_{4}^{(i)}, s_{6}^{(i)}$, and $s_{10}^{(i)}$.
2. Lyapunov Function Synthesis:

Minimize $\beta$ over $s_{5}$ and $V$, with $s_{4}=s_{4}^{(i)}, s_{6}=s_{6}^{(i)}$, and $s_{10}=s_{10}^{(i)}$ fixed, to obtain $V^{(i)}$ and $\beta^{(i)}$.

## 3. Stopping Criterion:

If $\beta^{(i)}-\beta^{(i-1)}$ is less than a specified tolerance, conclude the iteration, otherwise increment $i$ and return to substep 1.

In (13), $\beta$ is multiplied by polynomials we are searching over. Therefore we minimize $\beta$ in substeps 1 and 2 using a line search.

If we restrict ourselves to linear dynamics, $\dot{x}=A x+B_{w} w$, and quadratic Lyapunov functions, $V(x)=x^{*} P x$, then (12) becomes $P \succ 0$, and with $s_{10}=0$, (14) becomes

$$
\left[\begin{array}{cc}
A^{*} P+P A & P B_{w} \\
B_{w}^{*} P & -I
\end{array}\right] \preceq 0 .
$$

Thus (12) and (14) generalize the LMI in [15, Sect. 6.1.1].

### 3.2 Set Invariance under Peak Bounded Disturbances

Considering again a polynomial system subject to disturbances as in (3),

$$
\dot{x}=f(x)+g_{w}(x) w .
$$

We can now look at bounding the maximum peak disturbance value such that a given set remains invariant under these bounded disturbances and the action of the system's dynamics.

Let the peak of a signal $w$ be bounded by

$$
\|w\|_{\infty}:=\sup _{t}|w(t)| \leq \sqrt{\gamma}
$$

and define the invariant set as

$$
\Omega_{1}:=\left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\}
$$

for some fixed $V \in \mathcal{R}_{n}$, positive definite. We know that if $\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \leq$ 0 on the boundary of $\Omega_{1}$ for all $w$ meeting the peak bound, then the flow of the system from any point in $\Omega_{1}$ cannot ever leave $\Omega_{1}$, which makes it invariant. In set containment terms we can write this relationship as

$$
\begin{align*}
&\left\{x \in \mathbb{R}^{n}, w \in \mathbb{R}^{n_{w}} \mid\right.V(x)=1\} \cap\left\{x \in \mathbb{R}^{n}, w \in \mathbb{R}^{n_{w}} \mid w^{*} w \leq \gamma\right\} \\
& \subseteq\left\{x \in \mathbb{R}^{n}, w \in \mathbb{R}^{n_{w}} \left\lvert\, \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \leq 0\right.\right\} \tag{16}
\end{align*}
$$

which can be rewritten in set emptiness form as

$$
\left\{\begin{array}{l|l}
x \in \mathbb{R}^{n}, & \begin{array}{l}
V(x)-1=0, \gamma-w^{*} w \geq 0 \\
w \in \mathbb{R}^{n_{w}}
\end{array} \\
\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \geq 0, \\
\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \neq 0
\end{array}\right\}=\phi
$$

Employing the P-satz, this becomes

$$
\begin{aligned}
s_{0} & +s_{1}\left(\gamma-w^{*} w\right)+s_{2} \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \\
& +s_{3}\left(\gamma-w^{*} w\right) \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \\
& +\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)^{2 k}+q(V-1)=0
\end{aligned}
$$

with $k \in \mathbb{Z}_{+}, q \in \mathcal{R}_{n+n_{w}}$ and $s_{0}, s_{1}, s_{2}, s_{3} \in \Sigma_{n+n_{w}}$.
Using our standard approach of $k=1$, we can write the following SOS constraint that guarantees invariance under bounded $w$,

$$
\begin{align*}
- & s_{1}\left(\gamma-w^{*} w\right)-s_{2} \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \\
& -s_{3}\left(\gamma-w^{*} w\right) \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \\
& -\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)^{2}-q(V-1) \in \Sigma_{n+n_{w}} . \tag{17}
\end{align*}
$$

Notice that this SOS condition has terms that are not linear in the monomials of $V$, and thus there is no way to use our convex optimization approach to adjust $V$ while checking this condition. Since (17) in linear in $\gamma$ we can search for the maximum peak disturbance for which the set is invariant, by searching over $q$ and the $s_{i}$ 's to maximize $\gamma$ subject to (17). We will need to have the following degree relationship hold to make (17) possibly feasible

$$
\begin{aligned}
& \max \left\{\operatorname{deg}\left(s_{1}\right)+2, \operatorname{deg}\left(s_{2} \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right), \operatorname{deg}(q V)\right\} \\
& \left.\left.\geq \max \left\{\operatorname{deg}\left(s_{3} \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)\right)+2,2 \operatorname{deg}\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)\right)\right\} .
\end{aligned}
$$

If we set $x(0)=0$, then the invariant set $\Omega_{1}$ bounds the system's reachable set under disturbances with peak less than $\gamma$. This bound is similar, but less stringent, than the bound for linear systems given in [15].

The constraint in (17) can result in searching for polynomials with many coefficients. We can reduce the degree of this constraint by setting

$$
q=\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)^{2} \hat{q}
$$

and

$$
s_{i}=\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)^{2} \hat{s}_{i}
$$

for $i=1,2,3$. This allows us to factor out a $\left(\frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)^{2}$ term to get the following sufficient condition:

$$
\begin{align*}
& -\hat{s}_{1}\left(\gamma-w^{*} w\right)-\hat{s}_{2} \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right) \\
& \quad-\hat{s}_{3}\left(\gamma-w^{*} w\right) \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)-1-\hat{q}(V-1) \in \Sigma_{n+n_{w}} . \tag{18}
\end{align*}
$$

For this simplified constraint (18), the polynomials must satisify this degree relationship:

$$
\begin{array}{r}
\max \left\{\operatorname{deg}\left(\hat{s}_{1}\right)+2, \operatorname{deg}\left(\hat{s}_{2} \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right), \operatorname{deg}(\hat{q} V)\right\} \\
\left.\geq \operatorname{deg}\left(\hat{s}_{3} \frac{\partial V}{\partial x}\left(f(x)+g_{w}(x) w\right)\right)\right)+2 . \tag{19}
\end{array}
$$

Effect of $\|w\|_{\infty}$ on $\|x\|_{\infty}$
Using the bounded peak disturbances techniques above to find a bound for the largest disturbance peak value for which $\Omega_{1}$ is invariant, we can then bound the peak size of the system's state to get a relationship that is similar to the induced $\mathcal{L}_{\infty} \rightarrow \mathcal{L}_{\infty}$ norm from disturbance to state for this invariant set.

For a given $V$, we solve the optimization to find the largest $\gamma$ such that (17) is feasible. Then we can bound the size of the state by optimizing to find the smallest $\alpha$ such that

$$
\Omega_{1}=\left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\} \subseteq\left\{x \in \mathbb{R}^{n} \mid x^{*} x \leq \alpha\right\}
$$

This containment constraint is easily solved with a generalized $\mathcal{S}$-procedure following from Sect. 2.4. From this point we know that the following implication holds

$$
\forall x(0) \in \Omega_{1}, \text { and }\|w\|_{\infty} \leq \sqrt{\gamma} \quad \Rightarrow \quad\|x\|_{\infty} \leq \sqrt{\alpha}
$$

which provides our induced norm-like bound.

### 3.3 Bounding the Induced $\mathcal{L}_{2} \rightarrow \mathcal{L}_{2}$ Gain

Consider the disturbance driven system with outputs,

$$
\begin{aligned}
\dot{x} & =f(x)+g_{w}(x) w \\
y & =h(x)
\end{aligned}
$$

with $x(t) \in \mathbb{R}^{n}, w(t) \in \mathbb{R}^{n_{w}}, y(t) \in \mathbb{R}^{p}, f \in \mathcal{R}_{n}^{n}, f(0)=0, g_{w} \in \mathcal{R}_{n}^{n \times n_{w}}$, and $h \in \mathcal{R}_{n}^{p}$ with $h(0)=0$.

For a region, $\Omega_{1}=\left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\}$ as in Sect. 3.2, that is invariant under disturbances with $\|w\|_{\infty} \leq \sqrt{\gamma}$, we can bound the induced $\mathcal{L}_{2} \rightarrow \mathcal{L}_{2}$ gain from $w$ to $y$ on this invariant set by finding a positive definite $H \in \mathcal{R}_{n}$ and $\beta \geq 0$ such that the following set containment holds

$$
\begin{align*}
& \left\{x \in \mathbb{R}^{n}, w \in \mathbb{R}^{n_{w}} \mid w^{*} w \leq \gamma\right\} \cap\left\{x \in \mathbb{R}^{n}, w \in \mathbb{R}^{n_{w}} \mid V(x) \leq 1\right\} \\
& \subseteq\left\{x \in \mathbb{R}^{n}, w \in \mathbb{R}^{n_{w}} \left\lvert\, \frac{\partial H}{\partial x}\left(f(x)+g_{w}(x) w\right)+h(x)^{*} h(x)-\beta w^{*} w \leq 0\right.\right\} \tag{20}
\end{align*}
$$

If we can find a $\beta, H$ pair to make (20) hold, then we can follow the steps from Sect. 3.1 to show that

$$
x(0)=0 \quad \text { and } \quad\|w\|_{\infty} \leq \sqrt{\gamma} \Rightarrow \frac{\|y\|_{2}}{\|w\|_{2}} \leq \sqrt{\beta}
$$

We can search for the tightest bound on the induced norm by employing a generalized $\mathcal{S}$-procedure to satisfy (20) and solving the following optimization

$$
\begin{align*}
& \min _{H \in \mathcal{R}_{n}} \beta \quad \text { s.t. } \\
& H-l \in \Sigma_{n},  \tag{21}\\
& -\left(\frac{\partial H}{\partial x}\left(f(x)+g_{w}(x) w\right)+h(x)^{*} h(x)-\beta w^{*} w\right) \\
& \quad-s_{1}\left(\gamma-w^{*} w\right)-s_{2}(1-V) \in \Sigma_{n+n_{w}}
\end{align*}
$$

with $s_{1}, s_{2} \in \Sigma_{n+n_{w}}$ and $l \in \Sigma_{n}$, positive definite.
In an effort to make the optimization (21) feasible we will pick the degrees of $s_{1}$ and $s_{2}$ so that

$$
\begin{aligned}
\operatorname{deg}\left(s_{1}\right)+2 & \geq \operatorname{deg}\left(\frac{\partial H}{\partial x}\left(f(x)+g_{w}(x) w\right)+h^{*} h\right) \quad \text { and } \\
\operatorname{deg}\left(s_{2} V\right) & \geq \operatorname{deg}\left(\frac{\partial H}{\partial x}\left(f(x)+g_{w}(x) w\right)+h^{*} h\right)
\end{aligned}
$$

### 3.4 Disturbance Analysis Example

Consider the following nonlinear system

$$
\begin{align*}
\dot{x}_{1} & =-x_{1}+x_{2}-x_{1} x_{2}^{2} \\
\dot{x}_{2} & =-x_{2}-x_{1}^{2} x_{2}+w \\
y & =\left[\begin{array}{ll}
x_{1} & x_{2}
\end{array}\right]^{T} \tag{22}
\end{align*}
$$

with $x(t) \in \mathbb{R}^{2}$ and $w(t) \in \mathbb{R}$. Given $p(x)=8 x_{1}^{2}-8 x_{1} x_{2}+4 x_{2}^{2}$, we would like to determine the smallest level set $P_{\beta}:=\left\{x \in \mathbb{R}^{2} \mid p(x) \leq \beta\right\}$ that contains all possible system trajectories for $t \leq T$ starting from $x(0)=0$ with $\int_{0}^{T} w^{2} d t \leq R$, where $R$ is a given constant. Employing the algorithm in Sect. 3.1, we fix $s_{5}=1$ and $s_{6}=0$ to eliminate the need for a line search in each substep. We set the maximum degree of $V, s_{4}$ and $s_{10}$ all to be of degree 4 and initialized the algorithm with $V_{0}(x)=x_{1}^{2}+x_{2}^{2}$. Figure 1 shows the algorithm's progress in reducing $\beta$ versus iteration number as well as the trade off between $R$ and $\beta$. The insert shows the monotonically decreasing behavior of our algorithm for $R=1$, and after 10 iterations, $\beta$ is reduced to 1.08 , which is a large improvement over the first iteration bound of $\beta=10.79$. For increasing values of disturbance energy $R$, the size of the reachable set increases, which is expected.

Using the Lyapunov function $V$ found in the reachable set analysis for $R=1$, we can bound the peak disturbance such that the set $\Omega_{1}=\{x \in$ $\left.\mathbb{R}^{2} \mid V(x) \leq 1\right\}$ remains invariant. Using the optimization in (18), we get $\|w\|_{\infty} \leq \sqrt{\gamma}=0.642$ by choosing the degree of $\hat{s}_{1}, \hat{s}_{2}, \hat{s}_{3}$ and $\hat{p}$ to be $6,2,0$ and 4 respectively. If we start from $x(0) \in \Omega_{1}$ and have $\|w\|_{\infty} \leq 0.642$, then $\|x\|_{\infty} \leq \sqrt{\alpha}=0.784$. We can also bound the induced $\mathcal{L}_{2} \rightarrow \mathcal{L}_{2}$ disturbance to state gain for this system. The maximum degree of $H, s_{1}$, and $s_{2}$ are chosen to be 2,0 and 2 respectively. Using (21), we get $\frac{\|x\|_{2}}{\|w\|_{2}} \leq 1.41$ if we start from $x(0)=0$, and as long as $\|w\|_{\infty} \leq 0.642$.


Fig. 1. Insert: Algorithm's progress for $R=1$, Main: Trade off between $R$ and $\beta$

## 4 Expanding a Region of Attraction with State Feedback

Given a system of the form

$$
\begin{equation*}
\dot{x}=f(x)+g(x) u \tag{23}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}$, and $f, g n$-vectors of elements of $\mathcal{R}_{n}$ such that $f(0)=0$, we would like to synthesize a state feedback controller $u=K(x)$ with $K \in \mathcal{R}_{n}$ that enlarges the set of points that we can show are attracted to the fixed point at the origin.

We define a variable sized region as $P_{\beta}:=\left\{x \in \mathbb{R}^{n} \mid p(x) \leq \beta\right\}$, for some given positive definite $p$. We then expand the provable region of attraction by maximizing $\beta$ while requiring that all of the points in $P_{\beta}$ converge to the origin under the controller $K$. Using a Lyapunov argument, every point in $P_{\beta}$ will converge asymptotically to the origin if there exists $K, V \in \mathcal{R}_{n}$ such that the following hold:

$$
\begin{align*}
& V(x)>0 \text { for all } x \in \mathbb{R}^{n} \backslash\{0\} \text { and } V(0)=0  \tag{24}\\
& \left\{x \in \mathbb{R}^{n} \mid p(x) \leq \beta\right\} \subseteq\left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\}  \tag{25}\\
& \left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\} \backslash\{0\} \subseteq \\
& \quad\left\{x \in \mathbb{R}^{n} \left\lvert\, \frac{\partial V}{\partial x}(f(x)+g(x) K(x))<0\right.\right\} \tag{26}
\end{align*}
$$

These conditions show that $V$ is positive definite, $P_{\beta}$ is contained in a level set of $V$, and $\frac{d V}{d t}$ is strictly negative on all the points contained in the level set aside from $x=0$.

The condition that $V(0)=0$ is satisfied by setting the constant term to zero. Enlarging the region of attraction subject to the preceding requirements can be cast into the following form which is amenable to the P -satz.

$$
\max _{K, V \in \mathcal{R}_{n}} \beta
$$

such that

$$
\begin{align*}
& \left\{x \in \mathbb{R}^{n} \mid V(x) \leq 0, l_{1}(x) \neq 0\right\} \text { is empty }  \tag{27}\\
& \left\{x \in \mathbb{R}^{n} \mid p(x) \leq \beta, V(x) \geq 1, V(x) \neq 1\right\} \text { is empty }  \tag{28}\\
& \left\{\begin{array}{c|c}
\left.V \in \mathbb{R}^{n} \left\lvert\, \begin{array}{c}
V(x) \leq 1, l_{2}(x) \neq 0 \\
\frac{\partial V}{\partial x}(f(x)+g(x) K(x)) \geq 0
\end{array}\right.\right\} \text { is empty }
\end{array}\right. \tag{29}
\end{align*}
$$

where $l_{1}, l_{2}$ are fixed positive definite and SOS polynomials which replace the non-polynomial constraints $x \neq 0$ in (24) and (26).

Applying the P-satz, the region maximization problem with constraints (27)-(29) is equivalent to

$$
\max \beta \quad \text { over } \begin{gathered}
K, V \in \mathcal{R}_{n} \quad k_{1}, k_{2}, k_{3} \in \mathbb{Z}_{+} \\
s_{1}, \ldots, s_{10} \in \Sigma_{n}
\end{gathered}
$$

such that

$$
\begin{align*}
s_{1} & -V s_{2}+l_{1}^{2 k_{1}}=0  \tag{30}\\
s_{3} & +(\beta-p) s_{4}+(V-1) s_{5} \\
& +(\beta-p)(V-1) s_{6}+(V-1)^{2 k_{2}}=0  \tag{31}\\
s_{7} & +(1-V) s_{8}+\left(\frac{\partial V}{\partial x}(f+g K)\right) s_{9} \\
& +(1-V)\left(\frac{\partial V}{\partial x}(f+g K)\right) s_{10}+l_{2}^{2 k_{3}}=0 . \tag{32}
\end{align*}
$$

We cannot check (30)-(32) using SOS programming methods, so we will have to pick values for some of the $s_{i}$ 's and $k_{j}$ 's. We set $k_{1}=k_{2}=k_{3}=1$ and pick $s_{2}=l_{1}$ and $s_{1}=\hat{s}_{1} l_{1}$ to simplify (30). Equation (31) has a $(V-1)^{2 k_{2}}$ term which we can not directly optimize over using SOS programming, so we
cast this constraint as an $\mathcal{S}$-procedure (see Sect. 2.4). This is done by setting $s_{3}=s_{4}=0, k_{2}=1$, and factoring out a $(V-1)$ term. To simplify (32) we set $s_{10}=0$ and factor out $l_{2}$, leaving the sufficient conditions below,

$$
\max \beta \quad \text { over } K, V \in \mathcal{R}_{n} \quad s_{6}, s_{8}, s_{9} \in \Sigma_{n}
$$

such that

$$
\begin{align*}
& V-l_{1} \in \Sigma_{n}  \tag{33}\\
& -\left((\beta-p) s_{6}+(V-1)\right) \in \Sigma_{n}  \tag{34}\\
& -\left((1-V) s_{8}+\frac{\partial V}{\partial x}(f+g K) s_{9}+l_{2}\right) \in \Sigma_{n} \tag{35}
\end{align*}
$$

Again, the decision polynomials do not enter the constraints linearly, so we employ an iterative algorithm to solve this maximization. A slight modification to (35) is needed because for a given Lyapunov candidate function $V$, searching over $K$ does not affect $\beta$ at all. An intermediate variable, $\alpha$, is introduced to (35) so that we maximize the level set of $\{x \mid V(x) \leq \alpha\}$ that is contractively invariant under $K$ and use $\alpha$ to scale $V$ and $l_{2}$. We will elaborate more in the control design algorithm.

To initialize the algorithm, set $V_{0}$ to be a control Lyapunov function (CLF) of the linearized system. Since $V_{0}$ is a CLF, (33) is automatically satisfied and (35) is easily satisfied by scaling $V_{0}$. Constraint (34) is also satisfied for sufficiently small $\beta$. As such, if we can find a CLF for the linearized system, we would have a feasible starting point for our algorithm. Otherwise, the algorithm might fail on the first iteration.

For reasons highlighted in Sect. 3.1, the maximum degree of $V, K, l_{1}, l_{2}$, and the $s_{i}$ 's must satisfy the following constraints:

$$
\begin{gather*}
\operatorname{deg} V=\operatorname{deg} l_{1} \\
\operatorname{deg}\left(p s_{6}\right) \geq \operatorname{deg} V  \tag{36}\\
\operatorname{deg} s_{8} \geq \max \left\{\operatorname{deg}\left(f s_{9}\right) ; \operatorname{deg}\left(g K s_{9}\right)\right\}-1, \\
\operatorname{deg}\left(V s_{8}\right)=\operatorname{deg} l_{2}
\end{gather*}
$$

## Control Design Algorithm

Setup: Specify the maximum degree that will be considered for both $V$ and the $s_{i}$ 's. Set $l_{1}=\epsilon \sum x_{i}^{m}$ for some small $\epsilon>0$, and $m$ is the maximum degree of $V$. Each step of the iteration, indexed by $i$, consists of three substeps, two of which also involve iterations. These inner iterations will be indexed by $j$. To begin the iteration, choose a $V_{0}$ that is a CLF of the linearized system, and initialize $V^{(i=0)}=V_{0}$ and $s_{9}^{(i=0)}=1$. Also, set $l_{2}^{(i=0)}=\epsilon \sum x_{i}^{q}$, where $q$ is the maximum degree of $\left(V s_{8}\right)$. Now set the outer iteration index $i=1$ and proceed to step 1 .

## 1. Controller Synthesis:

Set $V=V^{(i-1)}, s_{9}^{(j=0)}=s_{9}^{(i-1)}$, and the inner iteration index $j=1$. In substeps 1a and 1 b , solve the following optimization problem:

$$
\begin{align*}
& \max \alpha \quad \text { over } K \in \mathcal{R}_{n}, \quad s_{8}, s_{9} \in \Sigma_{n} \quad \text { such that } \\
& -\left((\alpha-V) s_{8}+\frac{\partial V}{\partial x}(f+g K) s_{9}+l_{2}\right) \in \Sigma_{n} \tag{37}
\end{align*}
$$

(a) Maximize $\alpha$ over $s_{8}, K$, with $s_{9}=s_{9}^{(j-1)}$ fixed, to obtain $K^{(j)}$.
(b) Maximize $\alpha$ over $s_{8}, s_{9}$, with $K=K^{(j)}$ fixed, to obtain $s_{9}^{(j)}$ and $\alpha^{(j)}$.
(c) If $\alpha^{(j)}-\alpha^{(j-1)}$ is less than a specified tolerance, set $s_{8}^{(i)}=s_{8}^{(j)}$, $s_{9}^{(i)}=s_{9}^{(j)}, l_{2}^{(i)}=l_{2}^{(i-1)} / \alpha^{(j)}$, and $\alpha^{(i)}=\alpha^{(j)}$ and continue to step 2. Otherwise increment $j$ and return to 1a.
2. Lyapunov Function Synthesis:

Set $V^{(j=0)}=V^{(i-1)} / \alpha^{(i)}$ and the inner iteration index $j=1$. Hold $s_{8}=s_{8}^{(i)}, s_{9}=s_{9}^{(i)}$, and $l_{2}=l_{2}^{(i)}$ fixed.
(a) Maximize $\beta$ over $s_{6}$, with $V=V^{(j-1)}$ fixed, subject to (34) to obtain $s_{6}^{(j)}$. i.e.

$$
\begin{aligned}
& \max \beta \quad \text { over } s_{6} \in \Sigma_{n} \quad \text { such that } \\
& -\left((\beta-p) s_{6}+(V-1)\right) \in \Sigma_{n} .
\end{aligned}
$$

(b) Maximize $\beta$ over $V$, with $s_{6}=s_{6}^{(j)}$ fixed, subject to (33)-(35) to obtain $V^{(j)}$ and $\beta^{(j)}$.
(c) If $\beta^{(j)}-\beta^{(j-1)}$ is less than a specified tolerance, set $V^{(i)}=V^{(j)}$ and $\beta^{(i)}=\beta^{(j)}$ and continue to step 3. Otherwise increment $j$ and return to 2 a .
3. Stopping Criterion: If $\beta^{(i)}-\beta^{(i-1)}$ is less than a specified tolerance conclude the iterations, otherwise return to step 1 .

As in Sect. 3.1, we use a line search to maximize $\alpha$ and $\beta$ in the steps above.

### 4.1 Expanding the Region of Attraction for Systems with Input Saturation

Given a system of the form

$$
\begin{equation*}
\dot{x}=f(x)+g(x) \operatorname{sat}(u) \tag{38}
\end{equation*}
$$

where

$$
\operatorname{sat}(u):=\left\{\begin{array}{c}
u \text { if }|u| \leq 1 \\
1 \text { if } u>1 \\
-1 \text { if } u<-1
\end{array}\right.
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}$, and $f, g n$-vectors of elements of $\mathcal{R}_{n}$ such that $f(0)=0$, we would like to synthesize a state feedback controller $u=K(x)$ with $K \in \mathcal{R}_{n}$ to enlarge the set of points which are attracted to the origin.

Again, we define the region to expand as $P_{\beta}:=\left\{x \in \mathbb{R}^{n} \mid p(x) \leq \beta\right\}$, for some given positive definite $p$. We want to design state feedback controller $K(x)$ to maximize $\beta$ such that the $P_{\beta}$ is a domain of attraction and $|u| \leq 1$. This is accomplished by appending two conditions to (24)-(26):

$$
\begin{array}{r}
\left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\} \subseteq\left\{x \in \mathbb{R}^{n} \mid K(x) \leq 1\right\} \\
\left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\} \subseteq\left\{x \in \mathbb{R}^{n} \mid K(x) \geq-1\right\} \tag{40}
\end{array}
$$

These two equations ensure that $|u|=|K(x)| \leq 1$ for all $x$ in the contractively invariant set $\left\{x \in \mathbb{R}^{n} \mid V(x) \leq 1\right\}$, so the control action will not hit saturation.

Following the procedure in Sect. 4, we will obtain constraints (33)-(35). Additionally due to the saturation, we have

$$
\begin{align*}
& \left((1-K)-(1-V) s_{10}\right) \in \Sigma_{n}  \tag{41}\\
& \left((1+K)-(1-V) s_{11}\right) \in \Sigma_{n} \tag{42}
\end{align*}
$$

The control design algorithm for this problem is similar to that proposed in Sect. 4, with the inclusions of the two additional constraints (41) and (42).

### 4.2 State Feedback Example

Consider the following nonlinear system:

$$
\begin{align*}
& \dot{x}_{1}=u \\
& \dot{x}_{2}=-x_{1}+\frac{1}{6} x_{1}^{3}-u \tag{43}
\end{align*}
$$

with $x(t) \in \mathbb{R}^{2}$ and $u(t) \in \mathbb{R}$. We are interested in enlarging the domain of attraction described by the level set $P_{\beta}:=\left\{x \in \mathbb{R}^{2} \mid p(x) \leq \beta\right\}$, where $p(x)=\frac{1}{6} x_{1}^{2}+\frac{1}{6} x_{1} x_{2}+\frac{1}{12} x_{2}^{2}$, through state feedback. Using the algorithm in Sect. 4, we start with randomized $V_{0}(x)$ that are CLFs of the linearized system. We set the maximum degrees of $V, K, s_{6}, s_{8}$ and $s_{9}$ to $2,1,2,2$, and 0 respectively.

Figure 2 shows the progress of $\beta$ with iteration number for 10 random $V_{0}$. Out of these 10 random $V_{0}$, the largest $\beta$ achieved is 54.65 . Figure 3 shows the resulting domain of attraction for this case. The corresponding controller is $K=-145.94 x_{1}+12.2517 x_{2}$ and $V=0.001\left(2.3856 x_{1}^{2}+2.108 x_{1} x_{2}+1.17 x_{2}^{2}\right)$.

Surprisingly, for higher orders of $V$ and $K$, we have obtained smaller regions of attraction. This is likely due to the nonconvexity of the overall control design algorithm. Although each substep is optimal (i.e., convex), our iterative approach of breaking the algorithm into substeps is not.


Fig. 2. $\beta$ vs. iteration no. for various $V_{0}$

$$
\begin{aligned}
& x 1^{\prime}=-145943 \times 1+12.2517 \times 2 \\
& x 2^{\prime}=0.16667 \times 1^{3}+144.943 \times 1-122517 \times 2
\end{aligned}
$$

Fig. 3. Closed loop system's region of attraction

We can also analyze the disturbance rejection properties of this controller when the disturbances enter the system additively in the control channel, i.e. $g_{w}(x)=g(x)$. Using the Lyapunov function $V$ found in the state feedback design, we can bound the peak disturbance such that the set $\Omega_{1}=\{x \in$ $\left.\mathbb{R}^{2} \mid V(x) \leq 1\right\}$ remains invariant. Using the optimization in (18), we get $\|w\|_{\infty} \leq \sqrt{\gamma}=31.62$ by choosing the degree of $\hat{s}_{1}, \hat{s}_{2}, \hat{s}_{3}$ and $\hat{p}$ to be $4,2,0$ and 4 respectively. If we start with $x(0) \in \Omega_{1}$ and have $\|w\|_{\infty} \leq 31.62$, then $\|x\|_{\infty} \leq \sqrt{\alpha}=42.22$. We can also bound the induced $\mathcal{L}_{2} \rightarrow \mathcal{L}_{2}$ disturbance to state gain for this system by setting $h(x)=\left[x_{1} x_{2}\right]^{T} . H, s_{1}$, and $s_{2}$ are all chosen to be of degree 2. Applying (21), if we start from $x(0)=0$, and as long as $\|w\|_{\infty} \leq 31.62$, we get $\frac{\|x\|_{2}}{\|w\|_{2}} \leq 0.99$.

## 5 Conclusions

Our expansion of existing SOS programming results to two classes of system theoretic questions about nonlinear systems with polynomial vector fields appears promising. The authors believe that there is a multitude of classes of system theoretic questions that can be answered by application of SOS programming. Work in this area is still in its infancy, and the present classes of problems considered is documented in [4].

For the two cases where the decision polynomials do not enter linearly, we resorted to using iterative algorithms. As limited as the two iterative algorithms are, the underlying technique provides opportunities to extend standard LMI analysis of linear systems to more general polynomial vector fields. A drawback of the approach is that implementation of each algorithm requires a feasible starting point. This may be produced by trial and error, or using established nonlinear design techniques.
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# Analysis of Non-polynomial Systems Using the Sum of Squares Decomposition 
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Recent advances in semidefinite programming along with use of the sum of squares decomposition to check nonnegativity have paved the way for efficient and algorithmic analysis of systems with polynomial vector fields. In this paper we present a systematic methodology for analyzing the more general class of non-polynomial vector fields, by recasting them into rational vector fields. The sum of squares decomposition techniques can then be applied in conjunction with an extension of the Lyapunov stability theorem to investigate the stability and other properties of the recasted systems, from which properties of the original, non-polynomial systems can be inferred. This will be illustrated by some examples from the mechanical and chemical engineering domains.

## 1 Introduction

The analysis of nonlinear systems has always been a difficult task as the only direct, efficient methodology requires the construction of what is called a Lyapunov function. The difficulty lies not only in the 'manual' construction of Lyapunov functions but also in the complexity of testing the non-negativity of the two Lyapunov conditions. Indeed, even if someone was to propose a high order Lyapunov function, it might not at all be possible to verify the two conditions that it needs to satisfy: that it is positive definite in some region around the zero equilibrium and that its derivative along the system's trajectories is non-positive.

Recent advances in the areas of semidefinite programming and the use of the sum of squares decomposition to efficiently check nonnegativity have allowed an algorithmic procedure for systems analysis, something that was

[^0]not possible before [10, 9]. Despite these advances, this methodology is restricted to systems described by polynomial vector fields whereas physical systems, the functionality of which is in the focus of many research areas, seldom have polynomial vector fields. For example, it is a common practice to use vector fields with non-rational powers to model enzymatic reactions in biological systems [7]. Also, the model of an aircraft in longitudinal flight contains trigonometric nonlinearities of the angle of attack and pitch angle, but in the same equations one usually captures the coefficients of lift and drag as polynomial descriptions of these variables. In this case the stability analysis of the closed loop system using the above methodology becomes difficult, as the same variable appears both in polynomial and non-polynomial terms. The same is true in the case of analysis of chemical processes, where the temperature appears in the energy equation both as a state and also exponentiated in Arrhenius law for the reaction rate.

It has been shown in [14] that any system with non-polynomial nonlinearities can be converted through a simple series of steps to a polynomial system with a larger state dimension, but with a series of equality constraints restricting the states to a manifold of the original state dimension. In some cases the recasting is 'exact', in the sense that the transformed system has a polynomial vector field with the same dimension as the original system consider for example the case

$$
\dot{x}(t)=c e^{-\alpha x(t)}
$$

Setting $p(t)=c e^{-\alpha x(t)}$ we get immediately that

$$
\dot{p}(t)=-\alpha p^{2}(t)
$$

In many cases, recasting increases the state dimension but equality constraints that arise from the recasting restrict the system to the original manifold. In particular, the constraints that arise can be either polynomial, or include nonpolynomial terms. Consider for example the case of a simple pendulum

$$
\frac{d}{d t}\left[\begin{array}{c}
\theta \\
\omega
\end{array}\right]=\left[\begin{array}{c}
\omega \\
-\frac{g}{l} \sin \theta
\end{array}\right]
$$

where $g$ is the gravitational constant, $l$ is the length of the pendulum, $\omega$ its angular velocity and $\theta$ the angular deviation of the bead from the vertical. Setting $x_{1}=\sin \theta$ and $x_{2}=\cos \theta$ one can easily rewrite the above system as

$$
\begin{aligned}
\frac{d}{d t}\left[\begin{array}{c}
x_{1} \\
\omega \\
x_{2}
\end{array}\right] & =\left[\begin{array}{c}
x_{2} \omega \\
-\frac{g}{l} x_{1} \\
-x_{1} \omega
\end{array}\right] \\
x_{1}^{2}+x_{2}^{2} & =1
\end{aligned}
$$

where the constraint $x_{1}^{2}+x_{2}^{2}=1$ is a polynomial equality in $\left(x_{1}, x_{2}\right)$ that restricts the $3-\mathrm{D}$ recasted system to the $2-\mathrm{D}$ evolution manifold.

However in some other cases, like the case of aircraft dynamics, the case of a reactor process, or the case of enzymatic reactions described by MichaelisMenten equations these equality constraints are not polynomial, e.g., one would have recastings of the form $x_{1}=\sin \alpha$, but then $x_{1}$ and $\alpha$ also appear in the equations. This is one particularly interesting case that we will explore.

The aim of this chapter is to address stability analysis of non-polynomial systems through a recasting as described above. We extend Lyapunov's stability theorem to handle recasted systems and then use the sum of squares decomposition to construct Lyapunov functions in the new coordinates. When mapped back to the original variables, these Lyapunov functions will contain the original non-polynomial terms.

In Section 2 we review briefly the Lyapunov stability theory for nonlinear systems and how the sum of squares decomposition can be used to construct Lyapunov functions. In Section 3 we present the recasting algorithm and extend the standard Lyapunov theorem to handle the recasted systems. In the examples section, Section 4, we present the analysis of four systems whose vector fields contain radical, trigonometric, irrational power, and exponential terms, which concludes the chapter.

## 2 Background Material

Systems analysis has been in the focus of research for many years. With the development of Lyapunov stability theory, the question of assessing stability of nonlinear systems through the properties of solutions to ordinary differential equations (ODEs) describing the systems was turned into a problem of the existence of what is now known as Lyapunov functions. This circumvented the problem of solving the ODE to prove stability. Nonetheless, no explicit algorithm was given on how these functions could be constructed.

The Lyapunov conditions require the construction of a positive definite function that is guaranteed to have non-positive derivative along the trajectories of the system. These conditions are inherently complex, as even testing non-negativity of a polynomial is NP-hard when the polynomial has degree 4 or higher [8]. A sufficient condition for checking non-negativity of a polynomial $p$ is to check whether it admits a sum of squares decomposition [10]; the latter is polynomial-time verifiable - it can be tested by solving a semidefinite programme (SDP).

In this section we give the background material on sum of squares and Lyapunov function theory that will be used in Section 3.

### 2.1 The Sum of Squares Decomposition

We will now give a brief introduction to sum of squares (SOS) polynomials and show how the existence of an SOS decomposition can be verified using semidefinite programming [16]. A more detailed description can be found in $[10,11]$ and the references therein. We also present briefly an extension of the S-procedure $[17,3]$ that is used in the main text.

Definition 1. For $x \in \mathbb{R}^{n}$, a multivariate polynomial $p(x)$ is an SOS if there exist some polynomials $f_{i}(x), i=1 \ldots M$ such that $p(x)=\sum_{i=1}^{M} f_{i}^{2}(x)$.

An equivalent characterization of SOS polynomials is given in the following proposition.

Proposition 1. A polynomial $p(x)$ of degree $2 d$ is an $S O S$ if and only if there exists a positive semidefinite matrix $Q$ and a vector of monomials $Z(x)$ containing all monomials in $x$ of degree $\leq d$ such that $p=Z(x)^{T} Q Z(x)$.

The proof of this proposition is based on the eigenvalue decomposition and can be found in [10]. In general, the monomials in $Z(x)$ are not algebraically independent. Expanding $Z(x)^{T} Q Z(x)$ and equating the coefficients of the resulting monomials to the ones in $p(x)$, we obtain a set of affine relations in the elements of $Q$. Since $p(x)$ being SOS is equivalent to $Q \geq 0$, the problem of finding a $Q$ which proves that $p(x)$ is an SOS can be cast as a semidefinite program (SDP). This was observed by Parrilo in [10].

Note that $p(x)$ being an SOS implies that $p(x) \geq 0$ for all $x \in \mathbb{R}^{n}$. However, the converse is not always true. Not all nonnegative polynomials can be written as SOS, apart from three special cases: (i) when $n=2$, (ii) when $\operatorname{deg}(p)=2$, and (iii) when $n=3$ and $\operatorname{deg}(p)=4$. See [13] for more details. Nevertheless, checking nonnegativity of $p(x)$ is an NP-hard problem when the degree of $p(x)$ is at least 4 [8], whereas as argued in the previous paragraph, checking whether $p(x)$ can be written as an SOS is computationally tractable - it can be formulated as an SDP, which has worst-case polynomial time complexity. We will not entail in a discussion on how conservative the relaxation is, but there are several results suggesting that this is not too conservative [13, 11]. Note that as the degree of $p(x)$ and/or its number of variables is increased, the computational complexity for testing whether $p(x)$ is an SOS increases. Nonetheless, the complexity overload is still a polynomial function of these parameters.

There is a close connection between sums of squares and robust control theory through Positivstellensatz, a central theorem in Real algebraic geometry [2]. This theorem allows us to formulate a hierarchy of polynomialtime computable stronger conditions [10] for the S-procedure type of analysis $[17,3]$. To see how we will be using this result say we want to use the S-procedure to check that the set:

$$
\left\{p(x) \geq 0 \text { when } p_{i}(x) \geq 0 \text { for } i=1, \ldots, n\right\}
$$

is non-empty. Instead of finding positive constant multipliers (the standard S-procedure), we search for $S O S$ multipliers $h_{i}(x)$ so that

$$
\begin{equation*}
p(x)-\sum_{i} h_{i}(x) p_{i}(x) \text { is a SOS. } \tag{1}
\end{equation*}
$$

Since $h_{i}(x) \geq 0$ and condition (1) is satisfied, for any $x$ such that $p_{i}(x) \geq 0$ we automatically have $p(x) \geq 0$, so sufficiency follows. This condition is at least as powerful as the standard S-procedure, and many times it is strictly better; it is a special instance of positivstellensatz. By putting an upper bound on the degree of $h_{i}$ we can get a nested hierarchy of polynomial-time checkable conditions.

Besides this, what is more interesting is the case in which the monomials in the polynomial $p(x)$ have unknown coefficients, and we want to search for some values of those coefficients such that $p(x)$ is a sum of squares (and hence nonnegative). Since the unknown coefficients of $p(x)$ are related to the entries of $Q$ via affine constraints, it is evident that the search for the coefficients that make $p(x)$ an SOS can also be formulated as an SDP (these coefficients are themselves decision variables). This observation is crucial in the construction of Lyapunov functions and other S-procedure type multipliers.

Construction of an equivalent SDP for computing SOS decomposition as in Proposition 1 can be quite involved when the degree of the polynomials is high. For this reason, conversion of SOS conditions to the corresponding SDP has been automated in SOSTOOLS [12], a software package developed for this purpose. This software calls SeDuMi [15], an SDP solver to solve the resulting SDP, and converts the solutions back to the solutions of the original SOS programs. These software packages are used for solving all the examples in this chapter.

### 2.2 Lyapunov Stability

Here we concentrate on autonomous nonlinear systems of the form

$$
\begin{equation*}
\dot{z}=f(z) \tag{2}
\end{equation*}
$$

where $z \in \mathbb{R}^{n}$ and for which we assume without loss of generality that $f(0)=$ 0 , i.e. the origin is an equilibrium of the system. One of the most important properties related to this equilibrium is its stability, and assessing whether stability of the equilibrium holds has been in the center of systems and control research for more than a century. It was not until just before the turn of the 19th century that A. M. Lyapunov formulated sufficient conditions for stability [18] that do not require knowledge of the solution, but are based on the construction of an 'energy-like' function, well known nowadays as a 'Lyapunov function'. Under some technical conditions, the existence of this function was later proved also necessary for asymptotic stability [5].

More precisely, the conditions are stated in the following theorem.

Theorem 1 (Lyapunov). For an open set $\mathcal{D} \subset \mathbb{R}^{n}$ with $0 \in \mathcal{D}$, suppose there exists a continuously differentiable function $V: \mathcal{D} \rightarrow \mathbb{R}$ such that

$$
\begin{align*}
& V(0)=0  \tag{3}\\
& V(z)>0 \quad \forall z \in \mathcal{D} \backslash\{0\}  \tag{4}\\
& \frac{\partial V}{\partial z}(z) f(z) \leq 0 \quad \forall z \in \mathcal{D} \tag{5}
\end{align*}
$$

Then $z=0$ is a stable equilibrium of (2).
It is unfortunate that even with such a powerful theorem, the problem of proving stability of equilibria of nonlinear systems is still difficult; the reason is that there has been no coherent methodology for constructing the Lyapunov function $V(z)$.

In order to simplify the problem at hand, let us assume that $f(z)$ is a polynomial vector field, and that we will be searching for $V(z)$ that is also a polynomial in $z$. Then the two conditions in Theorem 1 become polynomial nonnegativity conditions. To circumvent the difficult task of testing them, we can restrict our attention to cases in which the two conditions admit SOS decompositions. This is the procedure that was originally pursued by Parrilo in his thesis [10]. For $\mathcal{D}=\mathbb{R}^{n}$, the conditions in Theorem 1 can then be formulated as SOS program stated in the following proposition, and a Lyapunov function that satisfies these conditions can be constructed using semidefinite programming.

Proposition 2. Suppose that for the system (2) there exists a polynomial function $V(z)$ such that

$$
\begin{align*}
& V(0)=0  \tag{6}\\
& V(z)-\phi(z) \text { is } S O S  \tag{7}\\
& -\frac{\partial V}{\partial z} f(z) \text { is } S O S \tag{8}
\end{align*}
$$

where $\phi(z)>0$ for $z \neq 0$. Then the zero equilibrium of (2) is stable.

Proof. Condition (7) enforces $V(z)$ to be positive definite. Since condition (8) implies that $\dot{V}(z)$ is negative semidefinite, it follows that $V(z)$ is a Lyapunov function that proves stability of the origin.

In the above proposition, the function $\phi(z)$ is used to enforce positive definiteness of $V(z)$. If $V(z)$ is a polynomial of degree $2 d$, then $\phi(z)$ may be chosen as follows:

$$
\phi(z)=\sum_{i=1}^{n} \sum_{j=1}^{d} \epsilon_{i j} z_{i}^{2 j}
$$

where the $\epsilon$ 's satisfy

$$
\sum_{j=1}^{m} \epsilon_{i j}>\gamma \quad \forall i=1, \ldots, n
$$

with $\gamma$ a positive number, and $\epsilon_{i j} \geq 0$ for all $i$ and $j$. In fact, this choice of $\phi(z)$ will force $V(z)$ to be radially unbounded, and hence the stability property holds globally if the conditions in Proposition 2 are met.

## 3 Recasting and Analysis of Recasted Systems

### 3.1 Recasting

In this section we present an algorithm that can be used to convert a nonpolynomial system into a rational system. The algorithm is adapted from [14], and it is applicable to a very large class of non-polynomial systems, namely those whose vector field is composed of sums and products of elementary functions, or nested elementary functions of elementary functions. What are meant by elementary functions here are functions with explicit symbolic derivatives such as exponential $\left(e^{x}\right)$, logarithm $(\ln x)$, power $\left(x^{a}\right)$, trigonometric $(\sin x$, $\cos x$, etc.), and hyperbolic functions ( $\sinh x, \cosh x$, etc.).

Suppose that the original system is given in the form

$$
\dot{z}_{i}=\sum_{j} \alpha_{j} \prod_{k} F_{i j k}(z)
$$

where $i=1, \ldots, n ; \alpha_{j}$ 's are real numbers; and $z=\left(z_{1}, \ldots, z_{n}\right)$. In the above equation, $F_{i j k}(z)$ are assumed to be elementary functions, or nested elementary functions of elementary functions. For the above system, the recasting algorithm is stated below.

## Algorithm 2 (adopted from [14], with some modifications)

1. Let $x_{i}=z_{i}$, for $i=1, \ldots, n$.
2. For each $F_{i j k}(z)$ that is not of the form $F_{i j k}(z)=z_{\ell}^{a}$, where a is some integer and $1 \leq \ell \leq n$, introduce a new variable $x_{m}$. Define $x_{m}=F_{i j k}(z)$.
3. Compute the differential equation describing the time evolution of $x_{m} u s$ ing the chain rule of differentiation.
4. Replace all appearances of such $F_{i j k}(z)$ in the system equations by $x_{m}$.
5. Repeat steps 2-4, until we obtain system equations with rational forms.

It is best to illustrate the application of the above algorithm by an example.
Example 1. Consider the differential equation

$$
\dot{z}=\sin (\exp (z)-1)+4 \ln \left(z^{2}+1\right)
$$

which we want to recast as a system with rational vector field. We start by defining $x_{1}=z, x_{2}=\sin (\exp (z)-1)$, and $x_{3}=\ln \left(z^{2}+1\right)$. By the chain rule of differentiation and replacing the appearances of $z, \sin (\exp (z)-1)$, and $\ln \left(z^{2}+1\right)$ in the resulting equations by $x_{1}, x_{2}$, and $x_{3}$, we obtain

$$
\begin{aligned}
\dot{x}_{1} & =x_{2}+4 x_{3} \\
\dot{x}_{2} & =\cos (\exp (z)-1) \exp (z) \dot{z} \\
& =\cos \left(\exp \left(x_{1}\right)-1\right) \exp \left(x_{1}\right)\left(x_{2}+4 x_{3}\right), \\
\dot{x}_{3} & =\frac{2}{z^{2}+1} z \dot{z} \\
& =\frac{x_{1}\left(x_{2}+4 x_{3}\right)}{x_{1}^{2}+1} .
\end{aligned}
$$

Notice that the equations for $\dot{x}_{1}$ and $\dot{x}_{3}$ are in rational forms. However, the equation for $\dot{x}_{2}$ is not in a rational form and thus we continue by defining $x_{4}=\cos \left(\exp \left(x_{1}\right)-1\right)$ and $x_{5}=\exp \left(x_{1}\right)$. Using the chain rule of differentiation again, we obtain

$$
\begin{aligned}
\dot{x}_{2} & =x_{4} x_{5}\left(x_{2}+4 x_{3}\right), \\
\dot{x}_{4} & =-\sin \left(\exp \left(x_{1}\right)-1\right) \exp \left(x_{1}\right)\left(x_{2}+4 x_{3}\right) \\
& =-x_{2} x_{5}\left(x_{2}+4 x_{3}\right), \\
\dot{x}_{5} & =\exp \left(x_{1}\right)\left(x_{2}+4 x_{3}\right) \\
& =x_{5}\left(x_{2}+4 x_{3}\right) .
\end{aligned}
$$

At this point, we terminate the recasting process, since the differential equations describing the evolutions of $x_{1}, \ldots, x_{5}$ are already in rational forms.

More examples can be found in Section 4.

### 3.2 Analysis

The recasting process described in the previous subsection generally produces a recasted system whose dimension is higher than the dimension of the original system. To describe the original system faithfully, constraints of the form $x_{n+1}=F\left(x_{1}, \ldots, x_{n}\right)$ that are created when new variables are introduced (cf. Algorithm 2) should be taken into account. These constraints define an $n$-dimensional manifold on which the solutions to the original differential equations lie. In general such constraints cannot be converted into polynomial forms, even though sometimes there exist polynomial constraints that are induced by the recasting process. For example:

- Two variables introduced for trigonometric functions such as $x_{2}=\sin x_{1}$, $x_{3}=\cos x_{1}$ are constrained via $x_{2}^{2}+x_{3}^{2}=1$.
- Introducing a variable to replace a power function such as $x_{2}=\sqrt{x_{1}}$ induces the constraints $x_{2}^{2}-x_{1}=0, x_{2} \geq 0$.
- Introducing a variable to replace an exponential function such as $x_{2}=$ $\exp \left(x_{1}\right)$ induces the constraint $x_{2} \geq 0$.

We will shortly discuss how both types of constraints described above can be taken into account in the stability analysis using the sum of squares decomposition technique.

For our purpose, suppose that for a nonpolynomial system

$$
\begin{equation*}
\dot{z}=f(z) \tag{9}
\end{equation*}
$$

which has an equilibrium at the origin, the recasted system obtained using the procedure of the previous subsection is written as

$$
\begin{align*}
& \dot{\tilde{x}}_{1}=f_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right),  \tag{10}\\
& \dot{\tilde{x}}_{2}=f_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), \tag{11}
\end{align*}
$$

where $\tilde{x}_{1}=\left(x_{1}, \ldots, x_{n}\right)=z$ are the state variables of the original system, $\tilde{x}_{2}=$ $\left(x_{n+1}, \ldots, x_{n+m}\right)$ are the new variables introduced in the recasting process, and $f_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), f_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ have rational forms.

We denote the constraints that arise directly from the recasting process by

$$
\begin{equation*}
\tilde{x}_{2}=F\left(\tilde{x}_{1}\right) \tag{12}
\end{equation*}
$$

and those that arise indirectly by

$$
\begin{align*}
& G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)=0  \tag{13}\\
& G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \geq 0 \tag{14}
\end{align*}
$$

where $F, G_{1}$, and $G_{2}$ are column vectors of functions with appropriate dimensions, and the equalities or inequalities hold entry-wise. The reader should keep in mind that constraints (13)-(14) are actually satisfied only when $\tilde{x}_{2}=F\left(\tilde{x}_{1}\right)$ are substituted to (13)-(14). Finally, denote the collective denominator of $f_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ and $f_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ by $g\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$. That is, $g\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ should be a polynomial function such that $g\left(\tilde{x}_{1}, \tilde{x}_{2}\right) f_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ and $g\left(\tilde{x}_{1}, \tilde{x}_{2}\right) f_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ are polynomials. We also assume that $g\left(\tilde{x}_{1}, \tilde{x}_{2}\right)>0 \quad \forall\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathcal{D}_{1} \times \mathcal{D}_{2}$, since otherwise the system is not well-posed.

Proving stability of the zero equilibrium of the original system (9) amounts to proving that all trajectories starting close enough to $z=0$ will remain close to this equilibrium point. This can be accomplished by finding a Lyapunov function $V(z)$ that satisfies the following conditions of Lyapunov's stability theorem, Theorem 1. In terms of the new variables $\tilde{x}_{1}$ and $\tilde{x}_{2}$, sufficient conditions that guarantee the existence of a Lyapunov function for the original system are stated in the following proposition.

Proposition 3. Let $\mathcal{D}_{1} \subset \mathbb{R}^{n}$ and $\mathcal{D}_{2} \subset \mathbb{R}^{m}$ be open sets such that $0 \in \mathcal{D}_{1}$ and $F\left(\mathcal{D}_{1}\right) \subseteq \mathcal{D}_{2}$. Furthermore, define $\tilde{x}_{2,0}=F(0)$. If there exists a function
$\tilde{V}: \mathcal{D}_{1} \times \mathcal{D}_{2} \rightarrow \mathbb{R}$ and column vectors of functions $\lambda_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), \lambda_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$, $\sigma_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$, and $\sigma_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ with appropriate dimensions such that

$$
\begin{align*}
\tilde{V}\left(0, \tilde{x}_{2,0}\right) & =0  \tag{15}\\
\tilde{V}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & -\lambda_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\sigma_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \ldots \\
& \geq \phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \quad \forall\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathcal{D}_{1} \times \mathcal{D}_{2},  \tag{16}\\
-g\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & \left(\frac{\partial \tilde{V}}{\partial \tilde{x}_{1}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) f_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)+\frac{\partial \tilde{V}}{\partial \tilde{x}_{2}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) f_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)\right) \ldots \\
& -\lambda_{2}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\sigma_{2}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \ldots \\
& \geq 0 \quad \forall\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathcal{D}_{1} \times \mathcal{D}_{2},  \tag{17}\\
\sigma_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & \geq 0 \quad \forall\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathbb{R}^{n+m}  \tag{18}\\
\sigma_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & \geq 0 \quad \forall\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathbb{R}^{n+m}, \tag{19}
\end{align*}
$$

for some scalar function $\phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ with $\phi\left(\tilde{x}_{1}, F\left(\tilde{x}_{1}\right)\right)>0 \quad \forall \tilde{x}_{1} \in \mathcal{D}_{1} \backslash\{0\}$, then $z=0$ is a stable equilibrium of (9).

Proof. Define $V(z)=\tilde{V}(z, F(z))$. From (15) it is straightforward to verify that (3) is satisfied by $V(z)$. Now, (13)-(14), (16), and (18) imply that

$$
\begin{aligned}
V\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & \geq \phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right)+\lambda_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)+\sigma_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \\
& \geq \phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \quad \forall\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathcal{D}_{1} \times \mathcal{D}_{2}
\end{aligned}
$$

Since $\phi(z, F(z))>0 \quad \forall z \in \mathcal{D}_{1} \backslash\{0\}$ and $F\left(\mathcal{D}_{1}\right) \subseteq \mathcal{D}_{2}$, it follows that $V(z)>$ $0 \quad \forall z \in \mathcal{D}_{1} \backslash\{0\}$, hence (4) is satisfied.

Finally, by the chain rule of differentiation we have

$$
\frac{\partial V}{\partial z}(z) f(z)=\frac{\partial \tilde{V}}{\partial \tilde{x}_{1}}(z, F(z)) f_{1}(z, F(z))+\frac{\partial \tilde{V}}{\partial \tilde{x}_{2}}(z, F(z)) f_{2}(z, F(z))
$$

and using the same argument as above in conjunction with (13)-(14), (17), (19), and the fact that $g\left(\tilde{x}_{1}, \tilde{x}_{2}\right)>0$, we see that the condition (5) is also satisfied.

Since the conditions (3)-(5) are fulfilled by $V(z)$, we conclude that $V(z)$ is a Lyapunov function for (9) and therefore $z=0$ is a stable equilibrium of the system.

The above non-negativity conditions can be relaxed to appropriate sum of squares conditions so that they can be algorithmically verified using semidefinite programming, as discussed in Section 2. This will also lead the way to an algorithmic construction of the Lyapunov function $V$. Here we assume that $\mathcal{D}_{1} \times \mathcal{D}_{2}$ is a semialgebraic set described by the following inequalities:

$$
\mathcal{D}_{1} \times \mathcal{D}_{2}=\left\{\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: G_{\mathcal{D}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \geq 0\right\}
$$

where $G_{\mathcal{D}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ is a column vector of polynomials and the inequality is satisfied entry-wise. With all this notation, the sum of squares conditions can be stated as follows.

Proposition 4. Let the system (10)-(11) and the functions $F\left(\tilde{x}_{2}\right), G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$, $G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), G_{\mathcal{D}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$, and $g\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ be given. Define $\tilde{x}_{2,0}=F(0)$. If there exists a polynomial function $V\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$, column vectors of polynomial functions $\lambda_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), \lambda_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$, and column vectors of sum of squares polynomials $\sigma_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$, $\sigma_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), \sigma_{3}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), \sigma_{4}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ with appropriate dimensions such that

$$
\begin{align*}
\tilde{V}\left(0, \tilde{x}_{2,0}\right) & =0  \tag{20}\\
\tilde{V}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & -\lambda_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\sigma_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \ldots \\
& -\sigma_{3}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{\mathcal{D}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \text { is a sum of squares, }  \tag{21}\\
-g\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & \left(\frac{\partial \tilde{V}}{\partial \tilde{x}_{1}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) f_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)+\frac{\partial \tilde{V}}{\partial \tilde{x}_{2}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) f_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)\right) \ldots \\
& -\lambda_{2}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\sigma_{2}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \ldots \\
& -\sigma_{4}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{\mathcal{D}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \text { is a sum of squares, } \tag{22}
\end{align*}
$$

for some scalar polynomial function $\phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ with $\phi\left(\tilde{x}_{1}, F\left(\tilde{x}_{1}\right)\right)>0 \quad \forall \tilde{x}_{1} \in$ $\mathcal{D}_{1} \backslash\{0\}$, then $z=0$ is a stable equilibrium of (9).

Proof. We will show that the above conditions imply the conditions in Proposition 3. Since $\sigma_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right), \sigma_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ are sums of squares, (18)-(19) automatically hold. It remains to show that (21)-(22) imply (16)-(17). The condition that (21) is a sum of squares implies that

$$
\begin{aligned}
\tilde{V}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) & -\lambda_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\sigma_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \\
& \geq \sigma_{3}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{\mathcal{D}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)+\phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right)
\end{aligned}
$$

Now, for $\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \in \mathcal{D}_{1} \times \mathcal{D}_{2}$, we have $\sigma_{3}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{\mathcal{D}}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \geq 0$ and therefore it follows that for any such $\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$,

$$
\tilde{V}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\lambda_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{1}\left(\tilde{x}_{1}, \tilde{x}_{2}\right)-\sigma_{1}^{T}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) G_{2}\left(\tilde{x}_{1}, \tilde{x}_{2}\right) \geq \phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right)
$$

which is (16). Using the same argument as above, it is straightforward to show that (17) is also fulfilled.

## 4 Examples

Here we present four examples. In the first example the vector field of the system includes a radical term. Such terms appear frequently when considering
systems with saturation nonlinearities. The second example is a mechanical system, whose description contains trigonometric terms that appear when considering the system in cylindric coordinates. The third example shows how one can analyze non-polynomial vector fields with irrational powers, which for example appear in models of biological systems. In the last example we analyze a system that appears frequently in chemical engineering, that of a diabatic Continuous Stirred Tank Reactor (CSTR) with a single first-order exothermic irreversible reaction $A \rightarrow B$.

### 4.1 Example 4.1: System with Saturation Nonlinearity

For a general system, finding a global Lyapunov function is difficult, as one of polynomial form in the variables considered might not exist. However, if a term is expected to appear in a Lyapunov function, the search can be directed to include that term in the Lyapunov function expression sought, by changing variables and recasting the system in an equivalent one in terms of that variable, making use of inequality and equality constraints.

Consider, for example, the system

$$
\begin{align*}
& \dot{x}_{1}=x_{2}  \tag{23}\\
& \dot{x}_{2}=-\varphi\left(x_{1}+x_{2}\right), \tag{24}
\end{align*}
$$

where the function $\varphi$ is a saturation function of the following form:

$$
\varphi(\sigma)=\frac{\sigma}{\sqrt{1+\sigma^{2}}}
$$

This function has only one equilibrium point, namely the origin. Notice that for the above memoryless nonlinearity,

$$
\begin{equation*}
\Phi(\sigma)=\int_{0}^{\sigma} \varphi(\tau) d \tau=\sqrt{1+\sigma^{2}}-1 \tag{25}
\end{equation*}
$$

is a positive definite function. In fact, we expect terms of the above form to appear in the Lyapunov function.

First rewrite the above system in a polynomial form, as it has nonpolynomial terms. For this purpose, introduce the following auxiliary variables:

$$
\begin{aligned}
& u_{1}=\sqrt{1+\left(x_{1}+x_{2}\right)^{2}}, \\
& u_{2}=1 / u_{1} \\
& u_{3}=\sqrt{1+x_{1}^{2}} \\
& u_{4}=1 / u_{3} .
\end{aligned}
$$

Then the equations of motion for the above system become

$$
\begin{aligned}
& \dot{x}_{1}=x_{2} \\
& \dot{x}_{2}=-\left(x_{1}+x_{2}\right) u_{2}, \\
& \dot{u}_{1}=\left(x_{1}+x_{2}\right)\left(x_{2}-x_{1} u_{2}-x_{2} u_{2}\right) u_{2}, \\
& \dot{u}_{2}=-\left(x_{1}+x_{2}\right)\left(x_{2}-x_{1} u_{2}-x_{2} u_{2}\right) u_{2}^{3}, \\
& \dot{u}_{3}=x_{1} x_{2} u_{4}, \\
& \dot{u}_{4}=-x_{1} x_{2} u_{4}^{3} .
\end{aligned}
$$

In addition, we have a number of equality and inequality constraints

$$
\begin{aligned}
u_{1}^{2} & =1+\left(x_{1}+x_{2}\right)^{2} \\
u_{1} u_{2} & =1 \\
u_{3}^{2} & =1+x_{1}^{2} \\
u_{3} u_{4} & =1, \\
u_{i} & \geq 0, \quad \text { for } i=1,2,3,4 .
\end{aligned}
$$

Now the system is in the form (10)-(11) with $\tilde{x}_{1}=\left(x_{1}, x_{2}\right)$ and $\tilde{x}_{2}=$ $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$. The above constraints correspond to Equation (12). The new representation allows us to use SOS decomposition to compute a Lyapunov function for this problem, using Proposition 4. Terms that are nonpolynomial in $x_{1}$ and $x_{2}$, such as $u_{3}$, can be included in the search, and indeed they should be, as they have the same form as the positive definite function (25). Thus, for example, we may search for a Lyapunov function of the following form:

$$
V=a_{1}+a_{2} u_{3}+a_{3} x_{1}^{2}+a_{4} x_{1} x_{2}+a_{5} x_{2}^{2}
$$

where the $a_{i}$ 's are the unknowns, with $a_{1}+a_{2}=0$, so that $V$ is equal to zero at $\left(x_{1}, x_{2}\right)=(0,0)$. To guarantee positive definiteness, we require $V$ to satisfy

$$
\left(V-\epsilon_{1}\left(u_{3}-1\right)-\epsilon_{2} x_{1}^{2}-\epsilon_{3} x_{2}^{2}\right) \text { is a sum of squares, }
$$

with $\epsilon_{1}, \epsilon_{2}, \epsilon_{3}$ being non-negative decision variables that satisfy, for example,

$$
\begin{aligned}
\epsilon_{1}+\epsilon_{2} & \geq 0.1 \\
\epsilon_{3} & \geq 0.1
\end{aligned}
$$

Using this method, a Lyapunov function has been constructed for the system:

$$
\begin{aligned}
V & =-3.9364+3.9364 u_{3}+0.0063889 x_{1}^{2}+0.010088 x_{1} x_{2}+2.0256 x_{2}^{2} \\
& =-3.9364+3.9364 \sqrt{1+x_{1}^{2}}+0.0063889 x_{1}^{2}+0.010088 x_{1} x_{2}+2.0256 x_{2}^{2}
\end{aligned}
$$

The level curves of this Lyapunov function are shown in Figure 1.


Fig. 1. Global Lyapunov function for the system with saturation nonlinearity. Arrows show vector field, solid lines show level curves of the Lyapunov function.


Fig. 2. The whirling pendulum

### 4.2 Example 4.2: Whirling Pendulum

Consider the whirling pendulum [4] shown in Figure 2. It is a pendulum of length $l_{p}$ whose suspension end is attached to a rigid arm of length $l_{a}$, with a mass $m_{b}$ attached to its free end. The arm rotates with angular velocity $\dot{\theta}_{a}$. The pendulum can oscillate with angular velocity $\dot{\theta}_{p}$ in a plane normal to the arm, making an angle $\theta_{p}$ with the vertical in the instantaneous plane of motion. We will ignore frictional effects and assume that all links are slender so that their moment of inertia can be neglected.

Using $x_{1}=\theta_{p}$ and $x_{2}=\dot{\theta}_{p}$ as state variables, we obtain the following state equations for the system:

$$
\begin{align*}
& \dot{x}_{1}=x_{2},  \tag{26}\\
& \dot{x}_{2}=\dot{\theta}_{a}^{2} \sin x_{1} \cos x_{1}-\frac{g}{l_{p}} \sin x_{1} . \tag{27}
\end{align*}
$$

The number and stability properties of equilibria in this system depend on the value of $\dot{\theta}_{a}$. When the condition

$$
\begin{equation*}
\dot{\theta}_{a}^{2}<g / l_{p} \tag{28}
\end{equation*}
$$

is satisfied, the only equilibria in the system are $\left(x_{1}, x_{2}\right)$ satisfying $\sin x_{1}=0$, $x_{2}=0$. One equilibrium corresponds to $x_{1}=0$, i.e., the pendulum is hanging vertically downward (stable), and the other equilibrium corresponds to $x_{1}=\pi$, i.e., the vertically upward position (unstable). As $\dot{\theta}_{a}^{2}$ is increased beyond $g / l_{p}$, a supercritical pitchfork bifurcation of equilibria occurs [6]. The $\left(x_{1}, x_{2}\right)=(0,0)$ equilibrium becomes unstable, and two other equilibria appear. These equilibria correspond to $\cos x_{1}=\frac{g}{l_{p} \dot{\theta_{a}^{2}}}, x_{2}=0$.

We will now prove the stability of the equilibrium point at the origin for $\dot{\theta}_{a}$ satisfying (28), by constructing a Lyapunov function. Obviously the energy of this mechanical system can be used as a Lyapunov function, but since our purpose is to show that a Lyapunov function can be found using the SOS decomposition, we will assume that our knowledge is limited to the state equations describing the system and that we know nothing about the underlying energy.

Since the vector field (26)-(27) is not polynomial, a transformation to a polynomial vector field must be performed before we are able to construct a Lyapunov function using the SOS decomposition. For this purpose, introduce $u_{1}=\sin x_{1}$ and $u_{2}=\cos x_{1}$ to get:

$$
\begin{align*}
\dot{x}_{1} & =x_{2}  \tag{29}\\
\dot{x}_{2} & =\dot{\theta}_{a}^{2} u_{1} u_{2}-\frac{g}{l_{p}} u_{1},  \tag{30}\\
\dot{u}_{1} & =x_{2} u_{2}  \tag{31}\\
\dot{u}_{2} & =-x_{2} u_{1} . \tag{32}
\end{align*}
$$

In addition, we have the algebraic constraint

$$
\begin{equation*}
u_{1}^{2}+u_{2}^{2}-1=0 \tag{33}
\end{equation*}
$$

The whirling pendulum system will now be described by Equations (29)-(33). Notice that all the functions here are polynomial, so that Proposition 4 can be used to prove stability.

We will perform the analysis with the parameters of the system set at some fixed values. Assume that all the parameters except $g$ are equal to 1 , and $g$ itself is equal to 10 , for which condition (28) is satisfied. For a mechanical system like this, we expect that some trigonometric terms will be needed in the Lyapunov function. Thus we will try to find a Lyapunov function of the following form:

$$
\begin{align*}
V & =a_{1} x_{2}^{2}+a_{2} u_{1}^{2}+a_{3} u_{2}^{2}+a_{4} u_{2}+a_{5}  \tag{34}\\
& =a_{1} x_{2}^{2}+a_{2} \sin ^{2} x_{1}+a_{3} \cos ^{2} x_{1}+a_{4} \cos x_{1}+a_{5}
\end{align*}
$$

where the $a_{i}$ 's are the unknown coefficients. These coefficients must satisfy

$$
\begin{equation*}
a_{3}+a_{4}+a_{5}=0 \tag{35}
\end{equation*}
$$

for $V$ to be equal to zero at $\left(x_{1}, x_{2}\right)=(0,0)$. To guarantee that $V$ is positive definite, we search for $V$ s that satisfy

$$
\begin{equation*}
V-\epsilon_{1}\left(1-u_{2}\right)-\epsilon_{2} x_{2}^{2} \geq 0 \tag{36}
\end{equation*}
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are positive constants (we set $\epsilon_{1} \geq 0.1, \epsilon_{2} \geq 0.1$ ). Positive definiteness holds as

$$
\epsilon_{1}\left(1-u_{2}\right)+\epsilon_{2} x_{2}^{2}=\epsilon_{1}\left(1-\cos x_{1}\right)+\epsilon_{2} x_{2}^{2}
$$

is a positive definite function in the $\left(x_{1}, x_{2}\right)$-space (assuming all $x_{1}$ that differ by $2 \pi$ are in the same equivalence class).

An example of Lyapunov function for this whirling pendulum system, found using the sum of squares procedure, is given by

$$
V=0.33445 x_{2}^{2}+1.4615 u_{1}^{2}+1.7959 u_{2}^{2}-6.689 u_{2}+4.8931
$$

### 4.3 Example 4.3: System with an Irrational Power Vector Field

Enzymatic reactions that are described by Michaelis-Menten type equations [7] usually contain terms with non-integer powers. Here we give an example of how such systems can be analyzed. Consider a simple one dimensional system:

$$
\dot{x}=x^{\alpha}-1, \quad x \in \mathbb{R}_{+},
$$

where $\alpha$ is a parameter. The linearisation of this system about the equilibrium $x=1$ is $\dot{x}=\alpha x$ which implies that the system is locally stable for $\alpha<0$. Let us make a transformation $y=x-1$ to the above system to put its equilibrium at the origin:

$$
\begin{equation*}
\dot{y}=(y+1)^{\alpha}-1 . \tag{37}
\end{equation*}
$$

Further to this transformation, we introduce the transformation $z=(y+$ $1)^{\alpha}-1$ and embed the system into a second order system with a polynomial vector field and an equality constraint that projects it back to 1-D:

$$
\begin{align*}
& \dot{y}=z \\
& \dot{z}=\alpha \frac{(z+1) z}{y+1} \\
& z=(y+1)^{\alpha}-1 \tag{38}
\end{align*}
$$

The non-polynomial equality constraint (38) cannot be imposed in the sum of squares program in a similar manner as before. To proceed with the analysis, we will try to prove stability of the two dimensional system without the
equality constraint, but keeping in mind that the system is, at the end of the day, one-dimensional. We will attempt to prove stability for

$$
\begin{gather*}
\alpha-\alpha_{h} \leq 0  \tag{39}\\
-y+y_{l} \leq 0  \tag{40}\\
-z+z_{l} \leq 0 \tag{41}
\end{gather*}
$$

We set $\alpha_{h}=-0.1$ and $y_{l}=-0.9$. This dictates that $z \geq\left(y_{l}+1\right)^{\alpha_{h}}-1 \triangleq z_{l}$. We search for a 4th order Lyapunov function in $y, z$ but we do not require $V$ to be positive definite in both $y$ and $z$, by constructing $\phi(y, z)$ in (21) appropriately. In particular the two Lyapunov conditions become:

$$
\begin{aligned}
& V(y, z ; \alpha)-\phi(y, z) \geq 0 \\
& -\frac{\partial V}{\partial y} \dot{y}-\frac{\partial V}{\partial z} \dot{z} \leq 0,
\end{aligned}
$$

for $\alpha, y, z$ satisfying (39)-(41), and additionally where

$$
\begin{aligned}
& \phi(y, z)=\epsilon_{1} y^{2}+\epsilon_{2} y^{4}+\epsilon_{3} z^{2}+\epsilon_{4} z^{4} \\
& \sum_{i=1}^{4} \epsilon_{i} \geq 0.01, \quad \epsilon_{i} \geq 0, \forall i=1, \ldots, 4
\end{aligned}
$$

The inequality constraints (39)-(41) can be adjoined to the two conditions and a sum of squares program can be written using SOSTOOLS as in the previous examples. Indeed, such a Lyapunov function was constructed which allows for stability to be concluded.

### 4.4 Example 4.4: Diabatic Continuous Stirred Tank Reactor

Chemical reactors are the most important unit operation in a chemical process. In this section we consider the analysis of the dynamics of a perfectly mixed, diabatic, continuously stirred tank reactor (CSTR) [1]. We also assume a constant volume - constant parameter system for simplicity.

The reaction taking place in the CSTR is a first-order exothermic irreversible reaction $A \rightarrow B$. After balancing mass and energy, the reactor temperature $T$ and the concentration of species $A$ in the reactor $C_{A}$ evolve as follows:

$$
\begin{align*}
\dot{C}_{A} & =\frac{F}{V}\left(C_{A_{f}}-C_{A}\right)-k_{0} e^{-\frac{\Delta E}{R T}} C_{A}  \tag{42}\\
\dot{T} & =\frac{F}{V}\left(T_{f}-T\right)-\frac{\Delta H}{\rho c_{p}} k_{0} e^{-\frac{\Delta E}{R T}} C_{A}-\frac{U A}{V \rho c_{p}}\left(T-T_{j}\right) \tag{43}
\end{align*}
$$

where $F$ is the volumetric flow rate, $V$ is the reactor volume, $C_{A_{f}}$ is the concentration of $A$ in the freestream, $k_{0}$ is the pre-exponential factor of Arrhenius

Table 1. Parameter values for the CSTR.

| Parameter | Units | Nominal Value |
| :---: | :---: | :---: |
| $F / V$ | $\mathrm{hr}^{-1}$ | 1 |
| $k_{0}$ | $\mathrm{hr}^{-1}$ | $9703 \times 3600$ |
| $-\Delta H$ | $\mathrm{kcal} / \mathrm{kgmol}$ | 5960 |
| $\Delta E$ | $\mathrm{kcal} / \mathrm{kgmol}$ | 11843 |
| $\rho c_{p}$ | $\mathrm{kcal} /\left(\mathrm{m}^{3}{ }^{\circ} \mathrm{C}\right)$ | 500 |
| $T_{f}$ | ${ }^{\circ} \mathrm{C}$ | 25 |
| $C_{A_{f}}$ | $\mathrm{kgmol} / \mathrm{m}^{3}$ | 10 |
| $U A / V$ | $\mathrm{kcal} /\left(\mathrm{m}^{3}{ }^{\circ} \mathrm{C} \mathrm{hr}\right)$ | 150 |
| $T_{j}$ | ${ }^{\circ} \mathrm{C}$ | 25 |

law, $\Delta E$ is the reaction activation energy, $R$ is the ideal gas constant, $T_{f}$ is the feed temperature, $-\Delta H$ is the heat of reaction (exothermic), $\rho$ is the density, $c_{p}$ is the heat capacity, $U$ is the overall heat transfer coefficient, $A$ is the area for heat exchange, and $T_{j}$ is the jacket temperature. For the analysis, we use the values shown in Table 1.
The equilibrium of the above system is given by $\left(C_{A_{0}}, T_{0}\right)=(8.5636,311.171)$. We employ the following transformation: $x_{1}=C_{A} / C_{A_{0}}-1, x_{2}=T / T_{0}-$ 1; this serves two purposes: firstly it moves the equilibrium to the origin, and secondly it rescales the state to avoid numerical ill-conditioning. The transformed system then becomes:
$\dot{x}_{1}=\frac{F}{V}\left(\frac{C_{A_{f}}}{C_{A_{0}}}-\left(x_{1}+1\right)\right)-k_{0} e^{-\frac{\Delta E}{R T_{0}\left(x_{2}+1\right)}}\left(x_{1}+1\right)$
$\dot{x}_{2}=\frac{F}{V}\left(\frac{T_{f}}{T_{0}}-\left(x_{2}+1\right)\right)-\frac{\Delta H C_{A_{0}}}{\rho c_{p} T_{0}} k_{0} e^{-\frac{\Delta E}{R T_{0}\left(x_{2}+1\right)}}\left(x_{1}+1\right)-\frac{U A}{V \rho c_{p}}\left(\left(x_{2}+1\right)-\frac{T_{j}}{T_{0}}\right)$
Note that the system has an exponential term; the recasting will yield an indirect constraint, as discussed in Section 3. Define the state $x_{3}=e^{\frac{\Delta E x_{2}}{R T_{0}\left(x_{2}+1\right)}}-$ 1. Then an extra equation in the analysis would be

$$
\dot{x}_{3}=\frac{\Delta E}{R T_{0}\left(x_{2}+1\right)^{2}}\left(x_{3}+1\right) \dot{x}_{2}
$$

under the constraint that $x_{3}>-1$.
Then the full system, after we use the equilibrium relationship simplifies to:

$$
\begin{align*}
\dot{x}_{1} & =-\frac{F}{V} x_{1}-k_{0} e^{-\frac{\Delta E}{R T_{0}}}\left(x_{1} x_{3}+x_{1}+x_{3}\right)  \tag{44}\\
\dot{x}_{2} & =-\frac{F}{V} x_{2}-\frac{\Delta H C_{A_{0}}}{\rho c_{p} T_{0}} k_{0} e^{-\frac{\Delta E}{R T_{0}}}\left(x_{1} x_{3}+x_{1}+x_{3}\right)-\frac{U A}{V \rho c_{p}} x_{2}  \tag{45}\\
\dot{x}_{3} & =\frac{\Delta E}{R T_{0}\left(x_{2}+1\right)^{2}}\left(x_{3}+1\right) \dot{x}_{2} \tag{46}
\end{align*}
$$

This system is now of the form (10)-(11), with $\tilde{x}_{1}=\left(x_{1}, x_{2}\right)$ and $\tilde{x}_{2}=x_{3}$. To proceed, we define the set $\mathcal{D}_{1}$ as:

$$
\mathcal{D}_{1}=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}:\left|x_{1}\right| \leq \gamma_{1},\left|x_{2}\right| \leq \gamma_{2}\right\}
$$

and then define the set $\mathcal{D}_{2}$ as

$$
\mathcal{D}_{2}=\left\{x_{3} \in \mathbb{R}:\left(x_{3}-e^{\frac{-\Delta E \gamma_{2}}{R T_{0}\left(-\gamma_{2}+1\right)}}-1\right)\left(x_{3}-e^{\frac{\Delta E \gamma_{2}}{R T_{0}\left(\gamma_{2}+1\right)}}-1\right) \leq 0\right\}
$$

Then the system is ready for analysis as per Proposition 4. For $\gamma_{1}=0.12$ and $\gamma_{2}=0.05$ a quartic Lyapunov function can be constructed for the system described by Equations (44)-(46) using Proposition 4. Here the following $\phi(x)$ is used:

$$
\phi(x)=\sum_{i=1}^{2} \sum_{j=2,4} \epsilon_{i, j} x_{i}^{j}+\sum_{j=1}^{4} \epsilon_{3, j} x_{3}^{j}
$$

with

$$
\begin{aligned}
\epsilon_{1,2}+\epsilon_{1,4}-0.1 & \geq 0 \\
\epsilon_{2,2}+\epsilon_{2,4}+\epsilon_{3,1}+\epsilon_{3,2}+\epsilon_{3,3}+\epsilon_{3,4}-0.1 & \geq 0
\end{aligned}
$$

The level curves of the constructed Lyapunov function are shown in Figure 3.

## 5 Conclusions

In this chapter we have presented a methodology to analyze systems described by non-polynomial vector fields using the sum of squares decomposition and a recasting procedure. Using this recasting procedure, a non-polynomial system can be converted into a rational form. An extension of the Lyapunov theorem in conjunction with the sum of squares decomposition and semidefinite programming can then be used to investigate the stability of the recasted system, the result of which can be used to infer the stability of the original system. Some examples of systems whose vector fields contain radical, trigonometric, irrational power, and exponential terms have been presented to illustrate the use of the proposed approach.


Fig. 3. Lyapunov function level curves for the system (42)-(43)
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## 1 Introduction

Recent improvements of semi-definite programming solvers and developments on polynomial optimization have resulted in a large increase of the research activity on the application of the so-called sum-of-squares (SOS) technique in control. In this approach non-convex polynomial optimization programs are approximated by a family of convex problems that are relaxations of the original program [4, 22]. These relaxations are based on decompositions of certain polynomials into a sum of squares. Using a theorem of Putinar [28] it can be shown (under suitable constraint qualifications) that the optimal values of these relaxed problems converge to the optimal value of the original problem. These relaxation schemes have recently been applied to various nonconvex problems in control such as Lyapunov stability of nonlinear dynamic systems [25,5] and robust stability analysis [15].

In this work we apply these techniques to the fixed order or structured $\mathcal{H}_{\infty}$-synthesis problem. $\mathcal{H}_{\infty}$-controller synthesis is an attractive model-based control design tool which allows incorporation of modeling uncertainties in control design. We concentrate on $\mathcal{H}_{\infty}$-synthesis although the method can be applied to other performance specifications that admit a representation in terms of Linear Matrix Inequalities (LMI's). It is well-known that an $\mathcal{H}_{\infty^{-}}$ optimal full order controller can be computed by solving two algebraic Riccati equations [7]. However, the fixed order $\mathcal{H}_{\infty}$-synthesis problem is much more difficult. In fact it is one of the most important open problems in control engineering, in the sense that until now there do not yet exist fast and reliable methods to compute optimal fixed order controllers. As the basic setup we consider the closed-loop interconnection as shown below, where the linear system $P$ is the generalized plant and $K$ is a linear controller.

[^1]

Given $P$, we want to find a controller $K$ of a given order $n_{c}$ (independent of that of $P$ ) such that the closed-loop interconnection is internally (asymptotically) stable and such that the $\mathcal{H}_{\infty}$-norm of the closed-loop transfer function from $w$ to $z$ is minimized.

The resulting optimization problem is non-convex and difficult to solve. Various approaches have been presented in the literature based on sequential solution of LMI's [9, 2, 8, 20], nonlinear Semi-Definite Programs (SDP's) [23, 1, 18], Branch and Bound methods [35] and, more recently, polynomial optimization using SOS [14]. In this latter method a so-called central polynomial is a priori chosen such that a sufficient condition for the $\mathcal{H}_{\infty}$-performance can be formulated in terms of a positivity test of two matrix polynomials with coefficients that depend linearly on the controller variables. This linear dependence allows to find the variables satisfying these positivity constraints by LMI optimization. The method however depends crucially on the choice of this central polynomial which is in general difficult. Furthermore this technique cannot be straightforwardly extended to MIMO (Multiple Input Multiple Output) $\mathcal{H}_{\infty}$-optimal controller synthesis. In contrast, the method to be discussed below can directly be applied to MIMO synthesis.

The main result of this paper is the construction of a sequence of SOS polynomial relaxations

- that require the solution of LMI problems whose size grows only quadratically in the number of states and
- whose optimal value converge from below to the fixed-order $\mathcal{H}_{\infty}$ performance.

The computation of lower bounds allows to add a stopping criterion to the algorithms mentioned above with a guaranteed bound on the difference of the performance of the computed controller and the optimal fixed order $\mathcal{H}_{\infty}$ performance. This is important since, except for the branch and bound method, these algorithms can in general not guarantee convergence to the globally optimal solution.

A trivial lower bound on the fixed order performance is, of course, the optimal performance achievable with a controller of the same order as the plant. Boyd and Vandenberghe [3] proposed lower bounds based on convex relaxations of the fixed order synthesis problem. These lower bounds cannot be straightforwardly improved to reduce the gap to the optimal fixed order performance. For our sequence of relaxations this gap is systematically reduced to zero.

After the problem formulation in Section 2, we show in Section 3 how a suitable matrix sum-of-squares relaxation technique can be directly applied to the non-convex semi-definite optimization problem resulting from the bounded real lemma. We will prove that the values of these relaxations converge to the optimal value. Although this convergence property is well-known for polynomial problems with scalar constraints [22], to the best of our knowledge this result is new for matrix-valued inequalities. (During the writing of this paper we became aware of the independent recent work of Kojima [24], that presents the same result with a different proof). This convergence result is of value for a variety of matrix-valued optimization problems. Examples in control are input-output selection, where the integer constraints of type $p \in\{0,1\}$ are replaced by a quadratic constraint $p(p-1)=0$, and spectral factorization of multidimensional transfer functions to asses dissipativity of linear shift-invariant distributed systems [26]. Here, our goal is to apply it to the fixed order $\mathcal{H}_{\infty}$ synthesis problem. Unfortunately, for plants with high state-dimension this direct technique leads to an unacceptable complexity. As the main reason, the resulting relaxations involve the search for an SOS polynomial in all variables, including the Lyapunov matrix in the bounded real lemma inequality constraint. Therefore, the size of the LMI relaxations grows exponentially in the number of state-variables.

In Section 4 we describe how to overcome this deficiency by constructing a relaxation scheme without the exponential growth in the state dimension through two-fold sequential dualization. First we dualize in the variables that grow with the state dimension, which leads to the re-formulation of the fixed order synthesis problem as a robust analysis problem with the controller variables as parametric uncertainty. On the one hand, this allows to apply the wide spectrum of robust analysis techniques to the fixed order controller design problem. On the other hand, robustness has to be verified only with respect to the small number of controller parameters which is the essence of keeping the growth of the relaxation size in the state-dimension polynomial.

The purpose of Section 5 is to discuss a novel approach to solve robust LMI problems based on SOS matrices, including a direct and compact description of the resulting linear SDP's with full flexibility in the choice of the underlying monomial basis. This leads to an asymptotically exact family of LMI relaxations for computing lower bounds on the optimal fixed-order $\mathcal{H}_{\infty}$-norm whose size only grows quadratically in the dimension of the system state. We will reveal as well that existing results based on straightforward scalarization techniques fail to guarantee these growth properties.

Our technique is appropriate for the design of controllers with a few decision variables (such as Proportional Integral Derivative (PID) controllers) for plants with moderate Mc-Millan degree. In Section 6 we apply the method to the fixed order $\mathcal{H}_{\infty}$-synthesis problem on two systems: an academic model with Mc-Millan degree 4 and a model of an active suspension system which has a generalized plant of a Mc-Millan degree 27.

## 2 Fixed-Order $\boldsymbol{H}_{\infty}$ Controller Synthesis

Consider the $\mathcal{H}_{\infty}$-reduced order synthesis problem with a closed-loop system described by $A(p), B(p), C(p)$ and $D(p)$, where $p$ parameterizes the to-beconstructed controller and varies in the compact set $\mathcal{P}$. Compactness can, for instance, be realized by restricting the controller variables to a Euclidean ball

$$
\begin{equation*}
\mathcal{P}:=\left\{p \in \mathbb{R}^{n_{p}} \mid\|p\| \leq M\right\} \tag{1}
\end{equation*}
$$

In practice, most structured control problems have large state dimension and few controller variables that enter affinely in the closed-loop state space description. Suppose the generalized plant of order $n$ admits the state space description

$$
\left(\begin{array}{c}
\dot{x} \\
\hline z \\
y
\end{array}\right)=\left(\begin{array}{c|cc}
A^{\mathrm{ol}} & B_{1}^{\mathrm{ol}} B_{2}^{\mathrm{ol}} \\
\hline C_{1}^{\mathrm{ol}} & D_{11}^{\mathrm{ol}} & D_{12}^{\mathrm{ol}} \\
C_{2}^{\mathrm{ol}} & D_{21}^{\mathrm{ol}} & 0
\end{array}\right)\left(\begin{array}{c}
x \\
\hline w \\
u
\end{array}\right),
$$

where (•) ${ }^{\text {ol }}$ stands for 'open loop' and $A^{\text {ol }} \in \mathbb{R}^{n \times n}, B_{1}^{\text {ol }} \in \mathbb{R}^{n \times m_{1}}, B_{2}^{\text {ol }} \in$ $\mathbb{R}^{n \times m_{2}}, C_{1}^{\mathrm{ol}} \in \mathbb{R}^{p_{1} \times n}, C_{2}^{\mathrm{ol}} \in \mathbb{R}^{p_{2} \times n}, D_{11}^{\mathrm{ol}} \in \mathbb{R}^{p_{1} \times m_{1}}, D_{12}^{\mathrm{ol}} \in \mathbb{R}^{p_{1} \times m_{2}}$ and $D_{21}^{\mathrm{ol}} \in \mathbb{R}^{p_{2} \times m_{1}}$. For simplicity we assume the direct-feedthrough term $D_{22}^{\mathrm{ol}}$ to be zero. In Remark 7 we will discuss how our method can be applied to control problems with nonzero $D_{22}^{\text {ol }}$. Now consider, for instance, a PID-controller described by

$$
k(p)=p_{1}+p_{2} \frac{1}{s}+p_{3} \frac{s}{\tau s+1}
$$

which admits the state space realization

$$
\left(\begin{array}{c|c}
A_{K}(p) & B_{K}(p) \\
\hline C_{K}(p) & D_{K}(p)
\end{array}\right):=\left(\begin{array}{cc|c}
0 & 0 & 1 \\
0 & -\frac{1}{\tau} & \frac{1}{\tau} \\
\hline p_{2}-\frac{p_{3}}{\tau} & p_{1}+\frac{p_{3}}{\tau}
\end{array}\right)
$$

and suppose that we want to find the optimal proportional, integral and derivative gains $p_{1}, p_{2}$ and $p_{3}$ respectively. This structure has been used by Ibaraki and Tomizuka [19] for $\mathcal{H}_{\infty}$-optimal PID tuning of a hard-disk drive using the cone complementarity method [9]. See also Grassi and Tsakalis [11, 12] and Grimble and Johnson [13] for $\mathcal{H}_{\infty}$ and LQG-optimal PID-tuning respectively. Interconnecting the plant with the PID-controller yields a closed-loop state-space representation with matrices

$$
\left(\begin{array}{c|c}
A(p) & B(p) \\
\hline C(p) & D(p)
\end{array}\right)=\left(\begin{array}{cc|c}
A^{\mathrm{ol}}+B_{2}^{\mathrm{ol}} D_{K}(p) C_{2}^{\mathrm{ol}} & B_{2}^{\mathrm{ol}} C_{K}(p) & B_{1}^{\mathrm{ol}}+B_{2}^{\mathrm{ol}} D_{K}(p) D_{21}^{\mathrm{ol}} \\
B_{K}(p) C_{2}^{\mathrm{ol}} & A_{K}(p) & B_{K}(p) D_{21}^{\mathrm{ol}} \\
\hline C_{1}^{\mathrm{ol}}+D_{12}^{\mathrm{ol}} D_{K}(p) C_{2}^{\mathrm{ol}} D_{12}^{\mathrm{ol}} C_{K}(p) & D_{11}^{\mathrm{ol}}+D_{12}^{\mathrm{ol}} D_{K}(p) D_{21}^{\mathrm{ol}}
\end{array}\right)
$$

which depend affinely on $p$. We intend to solve the fixed order $\mathcal{H}_{\infty}$-synthesis problem

$$
\inf _{p \in \mathcal{P}, A(p) \text { stable }}\left\|D(p)+C(p)(s I-A(p))^{-1} B(p)\right\|_{\infty}^{2}
$$

Due to the bounded real lemma we can solve instead the equivalent problem

$$
\begin{align*}
\text { infimize } & \gamma \\
\text { subject to } & p \in \mathcal{P}, \quad X \in \mathcal{S}^{n}, \quad X \succ 0  \tag{2}\\
& B_{\infty}(X, p, \gamma) \prec 0
\end{align*}
$$

where $\mathcal{S}^{n}$ denotes the set of real symmetric $n \times n$ matrices and

$$
B_{\infty}(X, p, \gamma):=\left(\begin{array}{cc}
A(p)^{T} X+X A(p) & X B(p) \\
B(p)^{T} X & -\gamma I
\end{array}\right)+\binom{C(p)^{T}}{D(p)^{T}}(C(p) D(p))
$$

Let $t_{\mathrm{opt}}^{p}$ denote the optimal value of (primal) problem (2). Due to the bilinear coupling of $X$ and $p$, this problem is a non-convex Bilinear Matrix Inequality problem (BMI). The number of bilinearly coupled variables is $\frac{1}{2}\left(n+n_{c}\right)(n+$ $\left.n_{c}+1\right)+n_{p}$ (with $n_{p}$ denoting the number of free controller variables) which grows quadratically with $n$. However it has a linear objective and matrix valued polynomial constraints. It will be shown in the next section that we can compute a sequence of SOS relaxations of this problem that converges from below to the optimal value.

## 3 A Direct Polynomial SDP-Approach

In this section we present an extension of the scalar polynomial optimization by SOS decompositions [22] to optimization problems with scalar polynomial objective and nonlinear polynomial semi-definite constraints. We formulate the relaxations in terms of Lagrange duality with SOS polynomials as multipliers which seems a bit more straightforward than the corresponding dual formulation based on the problem of moments [22].

### 3.1 Polynomial Semi-definite Programming

For $x \in \mathbb{R}^{n}$ let $f(x)$ and $G(x)$ denote scalar and symmetric-matrix-valued polynomials in $x$, and consider the following polynomial semi-definite optimization problem with optimal value $d_{\text {opt }}$ :

$$
\begin{align*}
\text { infimize } & f(x) \\
\text { subject to } & G(x) \preceq 0 \tag{3}
\end{align*}
$$

Since multiple SDP-constraints can be easily collected into one single SDPconstraint by diagonal augmentation, it is clear that (2) is captured by this general formulation.

With any matrix $S \succeq 0$, the value $\inf _{x \in \mathbb{R}^{n_{x}}} f(x)+\langle S, G(x)\rangle$ is a lower bound for $d_{\text {opt }}$ by standard weak duality. However, not even the maximization of this lower bound over $S \succeq 0$ allows to close the duality gap due to non-convexity of the problem. This is the reason for considering, instead, Lagrange multiplier matrices $S(x) \succeq 0$ which are polynomial functions of $x$. Still $\inf _{x \in \mathbb{R}^{n_{x}}} f(x)+\langle S(x), G(x)\rangle$ defines a lower bound of $d_{\text {opt }}$, and the best lower bound that is achievable in this fashion is given by the supremal $t$ for which there exists a polynomial matrix $S(x) \succeq 0$ such that

$$
f(x)+\langle S(x), G(x)\rangle-t>0 \text { for all } x \in \mathbb{R}^{n_{x}}
$$

In order to render the determination of this lower bound computational we introduce the following concept. A symmetric matrix-valued $n_{G} \times n_{G}$-polynomial matrix $S(x)$ is said to be a (matrix) sum-of-squares (SOS) if there exists a (not necessarily square and typically tall) polynomial matrix $T(x)$ such that

$$
S(x)=T(x)^{T} T(x)
$$

If $T_{j}(x), j=1, \ldots, q$ denote the rows of $T(x)$, we infer

$$
S(x)=\sum_{j=1}^{q} T_{j}(x)^{T} T_{j}(x)
$$

If $S(x)$ is a scalar then $T_{j}(x)$ are scalars which implies $S(x)=\sum_{j=1}^{q} T_{j}(x)^{2}$. This motivates our terminology since we are dealing with a generalization of classical scalar SOS representations. Very similar to the scalar case, every SOS matrix is globally positive semi-definite, but the converse is not necessarily true.

Let us now just replace all inequalities in the above derived program for the lower bound computations by the requirement that the corresponding polynomials or polynomial matrices are SOS. This leads to the following optimization problem:

$$
\begin{align*}
& \text { supremize } t  \tag{4}\\
& \text { subject to } S(x) \text { and } f(x)+\langle S(x), G(x)\rangle-t \text { are SOS }
\end{align*}
$$

If fixing upper bounds on the degree of the SOS matrix $S(x)$, the value of this problem can be computed by solving a standard linear SDP as will be seen in Section 5. In this fashion one can construct a family of LMI relaxations for computing increasingly improving lower bounds. Under a suitable constraint qualification, due to Putinar for scalar problems, it is possible to prove that the value of (4) actually equals $d_{\mathrm{opt}}$. To the best of our knowledge, the generalization to matrix valued problems as formulated in the following result has, except for the recent independent work of Kojima [24], not been presented anywhere else in the literature.

Theorem 1. Let $d_{o p t}$ be the optimal solution of (3) and suppose the following constraint qualification holds true: There exists some $r>0$ and some SOS matrix $R(x)$ such that

$$
\begin{equation*}
r-\|x\|^{2}+\langle R(x), G(x)\rangle \quad \text { is } S O S \tag{5}
\end{equation*}
$$

Then the optimal value of (4) equals $d_{o p t}$.

Proof. The value of (4) is not larger than $d_{\mathrm{opt}}$. Since trivial for $d_{\mathrm{opt}}=\infty$, we assume that $G(x) \preceq 0$ is feasible. Choose any $\epsilon>0$ and some $\hat{x}$ with $G(\hat{x}) \preceq 0$ and $f(\hat{x}) \leq d_{\mathrm{opt}}+\epsilon$. Let us now suppose that $S(x)$ and $f(x)+\langle S(x), G(x)\rangle-t$ are SOS. Then

$$
d_{\mathrm{opt}}+\epsilon-t \geq f(\hat{x})-t \geq f(\hat{x})+\langle S(\hat{x}), G(\hat{x})\rangle-t \geq 0
$$

and thus $d_{\mathrm{opt}}+\epsilon \geq t$. Since $\epsilon$ was arbitrary we infer $d_{\mathrm{opt}} \geq t$.
To prove the converse we first reveal that, due to the constraint qualification, we can replace $G(x)$ by $\hat{G}(x)=\operatorname{diag}\left(G(x),\|x\|^{2}-r\right)$ in both (3) and (4) without changing their values. Indeed if $G(x) \preceq 0$ we infer from (5) that $r-\|x\|^{2} \geq r-\|x\|^{2}+\langle R(x), G(x)\rangle \geq 0$. Therefore the extra constraint $\|x\|^{2}-r \leq 0$ is redundant for (3). We show redundancy for (4) in two steps. If $S(x)$ and $f(x)-t+\langle S(x), G(x)\rangle$ are SOS we can define the SOS matrix $\hat{S}(x)=\operatorname{diag}(S(x), 0)$ to conclude that $f(x)-t+\langle\hat{S}(x), \hat{G}(x)\rangle$ is SOS (since it just equals $f(x)-t+\langle S(x), G(x)\rangle)$. Conversely suppose that $\hat{S}(x)=\hat{T}(x)^{T} \hat{T}(x)$ and $\hat{t}(x)^{T} \hat{t}(x)=f(x)-t+\langle\hat{S}(x), \hat{G}(x)\rangle$ are SOS. Partition $\hat{T}(x)=(T(x) u(x))$ according to the columns of $\hat{G}(x)$. With the SOS polynomial $v(x)^{T} v(x)=r-\|x\|^{2}+\langle R(x), G(x)\rangle$ we infer

$$
\begin{aligned}
& \hat{t}(x)^{T} \hat{t}(x)=f(x)-t+\left\langle T(x)^{T} T(x), G(x)\right\rangle+u(x)^{T} u(x)\left(\|x\|^{2}-r\right)= \\
= & f(x)-t+\left\langle T(x)^{T} T(x), G(x)\right\rangle+u(x)^{T} u(x)\left(\langle R(x), G(x)\rangle-v(x)^{T} v(x)\right)= \\
= & f(x)-t+\left\langle T(x)^{T} T(x)+u(x)^{T} u(x) R(x), G(x)\right\rangle-u(x)^{T} u(x) v(x)^{T} v(x) .
\end{aligned}
$$

With $R(x)=R_{f}(x)^{T} R_{f}(x)$ we now observe that

$$
S(x):=T(x)^{T} T(x)+u(x)^{T} u(x) R(x)=\binom{T(x)}{u(x) \otimes R_{f}(x)}^{T}\binom{T(x)}{u(x) \otimes R_{f}(x)}
$$

and

$$
s(x):=\hat{t}(x)^{T} \hat{t}(x)+u(x)^{T} u(x) v(x)^{T} v(x)=\binom{\hat{t}(x)}{u(x) \otimes v(x)}^{T}\binom{\hat{t}(x)}{u(x) \otimes v(x)}
$$

are SOS. Due to $f(x)-t+\langle S(x), G(x)\rangle=s(x)$ the claim is proved.

Hence from now one we can assume without loss of generality that there exists a standard unit vector $v_{1}$ with

$$
\begin{equation*}
v_{1}^{T} G(x) v_{1}=\|x\|^{2}-r \tag{6}
\end{equation*}
$$

Let us now choose a sequence of unit vectors $v_{2}, v_{3}, \ldots$ such that $v_{i}, i=$ $1,2, \ldots$ is dense in the Euclidean unit sphere, and consider the family of scalar polynomial optimization problems

$$
\begin{align*}
\text { infimize } & f(x)  \tag{7}\\
\text { subject to } & v_{i}^{T} G(x) v_{i} \leq 0, \quad i=1, \ldots, N
\end{align*}
$$

with optimal values $d_{N}$. Since any $x$ with $G(x) \preceq 0$ is feasible for (7), we infer $d_{N} \leq d_{\mathrm{opt}}$. Moreover it is clear that $d_{N} \leq d_{N+1}$ which implies $d_{N} \rightarrow d_{0} \leq d_{\mathrm{opt}}$ for $N \rightarrow \infty$. Let us prove that $d_{0}=d_{\mathrm{opt}}$. Due to (6) the feasible set of (7) is contained in $\left\{x \in \mathbb{R}^{n_{x}} \mid\|x\|^{2} \leq r\right\}$ and hence compact. Therefore there exists an optimal solution $x_{N}$ of (7), and we can choose a subsequence $N_{\nu}$ with $x_{N_{\nu}} \rightarrow x_{0}$. Hence $d_{0}=\lim _{\nu \rightarrow \infty} d_{N_{\nu}}=\lim _{\nu \rightarrow \infty} f\left(x_{N_{\nu}}\right)=f\left(x_{0}\right)$. Then $d_{0}=d_{\text {opt }}$ follows if we can show that $G\left(x_{0}\right) \preceq 0$. Otherwise there exists a unit vector $v$ with $\epsilon:=v^{T} G\left(x_{0}\right) v>0$. By convergence there exists some $K$ with $\left\|G\left(x_{N_{\nu}}\right)\right\| \leq K$ for all $\nu$. By density there exists a sufficiently large $\nu$ such that $K\left\|v_{i}-v\right\|^{2}+2 K\left\|v_{i}-v\right\|<\epsilon / 2$ for some $i \in\left\{1, \ldots, N_{\nu}\right\}$. We can increase $\nu$ to guarantee $v^{T} G\left(x_{N_{\nu}}\right) v \geq \epsilon / 2$ and we arrive at

$$
\begin{aligned}
& 0 \geq v_{i}^{T} G\left(x_{N_{\nu}}\right) v_{i}= \\
& =\left(v_{i}-v\right)^{T} G\left(x_{N_{\nu}}\right)\left(v_{i}-v\right)+2 v^{T} G\left(x_{N_{\nu}}\right)\left(v_{i}-v\right)+v^{T} G\left(x_{N_{\nu}}\right) v \geq \\
& \geq-K\left\|v_{i}-v\right\|^{2}-2 K\left\|v_{i}-v\right\|+\epsilon / 2>0,
\end{aligned}
$$

a contradiction.
Let us finally fix any $\epsilon>0$ and choose $N$ with $d_{N} \geq d_{\text {opt }}-\epsilon / 2$. This implies $f(x)-d_{\text {opt }}+\epsilon>0$ for all $x$ with $v_{i}^{T} G(x) v_{i} \leq 0$ for $i=1, \ldots, N$. Due to (6) we can apply Putinar's scalar representation result [28] to infer that there exist polynomials $t_{i}(x)$ for which

$$
\begin{equation*}
f(x)-d_{\mathrm{opt}}+\epsilon+\sum_{i=1}^{N} t_{i}(x)^{T} t_{i}(x) v_{i}^{T} G(x) v_{i} \text { is SOS. } \tag{8}
\end{equation*}
$$

With the SOS matrix

$$
S_{N}(x):=\sum_{i=1}^{N} v_{i} t_{i}(x)^{T} t_{i}(x) v_{i}^{T}=\left(\begin{array}{c}
t_{1}(x) v_{1}^{T} \\
\vdots \\
t_{N}(x) v_{N}^{T}
\end{array}\right)^{T}\left(\begin{array}{c}
t_{1}(x) v_{1}^{T} \\
\vdots \\
t_{N}(x) v_{N}^{T}
\end{array}\right)
$$

we conclude that $f(x)-d_{\text {opt }}+\epsilon+\left\langle S_{N}(x), G(x)\right\rangle$ equals (8) and is thus SOS. This implies that the optimal value of (4) is at least $d_{\mathrm{opt}}-\epsilon$, and since $\epsilon>0$ was arbitrary the proof is finished.

Theorem 1 is a natural extension of a theorem of Putinar [28] for scalar polynomial problems to polynomial SDP's. Indeed, Lasserre's approach [22] for minimizing $f(x)$ over scalar polynomial constraints $g_{i}(x) \leq 0, i=$ $1, \ldots, m$, is recovered with $G(x)=\operatorname{diag}\left(g_{1}(x), \ldots, g_{m}(x)\right)$. Moreover the constraint qualification in Theorem 1 is a natural generalization of that used by Schweighofer [33].

Remark 1. It is a direct consequence of Theorem 1 that, as in the scalar case [32], the constraint qualification (5) can be equivalently formulated as follows: there exist an SOS matrix $R(x)$ and an SOS polynomial $s(x)$ such that

$$
\left\{x \in \mathbb{R}^{n_{x}} \mid\langle R(x), G(x)\rangle-s(x) \leq 0\right\} \text { is compact. }
$$

### 3.2 Application to the $\mathcal{H}_{\infty}$ fixed order control problem

The technique described above can directly be applied to (2), except that the constraint qualification is not necessarily satisfied. This can be resolved by appending a bounding inequality $X \preceq M_{X} I$ for some large value $M_{X}>0$. An SOS relaxation of the resulting BMI problem is formulated with

$$
\begin{gathered}
G_{1}(X, p, \gamma):=-X, \quad G_{2}(X, p, \gamma):=B_{\infty}(X, p, \gamma) \\
G_{3}(X, p, \gamma):=X-M_{X} I, \quad G_{4}(X, p, \gamma):=\|p\|^{2}-M
\end{gathered}
$$

as follows
supremize: $\gamma$
subject to: $\quad \gamma+\sum_{i=1}^{4}\left\langle S_{i}(X, p, \gamma), G_{i}(X, p, \gamma)\right\rangle \quad$ is SOS

$$
S_{i}(X, p, \gamma) \text { is } \mathrm{SOS}, \quad i=1, \ldots, 4
$$

It has already been indicated that this problem is easily translated into a linear SDP if we impose a priori bounds on the degrees of all SOS matrix polynomials. However, as the main trouble, this technique suffers from large number of variables for higher order relaxations, especially when the order of the underlying system state is large. Since $S_{1}, S_{2}$ and $S_{3}$ are polynomials in $X$, the size of the relaxation grows exponentially with the order of the system. In our numerical experience the size of the LMI problems of the SOS relaxations grows so fast that good lower bounds can be only computed for systems with state dimension up to about 4 . Therefore it is crucial to avoid the need for constructing SOS polynomials in the Lyapunov variable $X$. As the second main contribution of this paper, we reveal in the next section how to overcome this deficiency.

## 4 Conversion to Robustness Analysis

For translating the nonlinear synthesis problem in (2) to an equivalent robustness analysis problem, the key idea is to apply partial Lagrange dualization [17]: Fix the controller variables $p$ and dualize with respect to the Lyapunov variable $X$. We will show that one is required to determine parameterdependent dual variables, in full analogy to computing parameter-dependent Lyapunov function for LPV systems. As the main advantage, this reformulation allows us to suggest novel SOS relaxations that grow exponentially only in the number of controller (or uncertain) parameters $p$ and that can be shown to grow only quadratically in the number of the system states, in stark contrast to the relaxations of Section 3.2.

### 4.1 Partial Dualization

In this section we need the additional assumption that $(A(p), B(p))$ is controllable for every $p \in \mathcal{P}$. For fixed $p=p_{0} \in \mathcal{P}$, (2) is an LMI problem in $X$ and $\gamma$ :

$$
\begin{align*}
\text { infimize } & \gamma  \tag{10}\\
\text { subject to } & X \in \mathcal{S}^{n}, \quad X \succ 0, \quad B_{\infty}\left(X, p_{0}, \gamma\right) \prec 0 .
\end{align*}
$$

Let us partition the dual variable $Z$ for the constraint $B_{\infty}(X, p, \gamma) \prec 0$ in (2) as

$$
Z=\left(\begin{array}{ll}
Z_{11} & Z_{12}  \tag{11}\\
Z_{12}^{T} & Z_{22}
\end{array}\right)
$$

Then the Langrange dual reads as follows:

$$
\begin{array}{ll}
\text { supremize } & \operatorname{Tr}\left(\left[C\left(p_{0}\right) D\left(p_{0}\right)\right] Z\left[C\left(p_{0}\right) D\left(p_{0}\right)\right]^{T}\right) \\
\text { subject to } & A\left(p_{0}\right) Z_{11}+Z_{11} A\left(p_{0}\right)^{T}+B\left(p_{0}\right) Z_{12}^{T}+Z_{12} B\left(p_{0}\right)^{T} \succeq 0  \tag{12}\\
& \operatorname{Tr}\left(Z_{22}\right) \leq 1, \quad Z \succeq 0
\end{array}
$$

Let $t_{\mathrm{opt}}^{d}\left(p_{0}\right)$ denote the dual optimal value of (12). Note that (12) is strictly feasible for all $p_{0} \in \mathcal{P}$ as is shown in Appendix A. This implies $t_{\text {opt }}^{d}(p)=t_{\mathrm{opt}}^{p}(p)$ and, as a consequence, it allows to draw the following conclusion. Given any $t \in \mathbb{R}$ suppose that the function $Z(p)$ satisfies

$$
\begin{align*}
\operatorname{Tr}\left([C(p) D(p)] Z(p)[C(p) D(p)]^{T}\right) & >t  \tag{13}\\
A(p) Z_{11}(p)+Z_{11}(p) A(p)^{T}+B(p) Z_{12}(p)^{T}+Z_{12}(p) B^{T}(p) & \succ 0  \tag{14}\\
\operatorname{Tr}\left(Z_{22}(p)\right)<1, \quad Z(p) & \succ 0 \tag{15}
\end{align*}
$$

for all $p \in \mathcal{P}$. Then it is clear that $t_{\mathrm{opt}}^{d}(p) \geq t$ and hence $t_{\mathrm{opt}}^{p}(p) \geq t$ hold for all $p \in \mathcal{P}$. Therefore $t$ is a lower bound on the best achievable controller performance. It is thus natural to maximize $t$ over some class of functions $Z$ (.) in order to determine tight lower bounds on the value of (2). Our construction allows to show that this lower bound is actually tight if optimizing over matrix polynomials $Z$ (.).

Theorem 2. Let $\gamma_{\text {opt }}$ be the optimal solution to (2). Let $t_{\text {opt }}$ be the supremal $t$ for which there exists a polynomial matrix $Z(p) \in \mathcal{S}^{n+m_{1}}$ satisfying (13)-(15) for all $p \in \mathcal{P}$. Then $\gamma_{\text {opt }}=t_{\text {opt }}$.

Proof. We have already seen that $\gamma_{\mathrm{opt}} \geq t_{\mathrm{opt}}$. Now suppose $\gamma_{\mathrm{opt}} \geq t_{\mathrm{opt}}+\epsilon$ for some $\epsilon>0$. For any fixed $p_{0} \in P$, the optimal value of (10) and hence that of (12) are not smaller than $\gamma_{\mathrm{opt}}$. Since (12) is strictly feasible there exists $Y^{0}$ (partitioned as (11)) with

$$
\begin{aligned}
\operatorname{Tr}\left(\left[C\left(p_{0}\right) D\left(p_{0}\right)\right] Y^{0}\left[C\left(p_{0}\right) D\left(p_{0}\right)\right]^{T}\right)-\epsilon / 2 & >t_{\mathrm{opt}} \\
A\left(p_{0}\right) Y_{11}^{0}+Y_{11}^{0} A\left(p_{0}\right)^{T}+B\left(p_{0}\right) Y_{12}^{0}{ }^{T}+Y_{12}^{0} B^{T}\left(p_{0}\right) & \succ 0 \\
\operatorname{Tr}\left(Y_{22}^{0}\right)<1, \quad Y^{0} & \succ 0 .
\end{aligned}
$$

Since the inequalities are strict and $\mathcal{P}$ is compact, we can use a partition of unity argument [29] to show that there actually exists a continuous function $Y(p)$ such that

$$
\begin{align*}
\operatorname{Tr}\left([C(p) D(p)] Y(p)[C(p) D(p)]^{T}\right)-\epsilon / 4 & >t_{\mathrm{opt}}  \tag{16}\\
A(p) Y_{11}(p)+Y_{11}(p) A(p)^{T}+B(p) Y_{12}(p)^{T}+Y_{12}(p) B^{T}(p) & \succ 0  \tag{17}\\
\operatorname{Tr}\left(Y_{22}(p)\right)<1, \quad Y(p) & \succ 0 \tag{18}
\end{align*}
$$

for all $p \in \mathcal{P}$. Due to the Stone-Weisterstrass theorem about the approximation of continuous functions by polynomials on compacta, we can even choose $Y(p)$ to be a matrix polynomial. This allows to conclude $t_{\mathrm{opt}} \geq t_{\mathrm{opt}}+\epsilon / 4$, a contradiction which finishes the proof.

In actual computations we optimize over functions $Z(\cdot)$ belonging to an increasing sequence of finite-dimensional subspaces of matrix-valued polynomials. Then the difference of the computed lower bound to the actual optimal $\mathcal{H}_{\infty}$ performance is non-decreasing. If we restrict the search to a subspace of degree bounded matrix polynomials, and if we let the bound on the degree grow to infinity, Theorem 2 guarantees that the corresponding lower bounds converge from below to the globally optimal $\mathcal{H}_{\infty}$ performance.

We have thus reduced the $\mathcal{H}_{\infty}$ synthesis problem to a robust analysis problem with complicating variables $p$ and polynomial robustness certificates
$Z(p)$. In Section 5 we will discuss how (13)-(15) can be relaxed to standard LMI constraints via suitable SOS tests.

Remark 2. The proposed partial dualization technique is not at all restricted to fixed-order $\mathcal{H}_{\infty}$ optimal control. Straightforward variations do apply to a whole variety of other interesting problems, such as designing structured controllers for any performance criterion that admits an analysis LMI representation (as e.g. general quadratic performance, $H_{2}$-performance or placement of closed-loop poles in LMI regions [6]).

Remark 3. We require the controller parameters to lie in a compact set in order to be able to apply the theorem of Stone-Weierstrass. From a practical point of view this is actually not restrictive since the controller parameters have to be restricted in size for digital implementation. Moreover one can exploit the flexibility in choosing the set $\mathcal{P}$ in order to incorporate the suggested lower bound computations in branch-and-bound techniques.

Remark 4. The controllability assumption is needed to prove that the dual (12) is strictly feasible for all $p \in \mathcal{P}$. Controllability can be verified by a Hautus test: $(A(p), B(p))$ is controllable for all $p \in \mathcal{P}$ if and only if

$$
\begin{equation*}
P_{\mathrm{H}}(\lambda, p):=(A(p)-\lambda I B(p)) \text { has full row rank for all } \lambda \in \mathbb{C}, p \in \mathcal{P} \tag{19}
\end{equation*}
$$

This property can be verified by the method described in Section 3. Indeed suppose $K \in \mathbb{R}$ is chosen with $\|A(p)\| \leq K$ for all $p \in \mathcal{P}$ (with $\|\cdot\|$ denoting the spectral norm). Then (19) holds true if and only if the real-valued polynomial

$$
\begin{aligned}
& F_{\mathrm{H}}(a, b, p):=\left|\operatorname{det}\left(P_{\mathrm{H}}(a+b i, p) P_{\mathrm{H}}(a+b i, p)^{*}\right)\right|^{2} \\
& \quad=\operatorname{det}\left(P_{\mathrm{H}}(a+b i, p) P_{\mathrm{H}}(a+b i, p)^{*}\right)^{*} \operatorname{det}\left(P_{\mathrm{H}}(a+b i, p) P_{\mathrm{H}}(a+b i, p)^{*}\right)
\end{aligned}
$$

is strictly positive on $[-K, K] \times[-K, K] \times \mathcal{P}$. This can be tested with SOS decompositions, provided that $\mathcal{P}$ has a representation that satisfies (5). The upper bound $K$ on the spectral norm of $A$ on $\mathcal{P}$ can also be computed with SOS techniques.

Remark 5. The utmost right constraint in (14) $(Z(p) \succ 0$ for all $p \in \mathcal{P})$ can be replaced by the (generally much) stronger condition

$$
Z(p) \text { is } \operatorname{SOS} \text { in } p
$$

As we will see in Section 5.6 this may reduce the complexity of our relaxation problems. Theorem 2 is still true after the replacement, since for any matrixvalued polynomial $Y(p)$ that satisfies (13)-(15), we can find a unique matrix valued function $R(p)$ on $\mathcal{P}$ that is the Cholesky factor of $Z(p)$ for all $p \in \mathcal{P}$.

Furthermore $R(p)$ is continuous on $\mathcal{P}$ if $Z(p)$ is, because the Cholesky factor of a matrix can be computed by a sequence of continuity preserving operations on the coefficients of the matrix [10]. Again by Weierstrass' theorem there exists an approximation of the continuous $R(p)$ on $\mathcal{P}$ by a polynomial $\tilde{R}(p)$ such $Z(p):=\tilde{R}(p)^{T} \tilde{R}(p)$ satisfies (13)-(15). The constructed matrix-valued polynomial $Z(p)$ is indeed SOS.

### 4.2 Finite-Dimensional Approximation

Suppose that $Z_{j}: \mathbb{R}^{n_{p}} \mapsto \mathcal{S}^{n+m_{1}}, j=1,2, \ldots, N$, is a set of linearly independent symmetric-valued polynomial functions in $p$ (such as a basis for the real vector space of all symmetric matrix polynomials of degree at most $d$ ). Let us now restrict the search of $Z($.$) in Theorem 2$ to the subspace

$$
\begin{equation*}
\mathcal{Z}_{N}:=\left\{Z(., z) \mid Z(., z):=\sum_{j=1}^{N} z_{j} Z_{j}(.), z=\left(z_{1}, \ldots, z_{N}\right) \in \mathbb{R}^{N}\right\} \tag{20}
\end{equation*}
$$

Then (13)-(15) are polynomial inequalities in $p$ that are affine in the coefficients $z$ for the indicated parameterization of the elements $Z(., z)$ in $\mathcal{Z}_{N}$. With $y:=\operatorname{col}(t, z), c:=\operatorname{col}\left(1,0_{n_{z}}\right)$ and

$$
\begin{equation*}
F(p, y):=\operatorname{diag}\left(F_{11}(p, z)-t, F_{22}(p, z), Z(p, z), 1-\operatorname{Tr}\left(Z_{22}(p, z)\right)\right) \tag{21}
\end{equation*}
$$

where

$$
\begin{aligned}
& F_{11}(p, z):=\operatorname{Tr}\left([C(p) D(p)] Z(p, z)[C(p) D(p)]^{T}\right) \\
& F_{22}(p, z):=Z_{11}(p, z) A(p)^{T}+A(p) Z_{11}(p, z)+Z_{12}(p, z) B(p)^{T}+B(p) Z_{12}^{T}(p, z)^{T}
\end{aligned}
$$

the problem to be solved can be compactly written as follows:

$$
\begin{align*}
& \text { supremize } c^{T} y  \tag{22}\\
& \text { subject to } F(p, y) \succ 0 \text { for all } p \in \mathcal{P}
\end{align*}
$$

This problem involves a semi-infinite semi-definite constraint on a matrix polynomial in $p$ only, i.e. not on the state variables. This allows to construct relaxations that rely on SOS-decomposition for polynomials in $p$, which is the key to keep the size of the resulting LMI-problem quadratic in the number of system states, as opposed to the exponential growth of the size of the LMIproblem for the direct approach discussed in Section 3.

## 5 Robust Analysis by SOS-Decompositions

Let us now consider the generic robust LMI problem

```
supremize \(c^{T} y\)
subject to \(F(x, y) \succ 0\) for all \(x \in \mathbb{R}^{n_{x}}\) with \(g_{i}(x) \leq 0, i=1, \ldots, n_{g}\)
```

where $F(x, y) \in \mathcal{S}^{r}$ and $g_{i}(x) \in \mathbb{R}$ are polynomial in $x$ and affine in $y$ respectively. The problems (3) and (23) differ in two essential structural properties. First, (3) is just a semi-definite polynomial minimization problem, whereas (23) has a linear objective with a semi-infinite linear SDP constraint, where the dependence on the parameter $x$ is polynomial. Second, in the relaxation for (3) we had to guarantee positivity for scalar polynomials, whereas (23) involves a matrix-valued positivity constraint. Despite these structural differences the relaxations suggested in this section are similar to those in Section 3.

### 5.1 Scalar Constraints

Let us first consider scalar-valued semi-infinite constraints which corresponds to $F(x, y)$ being of dimension $1 \times 1$ in (23). If for some $y$ there exist $\epsilon>0$ and SOS polynomials $s_{i}(x), i=1, \ldots, n_{g}$, such that

$$
\begin{equation*}
F(x, y)+\sum_{i=1}^{n_{g}} s_{i}(x) g_{i}(x)-\epsilon \text { is SOS in } x \tag{24}
\end{equation*}
$$

then it is very simply to verify that $c^{T} y$ is a lower bound on the optimal value of (23). The best possible lower bound is achieved with the supremal $c^{T} y$ over all $\epsilon>0$ and all SOS polynomials $s_{i}(x)$ satisfying (24), and we have equality if $G(x)=\operatorname{diag}\left(g_{1}(x), \ldots, g_{n_{g}}(x)\right)$ satisfies the constraint qualification (5). The proof is a a variant of that of Theorem 1 and is hence omitted.

### 5.2 Scalarization of Matrix-Valued Constraints

Let us now assume that $F(x, y)$ is indeed matrix-valued. Our intention is to illustrate why a straightforward scalarization technique fails to lead to the desired properties of the corresponding LMI relaxations. Indeed define $f(v, x, y):=v^{T} F(x, y) v$ and
$h_{i}(v, x)=g_{i}(x) \quad i=1, \ldots, n_{g}, h_{n_{g}+1}(v, x)=1-v^{T} v, h_{n_{g}+2}(v, x)=v^{T} v-2$.
Then $F(x, y) \succ 0$ for all $x$ with $g_{i}(x) \leq 0, i=1, \ldots, n_{g}$, is equivalent to $f(v, x, y)>0$ for all $(x, v)$ with $h_{i}(v, x) \leq 0, i=1, \ldots, n_{g}+2$. As in Section 5.1 this condition can be relaxed as follows: there exists $\epsilon>0$ and SOS polynomials $s_{i}(v, x), i=1, \ldots, n_{g}+2$, such that

$$
f(v, x, y)+\sum_{i=1}^{n_{g}+2} s_{i}(v, x) h_{i}(v, x)-\epsilon \text { is } \mathrm{SOS}
$$

(with exactness of the relaxation under constraint qualifications). Unfortunately, despite $f(v, x, y)$ is quadratic in $v$, no available result allows to guarantee that the SOS polynomials $s_{i}(v, x), i=1, \ldots, n_{g}+2$, can be chosen quadratic in $v$ without loosing the relaxation's exactness. Hence one has to actually rely on higher order SOS polynomials in $v$ to guarantee that the relaxation gap vanishes. In our specific problem, $v$ has $2 n+m_{1}+1$ components such that the relaxation size grows exponentially in the system state-dimension, and we fail to achieve the desired polynomial growth in $n$.

### 5.3 Matrix-Valued Constraints

This motivates to fully avoid scalarization as follows. We replace (22) by requiring the existence of $\epsilon>0$ and SOS matrices $S_{i}(x)$ of the same dimension as $F(x, y)$ such that

$$
\begin{equation*}
F(x, y)+\sum_{i=1}^{n_{g}} S_{i}(x) g_{i}(x)-\epsilon I \text { is an SOS matrix in } x . \tag{25}
\end{equation*}
$$

It is easy to see that the optimal value of (23) is bounded from below by the largest achievable $c^{T} y$ for which there exist $\epsilon>0$ and SOS matrices $S_{i}(x)$ with (25). It is less trivial to show that this relaxation is exact which has been proved in our paper [31]. This is the key step to see that one can construct a family of LMI relaxations for computing arbitrarily tight lower bounds on the optimal of (23) whose sizes grow exponentially only in the number of components of $x$.

Remark 6. We have performed partial dualization (in the high dimensional variables) in order to arrive at the formulation of (23). It is interesting to interpret the replacement of the semi-infinite constraint in (23) by (25) as a second Lagrange relaxation step in the low dimensional variable $x$. In this sense the suggested relaxation can be viewed as a full SOS Lagrange dualization of the original nonlinear semi-definite program, and exponential growth is avoided by the indicated split into two steps.

### 5.4 Verification of Matrix SOS Property

Let us now discuss how to construct a linear SDP representation of (25) if restricting the search of the SOS matrices $S_{i}(x), i=1, \ldots, n_{g}$, to an arbitrary subspace of polynomials matrices. The suggested procedure allows for complete flexibility in the choice of the corresponding monomial basis with a direct and compact description of the resulting linear SDP, even for problems that involve SOS matrices. Moreover it forms the basis for trying to reduce the relaxation sizes for specific problem instances.

For all these purposes let us choose a polynomial vector

$$
u(x)=\operatorname{col}\left(u_{1}(x), \ldots, u_{n_{u}}(x)\right)
$$

whose components $u_{j}(x)$ are pairwise different $x$-monomials. Then $S(x)$ of dimension $r \times r$ is said to be SOS with respect to the monomial basis $u(x)$ if there exist real matrices $T_{j}, j=1, \ldots, n_{u}$, such that

$$
S(x)=T(x)^{T} T(x) \text { with } T(x)=\sum_{j=1}^{n_{u}} T_{j} u_{j}(x)=\sum_{j=1}^{n_{u}} T_{j}\left(u_{j}(x) \otimes I_{r}\right)
$$

If $U=\left(T_{1} \cdots T_{n_{u}}\right)$ and if $P$ denotes the permutation that guarantees

$$
u(x) \otimes I_{r}=P\left[I_{r} \otimes u(x)\right],
$$

we infer with $W=(U P)^{T}(U P) \succeq 0$ that

$$
\begin{equation*}
S(x)=\left[I_{r} \otimes u(x)\right]^{T} W\left[I_{r} \otimes u(x)\right] . \tag{26}
\end{equation*}
$$

In order to render this relation more explicit let us continue with the following elementary concepts. If $M \in \mathbb{R}^{n r \times n r}$ is partitioned into $n \times n$ blocks as $\left(M_{j k}\right)_{j, k=1, \ldots, r}$ define

$$
\operatorname{Trace}_{r}(M)=\left(\begin{array}{ccc}
\operatorname{Tr}\left(M_{11}\right) & \cdots & \operatorname{Tr}\left(M_{1 r}\right) \\
\vdots & \ddots & \vdots \\
\operatorname{Tr}\left(M_{r 1}\right) & \cdots & \operatorname{Tr}\left(M_{r r}\right)
\end{array}\right)
$$

as well as the bilinear mapping $\langle., .\rangle_{r}: \mathbb{R}^{m r \times n r} \times \mathbb{R}^{m r \times n r} \rightarrow \mathbb{R}^{r \times r}$ as

$$
\langle A, B\rangle_{r}=\operatorname{Trace}_{r}\left(A^{T} B\right)
$$

One then easily verifies that $\left[I_{r} \otimes u(x)\right]^{T} W\left[I_{r} \otimes u(x)\right]=\left\langle W, I_{r} \otimes u(x) u(x)^{T}\right\rangle_{r}$. If we denote the pairwise different monomials in $u(x) u(x)^{T}$ by $w_{j}(x), j=$ $1, \ldots, n_{w}$, and if we determine the unique symmetric $Q_{j}$ with

$$
u(x) u(x)^{T}=\sum_{j=1}^{n_{w}} Q_{j} w_{j}(x)
$$

we can conclude that

$$
\begin{equation*}
S(x)=\sum_{j=1}^{n_{w}}\left\langle W, I_{r} \otimes Q_{j}\right\rangle_{r} w_{j}(x) \tag{27}
\end{equation*}
$$

This proves one direction of the complete characterization of $S(x)$ being SOS with respect to $u(x)$, to be considered as a flexible generalization of the Grammatrix method [27] to polynomial matrices.

Lemma 1. The matrix polynomial $S(x)$ is $S O S$ with respect to the monomial basis $u(x)$ iff there exist necessarily unique symmetric $S_{j}, j=1, \ldots, n_{w}$, such that $S(x)=\sum_{j=1}^{n_{w}} S_{j} w_{j}(x)$, and the linear system

$$
\begin{equation*}
\left\langle W, I_{r} \otimes Q_{j}\right\rangle_{r}=S_{j}, \quad j=1, \ldots, n_{w} \tag{28}
\end{equation*}
$$

has a solution $W \succeq 0$.

Proof. If $W \succeq 0$ satisfies (28) we can determine a Cholesky factorization of $P W P^{T}$ as $U^{T} U$ to obtain $W=(U P)^{T}(U P)$ and reverse the above arguments.

### 5.5 Construction of LMI Relaxation Families

With monomial vector $v_{i}(x)$ and some real vector $b_{i}$ for each $i=1,2, \ldots, n_{g}$ let us represent the constraint functions as $g_{i}(x)=b_{i}^{T} v_{i}(x), i=1,2, \ldots, n_{g}$. Moreover, let us choose monomial vectors $u_{i}(x)$ of length $n_{i}$ to parameterize the SOS matrices $S_{i}(x)$ with respect to $u_{i}(x)$ with $W_{i} \succeq 0, i=0,1, \ldots, n_{g}$, as in Section 5.4. With $v_{0}(x)=1$ and $b_{0}=-1$, we infer

$$
\begin{aligned}
-S_{0}(x) \sum_{i=1}^{n_{g}} S_{i}(x) g_{i}(x) & =\sum_{i=0}^{n_{g}}\left\langle W_{i}, I_{r} \otimes\left[u_{i}(x) u_{i}(x)^{T}\right]\right\rangle_{r}\left[b_{i}^{T} v_{i}(x)\right] \\
& =\sum_{i=0}^{n_{g}}\left\langle W_{i},\left(I_{r} \otimes\left[u_{i}(x) u_{i}(x)^{T}\right]\right)\left[b_{i}^{T} v_{i}(x)\right]\right\rangle_{r} \\
& =\sum_{i=0}^{n_{g}}\left\langle W_{i}, I_{r} \otimes\left(\left[u_{i}(x) u_{i}(x)^{T}\right] \otimes\left[b_{i}^{T} v_{i}(x)\right]\right)\right\rangle_{r} \\
& =\sum_{i=0}^{n_{g}}\left\langle W_{i}, I_{r} \otimes\left(\left[I_{n_{i}} \otimes b_{i}^{T}\right]\left[u_{i}(x) u_{i}(x)^{T} \otimes v_{i}(x)\right]\right)\right\rangle_{r}
\end{aligned}
$$

Let us now choose the pairwise different monomials

$$
w_{0}(x)=1, \quad w_{1}(x), \ldots, w_{n_{w}}(x)
$$

to allow for the representations

$$
\begin{equation*}
u_{i}(x) u_{i}(x)^{T} \otimes v_{i}(x)=\sum_{j=0}^{n_{w}} P_{i j} w_{j}(x) \text { and } F(x, y)=\sum_{j=0}^{n_{w}} A_{j}(y) w_{j}(x) \tag{29}
\end{equation*}
$$

with symmetrically valued $A_{j}(y)$ that depend affinely on $y$. Then there exist $\epsilon>0$ and SOS matrices $S_{i}(x)$ with respect to $u_{i}(x), i=0, \ldots, n_{g}$, such that

$$
\begin{equation*}
F(x, y)+\sum_{i=1}^{n_{g}} S_{i}(x) g_{i}(x)-\epsilon I=S_{0}(x) \tag{30}
\end{equation*}
$$

if and only if there exists a solution to the following LMI system:

$$
\begin{array}{r}
\epsilon>0, \quad W_{i} \succeq 0, \quad i=0, \ldots, n_{g}, \\
A_{0}(y)+\sum_{i=0}^{n_{g}}\left\langle W_{i}, I_{r} \otimes\left(\left[I_{n_{i}} \otimes b_{i}^{T}\right] P_{i 0}\right)\right\rangle_{r}-\epsilon I=0, \\
A_{j}(y)+\sum_{i=0}^{n_{g}}\left\langle W_{i}, I_{r} \otimes\left(\left[I_{n_{i}} \otimes b_{i}^{T}\right] P_{i j}\right)\right\rangle_{r}=0, \quad j=1, \ldots, n_{w} . \tag{33}
\end{array}
$$

We can hence easily maximize $c^{T} y$ over these LMI constraints to determine a lower bound on the optimal value of (23). Moreover these lower bounds are guaranteed to converge to the optimal value of (23) if we choose $u_{i}(x)$, $i=0, \ldots, n_{g}$, to comprise all monomials up to a certain degree, and if we let the degree bound grow to infinity.

### 5.6 Size of the Relaxation of LMI Problem

The size of the LMI relaxation for (23) is easily determined as follows. The constraints are (31), (32) and (33). The condition on the matrices $W_{i}, i=0,1, \ldots, n_{g}$, to be nonnegative definite in (31) comprises for each $i=0,1, \ldots, n_{g}$ one inequality in $\mathcal{S}^{r n_{u_{i}}}$, where (as mentioned earlier in the text) $r$ and $n_{u_{i}}$ denote the number of rows in $F(x, y)$ in (23) and the number of monomials for the $i^{\text {th }}$ SOS matrix, $i=0,1, \ldots, n_{g}$, respectively. On top of that (32) adds $r^{2}$ and (33) adds $n_{w} r^{2}$ scalar equation constraints to the LMI problem.

The decision variables in the LMI relaxation are the lower bound $t$, the matrices for the SOS representation $W_{i} \in \mathcal{S}^{r n_{u_{i}}}, i=0,1, \ldots, n_{g}$, and the original optimization variables $y \in \mathbb{R}^{n_{y}}$. Since a symmetric matrix in $\mathcal{S}^{r n_{u_{i}}}$ can be parameterized by a vector in $\mathbb{R}^{\frac{1}{2} r n_{u_{i}}\left(r n_{u_{i}}+1\right)}$, we end up in total with

$$
\begin{equation*}
1+n_{y}+\frac{1}{2} \sum_{i=0}^{n_{g}} r n_{u_{i}}\left(r n_{u_{i}}+1\right) \tag{34}
\end{equation*}
$$

scalar variables in our LMI problem.
This number may be further reduced by using an explicit representation of the degrees of freedom in $W_{i}$ for each $i \in\left\{0,1, \ldots, n_{g}\right\}$ by constructing a basis for the solution set of the linear constraints (32) and (33). Although this explicit parameterization may lead to a smaller number of variables, we consider for simplicity in the remainder of this text the implicit representation with (32) and (33).

We can further specify the size of the LMI problem for the fixed order $\mathcal{H}_{\infty}$ synthesis problem in terms of the sizes of dynamical system, which will show that the size of the LMI's depends quadratically on the number of states. If $\mathcal{P}$ is a ball of radius $M$ described by (1), then it can be described by one
polynomial inequality such that $n_{g}=1$. The number of variables in $y$ is equal to the dimension of the subspace $\mathcal{Z}_{N}: n_{y}=N=\operatorname{dim}\left(\mathcal{Z}_{N}\right)$. Since $Z$ is a polynomial in $p$ with matrix coefficients in $\mathcal{S}^{n+m_{1}}, n_{y}$ grows at most quadratically in $n$. The number $r$ of rows of each sub-block of $F(p, y)$ in (21) is

| Block | $F_{11}(p, z)-t$ | $F_{22}(p, z)$ | $Z(p, z)$ | $1-\operatorname{Tr}\left(Z_{22}(p, z)\right)$ |
| ---: | :---: | :---: | :---: | :---: |
| Number of rows | 1 | $n$ | $n+m_{1}$ | 1 |

which results in $r=2+2 n+m_{1}$ rows. This number of rows is reduced by about $50 \%$ to $r=2+n$ if we replace the utmost right constraint in (15) $(Z(p) \geq 0$ for all $p \in \mathcal{P})$ by requiring $Z(p)$ to be SOS, as we suggested in Remark 5.

The monomial vectors $u_{i}, i=0,1$, should be chosen such that $F(\cdot, y)$ can be expressed in terms of $S_{0}$ and $S_{1} g_{1}$ as in (30) and they will be specified for the concrete examples in Section 6. Note that $n_{u_{i}}, i=0,1$, is independent of $n$ since $u_{i}, i=0,1$, are polynomials in $p$.

Summarizing, $n_{y}$ grows at most quadratically in $n, r$ grows linearly in $n$ and $n_{u_{i}}, i=0,1$, are independent of $n$. Equation (34) therefore implies that the number of LMI variables is indeed quadratic in $n$.

Remark 7. Although not limiting for unstructured controller synthesis [36], the assumption $D_{22}=0$ on the direct-feedthrough term is usually restrictive if the controller is required to admit some structure. It is therefore useful to discuss how a nonzero $D_{22}$ can be taken into account in our method. For $D_{22} \neq 0$ the closed-loop matrices are rational functions of $p$ :

$$
\begin{aligned}
& A(p)=\left(\begin{array}{cc}
A^{\mathrm{ol}}+B_{2}^{\mathrm{ol}} Q(p) D_{K}(p) C_{2}^{\mathrm{ol}} & B_{2}^{\mathrm{ol}} Q(p) C_{K}(p) \\
A_{21}(p) & A_{K}(p)+B_{K}(p) D_{22} Q(p) C_{K}(p)
\end{array}\right) \\
& B(p)=\binom{B_{1}^{\mathrm{ol}}+B_{2}^{\mathrm{ol}} Q(p) D_{K}(p) D_{21}^{\mathrm{ol}}}{B_{K}(p) D_{21}+B_{K}(p) D_{22} Q(p) D_{K}(p) D_{21}^{\mathrm{ol}}} \\
& C(p)=\left(C_{1}^{\mathrm{ol}}+D_{12} Q(p) D_{K}(p) C_{2}^{\mathrm{ol}} D_{12} Q(p) C_{K}(p)\right) \\
& D(p)=D_{11}^{\mathrm{ol}}+D_{12}^{\mathrm{ol}} Q(p) D_{K}(p) D_{21}^{\mathrm{ol}}
\end{aligned}
$$

where $A_{21}(p):=B_{K}(p) C_{2}^{\mathrm{ol}}+B_{K}(p) D_{22} Q(p) D_{K}(p) C_{2}^{\mathrm{ol}}$ and

$$
Q(p):=\left(I-D_{K} p D_{22}\right)^{-1}
$$

This results in rational dependence of the left-hand sides of (13) and (14) on $p$, such that we can not directly apply the SOS test. Under the well-posedness condition that $I-D_{K}(p) D_{22}$ is nonsingular for all $p \in \mathcal{P}$, we can multiply (13) and (14) by $\operatorname{det}\left(I-D_{K}(p) D_{22}\right)^{2}$. Since then $\operatorname{det}\left(I-D_{K}(p) D_{22}\right)^{2}>0$ for all $p \in \mathcal{P}$, the resulting inequalities are equivalent to (13) and (14) and
polynomial in $p$. This implies that our problem is a robust polynomial LMI problem (23) and we can apply the SOS technique. It is easy to see that testing well-posedness is a robust LMI problem as well.

Remark 8. In a similar fashion we can introduce a rational parameterization for $Z(p)$. Let $Z_{j}: \mathbb{R}^{n_{p}} \mapsto \mathcal{S}^{n+m_{1}}, j=1,2, \ldots, N$, be a set of linearly independent symmetric valued rational functions in $p$ without poles in $\mathcal{P}$ (instead of polynomials as in Section 4.2). By multiplication of the inequalities (13)-(15) with the smallest common denominator of $Z(p)$ that is strictly positive for all $p \in \mathcal{P}$, their left-hand side becomes a polynomial of $p$. We expect such parameterizations of $Z(p)$ with rational functions to be much better than with polynomials, in the sense that they generate better lower bounds for the same size of the LMI problem. Comparison of these parameterizations is a topic for future research.

## 6 Application

We present lower bound computations for the fixed order $\mathcal{H}_{\infty}$ problem of a fourth order system and a $27^{\text {th }}$ order active suspension system. The results of this section have also been published in [16].

### 6.1 Fourth Order System

We consider an academic example with

$$
\left(\begin{array}{c|c|c}
A & B_{1} & B_{2} \\
\hline C_{1} & D_{11} & D_{12} \\
\hline C_{2} & D_{21} & D_{22}
\end{array}\right)=\left(\begin{array}{cccc|c|cc}
-7 & 4 & 0 & 0.2 & 0.9 & 0.2 & 0 \\
-0.5 & -2 & 0 & 0 & 2 & 0.2 & 0 \\
3 & 4 & -0.5 & 0 & 0.1 & 0.1 & 0 \\
3 & 4 & 2 & -1 & -4 & 0 & -0.2 \\
\hline 0 & -10 & -3 & 0 & 0 & 3 & -4 \\
\hline 0.8 & 0.1 & 0 & 0 & 0.3 & 0 & 0
\end{array}\right)
$$

and computed lower bounds on the closed-loop $\mathcal{H}_{\infty}$-performance of all stabilising static controllers in a compact subset of $\mathbb{R}^{2 \times 1}$. The open loop $\mathcal{H}_{\infty}$ norm is 47.6. We first computed an initial feedback law $K_{\text {init }}=(-38-28)^{T}$, which gives a performance of 0.60 . We computed bounds for the ball $\mathcal{P}_{\text {ball }}=$ $\left\{p \in \mathbb{R}^{2} \mid\|p\| \leq M\right\}$ with radius $M=1.5$ around the initial controller, i.e. $K(p):=K_{\text {init }}+\left(p_{1} p_{2}\right)^{T}$. Observe that $p \in \mathcal{P}$ is equivalent to $g_{1}(p) \leq 0$ where

$$
\begin{equation*}
g_{1}(p):=p_{1}^{2}+p_{2}^{2}-M^{2} \tag{35}
\end{equation*}
$$

which is the only constraint on $p$, such that $n_{g}=1$ in (23). We therefore optimize over 2 SOS polynomials $S_{0}$ and $S_{1}$, both of dimension $10 \times 10$. The choice of the monomials $u_{0}$ and $u_{1}$ will be discussed below.

The resulting lower bound, the number of variables in the LMI and the size of the LFT are shown in Table 1 for various degrees in $u_{1}$ and $Z$. The monomial vector $u_{1}$ is represented in the table by $\left(l_{1}, l_{2}\right)$, i.e. $u_{1}(p)=M^{l_{1}, l_{2}}(p)$ where $M$ maps the maximal monomial orders $l_{1}$ and $l_{2}$ into a vector containing all mononials

$$
p_{1}^{i} p_{2}^{j}, \quad 0 \leq i \leq l_{1}, \quad 0 \leq j \leq l_{2}
$$

In other words $M^{l_{1}, l_{2}}$ is the monomial vector

$$
M^{l_{1}, l_{2}}(p):=\left(1 p_{1} p_{1}^{2} \ldots p_{1}^{l_{1}} p_{1} p_{2} p_{1}^{2} p_{2} \ldots p_{1}^{l_{1}} p_{2} \ldots p_{1}^{l_{1}} p_{2}^{l_{2}}\right)
$$

The vector $\left(k_{1}, k_{2}\right)$ in the table denotes the maximal monomial degrees for $Z$ in a similar fashion, e.g, $\left(k_{1}, k_{2}\right)=(2,1)$ should be read as the parameterization

$$
\begin{aligned}
Z(p, z)=Z_{0} & +\sum_{j=1}^{N} z_{j} E_{j}+z_{j+N} p_{1} E_{j}+z_{j+2 N} p_{1}^{2} E_{j}+z_{j+3 N} p_{1} p_{2} E_{j}+ \\
& +\sum_{j=1}^{N} z_{j+4 N} p_{1}^{2} p_{2} E_{j}+z_{j+5 N} p_{2} E_{j}
\end{aligned}
$$

where $N=\operatorname{dim}\left(\mathcal{S}^{n+m_{1}}\right)=\frac{1}{2}\left(n+m_{1}+1\right)\left(n+m_{1}\right)$ and $E_{j}, j=1, \ldots, N$, is a basis for $\mathcal{S}^{n+m_{1}}$. For this parameterization the number $n_{y}$ of variables in $y$ grows quadratically with $n$, which is the maximum growth rate of $n_{y}$ as mentioned in Section 5.6. The monomial vector $u_{0}(p)=M^{q_{1}, q_{2}}(p)$ is chosen such that the monomials on the right-hand side of (30) match those on the left-hand side, i.e.

$$
q_{i}=\left\lceil\frac{2+\max \left\{k_{i}, 2 l_{i}\right\}}{2}\right\rceil, \quad i=1,2,
$$

where $\lceil x\rceil$ is the smallest integer larger than or equal to $x$. For instance the lower bound in the right lower corner of Table 1 is computed with $q_{1}=3, q_{2}=3$ such that $u_{0}(p)$ is a monomial vector of length 16 .

By a gridding technique we have found an optimal controller $p^{\text {opt }}=$ $(1.330 .69)^{T} \in \mathcal{P}$ with performance 0.254 . From Table 1 it seems that the lower bound indeed approaches this value for increasing order in both $u_{1}$ and $Z$. The best lower bound is $t_{\mathrm{opt}}=0.251$, which is slightly smaller than the optimal performance 0.254 . The number of variables in our implementation of the LMI relaxations is shown in Table 2. Each LMI problem has been solved with SeDuMi [34] in at most a few minutes.

### 6.2 Active Suspension System

As a second example we consider the control of an active suspension system, which has been a benchmark system of a special issue of the European

Table 1. Lower bounds for $4^{\text {th }}$ order system, various degrees of $Z$ and $S_{1}$

|  |  | $\left(l_{1}, l_{2}\right)$, monomials in $u_{1}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(0,0)$ | $(1,1)$ | $(2,0)$ | $(0,2)$ |
| N | $(0,0)$ | 0.15584 | 0.16174 | 0.16174 | 0.16174 |
| 0 | $(1,0)$ | 0.20001 | 0.20939 | 0.20959 | 0.20183 |
| g | $(1,1)$ | 0.20319 | 0.21483 | 0.21331 | 0.20785 |
| O | $(2,0)$ | 0.22259 | 0.2298 | 0.23097 | 0.22396 |
|  | $(1,2)$ | 0.20642 | 0.22028 | 0.21886 | 0.21171 |
| \% | $(2,1)$ | 0.22669 | 0.23968 | 0.23936 | 0.22959 |
| 3 | $(3,0)$ | 0.22361 | 0.24000 | 0.24212 | 0.22465 |
|  | $(4,0)$ | 0.22465 | 0.24263 | 0.24373 | 0.22504 |
|  | $(2,2)$ | 0.22737 | 0.24311 | 0.24298 | 0.23277 |
|  | $(4,2)$ | 0.22889 | 0.25047 | 0.25069 | 0.23414 |

Table 2. Number of LMI variables for $4^{\text {th }}$ order system, various degrees of $Z$ and $u_{1}$

|  | $\left(l_{1}, l_{2}\right)$, monomials in $u_{1}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $(0,0)$ | $(1,1)$ | $(2,0)$ | $(0,2)$ |
| N $(0,0)$ | 41 | 1514 | 970 | 1960 |
| - ${ }^{2}(1,0)$ | 220 | 1528 | 984 | 1974 |
| 动 $(1,1)$ | 413 | 1556 | 1012 | 2002 |
| O $(2,0)$ | 234 | 1542 | 998 | 1988 |
| $\cdots(1,2)$ | 1211 | 1584 | 1370 | 2030 |
| ำ $(2,1)$ | 881 | 1584 | 1040 | 2030 |
| 5 $(3,0)$ | 578 | 1556 | 1012 | 2002 |
| $(4,0)$ | 867 | 1570 | 1026 | 2016 |
| $(2,2)$ | 1253 | 1626 | 1412 | 2072 |
| $(4,2)$ | 2547 | 2920 | 2706 | 2981 |



Fig. 1. Active suspension system

Journal of Control on fixed-order controller synthesis [21], see Figure 1. The goal is to compute a low-order discrete-time controller such that the closedloop sensitivity and controller sensitivity satisfy certain frequency-dependent bounds. The system has 17 states and the weights of our 4 -block $\mathcal{H}_{\infty}$ design contributed with 10 states, which add up to 27 states of the generalized plant. The full order design has closed-loop $\mathcal{H}_{\infty}$-norm 2.48 . We computed a $5^{\text {th }}$ order controller by closed-loop balanced residualization with performance 3.41. For more details on the fixed order $\mathcal{H}_{\infty}$-design the reader is referred to [18]. We computed lower bounds for changes in two diagonal elements of the state-space matrices of the controller

$$
\begin{aligned}
K(p) & =\left(\begin{array}{c|ccc|c}
A_{K}(p) & B_{K} \\
\hline C_{K} & D_{K}
\end{array}\right) \\
& =\left(\begin{array}{ccccc|c}
-78.2 & 1129.2 & 173.24 & -97.751 & -130.36 & 6.6086 \\
-1240.9 & -78.2+p_{1} & 111.45 & 125.12 & 76.16 & 21.445 \\
0 & 0 & -6.0294 & 164.81+p_{2} & 159 & -11.126 \\
0 & 0 & 0 & -204.56 & 49.031 & -12.405 \\
0 & 0 & 0 & -458.3 & -204.56 & -9.4469 \\
\hline-0.067565 & 0.19822 & -1.0047 & -0.069722 & 0.19324 & 0.0062862
\end{array}\right)
\end{aligned}
$$

where $p_{1}$ and $p_{2}$ are free scalar controller variables. Table 3 shows computed lower bounds for various degrees in $Z$ and $u_{1}$ and various controller sets $\mathcal{P}_{\text {ball }}:=\left\{p \quad \mid \mathbb{R}^{n_{p}},\|p\| \leq M\right\}, M \in\{5,10,50,100\}$, together with the number of LMI variables. It is interesting to note that the lower bounds are clearly better than the bounds computed with the S-procedure in [17]. It is a topic

Table 3. Lower bounds for suspension system, for various degrees of $Z$ and $S$ and $\mathcal{P}$ balls with various radii.

| monomials | Radius $M$ of $\mathcal{P}:=\left\{p \mid p \in \mathbb{R}^{n_{p}},\\|p\\| \leq M\right\}$ |  |  |  | $\begin{gathered} \text { \# LMI variables } \\ M \in\{5,10,50,100\} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $Z \quad u_{1}$ | 5 | 10 | 50 | 100 |  |
| $(0,0)(0,0)$ | 3.2271 | 3.0176 | 2.2445 | 1.9790 | 1719 |
| $(1,0)(0,0)$ | 3.2570 | 3.0732 | 2.3975 | 2.1585 | 2313 |
| $(0,1)(0,0)$ | 3.2412 | 3.0468 | 2.3725 | 2.2398 | 2313 |

of our current research to investigate why and for which type of problems the relaxations based on SOS decompositions work better than those based on the S-procedure.

The example illustrates that the lower bound computation is feasible for larger order systems, although the size of the LMI problems still grows gradually.

## 7 Conclusions

We have shown that there exist sequences of SOS relaxations whose optimal value converge from below to the optimal closed-loop $\mathcal{H}_{\infty}$ performance for controllers of some a priori fixed order. In a first scheme we generalized a well-established SOS relaxation technique for scalar polynomial optimization to problems with matrix-valued semi-definite constraints. In order to avoid the resulting exponential growth of the relaxation size in both the number of controller parameters and system states, we proposed a second technique based on two sequential Lagrange dualizations. This translated the synthesis problem into a problem as known from robustness analysis for systems affected by time-varying uncertainties. We suggested a novel relaxation scheme based on SOS matrices that is guaranteed to be asymptotically exact, and that allows to show that the size of the relaxations only grow quadratically in the dimension of the system state.

We have applied the method to systems of McMillan degree 4 and 27 respectively. The first example illustrated that the lower bounds indeed converge to the optimal fixed-order $\mathcal{H}_{\infty}$-performance value. The second example showed the feasibility of the approach for plants with moderate McMillan degree, in the sense that we can compute nontrivial lower bounds by solving LMI problems with about 2300 variables.
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## A Proof of Strict Feasibility of the Dual Problem

Let us prove that (12) is strictly feasible for all $p_{0} \in \mathcal{P}$. For an arbitrary $p_{0} \in \mathcal{P}$, we need to show that there exists some $W$ with

$$
\begin{align*}
A\left(p_{0}\right) W_{11}+W_{11} A\left(p_{0}\right)^{T}+B\left(p_{0}\right) W_{12}^{T}+W_{12} B\left(p_{0}\right)^{T} & \succ 0,  \tag{36}\\
\operatorname{Tr}\left(W_{22}\right)<1, \quad W & \succ 0 .
\end{align*}
$$

Since $\left(A\left(p_{0}\right), B\left(p_{0}\right)\right)$ is controllable, one can construct an anti-stabilizing state-feedback gain, i.e., a matrix $K$ such that $A\left(p_{0}\right)+B\left(p_{0}\right) K$ has all its eigenvalues in the open right-half plane. Hence there exists some $P \succ 0$ with

$$
\begin{equation*}
\left(A\left(p_{0}\right)+B\left(p_{0}\right) K\right) P+P\left(A\left(p_{0}\right)+B\left(p_{0}\right) K\right)^{T} \succ 0 \tag{37}
\end{equation*}
$$

and $r P$ also satisfies (37) for any $r>0$. Then $W$ defined by the blocks $W_{11}=r P, W_{12}^{T}=r K P$ and

$$
W_{22}=W_{12}^{T} W_{11}^{-1} W_{12}+r I=r\left(K^{T} P K+I\right)
$$

in the partition (11) satisfies (36) and $W \succ 0$ for arbitrary $r>0$. The constructed $W$ does the job if we choose in addition $r>0$ sufficiently small to achieve $\operatorname{Tr}\left(W_{22}\right)=r \operatorname{Tr}\left(K^{T} P K+I\right)<1$.
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# LMI Optimization for Fixed-Order $\boldsymbol{H}_{\infty}$ Controller Design 

Didier Henrion ${ }^{1,2}$<br>${ }^{1}$ LAAS-CNRS, 7 Avenue du Colonel Roche, 31077 Toulouse, France. henrion@laas.fr<br>${ }^{2}$ Institute of Information Theory and Automation, Academy of Sciences of the Czech Republic, Pod vodárenskou věží 4, 18208 Prague, Czech Republic.

A general $H_{\infty}$ controller design technique is proposed for scalar linear systems, based on properties of positive polynomial matrices. The order of the controller is fixed from the outset, independently of the order of the plant and weighting functions. A sufficient LMI condition is used to overcome nonconvexity of the original design problem. The key design step, as well as the whole degrees of freedom are in the choice of a central polynomial, or desired closed-loop characteristic polynomial.

## 1 Introduction

This paper is a continuation of our research work initiated in [8], where a linear matrix inequality (LMI) method was described to design a fixed-order controller robustly stabilizing a linear system affected by polytopic structured uncertainty. A convex LMI approximation of the stability domain in the space of coefficients of a polynomial was obtained there, based on recent results on positive polynomials and strictly positive real (SPR) functions. As explained in [8], the key ingredient in the design procedure resides in the choice of a central polynomial, or desired nominal closed-loop characteristic polynomial.

Paper [8] focused only on polynomial polytope stabilization, which we believe is an interesting research problem, but remains obviously very far from an actual engineering design problem. So in this paper we try to build upon the ideas of [8] to derive a more practical controller design methodology. Standard design specifications are formulated in the frequency domain, on peak values of Bode magnitude plots of (possibly weighted) system transfer functions, this is the so-called $H_{\infty}$ optimization framework surveyed e.g. in [11].

The main characteristics of our approach, and its contribution with respect to existing work in the area are as follows:

- The order of the controller is fixed from the outset, which overcomes the standard limitation of state-space $H_{\infty}$ techniques that the order of the controller must be at least the same as the order of the plant. Note that, as a consequence, with our techniques using weighting functions does not entail increasing the controller order;
- We use convex optimization over positive polynomials and SPR rational functions, just as in $[4,16,3]$. The main distinction is that we do not use the infinite dimensional Youla-Kučera parametrization of all stabilizing controllers as in $[4,16,3]$, or analytical (stable) rational functions in $H_{\infty}$ [6], so that it is not necessary to resort to model reduction techniques to derive a low-order controller;
- As in our previous work [8], all the degrees of freedom in the design procedure are captured in the choice of the so-called central polynomial, or desired closed-loop characteristic polynomial. Note however that, contrary to the design procedure of [13] or [18], the central polynomial will not necessarily be the actual characteristic polynomial, but only a reference polynomial around which the design is carried out. Influence of the central polynomial on closed-loop performance is generally easy to predict. A general rule of thumb is that open-loop stable poles must be mirrored in the central polynomial, completed by sufficiently fast additional dynamics. This is in contrast with the recent work in [14], where fixed order $H_{\infty}$ controller design is carried out with the help of Nevanlinna-Pick interpolation, but the influence of design parameters (the so-called spectral zeros) cannot be easily characterized.

Complementary features of our approach are as follows:

- We can enforce LMI structural constraints on the controller coefficients. For example, we can enforce the controller to be strictly proper, or a PID. We can also minimize the Euclidean norm of controller coefficients if suitable;
- Contrary to standard $H_{\infty}$ techniques, there are no assumptions on openloop dynamics, presence of zeros along the imaginary axis, properness of weighting functions etc.;
- Continuous-time and discrete-time systems are treated in a unified way, as well as pole location in arbitrary half-plane or disks;

Finally, here is a list of current limitations of our $H_{\infty}$ design technique:

- As in [8], we use a sufficient convex (LMI) conditions that ensure closedloop specifications, possibly at the price of some conservatism. We are not aware of any reliable method for measuring the amount of conservatism of our method, even though the many numerical examples we have treated seem to indicate that the approach generally performs at least as well as other design techniques;
- Contrary to well-established state-space $H_{\infty}$ techniques, the numerical behavior and performance of LMI or semidefinite programming solvers
on these optimization problems over polynomials is still unclear. In the conclusion we mention some research directions and some recent references focusing on this important issue;
- Similarly to standard $H_{\infty}$ techniques, our design technique is iterative, and a trial-and-error approach cannot be avoided to choose appropriately the central polynomial.


## 2 Problem Statement

The scalar $H_{\infty}$ design problem to be solved in this paper can be formally stated as follows, based on Kučera's algebraic polynomial formulation [10].

Problem 1. Given a set of polynomials $n_{i}^{k}(s), d_{i}^{k}(s)$ for $i=1,2, \ldots, k=$ $1,2, \ldots$, as well as a set of positive real numbers $\gamma^{k}$, seek polynomials $x_{i}(s)$ of given degrees such that

$$
\begin{equation*}
\left\|\frac{\sum_{i} n_{i}^{k}(s) x_{i}(s)}{\sum_{i} d_{i}^{k}(s) x_{i}(s)}\right\|_{\infty}<\gamma^{k}, \quad k=1,2, \ldots \tag{1}
\end{equation*}
$$

In the above inequalities

$$
\|S\|_{\infty}=\sup _{s \in \partial \mathcal{D}}|S(s)|
$$

denotes the peak value of the magnitude of rational transfer function $S$ when evaluated along the one-dimensional boundary $\partial \mathcal{D}$ of a given stability region

$$
\mathcal{D}=\left\{s \in \mathbb{C}:\left[\begin{array}{l}
1 \\
s
\end{array}\right]^{\star}\left[\begin{array}{ll}
d_{11} & d_{12} \\
d_{12}^{\star} & d_{22}
\end{array}\right]\left[\begin{array}{l}
1 \\
s
\end{array}\right]<0\right\}
$$

of the complex plane, where the star denotes transpose conjugate and Hermitian matrix

$$
D=\left[\begin{array}{ll}
d_{11} & d_{12} \\
d_{12}^{\star} & d_{22}
\end{array}\right]
$$

has one strictly positive eigenvalue and one strictly negative eigenvalue. Standard choices for $\mathcal{D}$ are the left half-plane ( $d_{11}=0, d_{12}=1, d_{22}=0$ ) and the unit disk ( $d_{11}=-1, d_{12}=0, d_{22}=1$ ). Other choices of scalars $d_{11}, d_{12}$ and $d_{22}$ correspond to arbitrary half-planes and disks.

The above $H_{\infty}$ design paradigm covers all the standard frequency domain specifications arising in scalar control problems. For example, in the feedback system of figure 1 the sensitivity of the control system output $z$ to disturbances $v$ is characterized by the sensitivity function


Fig. 1. Standard feedback configuration.

$$
S=\frac{1}{1+\frac{b}{a} \frac{y}{x}}=\frac{a x}{a x+b y}
$$

where plant polynomials $a$ and $b$ are given, and controller polynomials $x$ and $y$ must be found, see [11]. As shown in [4], robustness of the closed-loop plant to model uncertainty may be characterized by the complementary sensitivity function

$$
T=1-S=\frac{b y}{a x+b y}
$$

which is also the closed-loop system transfer function. As recalled in [2], simplified yet sensible design specifications for a control law can be formulated as

$$
\|S\|_{\infty}<\gamma_{S}, \quad\|T\|_{\infty}<\gamma_{T}
$$

where typical values of $\gamma_{S}$ range between 1.2 and 2.0 and typical values of $\gamma_{T}$ range between 1.0 and 1.5. This $H_{\infty}$ control problem, as well as many others, can be formulated using the general paradigm proposed above.

## $3 \boldsymbol{H}_{\infty}$ Design Technique

Dropping for convenience the dependence on polynomial indeterminate $s$ and index $k$, the $H_{\infty}$ design inequality of problem 1 on polynomials $x_{i}$

$$
\left\|\frac{\sum_{i} n_{i} x_{i}}{\sum_{i} d_{i} x_{i}}\right\|_{\infty}<\gamma
$$

can be written equivalently as

$$
\begin{equation*}
\operatorname{Re}\left(\frac{\gamma+\frac{\sum_{i} n_{i} x_{i}}{\sum_{i} d_{i} x_{i}}}{\gamma-\frac{\sum_{i} n_{i} x_{i}}{\sum_{i} d_{i} x_{i}}}\right)=\operatorname{Re}\left(\frac{\gamma\left(\sum_{i} d_{i} x_{i}\right)+\sum_{i} n_{i} x_{i}}{\gamma\left(\sum_{i} d_{i} x_{i}\right)-\sum_{i} n_{i} x_{i}}\right)>0 \tag{2}
\end{equation*}
$$

where Re denotes the real part of a complex number. In the above inequalities it is implicit that polynomial indeterminate $s$ describes the stability boundary,
so that all the polynomials are frequency-dependent complex numbers when $s \in \partial \mathcal{D}$.

In order to simplify notations, define

$$
\begin{equation*}
n=\gamma\left(\sum_{i} d_{i} x_{i}\right)+\sum_{i} n_{i} x_{i}, \quad d=\gamma\left(\sum_{i} d_{i} x_{i}\right)-\sum_{i} n_{i} x_{i} \tag{3}
\end{equation*}
$$

and notice that strict positive realness requirement (2)

$$
\operatorname{Re} \frac{n}{d}=\frac{1}{2}\left(\frac{n}{d}+\frac{n^{\star}}{d^{\star}}\right)=\frac{\operatorname{Re} n \operatorname{Re} d+\operatorname{Im} n \operatorname{Im} d}{\|d\|_{2}^{2}}>0
$$

is equivalent to the geometric argument condition

$$
\cos (n, d)=\frac{\operatorname{Re} n \operatorname{Re} d+\operatorname{Im} n \operatorname{Im} d}{\|n\|_{2}\|d\|_{2}}>0
$$

or

$$
\begin{equation*}
|(n, d)|<\frac{\pi}{2} \tag{4}
\end{equation*}
$$

where $(n, d)$ denotes the angle between complex numbers $n$ and $d$.
Now introduce an auxiliary polynomial $c$, referred to as the central polynomial for reasons that should become clear later on.

Lemma 1. Geometric condition (4) is equivalent to the existence of a central polynomial $c$ such that

$$
|(n, c)|<\frac{\pi}{4}, \quad|(d, c)|<\frac{\pi}{4}
$$

or equivalently

$$
\begin{equation*}
2 \cos ^{2}(n, c)>1, \quad 2 \cos ^{2}(d, c)>1 \tag{5}
\end{equation*}
$$

Proof: Suppose first that polynomial $c$ exists such that inequalities (5) are satisfied. Geometrically, it follows that the angle between $n$ and $d$ never exceeds $\pi / 2$, which is inequality (4). Conversely, just choose $c=n+d$ as a valid central polynomial, and then inequalities (5) hold.

Lemma 2. Inequalities (5) hold if and only if

$$
\left[\begin{array}{c}
\operatorname{Re} n^{\star} c \operatorname{Im} n^{\star} c  \tag{6}\\
\operatorname{Im} n^{\star} c \operatorname{Re} n^{\star} c
\end{array}\right] \succeq 0, \quad\left[\begin{array}{c}
\operatorname{Re} d^{\star} c \operatorname{Im} d^{\star} c \\
\operatorname{Im} d^{\star} c \operatorname{Re} d^{\star} c
\end{array}\right] \succeq 0
$$

where $\succeq 0$ means positive semidefinite.

Proof: The first inequality in (5) can be written explicitly as

$$
2(\operatorname{Re} n \operatorname{Re} c+\operatorname{Im} n \operatorname{Im} c)^{2}>\left(\operatorname{Re}^{2} n+\operatorname{Im}^{2} n\right)\left(\operatorname{Re}^{2} c+\operatorname{Im}^{2} c\right)
$$

or equivalently

$$
(\operatorname{Re} n \operatorname{Re} c+\operatorname{Im} n \operatorname{Im} c)^{2}>(\operatorname{Re} n \operatorname{Im} c-\operatorname{Im} n \operatorname{Re} c)^{2}
$$

Using a Schur complement argument, this can be reformulated as a 2-by-2 positive semidefiniteness constraint

$$
\left[\begin{array}{l}
\operatorname{Re} n \operatorname{Re} c+\operatorname{Im} n \operatorname{Im} c \operatorname{Re} n \operatorname{Im} c-\operatorname{Im} n \operatorname{Re} c \\
\operatorname{Re} n \operatorname{Im} c-\operatorname{Im} n \operatorname{Re} c \operatorname{Re} n \operatorname{Re} c+\operatorname{Im} n \operatorname{Im} c
\end{array}\right]=\left[\begin{array}{c}
\operatorname{Re} n^{\star} c \operatorname{Im} n^{\star} c \\
\operatorname{Im} n^{\star} c \operatorname{Re} n^{\star} c
\end{array}\right] \succeq 0 .
$$

The second matrix inequality in (6) is obtained similarly.
Defining the 2-by-2 polynomial matrices

$$
N(s)=\left[\begin{array}{cc}
n(s) & 0 \\
0 & n(s)
\end{array}\right], \quad D(s)=\left[\begin{array}{cc}
d(s) & 0 \\
0 & d(s)
\end{array}\right], \quad C(s)=\left[\begin{array}{cc}
c(s) & c(s) \\
-c(s) & c(s)
\end{array}\right]
$$

inequalities (6) can also be written as

$$
\begin{equation*}
N^{\star}(s) C(s)+C^{\star}(s) N(s) \succeq 0, \quad D^{\star}(s) C(s)+C^{\star}(s) D(s) \succeq 0 \tag{7}
\end{equation*}
$$

for $s \in \partial \mathcal{D}$. Inequalities (7) are positivity conditions on polynomial matrices .
Controller parameters, i.e. coefficients of polynomials $x_{i}(s)$, enter linearly in polynomials $n(s)$ and $d(s)$, as well as in polynomial matrices $N(s)$ and $D(s)$. So it means that as soon as central polynomial $c$ is given, positivity conditions (7) are linear in design parameters. Positivity conditions on polynomial matrices depending linearly on design parameters can be formulated as LMIs as follows.

Let

$$
N=\left[\begin{array}{llll}
N_{0} & N_{1} \cdots & N_{\delta}
\end{array}\right], \quad D=\left[\begin{array}{llll}
D_{0} & D_{1} \cdots & D_{\delta}
\end{array}\right], \quad C=\left[\begin{array}{llll}
C_{0} & C_{1} \cdots & C_{\delta}
\end{array}\right]
$$

denote matrix coefficients of powers of indeterminate $s$ in polynomial matrices $N(s), D(s)$ and $C(s)$ respectively, where $\delta$ is the highest degree arising in polynomials $n(s), d(s)$ and $c(s)$. Define

$$
\Pi=\left[\begin{array}{cccc}
I_{2} & & & 0 \\
& \ddots & & \vdots \\
& & I_{2} & 0 \\
0 & I_{2} & & \\
\vdots & & \ddots & \\
0 & & & I_{2}
\end{array}\right]
$$

as a matrix of size $4 \delta$-by- $2(\delta+1)$, together with the linear mapping

$$
H(P)=\Pi^{T}(H \otimes P) \Pi=\Pi^{T}\left[\begin{array}{cc}
a P & b P \\
b^{\star} P & c P
\end{array}\right] \Pi
$$

where square matrix $P$ has dimension $2 \delta$ and $\otimes$ denotes the Kronecker product. Then the following result is a corollary of lemma 2 in [7].

Lemma 3. Given polynomial matrix $C(s)$, polynomial matrices $N(s)$ and $D(s)$ satisfy positivity conditions (7) if and only if there exist matrices $P_{n}=P_{n}^{\star}$ and $P_{d}=P_{d}^{\star}$ such that

$$
\begin{equation*}
N^{\star} C+C^{\star} N-H\left(P_{n}\right) \succ 0, \quad D^{\star} C+C^{\star} D-H\left(P_{d}\right) \succ 0 \tag{8}
\end{equation*}
$$

Repeating this argument on all the frequency domain specifications (1), we obtain the following central result:

Theorem 1. Given polynomials $n_{i}^{k}(s), d_{i}^{k}(s)$, positive scalars $\gamma^{k}$ and central polynomials $c^{k}(s)$ for $k=1,2, \ldots$, there exist polynomials $x_{i}(s)$ solving $H_{\infty}$ design problem 1 if problem (8) is feasible for each index $k$. This is a convex LMI problem in coefficients of polynomials $x_{i}(s)$.

Based on the discussion of [8], central polynomial $c$ plays the role of a target closed-loop characteristic polynomial around which the design is carried out. In particular, setting the degree of central polynomial $c$ also sets the degree of polynomials $n$ and $d$ in (3), as well as the degree of controller polynomials $x_{i}$. Sensible strategies for the choice of central polynomial $c$ are discussed in [8], but a general rule of thumb is that open-loop stable poles must be mirrored in the central polynomial, completed by sufficiently fast additional dynamics.

Note finally that, since LMI (8) is a sufficient condition to enforce $H_{\infty}$ specifications (1), generally these specifications will be satisfied with a certain amount of conservatism, i.e. $\gamma^{k}$ is always an upper bound on the actual $H_{\infty}$ norm in (1) achieved by feedback.

## 4 Numerical Examples

The $H_{\infty}$ design technique of theorem 1 has been implemented in a documented Matlab 6.5 m -file available at

```
www.laas.fr/~henrion/software/hinfdes
```

that will be included to the next release 3.0 of the commercial Polynomial Toolbox [15] for Matlab. An alternate code that does not require the Polynomial Toolbox can be obtained by contacting the author.

The numerical examples were treated with the help of Matlab 6.5 running under SunOS release 5.8 on a SunBlade 100 workstation. Operations on polynomials were performed with the Polynomial Toolbox 2.5 [15]. The LMI problems were solved with SeDuMi 1.05 [17] with default tuning parameters, interfaced with SeDuMi Interface [12].

### 4.1 Optimal Robust Stability

Consider the optimal robust stability problem of section 11.1 in [4], where the open-loop plant in figure 1 is given by

$$
\frac{b}{a}=\frac{s-1}{(s+1)(s-0.5)}
$$

and we seek a controller $y / x$ minimizing $\gamma_{T}$ under the following weighted $H_{\infty}$ constraint on the closed-loop transfer function

$$
\|W T\|_{\infty}=\left\|\left(\frac{s+0.1}{s+1}\right)\left(\frac{b y}{a x+b y}\right)\right\|_{\infty}<\gamma_{T} .
$$

The following Matlab code seeks a first order controller for $\gamma_{T}=1.9$ :

```
a = (s+1)*(s-0.5); b = (s-1); gammaT = 1.9;
c = (s+0.1)*(s+1)^ 2*(s+3); % central polynomial
lmi = hinfdes([],'init',[1 1]); % seek first order controller
lmi = hinfdes(lmi,(s+0.1)*[0 b],(s+1)*[a b],c,gammaT); % H-inf spec
out = hinfdes(lmi,'solve'); % solve LMI
x = out(1); y = out(2);
```

Central polynomial $c$ is the key design parameter, and together with upper bound $\gamma_{T}$ they capture the whole degrees of freedom. Roots in $c$ are just an indication on where closed-loop poles should be located: generally, roots of characteristic polynomial $a x+b y$ will be located around roots of $c$, but they may also differ significantly due to structural constraints. The $H_{\infty}$ design procedure then consists in iteratively playing with the roots of $c$, while lowering upper bound $\gamma_{T}$.

In table 1 we show different choices of roots for $c$, denoted by $\sigma(c)$ (4 roots $=2$ for the open-loop system, 1 for the weighting function, 1 for the controller), together with actual poles of closed-loop transfer function $T$ (3 roots) denoted by $\sigma(a x+b y)$, upper bounds $\gamma_{T}$ and the actual weighted norms $\|W T\|_{\infty}$ achieved by the computed controllers. Each design requires about 1 second of CPU time on our computer.

We can see that a good strategy is to start with a central polynomial with all its roots in -1 , and a loose upper bound on $\gamma_{T}$. Decreasing $\gamma_{T}$, some closed-loop poles move away from -1 , which gives indications on how to move roots of the central polynomial. At the bottom of the table, we can see that by allowing a very fast root in the central polynomial, $\gamma_{T}$ can

Table 1. Optimal robust stability. Roots of central polynomial, characteristic polynomial, $H_{\infty}$ upper bound and achieved $H_{\infty}$-norm.

| $\sigma(c)$ | $\sigma(a x+b y)$ | $\gamma_{T}\\|W T\\|_{\infty}$ |  |
| :---: | :---: | :---: | :---: |
| $-1,-1,-1,-1$ | $-1.04 \pm i 1.08,-0.230$ | 2.9 | 2.11 |
| $-1,-1,-1,-0.1$ | $-0.731 \pm i 0.566,-0.118$ | 2.3 | 1.74 |
| $-2,-1,-1,-0.1$ | $-1.133 \pm i 0.586,-0.114$ | 2.1 | 1.54 |
| $\mathbf{- 3 , - 1 , - 1 , - \mathbf { 0 . 1 }}$ | $-\mathbf{1 . 3 8 3} \pm \mathbf{i 0 . 6 4 2}, \mathbf{- 0 . 0 9 3 2}$ | $\mathbf{1 . 9}$ | $\mathbf{1 . 4 7}$ |
| $-10,-1,-1,-0.1$ | $-6.775,-1.063,-0.1059$ | 1.8 | 1.31 |
| $-500,-1,-1,-0.1$ | $-1700,-0.992,-0.103$ | 1.7 | 1.21 |

be decreased significantly close to the theoretical infimum of 1.20 . Yet the closed-loop system also features a very fast pole, and the resulting controller $y / x=(-2046.2-2039.7 s) /(3744.0+s)$ results impractical.

A good tradeoff here is indicated in boldface letters in table 1, where a weighted $H_{\infty}$-norm of 1.47 is achieved with the first-order controller

$$
\frac{y}{x}=\frac{-3.0456-3.2992 s}{5.6580+s} .
$$

Note however that the sensitivity function has very poor norm $\|S=1-T\|_{\infty}=$ 13.1, due to the fact that no specifications were enforced on $S$. As a result, the above controller can be very sensitive to perturbations, or fragile, as pointed out in [9].

A more sensible design approach would then enforce an additional $H_{\infty}$ specification on $S$, such as

$$
\|S\|_{\infty}=\left\|\frac{a x}{a x+b y}\right\|_{\infty}<\gamma_{S}
$$

for some suitable value of $\gamma_{S}$. However, as shown in [1], for this numerical example the ratio between the unstable open-loop pole and zero is small so there is no controller that will give a reasonably robust closed-loop system.

Adding a line to the above Matlab code to enforce an additional specification on $\|S\|_{\infty}$, we obtain (after about 2 seconds of CPU time) with $c(s)=(s+1)^{3}(s+100), \gamma_{T}=4$ and $\gamma_{S}=4$ the following first-order controller

$$
\frac{y}{x}=\frac{-873.30-816.37 s}{1202.4+s}
$$

producing $\|S\|_{\infty}=3.44$ and $\|W T\|_{\infty}=2.24$.

### 4.2 Flexible Beam

Consider the flexible beam example of section 10.3 in [4]. The open-loop plant in figure 1 is given by

$$
\frac{b}{a}=\frac{-6.4750 s^{2}+4.0302 s+175.7700}{5 s^{4}+3.5682 s^{3}+139.5021 s^{2}+0.0929 s}
$$

For the closed-loop plant to approximate a standard second-order system with settling time at $1 \%$ of 8 seconds and overshoot less then $10 \%$, the following frequency domain specification on the weighted sensitivity function is enforced in [4]:

$$
\|W S\|_{\infty}=\left\|\left(\frac{s^{2}+1.2 s+1}{s(s+1.2)}\right)\left(\frac{a x}{a x+b y}\right)\right\|_{\infty}<\gamma_{S}
$$

Suppose we are looking for a second-order controller. The open-loop plant has poles $0,-0.6660 \cdot 10^{-3}$, and $-0.3565 \pm i 5.270$, and the weighting function has poles at 0 and -1.2 . The central polynomial must mirror open-loop stable poles, so an initial choice of central polynomial features roots $-0.6660 \cdot 10^{-3}$, $-0.3565 \pm i 5.270,-1.2$ plus two roots at $-10^{-2}$ corresponding to the openloop plant integrator and the weighting function integrator, plus two roots at -1 (arbitrary) corresponding to the controller poles. With this choice of central polynomial and $\gamma_{S}=5$ the $H_{\infty}$ LMI problem is solved in 15 seconds but the resulting step response is too slow.

After a series of attempts, an acceptable step response was obtained with the roots $\sigma(c)=\left\{-0.6660 \cdot 10^{-3},-10^{-2},-0.3565 \pm i 5.270,-0.1,-1,-1,-1\right\}$ corresponding to the central polynomial $c(s)=0.1858 \cdot 10^{-4}+0.3000 \cdot 10^{-1} s+$ $3.178 s^{2}+37.33 s^{3}+94.06 s^{4}+90.50 s^{5}+33.45 s^{6}+3.824 s^{7}+s^{8}$. With $\gamma_{S}=5$ function hinfdes returns the controller

$$
\frac{y}{x}=\frac{0.77489 \cdot 10^{-4}+0.16572 \cdot 10^{-1} s+0.36537 s^{2}}{0.41025 \cdot 10^{-1}+1.0437 s+s^{2}}
$$

producing

$$
\|S\|_{\infty}=1.27, \quad\|T\|_{\infty}=1.01
$$

and a step response with settling time at $1 \%$ of 11.3 seconds and overshoot of $4 \%$. Bode magnitude plots of $S$ and $T$ are given in figure 2 , and the step response is shown in figure 3 . Note that a similar performance was obtained in [4] with a controller of eighth order.

## 5 Conclusion

We have proposed an iterative $H_{\infty}$ design technique where all the degrees of freedom are on the choice of a central polynomial, or desired closed-loop characteristic polynomial around which the design is carried out. Contrary to most of the existing $H_{\infty}$ optimization techniques, the order of the controller is fixed from the very outset, independently of the order of the plant or weighting functions. Our $H_{\infty}$ design method is based on results on positive polynomial matrices and convex optimization over LMIs. As a result, it could be easily implemented in a Matlab and SeDuMi framework.


Fig. 2. Flexible beam. Bode magnitude plots of $S$ and $T$.

We believe that a promising research direction may be the study of numerical properties (computational complexity, numerical stability) of algorithms tailored to solve the structured LMI problems arising from the theory of positive polynomials and polynomial matrices. As shown in [5], the Hankel or Toeplitz structure can be exploited to design fast algorithms to solve Newton steps in barrier schemes and interior-point algorithms. Numerical stability is also a concern, since it is well-known for example that Hankel matrices are exponentially ill-conditioned. Alternative polynomial bases such as Chebyshev or Bernstein polynomials may prove useful.
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Robust stability analysis of state space models with respect to real parametric uncertainty is a widely studied challenging problem. In this paper, a quite general uncertainty model is considered, which allows one to consider polynomial nonlinearities in the uncertain parameters. A class of parameter-dependent Lyapunov functions is used to establish stability of a matrix depending polynomially on a vector of parameters constrained in a polytope. Such class, denoted as Homogeneous Polynomially Parameter-Dependent Quadratic Lyapunov Functions (HPD-QLFs), contains quadratic Lyapunov functions whose dependence on the parameters is expressed as a polynomial homogeneous form. Its use is motivated by the property that the considered matricial uncertainty set is stable if and only there exists a HPD-QLF. The paper shows that a sufficient condition for the existence of a HPD-QLF can be derived in terms of Linear Matrix Inequalities (LMIs).

## 1 Introduction

Establishing robust stability of a system affected by parametric uncertainty is a challenging problem that has been addressed since long time [1, 2]. Typical state space uncertainty models considered in the literature include interval matrices and polytopes of matrices. While satisfactory results have been obtained for special classes of interval matrices (see [3, 4] and references therein), the problem of assessing robust stability of generic polytopes of matrices is computationally hard.

A standard way to tackle the problem is to formulate sufficient conditions, based on the existence of a common Lyapunov function for all the matrices in the polytope. Common quadratic Lyapunov functions (see e.g. [5]) provide a viable solution, because their existence can be checked via the solution
of a system of Linear Matrix Inequalities (LMIs), that are special convex optimizations [6]. On the other hand, it is well known that the existence of a common Lyapunov function is strictly related to the circle criterion of absolute stability theory [7], and therefore the resulting sufficient condition can be quite conservative.

In recent years, several techniques involving parameter-dependent quadratic Lyapunov functions have been proposed in order to reduce conservatism $[8,9,10,11]$. Most of these techniques employ quadratic Lyapunov functions that depend linearly on the uncertain parameters. In [12], a new class of parameter-dependent quadratic Lyapunov functions has been introduced, for which the dependence on the uncertain parameters is expressed as a polynomial homogeneous form. Such class, denoted as Homogeneous Polynomially Parameter-Dependent Quadratic Lyapunov Functions (simply abbreviated as HPD-QLFs), has been shown to provide less conservative sufficient condition for the stability of a polytope of matrices, with respect to linearly parameterdependent Lyapunov functions.

In this paper, a more general uncertainty model is considered, which allows one to consider polynomial nonlinearities in the uncertain parameters. The aim of the paper is to show that HPD-QLFs can be used to study robust stability of matrices depending polynomially on uncertain parameters constrained in a polytope. The main motivation for using this class of Lyapunov function, is that it is rich enough to provide a complete answer to the robust stability problem. Specifically, it turns out that the considered matricial uncertainty model is stable if and only if there exists a HPD-QLF.

It is worth remarking that the potential of homogeneous polynomial forms for the analysis of control systems has been recognized since long time (see e.g., $[13,14]$ ). In recent years, homogeneous forms gained a renewed interest, motivated by the strong connection with semidefinite programming and convex optimization techniques [15], which made it possible to exploit them for solving several problems (see e.g. [16]).

The paper is organized as follows. The robust stability problem is formulated in Section 2. A complete parameterization of homogeneous matricial forms is provided in Section 3: this is essential in order to formulate sufficient conditions for positivity of such forms in terms of LMIs. The main contribution of the paper, i.e. the sufficient condition to determine the sought HPD-QLF, is given in Section 4. The case of continuous-time systems is treated in detail, while the extension to the discrete-time case is briefly sketched. Numerical examples are provided in Section 5 and concluding remarks are given in Section 6.

## 2 Problem Formulation and Preliminaries

The following notation is adopted in the paper:

- $0_{n}, 0_{m \times n}$ : origin of $\mathbb{R}^{n}$ and of $\mathbb{R}^{m \times n}$;
- $\mathbb{R}_{0}^{n}: \mathbb{R}^{n} \backslash\left\{0_{n}\right\} ;$
- $I_{n}$ : identity matrix $n \times n$;
- $A^{\prime}$ : transpose of matrix $A$;
- $A>0(A \geq 0)$ : symmetric positive definite (semidefinite) matrix $A$;
- $A \otimes B$ : Kronecker's product of matrices $A$ and $B$;
- $\operatorname{sv}\left(\left[p_{1}, p_{2}, \ldots, p_{q}\right]^{\prime}\right) \triangleq\left[p_{1}^{2}, p_{2}^{2}, \ldots, p_{q}^{2}\right]^{\prime}$.

Consider the continuous-time state space model

$$
\begin{equation*}
\dot{x}(t)=A(p) x(t) \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$ is the state vector, and $p=\left[p_{1}, p_{2}, \ldots, p_{q}\right]^{\prime} \in \mathbb{R}^{q}$ is the uncertain parameter vector which belongs to the set

$$
\begin{equation*}
\mathcal{P}=\left\{p \in \mathbb{R}^{q}: \quad \sum_{i=1}^{q} p_{i}=1, \quad p_{i} \geq 0, i=1,2, \ldots, q\right\} \tag{2}
\end{equation*}
$$

The matrix $A(p)$ is assumed homogeneous in $p$ of degree $r$, that is

$$
\begin{equation*}
A(p)=\sum_{\substack{i_{1} \geq 0, \ldots, i_{q} \geq 0 \\ i_{1}+\ldots+i_{q}=r}} p_{1}^{i_{1}} \cdots p_{q}^{i_{q}} A_{i_{1} \ldots i_{q}} \tag{3}
\end{equation*}
$$

where $A_{i_{1} \ldots i_{q}} \in \mathbb{R}^{n \times n}$ are given real matrices. Consider the set of matrices defined as

$$
\begin{equation*}
\mathcal{A}=\left\{A(p) \in \mathbb{R}^{n \times n}: p \in \mathcal{P}\right\} \tag{4}
\end{equation*}
$$

The problem we address can be stated as follows.

## Robust stability problem:

Establish if the set $\mathcal{A}$ in (4) is Hurwitz, i.e., $\mathcal{A}$ contains only Hurwitz matrices.

It is worth observing that the uncertainty model (4) is fairly general, as it encompasses also families of matrices $A(p)$ whose dependence on $p$ is polynomial (not necessarily homogeneous). Indeed, for any polynomial matrix

$$
\begin{equation*}
\tilde{A}(p)=\sum_{\substack{i_{1} \geq 0, \ldots, i_{q} \geq 0 \\ i_{1}+\ldots+i_{q} \leq r}} p_{1}^{i_{1}} \cdots p_{q}^{i_{q}} \tilde{A}_{i_{1} \ldots i_{q}} \tag{5}
\end{equation*}
$$

let us define the homogeneous polynomial matrix $A(p)$ such that

$$
\begin{equation*}
A(p)=\sum_{\substack{i_{1} \geq 0, \ldots, i_{q} \geq 0 \\ i_{1}+\ldots+i_{q} \leq r}}\left(\sum_{i=1}^{q} p_{i}\right)^{r-i_{1}-\ldots-i_{q}} p_{1}^{i_{1}} \cdots p_{q}^{i_{q}} \tilde{A}_{i_{1} \ldots i_{q}} \tag{6}
\end{equation*}
$$

It turns out that $A(p)=\tilde{A}(p)$ for all $p \in \mathcal{P}$ : therefore, there is no loss of generality in considering $A(p)$ as a homogeneous matricial form in $p$.

The key step for addressing the robust stability problem formulated above is the construction of a Homogeneous Polynomially Parameter-Dependent Quadratic Lyapunov Function (simply abbreviated as HPD-QLF)

$$
\begin{equation*}
v_{m}(x ; p)=x^{\prime} P_{m}(p) x \tag{7}
\end{equation*}
$$

where $P_{m}(p) \in \mathbb{R}^{n \times n}$ is a homogeneous matricial form of degree $m$, i.e., a matrix whose entries are (real $q$-variate) homogeneous forms of degree $m$.

Let us introduce the following important property of HPD-QLFs.
Lemma 1. The set $\mathcal{A}$ is Hurwitz if and only if there exists a HPD-QLF $v_{m}(x ; p)$ such that

$$
\left\{\begin{array}{l}
P_{m}(p)>0  \tag{8}\\
A^{\prime}(p) P_{m}(p)+P_{m}(p) A(p)<0
\end{array} \quad \forall p \in \mathcal{P}\right.
$$

Proof. Sufficiency is obvious. Regarding the necessity, let us suppose that $\mathcal{A}$ is Hurwitz. Let $E_{\bar{m}}(p)=E_{\bar{m}}^{\prime}(p)$ be any homogeneous matricial form of degree $\bar{m}$ such that $E_{\bar{m}}(p)>0 \forall p \in \mathcal{P}$, and let us consider the Lyapunov equation

$$
\begin{equation*}
A^{\prime}(p) P(p)+P(p) A(p)=-E_{\bar{m}}(p) \tag{9}
\end{equation*}
$$

The solution is a rational matricial function $P(p)=P^{\prime}(p)>0 \forall p \in \mathcal{P}$, whose entries have homogeneous numerators of degree $m$ and the same denominator $d(p)$, such that $d(p)>0 \forall p$. Hence, one can write $P(p)$ as $P(p)=d^{-1}(p) P_{m}(p)$. Then, it clearly follows that $P_{m}(p)$ satisfies (8) (in particular, $\left.A^{\prime}(p) P_{m}(p)+P_{m}(p) A(p)=-d(p) E_{\bar{m}}(p)\right)$.

Remark 1. A result analogous to that of Lemma 1 can be easily obtained for discrete-time systems.

Remark 2. From the proof of Lemma 1, an upper bound on the degree $m$ of the homogeneous matricial form $P_{m}(p)$ defining the HPD-QLF can be derived. In particular, by choosing $E_{\bar{m}}(p)=E_{0}$ constant, one has $m<\frac{1}{2} r n(n+1)$.

## 3 Parameterization of Homogeneous Matricial Forms

In order to give sufficient conditions for the existence of a HPD-QLF, it is useful to introduce a suitable parameterization of homogeneous matricial forms.

First, let us recall the Complete Square Matricial Representation (CSMR) of homogeneous scalar forms, which provides all possible representations of a homogeneous polynomial form of degree $2 m$ in terms of a quadratic form in
the space of the monomials of degree $m$ (see [17] for details). Let $w_{2 m}(p)$ be a homogeneous form of degree $2 m$ in $p \in \mathbb{R}^{q}$. The CSMR of $w_{2 m}(p)$ is defined as

$$
w_{2 m}(p)=p^{\{m\}^{\prime}}\left(W_{m}+L_{m}(\alpha)\right) p^{\{m\}}
$$

where:

- $\quad p^{\{m\}} \in \mathbb{R}^{\sigma(q, m)}$ is the vector containing all monomials of degree $m$ in $p ;$
- $\quad W_{m} \in \mathbb{R}^{\sigma(q, m) \times \sigma(q, m)}$ is a suitable symmetric matrix;
- $\alpha \in \mathbb{R}^{\sigma_{p a r}(q, m)}$ is a vector of free parameters;
- $\quad L_{m}(\alpha)$ is a linear parameterization of the set

$$
\mathcal{L}_{m}=\left\{L_{m}=L_{m}^{\prime}: p^{\{m\}^{\prime}} L_{m} p^{\{m\}}=0 \quad \forall p \in \mathbb{R}^{q}\right\} .
$$

The quantities $\sigma(q, m)$ and $\sigma_{\text {par }}(q, m)$ are given respectively by ([17])

$$
\begin{align*}
\sigma(q, m) & =\frac{(q+m-1)!}{(q-1)!m!}  \tag{10}\\
\sigma_{p a r}(q, m) & =\frac{1}{2} \sigma(q, m)[\sigma(q, m)+1]-\sigma(q, 2 m) \tag{11}
\end{align*}
$$

Similarly to what has been done for scalar forms, one can introduce the CSMR for homogeneous matricial forms. Let $C_{2 m}(p) \in \mathbb{R}^{n \times n}$ be a homogeneous matricial form of degree $2 m$ in $p \in \mathbb{R}^{q}$. Then, $C_{2 m}(p)$ can be written as

$$
\begin{equation*}
C_{2 m}(p)=\left(p^{\{m\}} \otimes I_{n}\right)^{\prime} \bar{C}_{m}\left(p^{\{m\}} \otimes I_{n}\right) \tag{12}
\end{equation*}
$$

where $\bar{C}_{m} \in \mathbb{R}^{n \sigma(q, m) \times n \sigma(q, m)}$ is a suitable matrix (denoted hereafter as a SMR matrix of $\left.C_{2 m}(p)\right)$. Such a matrix is not unique and, indeed, all the matrices $\bar{C}_{m}$ describing $C_{2 m}(p)$ are given by

$$
\begin{equation*}
\bar{C}_{m}+\bar{U}_{m}, \quad \bar{U}_{m} \in \mathcal{U}_{m} \tag{13}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{U}_{m}=\{ & \bar{U}_{m}=\bar{U}_{m}^{\prime} \in \mathbb{R}^{n \sigma(q, m) \times n \sigma(q, m)}: \\
& \left.\left(p^{\{m\}} \otimes I_{n}\right)^{\prime} \bar{U}_{m}\left(p^{\{m\}} \otimes I_{n}\right)=0_{n \times n} \quad \forall p \in \mathbb{R}^{q}\right\} \tag{14}
\end{align*}
$$

Lemma 2. The set $\mathcal{U}_{m}$ in (14) is a linear space of dimension

$$
\begin{equation*}
u(q, n, m)=\frac{1}{2} n\{\sigma(q, m)[n \sigma(q, m)+1]-(n+1) \sigma(q, 2 m)\} . \tag{15}
\end{equation*}
$$

$\underline{\text { Proof. Set } \mathcal{U}_{m} \text { is a linear space since } \bar{Z}_{1}, \bar{Z}_{2} \in \mathcal{U}_{m} \Rightarrow z_{1} \bar{Z}_{1}+z_{2} \bar{Z}_{2} \in, ~(q) ~}$ $\overline{\mathcal{U}_{m} \forall} z_{1}, z_{2} \in \mathbb{R}$. Now, let us observe that $n \sigma(q, m)(n \sigma(q, m)+1) / 2$ is the number of entries of a symmetric matrix of dimension $n \sigma(q, m) \times n \sigma(q, m)$, while $n(n+1) \sigma(q, 2 m) / 2$ is the number of independent terms (and, hence, of
constraints) of a homogeneous $n \times n$ matricial form of degree $2 m$ in $q$ variables.

Let $\bar{U}_{m}(\alpha), \alpha \in \mathbb{R}^{u(q, n, m)}$, be a linear parameterization of $\mathcal{U}_{m}$. The CSMR of $C_{2 m}(p)$ is hence given by

$$
\begin{equation*}
C_{2 m}(p)=\left(p^{\{m\}} \otimes I_{n}\right)^{\prime}\left(\bar{C}_{m}+\bar{U}_{m}(\alpha)\right)\left(p^{\{m\}} \otimes I_{n}\right) \tag{16}
\end{equation*}
$$

## 4 Robust Stability Analysis via HPD-QLFs

In this section, sufficient conditions for robust stability are provided in terms of LMIs. The aim is to find a HPD-QLF as in (7), such that $P_{m}(p)$ satisfies (8) in Lemma 1. The first condition to be satisfied is the positive definiteness of the HPD-QLF matrix $P_{m}(p)$ within the set $\mathcal{P}$, i.e. the first inequality in (8). In this respect, a parameterization of positive definite matrices $P_{m}(p)$ is provided next, in Section 4.1. The second inequality in (8) will be dealt with in Section 4.2.

### 4.1 Parameterization of Positive Definite HPD-QLF Matrices

The following result exploits a basic property of homogeneous forms to give an alternative characterization of the positivity of $P_{m}(p)$.

Lemma 3. The condition

$$
\begin{equation*}
P_{m}(p)>0 \quad \forall p \in \mathcal{P} \tag{17}
\end{equation*}
$$

holds if and only if

$$
\begin{equation*}
P_{m}(\operatorname{sv}(p))>0 \quad \forall p \in \mathbb{R}_{0}^{q} . \tag{18}
\end{equation*}
$$

Proof. Being $P_{m}(p)$ homogeneous in $p$, one has that (17) is equivalent to $P_{m}(\kappa p)>0$ for all $p \in \mathcal{P}$ and for all positive $\kappa$, and hence to $P_{m}(p)>0$ for all $p$ in the positive orthant (i.e., such that $p_{i} \geq 0, i=1, \ldots, q$, and $p \neq 0_{n}$ ). The latter condition can be equivalently expressed as in (18).

Remark 3. Notice that Lemma 3 still holds if the parametric uncertainty region $\mathcal{P}$ is replaced by any set of the form $\left\{p: p_{i} \geq 0, i=1, \ldots, q ;\|p\|_{\ell}=\gamma\right\}$, for any norm $\|\cdot\|_{\ell}$ and positive $\gamma$.

Observe that $P_{m}(\operatorname{sv}(p))$ can be written as

$$
\begin{equation*}
P_{m}(\mathrm{sv}(p))=\left(p^{\{m\}} \otimes I_{n}\right)^{\prime} \bar{S}_{m}\left(p^{\{m\}} \otimes I_{n}\right) \tag{19}
\end{equation*}
$$

for some suitable matrix $\bar{S}_{m} \in \mathcal{S}_{m}$ where

$$
\begin{align*}
\mathcal{S}_{m}=\{ & \bar{S}_{m}=\bar{S}_{m}^{\prime} \in \mathbb{R}^{n \sigma(q, m) \times n \sigma(q, m)}:\left(p^{\{m\}} \otimes I_{n}\right)^{\prime} \bar{S}_{m}\left(p^{\{m\}} \otimes I_{n}\right) \text { does not } \\
& \text { contain entries } \left.p_{1}^{i_{1}} p_{2}^{i_{2}} \ldots p_{q}^{i_{q}} \text { with any odd } i_{j}\right\} . \tag{20}
\end{align*}
$$

From the definition of $\mathcal{S}_{m}$, an alternative way to write (19) is

$$
\begin{equation*}
P_{m}(\operatorname{sv}(p))=\tilde{T}_{m}\left([\operatorname{sv}(p)]^{\{m\}} \otimes I_{n}\right) \tag{21}
\end{equation*}
$$

where $\tilde{T}_{m} \in \mathbb{R}^{n \times n \sigma(q, m)}$ is a suitable matrix. Hence, due to Lemma 3 , one has that if $\bar{S}_{m}$ in (19) is positive definite, then the matrix

$$
P_{m}(p)=\tilde{T}_{m}\left(p^{\{m\}} \otimes I_{n}\right)
$$

is positive definite for $p \in \mathcal{P}$.
In order to increase the degrees of freedom in the selection of $P_{m}(p)$, it is worth noticing that matrix $\bar{S}_{m}$ in (19) is not unique. The next lemma provides a characterization of the set $\mathcal{S}_{m}$.

Lemma 4. The set $\mathcal{S}_{m}$ is a linear space of dimension

$$
\begin{equation*}
s(q, n, m)=\frac{1}{2} n\{\sigma(q, m)[n \sigma(q, m)+1]-(n+1)[\sigma(q, 2 m)-\sigma(q, m)]\} \tag{22}
\end{equation*}
$$

 $\mathcal{S}_{m} \forall z_{1}, z_{2} \in \mathbb{R}$. Now, let us observe that $n \sigma(q, m)(n \sigma(q, m)+1) / 2$ is the number of entries of a symmetric matrix of dimension $n \sigma(q, m) \times n \sigma(q, m)$, while $n(n+1)(\sigma(q, 2 m)-\sigma(q, m)) / 2$ is the number of independent terms (and, hence, of constraints) containing at least one odd power of a homogeneous $n \times n$ matricial form of degree $2 m$ in $q$ variables.

Let $\bar{S}_{m}(\beta), \beta \in \mathbb{R}^{s(q, n, m)}$, be a linear parameterization of $\mathcal{S}_{m}$. Clearly, this induces a corresponding linear parameterization $\tilde{T}_{m}(\beta)$ of matrix $\tilde{T}_{m}$ in (21). Hence, one can choose the family of candidate HPD-QLF matrices

$$
\begin{equation*}
P_{m}(p ; \beta)=\tilde{T}_{m}(\beta)\left(p^{\{m\}} \otimes I_{n}\right) \tag{23}
\end{equation*}
$$

which depends linearly on the parameterization $\beta$ of $\mathcal{S}_{m}$. Following the above reasoning, one has the next result, which is the key step for the formulation of the sufficient condition for solving the robust stability problem.

Lemma 5. Let $\bar{S}_{m}(\beta)$ belong to $\mathcal{S}_{m}$ in (20). If $\bar{S}_{m}(\beta)>0$, then

$$
P_{m}(p ; \beta)>0 \quad \forall p \in \mathcal{P} .
$$

### 4.2 LMI-Based Sufficient Conditions for Robust Stability

In the following, a sufficient condition for the solution of the robust stability problem is provided. To this purpose, let us introduce the homogeneous matricial form of degree $m+r$

$$
\begin{equation*}
Q_{m+r}(p ; \beta)=-A^{\prime}(p) P_{m}(p ; \beta)-P_{m}(p ; \beta) A(p) \tag{24}
\end{equation*}
$$

and the related homogeneous form $Q_{m+r}(s v(p) ; \beta)$, which can be written as

$$
\begin{equation*}
Q_{m+r}(\operatorname{sv}(p) ; \beta)=\left(p^{\{m+r\}} \otimes I_{n}\right)^{\prime} \bar{R}_{m+r}(\beta)\left(p^{\{m+r\}} \otimes I_{n}\right) \tag{25}
\end{equation*}
$$

where $\bar{R}_{m+r}(\beta) \in \mathbb{R}^{n \sigma(q, m+r) \times n \sigma(q, m+r)}$ is any SMR matrix of $Q_{m+r}(\operatorname{sv}(p) ; \beta)$. The following result yields the sought sufficient condition.

Theorem 1. The set $\mathcal{A}$ in (4) is Hurwitz if there exist a nonnegative integer $m$, and parameter vectors $\alpha \in \mathbb{R}^{u(q, n, m+r)}$ and $\beta \in \mathbb{R}^{s(q, n, m)}$ such that

$$
\left\{\begin{array}{l}
\bar{S}_{m}(\beta)>0  \tag{26}\\
\bar{R}_{m+r}(\beta)+\bar{U}_{m+r}(\alpha)>0
\end{array}\right.
$$

where $\bar{S}_{m}(\beta) \in \mathcal{S}_{m}, \bar{U}_{m+r}(\alpha) \in \mathcal{U}_{m+r}$, and $\bar{R}_{m+r}(\beta)$ is defined by (24)-(25).
Proof. First, let $P_{m}(p ; \beta)$ be defined as in (23). Then, from (26) and Lemma 5 one has that $P_{m}(p ; \beta)>0 \forall p \in \mathcal{P}$, and hence the first condition in (8) holds. Second, let us observe that $\bar{R}_{m+r}(\beta)+\bar{U}_{m+r}(\alpha)$ is the CSMR matrix of $Q_{m+r}(\operatorname{sv}(p) ; \beta)$ in (25). Hence, (26) implies that $Q_{m+r}(\operatorname{sv}(p) ; \beta)>0 \forall p \in \mathbb{R}_{0}^{q}$. From Lemma 3 it turns out that $Q_{m+r}(p ; \beta)>0 \forall p \in \mathcal{P}$ and, therefore, $\mathcal{A}$ is Hurwitz.

The inequalities (26) form an LMI feasibility problem with $s(q, n, m)+$ $u(q, n, m+r)$ free parameters. The size of the matrices is $n \sigma(q, m)$ for the first inequality and $n \sigma(q, m+r)$ for the second one. The solution can be computed by using efficient convex optimization tools, like [18, 19].

A question that naturally arises is whether there exists a relationship between the families of HPD-QLFs of degree $m$ and $m+1$. The following result clarifies that, if the sufficient condition of Theorem 1 is satisfied for $m$, then it is satisfied also for $m+1$.

Theorem 2. Let $m$ be a nonnegative integer. If there exist parameter vectors $\alpha \in \mathbb{R}^{u(q, n, m+r)}$ and $\beta \in \mathbb{R}^{s(q, n, m)}$ such that (26) is satisfied, then there exist parameter vectors $\tilde{\alpha} \in \mathbb{R}^{u(q, n, m+r+1)}$ and $\tilde{\beta} \in \mathbb{R}^{s(q, n, m+1)}$ such that

$$
\left\{\begin{array}{l}
\bar{S}_{m+1}(\tilde{\beta})>0  \tag{27}\\
\bar{R}_{m+r+1}(\tilde{\beta})+\bar{U}_{m+r+1}(\tilde{\alpha})>0
\end{array}\right.
$$

Proof. From the proof of Theorem 1 we have that, $\forall p \in \mathcal{P}, P_{m}(p ; \beta)>0$ and $Q_{m+r}(p ; \beta)>0$. Define now $P_{m+1}(p)=P_{m}(p ; \beta) \sum_{i=1}^{q} p_{i}$. It follows that $P_{m+1}(p)>0 \forall p \in \mathcal{P}$ and $Q_{m+r+1}(p)=Q_{m+r}(p ; \beta) \sum_{i=1}^{q} p_{i}>0 \forall p \in \mathcal{P}$. This means that $v_{m+1}(x ; p)=x^{\prime} P_{m+1}(p) x$ is a HPD-QLF of degree $m+1$ satisfying the condition of Lemma 1.
Let us show now that $P_{m+1}(\operatorname{sv}(p))$ admits a positive definite SMR matrix, that is there exists $\tilde{\beta}$ such that $\bar{S}_{m+1}(\tilde{\beta})>0$. Let $K_{m+1}$ be the matrix satisfying

$$
p \otimes p^{\{m\}}=K_{m+1} p^{\{m+1\}} \forall p \in \mathbb{R}^{q}
$$

Then,

$$
\begin{align*}
P_{m+1}(\operatorname{sv}(p))= & \left(\sum_{i=1}^{q} p_{i}^{2}\right)\left(p^{\{m\}} \otimes I_{n}\right)^{\prime} \bar{S}_{m}(\beta)\left(p^{\{m\}} \otimes I_{n}\right) \\
= & p^{\prime} p\left(p^{\{m\}} \otimes I_{n}\right)^{\prime} \bar{S}_{m}(\beta)\left(p^{\{m\}} \otimes I_{n}\right) \\
= & \left(p \otimes p^{\{m\}} \otimes I_{n}\right)^{\prime}\left(I_{q} \otimes \bar{S}_{m}(\beta)\right)\left(p \otimes p^{\{m\}} \otimes I_{n}\right) \\
= & \left(K_{m+1} p^{\{m+1\}} \otimes I_{n}\right)^{\prime}\left(I_{q} \otimes \bar{S}_{m}(\beta)\right)\left(K_{m+1} p^{\{m+1\}} \otimes I_{n}\right) \\
= & \left(p^{\{m+1\}} \otimes I_{n}\right)^{\prime}\left(K_{m+1} \otimes I_{n}\right)^{\prime}\left(I_{q} \otimes \bar{S}_{m}(\beta)\right)\left(K_{m+1} \otimes I_{n}\right) \\
& \left(p^{\{m+1\}} \otimes I_{n}\right) \\
= & \left(p^{\{m+1\}} \otimes I_{n}\right)^{\prime} \bar{S}_{m+1}\left(p^{\{m+1\}} \otimes I_{n}\right) \tag{28}
\end{align*}
$$

where

$$
\bar{S}_{m+1}=\left(K_{m+1} \otimes I_{n}\right)^{\prime}\left(I_{q} \otimes \bar{S}_{m}(\beta)\right)\left(K_{m+1} \otimes I_{n}\right)
$$

From (28), it is clear that $\bar{S}_{m+1} \in \mathcal{S}_{m+1}$, and hence there exists $\tilde{\beta}$ such that $\bar{S}_{m+1}(\tilde{\beta})=\bar{S}_{m+1}$. Moreover, since $\bar{S}_{m}(\beta)>0$ and $K_{m+1}$ is a matrix with full column rank, it follows that $\bar{S}_{m+1}(\tilde{\beta})>0$.
Let us show now that $Q_{m+r+1}(\operatorname{sv}(p))$ admits a positive definite SMR matrix. Following the same development as in (28), one gets

$$
\begin{equation*}
Q_{m+r+1}(\operatorname{sv}(p))=\left(p^{\{m+r+1\}} \otimes I_{n}\right)^{\prime} \bar{R}_{m+r+1}(\tilde{\beta})\left(p^{\{m+r+1\}} \otimes I_{n}\right) \tag{29}
\end{equation*}
$$

where
$\bar{R}_{m+r+1}(\tilde{\beta})=\left(K_{m+r+1} \otimes I_{n}\right)^{\prime}\left(I_{q} \otimes\left(\bar{R}_{m+r}(\beta)+\bar{U}_{m+r}(\alpha)\right)\right)\left(K_{m+r+1} \otimes I_{n}\right)$.
Since $\bar{R}_{m+r}(\beta)+\bar{U}_{m+r}(\alpha)>0$ it follows that $\bar{R}_{m+r+1}(\tilde{\beta})>0$. Therefore, $Q_{m+r+1}(\operatorname{sv}(p))$ admits the positive definite SMR matrix $\bar{R}_{m+r+1}(\tilde{\beta})+$ $\bar{U}_{m+r+1}(\tilde{\alpha})$ with $\tilde{\alpha}=0_{u(q, n, m+r+1)}$, and (27) holds.

Remark 4. The proposed technique can be applied also to discrete-time systems $x(t+1)=A(p) x(t)$, where $A(p)$ belongs to the set in (4). An LMIbased sufficient condition similar to (26) can be obtained by observing that

$$
P_{m}(p)-A^{\prime}(p) P_{m}(p) A(p)=P_{m}(p)\left(\sum_{i=1}^{q} p_{i}\right)^{2 r}-A^{\prime}(p) P_{m}(p) A(p)
$$

and the right term is a homogeneous matricial form of degree $m+2 r$ that can be parameterized as

$$
Q_{m+2 r}(p ; \beta)=P_{m}(p ; \beta)\left(\sum_{i=1}^{q} p_{i}\right)^{2 r}-A^{\prime}(p) P_{m}(p ; \beta) A(p)
$$

Then, the sought sufficient condition is obtained by following the same reasoning that has led to Theorem 1. A result analogous to Theorem 2 can also be derived.

## 5 Numerical Examples

In this section, some numerical examples are presented to illustrate the proposed technique for robust stability analysis of uncertain systems.

### 5.1 Example 1

The first example is deliberately simple, in order to show how the LMIs involved in the sufficient condition are generated. Consider the problem of computing the robust parametric margin $\rho^{*}$ defined as

$$
\rho^{*}=\sup \{\rho \in \mathbb{R}: \hat{A}(\theta) \text { is Hurwitz for all } \theta \in[0, \rho]\}
$$

where

$$
\hat{A}(\theta)=\left[\begin{array}{cc}
-1 & -1 \\
4 & -1
\end{array}\right]+\theta\left[\begin{array}{cc}
0 & -7 \\
-13 & 3
\end{array}\right]+\theta^{2}\left[\begin{array}{cc}
0 & 6 \\
14 & -2
\end{array}\right]
$$

The equivalent matrix $A(p ; \rho)$ is computed by setting $\theta=\rho p_{1}$ and converting the so-obtained polynomial matrix in $p_{1}$ in a homogeneous one with respect to $p=\left[p_{1}, p_{2}\right]^{\prime}$ as described in (5)-(6) where $p_{2}=1-p_{1}$. In particular, we have

$$
\begin{aligned}
A(p ; \rho)= & p_{1}^{2}\left[\begin{array}{cc}
-1 & -1-7 \rho+6 \rho^{2} \\
4-13 \rho+14 \rho^{2} & -1+3 \rho-2 \rho^{2}
\end{array}\right] \\
& +p_{1} p_{2}\left[\begin{array}{cc}
-2 & -2-7 \rho \\
8-13 \rho & -2+3 \rho
\end{array}\right]+p_{2}^{2}\left[\begin{array}{cc}
-1 & -1 \\
4 & -1
\end{array}\right]
\end{aligned}
$$

with $q=n=r=2$. Note that the solution of the above problem amounts to solving a one-parameter family of robust stability problems addressed in the paper, namely one for each fixed value of $\rho$.

Consider first the case $m=0$, which means that a common Lyapunov function is sought for all the matrices of the polytope $\mathcal{A}$ (in other words, the Lyapunov function does not depend on the uncertain parameter). The sufficient condition in Theorem 1 involves the matrices

$$
\begin{gathered}
\bar{S}_{0}(\beta)=\left[\begin{array}{l}
\beta_{1} \beta_{2} \\
\beta_{2} \beta_{3}
\end{array}\right], \bar{U}_{2}(\alpha)=\left[\begin{array}{cccccc}
0 & 0 & 0 & -\alpha_{1} & \alpha_{3} & -\alpha_{2}-\alpha_{4} \\
0 & 0 & \alpha_{1} & 0 & \alpha_{2} & -\alpha_{5} \\
0 & \alpha_{1} & 2 \alpha_{3} & \alpha_{4} & 0 & -\alpha_{6} \\
-\alpha_{1} & 0 & \alpha_{4} & 2 \alpha_{5} & \alpha_{6} & 0 \\
-\alpha_{3} & \alpha_{2} & 0 & \alpha_{6} & 0 & 0 \\
-\alpha_{2}-\alpha_{4} & -\alpha_{5} & -\alpha_{6} & 0 & 0 & 0
\end{array}\right], \\
\bar{R}_{2}(\beta)=\left[\begin{array}{cccccc}
r_{1} & r_{2} & 0 & 0 & 0 & 0 \\
r_{2} & r_{3} & 0 & 0 & 0 & 0 \\
0 & 0 & r_{4} & r_{5} & 0 & 0 \\
0 & 0 & r_{5} & r_{6} & 0 & 0 \\
0 & 0 & 0 & 0 & r_{7} & r_{8} \\
0 & 0 & 0 & 0 & r_{8} & r_{9}
\end{array}\right]
\end{gathered}
$$

where

$$
\begin{aligned}
& r_{1}=2 \beta_{1}+\left(-8+26 \rho-28 \rho^{2}\right) \beta_{2} \\
& r_{2}=\left(1+7 \rho-6 \rho^{2}\right) \beta_{1}+\left(2-3 \rho+2 \rho^{2}\right) \beta_{2}+\left(-4+13 \rho-14 \rho^{2}\right) \beta_{3} \\
& r_{3}=\left(2+14 \rho-12 \rho^{2}\right) \beta_{2}+\left(2-6 \rho+4 \rho^{2}\right) \beta_{3} \\
& r_{4}=4 \beta_{1}+(-16+26 \rho) \beta_{2} \\
& r_{5}=(2+7 \rho) \beta_{1}+(4-3 \rho) \beta_{2}+(-8+13 \rho) \beta_{3} \\
& r_{6}=(4+14 \rho) \beta_{2}+(4-6 \rho) \beta_{3} \\
& r_{7}=-2 \beta_{1}-8 \beta_{2} \\
& r_{8}=\beta_{1}+2 \beta_{2}-4 \beta_{3} \\
& r_{9}=2 \beta_{2}+2 \beta_{3} .
\end{aligned}
$$

The number of free parameters is $u(2,2,2)+s(2,2,0)=9$ and the lower bound of $\rho^{*}$ is $\rho_{\{m=0\}}^{*}=0.22591$.

By using higher values of $m$ we find:

- $\rho_{\{m=1\}}^{*}=0.76480$, with $u(2,2,3)+s(2,2,1)=22$;
- $\rho_{\{m=2\}}^{*}=1.3005$, with $u(2,2,4)+s(2,2,2)=43$.

It turns out that the lower bound for $m=2$ is tight, i.e. $\rho_{\{m=2\}}^{*}=\rho^{*}$. This is verified by the fact that $\hat{A}\left(\rho_{\{m=2\}}^{*}\right)$ is marginally Hurwitz. The HPD-QLF matrix corresponding to $\rho_{\{m=2\}}^{*}$ is
$P_{2}^{*}(p)=p_{1}^{2}\left[\begin{array}{cc}1 & 0.0928 \\ 0.0928 & 0.0086\end{array}\right]+p_{1} p_{2}\left[\begin{array}{cc}-0.7400 & 0.1072 \\ 0.1072 & 1.1183\end{array}\right]+p_{2}^{2}\left[\begin{array}{cc}0.4849 & 0.0370 \\ 0.0370 & 0.2322\end{array}\right]$.

### 5.2 Example 2

Consider the problem of computing the robust parametric margin $\rho^{*}$ defined as

$$
\rho^{*}=\sup \left\{\rho \in \mathbb{R}: \hat{A}\left(\theta_{1}, \theta_{2}\right) \text { is Hurwitz for all } \theta=\left[\theta_{1}, \theta_{2}\right]^{\prime} \in \rho \Theta\right\}
$$

where the set $\Theta$ is chosen as in Figure 1 according to

$$
\Theta=\left\{\theta \in \mathbb{R}^{2}: \theta_{1}+\theta_{2} \leq 1, \theta_{i} \geq 0\right\}
$$

and

$$
\begin{aligned}
\hat{A}\left(\theta_{1}, \theta_{2}\right)= & {\left[\begin{array}{cc}
-1 & -2 \\
5 & 0
\end{array}\right]+\theta_{1}\left[\begin{array}{cc}
0 & -5 \\
-15 & 1
\end{array}\right]+\theta_{2}\left[\begin{array}{cc}
-8 & -6 \\
-2 & 10
\end{array}\right] } \\
& +\theta_{1}^{2}\left[\begin{array}{cc}
0 & 6 \\
14 & -2
\end{array}\right]+\theta_{2}^{2}\left[\begin{array}{cc}
8 & 8 \\
0 & -12
\end{array}\right] .
\end{aligned}
$$



Fig. 1. Set $\Theta$.

The equivalent matrix $A(p ; \rho)$ is computed by setting $\theta_{1}=\rho p_{1}$ and $\theta_{2}=\rho p_{2}$ and converting the so-obtained polynomial matrix in $p_{1}, p_{2}$ in a homogeneous one with respect to $p=\left[p_{1}, p_{2}, p_{3}\right]^{\prime}$ where $p_{3}=1-p_{1}-p_{2}$. We hence have $q=3$ and $n=r=2$.

By using Theorem 1 we find:

- $\rho_{\{m=0\}}^{*}=0.09825(u(3,2,2)+s(3,2,0)=36)$;
- $\rho_{\{m=1\}}^{*}=0.38279(u(3,2,3)+s(3,2,1)=138)$;
- $\rho_{\{m=2\}}^{*}=0.56349(u(3,2,4)+s(3,2,2)=381)$.

It turns out that the lower bound for $m=2$ is tight, i.e. $\rho_{\{m=2\}}^{*}=\rho^{*}$. This has been verified in the following way. Define the degree of stability

$$
\begin{equation*}
\delta(\theta)=-\max \{\Re(\lambda): \lambda \text { is an eigenvalue of } \hat{A}(\theta)\} \tag{31}
\end{equation*}
$$

where $\Re(\lambda)$ denotes the real part of $\lambda$. Figure 2 shows the plot of $\delta(\theta)$ along the hypotenuse of $\rho_{\{m=2\}}^{*} \Theta$, i.e. the segment

$$
\theta(\eta)=\left[\begin{array}{c}
\rho_{\{m=2\}}^{*} \\
0
\end{array}\right] \eta+\left[\begin{array}{c}
0 \\
\rho_{\{m=2\}}^{*}
\end{array}\right](1-\eta), \quad \eta \in[0,1] .
$$



Fig. 2. Degree of stability $\delta(\theta)$ along the hypotenuse of the set $\rho_{\{m=2\}}^{*} \Theta$.

## 6 Conclusions

The class of HPD-QLFs has been shown to be a viable tool for assessing robust stability of uncertain linear systems. By expressing the dependence of the Lyapunov function on the uncertain parameters as a polynomial homogenous form, it is possible to formulate sufficient conditions in terms of LMI feasibility tests, which are less conservative with respect to conditions derived for linearly parameter-dependent Lyapunov functions.

Ongoing research concerns the application of HPD-QLFs to systems in which the uncertain parameters are allowed to be time-varying with a known bound on the variation rate, and to the evaluation of robust performance in control systems. Another topic of interest is the comparison of HPD-QLFs with a class of Lyapunov functions in which also the dependence on the state vector is expressed as a homogeneous polynomial form (not quadratic). Whether such class can provide less conservative conditions with respect to HPD-QLFs, for different uncertainty models, is still an open question.
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# Stabilization of LPV Systems 
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We study here the static state-feedback stabilization of linear finite dimensional systems depending polynomially upon a finite set of real, bounded, parameters. These parameters are a priori unknown, but available in realtime for control. In consequence, it is natural to allow possible dependence of the gain with respect to the parameters (gain-scheduling).

We state two main results. First, we show that stabilizability of the class of systems obtained for frozen values of the parameters, may be expressed equivalently by linear matrix inequalities (LMIs), linked to certain class of parameter-dependent Lyapunov functions. Second, we show that existence of such a Lyapunov function for the linear parameter-varying (LPV) systems subject to bounded rate of variation of the parameters with respect to time, may be in the same manner expressed equivalently by LMI conditions. In both cases, the method provides explicitly parameter-dependent stabilizing gain. The central arguments are linked to the existence of a decomposition of some symmetric parameter-dependent matrices as sum of positive definite terms.

## 1 Introduction

Linear parameter-varying (LPV) systems have recently received much attention, in connection with the gain-scheduling control design methodologies, see [5, 12] for recent surveys and bibliography on the subject. LPV systems are linear systems that depend upon time-varying real parameters. The latter are not known in advance, but may be used in real-time for control purposes. However, they are usually constrained to lie inside a known bounded set.

The issue of checking the stabilizability and determining a parameterdependent stabilizing gain for every frozen admissible value of the parameters, is already a difficult task. As an example, a coarse application of the Lyapunovbased synthesis techniques available for linear systems is impossible, as it leads to solve an infinite number of linear matrix inequalities (LMIs). At this point,
two types of methods are usually used (see the recent works [14, 7] on LPV systems): either the controller gain is first computed for a bunch of parameter values, and then interpolated between the nodes of this grid (but the stability, and possibly performance, results are not guaranteed between the nodes); or the solution of the parameter-dependent LMIs involved is sought for with prespecified dependence with respect to the parameters, usually constant or affine (at the cost of adding conservatism). Of course, the stabilization issue is still more complicated when the parameters are time-varying.

In this paper, we show that, in principle, for linear systems depending polynomially upon finite number of bounded parameters, the determination of parameter-dependent stabilizing gain may be achieved without conservatism. More precisely, we state two main results (Theorems 1 and 2 below), whose contribution may be summarized as follows.

1. The stabilization of all the systems obtained for constant values of the parameters in the admissible hypercube is equivalent to the existence for the closed-loop system of a quadratic Lyapunov function polynomial with respect to the parameters. For fixed value of the degree, the coefficients of this polynomial may be found by solving a LMI.
2. The existence of a similar quadratic Lyapunov function (depending in the same way upon the parameters) for the corresponding LPV system with restricted rate of variation of the parameters, is also equivalent, for fixed degree, to the solvability of a LMI.
3. In both cases, a parameter-dependent stabilizing gain is deduced from the solution of the LMIs.

The originality of the results presented here lies in the nonconservative nature of the LMI conditions proposed. They constitute a systematization of the approaches based on parameter-dependent Lyapunov functions. Further work should consider dynamic controller synthesis and performace verification.

Effective use of the results given here is subordinate to powerful LMI solvers. A general idea for reducing the computation complexity consists in performing first a subdivision of the admissible parameter set in subdomains and applying the results presented below on these smaller regions. The present paper provides a stage towards such a hybrid control (with switches according to the parameter values), which in principle could lead to sensible diminution of the (off-line) computational burden, but whose study is out of our scope here.

The paper is organized as follows. The problem is presented in Sect. 2. Notations are provided in Sect. 3. The result on systems with frozen parameters (Theorem 1) is stated in Sect. 4. The results on systems with parameters with bounded derivative (Theorem 2) is stated in Sect. 5. Elements of proof are displayed in Sect. 6. Some technical results related to the computations involved are gathered in Appendix.

## 2 Problem Statement

We consider here the issue of state-feedback stabilization for the class of linear systems

$$
\begin{equation*}
\dot{x}=A(\sigma(t)) x+B(\sigma(t)) u . \tag{1}
\end{equation*}
$$

In (1), the matrices $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}$ are supposed to be polynomials of partial degree (at most) $k$ with respect to the components of a vector $\sigma \stackrel{\text { def }}{=}\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ of $m$ real parameters.

We are interested in the design of stabilizing static state-feedback for (1), under the assumption that $\forall t \geq 0, \sigma(t) \in[-1 ;+1]^{m}$. In the special case where the components of $\sigma$ are constant $(\dot{\sigma} \equiv 0$ ), this is equivalent to find, for any $\sigma \in[-1 ;+1]^{m}$, a gain $K(\sigma)$ such that $A(\sigma)+B(\sigma) K(\sigma)$ is Hurwitz. This leads to study the following property.
$\underline{\text { Property I. There exist mappings } P:[-1 ;+1]^{m} \rightarrow \mathcal{S}^{n}, N:[-1 ;+1]^{m} \rightarrow}$ $\mathbb{R}^{p \times n}$ such that,$\forall \sigma \in[-1 ;+1]^{m}$

$$
P(\sigma)>0_{n}, A(\sigma) P(\sigma)+P(\sigma) A(\sigma)^{T}+B(\sigma) N(\sigma)+N(\sigma)^{T} B(\sigma)^{T}<0_{n}
$$

In this formula, $\mathcal{S}^{n}$ represents the set of symmetric matrices of size $n \times n$. Property I is equivalent to the stabilizability of (1) for every admissible choice of the parameters.

As is well-known, the previous condition, guaranteeing stability for the frozen parameter systems, is not enough to guarantee stability of the systems with time-varying parameters. An attempt to extend the previous ideas to stabilization of LPV systems with parameters having variation rate constrained by $\left|\dot{\sigma}_{i}\right| \leq \bar{\varrho}_{i}$ a.e., $i=1, \ldots, m$, leads to the following interesting issue.

Property II. There exist mappings $P:[-1 ;+1]^{m} \rightarrow \mathcal{S}^{n}, N:[-1 ;+1]^{m} \rightarrow$ $\mathbb{R}^{p \times n}, P$ differentiable, such that, $\forall \sigma \in[-1 ;+1]^{m}, \forall \varrho_{i} \in\left[-\bar{\varrho}_{i} ; \bar{\varrho}_{i}\right]$,
$P(\sigma)>0_{n}, A(\sigma) P(\sigma)+P(\sigma) A(\sigma)^{T}+B(\sigma) N(\sigma)+N(\sigma)^{T} B(\sigma)^{T}-\sum_{i=1}^{m} \varrho_{i} \frac{\partial P(\sigma)}{\partial \sigma_{i}}<0_{n}$.
Property II is equivalent to the existence of a quadratic Lyapunov function depending regularly upon the present values of the parameters. This property is thus a priori stronger than the stability of the systems (1) attached to every admissible trajectories of the parameters.

## 3 Notations and Preliminaries

- The matrices $I_{n}, 0_{n}, 0_{n \times p}$ are the $n \times n$ identity matrix and the $n \times n$ and $n \times p$ zero matrices respectively. The symbol $\otimes$ denotes Kronecker product, the power of Kronecker product being used with the natural meaning: $M^{0 \otimes}=1$, $M^{p \otimes} \stackrel{\text { def }}{=} M^{(p-1) \otimes} \otimes M$. Key properties are: $(A \otimes B)^{T}=A^{T} \otimes B^{T},(A \otimes$
$B)(C \otimes D)=(A C \otimes B D)$ for matrices of compatible size. The transpose and transconjugate of $M$ are denoted $M^{T}$ and $M^{*}$. The unit circle in $\mathbb{C}$ is denoted as the boundary $\partial \mathbb{D}$, and the set of positive integers $\mathbb{N}$. Diagonal matrices are defined by diag. Also, the set of symmetric real (resp. hermitian complex) matrices of size $n \times n$ is denoted $\mathcal{S}^{n}$ (resp. $\mathcal{H}^{n}$ ).

Last, we introduce some spaces of matrix-valued polynomials. $\mathbb{R}^{n \times n}[\sigma]$ (resp. $\mathcal{S}^{n}[\sigma]$ ) will denote the set of polynomials in the variable $\sigma \in \mathbb{R}^{m}$, with coefficients in $\mathbb{R}^{n \times n}$ (resp. $\mathcal{S}^{n}$ ). We shall also consider in the sequel the set, denoted $\mathbb{R}^{n \times n}[z, \bar{z}]$, of polynomials in $z$ and $\bar{z}, z \in \mathbb{C}$, with coefficients in $\mathbb{R}^{n \times n}$. The sets $\mathcal{S}^{n}[z, \bar{z}], \mathcal{H}^{n}[z, \bar{z}]$ are defined similarly.

- We now introduce specific notations. For any $l \in \mathbb{N}$, for any $v \in \mathbb{C}$, let

$$
v^{[l]} \stackrel{\text { def }}{=}\left(\begin{array}{c}
1  \tag{2}\\
v \\
\vdots \\
v^{l-1}
\end{array}\right) \text {. }
$$

This notation permits to manipulate polynomials. Notice in particular that, for a free variable $z \in \mathbb{C}^{m}$, the vector $\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]}\right)$ contains exactly the $l^{m}$ monomials in $z_{1}, \ldots, z_{m}$ of degree at most $l-1$ in each variable.

Using this notation, any element $M(z)$ in $\mathbb{R}^{p \times n}[z, \bar{z}]$ may be represented as

$$
\begin{equation*}
M(z)=\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{p}\right)^{*} M_{l}\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right) \tag{3}
\end{equation*}
$$

In this formula, for given $l \in \mathbb{N}$, the matrix $M_{l} \in \mathbb{R}^{l^{m} p \times l^{m} n}$ is unique, in the sense that: $M(z)=0$ for all $z \in \mathbb{C}^{m}$ iff $M_{l}=0$. Independently of minimality, the matrix $M_{l}$ is called the coefficient matrix of this representation of $M(z)$, $l-1$ its degree.

In the sequel, we shall use the following change of variables $\left(\mathrm{i}^{2}=-1\right)$ :

$$
\begin{array}{r}
\varphi:[-1 ;+1]^{m} \rightarrow(\partial \mathbb{D})^{m}, \sigma \mapsto z=\varphi(\sigma) \\
\text { where } z_{i} \stackrel{\text { def }}{=} \sigma_{i}+\mathrm{i} \sqrt{1-\sigma_{i}^{2}}, i=1, \ldots, m . \tag{4}
\end{array}
$$

Basically (see the developments below), changing $\sigma$ in $z$ will permit to use Kalman-Yakubovich-Popov lemma, "replacing" the free variables $z_{i}$ by matrix multipliers in the parameter-dependent LMIs appearing in Properties I and II. In particular, for $z$ in the range of $\varphi, \varphi^{-1}(z)=\frac{z+\bar{z}}{2}$. When $z=\left(z_{1}, \ldots, z_{m}\right)$ covers $(\partial \mathbb{D})^{m}, \frac{z+\bar{z}}{2}$ varies in the whole set $[-1 ;+1]^{m}$.

Generally speaking, for $M$ defined as in (3) and the change of variable $\varphi$ as in (4), $M(\varphi(\sigma))$ is a polynomial in $\sigma_{i}$ and $\sqrt{1-\sigma_{i}^{2}}, i=1, \ldots, m$. Among these polynomials, some will be of particular interest here, those leading to polynomials in the $\sigma_{i}$ only. It may checked easily that these are the polynomials whose coefficients in the monomials $\prod_{i=1, \ldots, m} z_{i}^{\alpha_{i}} \bar{z}_{i}^{\alpha_{i}^{\prime}}$ and $\prod_{i=1, \ldots, m} z_{i}^{\beta_{i}} \bar{z}_{i}^{\beta_{i}^{\prime}}$
are equal when $\left\{\alpha_{i}, \alpha_{i}^{\prime}\right\}=\left\{\beta_{i}, \beta_{i}^{\prime}\right\}$ for any $i=1, \ldots, m$. Indeed, up to factorization by powers of $\left|z_{i}\right|^{2}$ (which is equal to 1 on $\partial \mathbb{D}$ ), those polynomials are functions of $z_{i}+\bar{z}_{i}=2 \sigma_{i}$ only. This property corresponds to matrices $M_{l} \in \mathbb{R}^{l^{m} p \times l^{m} n}$ in (3) having a particular mirror block structure, those pertaining to the set

$$
\mathbb{R}_{M}^{p \times n, l^{m}} \stackrel{\text { def }}{=}\left\{M_{l} \in \mathbb{R}^{l^{m} p \times l^{m} n}: \forall \alpha_{1}, \ldots, \alpha_{m}, \alpha_{1}^{\prime}, \ldots, \alpha_{m}^{\prime} \in\{0, \ldots, l-1\}\right.
$$

$\left(e_{\alpha_{m}} \otimes \cdots \otimes e_{\alpha_{1}} \otimes I_{p}\right)^{T} M_{l}\left(e_{\alpha_{m}^{\prime}} \otimes \cdots \otimes e_{\alpha_{1}^{\prime}} \otimes I_{n}\right)$ depends only upon the sets

$$
\left.\left\{\alpha_{1}, \alpha_{1}^{\prime}\right\}, \ldots,\left\{\alpha_{m}, \alpha_{m}^{\prime}\right\}\right\}
$$

where we put $e_{\alpha}^{T} \stackrel{\text { def }}{=}\left(0_{1 \times \alpha} 10_{1 \times(l-\alpha-1)}\right)$.
The definition of $\mathbb{R}_{M}^{p \times n, l^{m}}$ is such that $M_{l} \in \mathbb{R}_{M}^{p \times n, l^{m}}$ iff $M(\varphi(\sigma))$ is polynomial in $\sigma \in[-1 ;+1]^{m}$, for $M(z)$ defined by (3). The subset of those maps $M(z)$ of $\mathbb{R}^{p \times n}[z, \bar{z}]$ such that $M(\varphi(\sigma))$ is polynomial in $\sigma \in[-1 ;+1]^{m}$, will be denoted $\mathbb{R}_{M}^{p \times n}[z, \bar{z}]$. Also, we define $\mathcal{S}_{M}^{n}[z, \bar{z}] \stackrel{\text { def }}{=} \mathbb{R}_{M}^{n \times n}[z, \bar{z}] \cap \mathcal{S}^{n}[z, \bar{z}]$.

Let us point out to the reader, that some technical results linked to the matrix transformations induced by operations on polynomials, are gathered in Appendix.

- We finally define some matrices. For $l, l^{\prime} \in \mathbb{N}$, let $\hat{J}_{l^{\prime}, l}, \check{J}_{l^{\prime}, l} \in \mathbb{R}^{l \times\left(l+l^{\prime}\right)}$ be defined by

$$
\begin{equation*}
\hat{J}_{l^{\prime}, l} \stackrel{\text { def }}{=}\left(I_{l} 0_{l \times l^{\prime}}\right), \check{J}_{l^{\prime}, l} \stackrel{\text { def }}{=}\left(0_{l \times l^{\prime}} I_{l}\right) . \tag{5}
\end{equation*}
$$

A key property of these matrices is that, $\forall v \in \mathbb{C}$, for $v^{[l]}$ defined previously,

$$
\begin{equation*}
v^{[l]}=\hat{J}_{l^{\prime}, l} v^{\left[l+l^{\prime}\right]}, v^{l^{\prime}} v^{[l]}=\check{J}_{l^{\prime}, l} v^{\left[l+l^{\prime}\right]} . \tag{6}
\end{equation*}
$$

Last, define $L_{l} \in \mathbb{R}^{l \times l}$ by:

$$
L_{l} \stackrel{\text { def }}{=}\left(\begin{array}{ccc|c}
0 & \ldots & 0 & 0  \tag{7}\\
\hline 1 & & & 0 \\
& 2 & & \\
& & \ddots & \\
& & & l-1
\end{array}\right) .
$$

## 4 Constant Parameters

In the case where the parameters $\sigma$ are constant, it turns out that Property I is fulfilled if and only if it is fulfilled for certain $P(\sigma), N(\sigma)$ depending polynomially upon $\sigma$ (see also [2]). This naturally introduces as new variables the degree $l-1$ of the polynomials, and the coefficient matrices of $P$ and $N$.

It turns out moreover, that, for given $l$, the coefficients may be found out by solving an LMI. This permits to find in an explicit way stabilizing controllers, as functions of the parameter $\sigma$.

Theorem 1. The following assertions are equivalent.
(i) Property I is fulfilled.
(ii) There exists $(P(\sigma), N(\sigma)) \in \mathcal{S}^{n}[\sigma] \times \mathbb{R}^{p \times n}[\sigma]$ fulfilling Property I.
(iii)There exist an integer $l \in \mathbb{N}$, 2 matrices $P_{l} \in \mathcal{S}^{l^{m} n} \cap \mathbb{R}_{M}^{n \times n, l^{m}}, N_{l} \in \mathbb{R}_{M}^{p \times n, l^{m}}$ and $2 m$ matrices $Q_{l, i}^{P} \in \mathcal{S}^{(l-1)^{m-i+1} l^{i-1} n}, Q_{l, i}^{R} \in \mathcal{S}^{(k+l-1)^{m-i+1}(k+l)^{i-1} n}$, $i=1, \ldots, m$, such that the system (8) of 2 LMIs is fulfilled, where $R_{k+l}=$ $R_{k+l}\left(P_{l}, N_{l}\right) \in \mathcal{S}^{(k+l)^{m} n}$ is the coefficient matrix of $R(z)$ defined in (9), corresponding to $P(z), N(z)$ with coefficient matrices $P_{l}, N_{l}$.

$$
\begin{align*}
& 0_{l^{m} n}<P_{l}+\sum_{i=1}^{m}\left(\hat{J}_{1, l-1}^{(m-i+1) \otimes} \otimes I_{l^{i-1} n}\right)^{T} Q_{l, i}^{P}\left(\hat{J}_{1, l-1}^{(m-i+1) \otimes} \otimes I_{l^{i-1} n}\right) \\
& -\sum_{i=1}^{m}\left(\hat{J}_{1, l-1}^{(m-i) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{i-1} n}\right)^{T} Q_{l, i}^{P}\left(\hat{J}_{1, l-1}^{(m-i) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{i-1} n}\right),  \tag{8a}\\
& 0_{(k+l)^{m} n}>R_{k+l}+\sum_{i=1}^{m}\left(\hat{J}_{1, k+l-1}^{(m-i+1) \otimes} \otimes I_{(k+l)^{i-1} n}\right)^{T} Q_{l, i}^{R}\left(\hat{J}_{1, k+l-1}^{(m-i+1) \otimes} \otimes I_{(k+l)^{i-1} n}\right) \\
& -\sum_{i=1}^{m}\left(\hat{J}_{1, k+l-1}^{(m-i) \otimes} \otimes \check{J}_{1, k+l-1} \otimes I_{(k+l)^{i-1} n}\right)^{T} Q_{l, i}^{R}\left(\hat{J}_{1, k+l-1}^{(m-i) \otimes} \otimes \check{J}_{1, k+l-1} \otimes I_{(k+l)^{i-1} n}\right), \tag{8b}
\end{align*}
$$

$R(z) \stackrel{\text { def }}{=} A\left(\frac{z+\bar{z}}{2}\right) P(z)+P(z) A\left(\frac{z+\bar{z}}{2}\right)^{T}+B\left(\frac{z+\bar{z}}{2}\right) N(z)+N(z)^{T} B\left(\frac{z+\bar{z}}{2}\right)^{T}<0_{n}$.
Moreover,

- given a solution of LMI (8), for $P(z), N(z)$ having coefficient matrices $P_{l}, N_{l}, P(\varphi(\sigma)), N(\varphi(\sigma))$ fulfil Property I , and $K(\sigma) \stackrel{\text { def }}{=} N(\varphi(\sigma)) P(\varphi(\sigma))^{-1}$ is a stabilizing gain, rational in $\sigma$;
- if LMI (8) is solvable for the value $l$ of the index, then it is also solvable for any larger value.

The matrices $\hat{J}, \check{J}$ have been defined earlier in (5). Details for a systematic computation of the matrix $R_{k+l}$ and of the gain $K(\sigma)$ may be found in Appendix.

Theorem 1 offers a family of relaxations of Property I. These conditions are less and less conservative when the index $l$ increases. Asymptotically, the
conservatism vanishes, as solvability of (8) for certain $l$ is also necessary to have Property I.

Notice that the two inequalities in (8) correspond respectively to the conditions

$$
P\left(\frac{z+\bar{z}}{2}\right)>0_{n}
$$

and
$R\left(\frac{z+\bar{z}}{2}\right)=A\left(\frac{z+\bar{z}}{2}\right) P(z)+P(z) A\left(\frac{z+\bar{z}}{2}\right)^{T}+B\left(\frac{z+\bar{z}}{2}\right) N(z)+N(z)^{T} B\left(\frac{z+\bar{z}}{2}\right)^{T}<0_{n}$ for all $z \in(\partial \mathbb{D})^{m}$. Elements of proof of Theorem 1 are provided in Sect. 6, but we briefly indicate here how to prove that feasibility of (8) implies Property I. Right- and left-multiplication of (8a) by $\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)$ and its transconjugate yields, using (6) repeatedly:

$$
\begin{aligned}
& 0_{n}<\left(z_{m}^{[l]} \otimes\right.\left.\cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)^{*} P_{l}\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)+\sum_{i=1}^{m}\left(1-\left|z_{i}\right|^{2}\right) \\
& \times\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i}^{[l-1]} \otimes z_{i-1}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)^{*} Q_{l, i}^{P} \\
& \times\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i}^{[l-1]} \otimes z_{i-1}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)
\end{aligned}
$$

from which one deduces, putting $\left|z_{i}\right|=1$ :

$$
\forall z \in(\partial \mathbb{D})^{m}, P(z) \stackrel{\text { def }}{=}\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)^{*} P_{l}\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)>0_{n}
$$

Applying similar argument on (8b) with $\left.\left(z_{m}^{[k+l]} \otimes \cdots \otimes z_{1}^{[k+l]} \otimes I_{n}\right)\right)$ leads to $\forall z \in(\partial \mathbb{D})^{m}, R(z) \stackrel{\text { def }}{=}\left(z_{m}^{[k+l]} \otimes \cdots \otimes z_{1}^{[k+l]} \otimes I_{n}\right)^{*} R_{k+l}\left(z_{m}^{[k+l]} \otimes \cdots \otimes z_{1}^{[k+l]} \otimes I_{n}\right)<0_{n}$.

It is now evident that solvability of (8) gives rise to a solution $(P, N)$ of Problem I of degree $l-1$ in $z, \bar{z}$, and $K(\sigma)$ as defined in the statement appears as a stabilizing gain, for every admissible value of the parameters.

Remark that, writing the positive right-hand side of, say, (8a) as $U^{T} \Lambda U$ with $U^{T}=U^{-1}$ and $\Lambda=\operatorname{diag}\left\{\Lambda_{i}\right\}$, the previous computations show that, for any $z \in(\partial \mathbb{D})^{m}$,

$$
P(z)=\sum_{i=1}^{l^{m} n} \Lambda_{i}\left(U\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)\right)_{i}^{*}\left(U\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)\right)_{i}
$$

which thus appears as a sum of squares of matrix-valued polynomials.
Incidentally, stabilizability of a pair $(A, B)$ is equivalent [4, §7.2.1] to the existence of a definite positive matrix $P$ such that $A P+P A^{T}<B B^{T}$. This corresponds to the choice $N=-\frac{1}{2} B^{T}$ in the LMI: $A P+P A^{T}+B N+N^{T} B^{T}<$ 0 . Similarly, it may be checked that, replacing in (9) the matrix $N(z)$ by $-\frac{1}{2} B^{T}\left(\frac{z+\bar{z}}{2}\right)$, provides a simpler stabilizability criterion. Another particular case is $B(\sigma)=0$, which provides a robust stability criterion, see also [1].

## 5 Time-Varying Parameters with Bounded Variation

Contrary to the constant-parameter case, when Property II is fulfilled, there is probably no necessity for existence of a parameter-dependent Lyapunov function of the kind exhibited in Theorem 1. See however related results in $[8,9,10]$. But it is worth noting that, for given degree, the existence of such a Lyapunov function may be expressed without loss of generality as a LMI problem, in a way similar to what was done for Property I in Theorem 1. Analogously, stabilizing controllers are then found explicitly as functions of $\sigma(t)$.

Theorem 2. The following assertions are equivalent.
(i) There exists $(P(\sigma), N(\sigma)) \in \mathcal{S}^{n}[\sigma] \times \mathbb{R}^{p \times n}[\sigma]$ fulfilling Property II.
(ii) There exist an integer $l \in \mathbb{N}, 2$ matrices $P_{l} \in \mathcal{S}^{l^{m} n} \cap \mathbb{R}_{M}^{n \times n, l^{m}}, N_{l} \in$ $\mathbb{R}_{M}^{p \times n, l^{m}}, m$ matrices $Q_{l, i}^{P} \in \mathcal{S}^{(l-1)^{m-i+1} l^{i-1} n}, i=1, \ldots, m$, and $2^{m}$ matrices $Q_{l, i}^{R, \eta} \in \mathcal{S}^{(k+l-1)^{m-i+1}(k+l)^{i-1} n}, i=1, \ldots, m, \eta \in\{-1,1\}^{m}$ such that the system (10) of $\left(2^{m}+1\right)$ LMIs obtained for all $\eta$ in $\{-1,1\}^{m}$ is fulfilled, where $R_{k+l}=R_{k+l}\left(P_{l}, N_{l}\right)$ has the same meaning than in Theorem 1 and $\hat{P}_{k+l, i} \in \mathcal{S}^{(k+l)^{m} n}$ is a coefficient matrix of the map $\left.z \mapsto \frac{\partial P(\varphi(\sigma))}{\partial \sigma_{i}}\right|_{\sigma=\frac{z+z}{2}}$.

$$
\begin{align*}
& 0_{l^{m} n}<P_{l}+\sum_{i=1}^{m}\left(\hat{J}_{1, l-1}^{(m-i+1) \otimes} \otimes I_{l^{i-1} n}\right)^{T} Q_{l, i}^{P}\left(\hat{J}_{1, l-1}^{(m-i+1) \otimes} \otimes I_{l^{i-1} n}\right) \\
& -\sum_{i=1}^{m}\left(\hat{J}_{1, l-1}^{(m-i) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{i-1} n}\right)^{T} Q_{l, i}^{P}\left(\hat{J}_{1, l-1}^{(m-i) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{i-1} n}\right),  \tag{10a}\\
& 0_{(k+l)^{m} n}>R_{k+l}+\sum_{i=1}^{m} \eta_{i} \bar{\varrho}_{i} \hat{P}_{k+l, i} \\
& \quad+\sum_{i=1}^{m}\left(\hat{J}_{1, k+l-1}^{(m-i+1) \otimes} \otimes I_{(k+l)^{i-1} n}\right)^{T} Q_{l, i}^{R, \eta}\left(\hat{J}_{1, k+l-1}^{(m-i+1) \otimes} \otimes I_{(k+l)^{i-1} n}\right) \\
& -\sum_{i=1}^{m}\left(\hat{J}_{1, k+l-1}^{(m-i) \otimes} \otimes \check{J}_{1, k+l-1} \otimes I_{(k+l)^{i-1} n}\right)^{T} Q_{l, i}^{R, \eta}\left(\hat{J}_{1, k+l-1}^{(m-i) \otimes} \otimes \check{J}_{1, k+l-1} \otimes I_{(k+l)^{i-1} n}\right), \tag{10b}
\end{align*}
$$

Moreover,

- given a solution of LMI (10), for $P(z), N(z)$ having coefficient matrices $P_{l}, N_{l}, P(\varphi(\sigma)), N(\varphi(\sigma))$ fulfil Property II, and, for any absolutely continuous $\sigma$ such that $\sigma(t) \in[-1 ;+1]^{m}, \dot{\sigma}(t) \in \prod_{i=1}^{m}\left[-\bar{\varrho}_{i} ;+\bar{\varrho}_{i}\right]$ almost everywhere,

$$
K(\sigma(t)) \stackrel{\text { def }}{=} N(\varphi(\sigma(t))) P(\varphi(\sigma(t)))^{-1}
$$

is a stabilizing gain, rational in $\sigma(t)$;

- if LMI (10) is solvable for the value $l$ of the index, then it is also solvable for any larger value.

The LMIs in Theorems 1 and 2 differ only by the presence of the terms in $\hat{P}_{k+l, i}$ in (10b). The latter correspond to the derivative terms $\frac{\partial P(\sigma)}{\partial \sigma_{i}}$ appearing in the inequality in Property II. See Appendix for details on the computations.

## 6 Elements of Demonstration

We only give here indications for proving Theorems 1 and 2. Application of the same techniques may be found in $[3,1]$, under more detailed form.

### 6.1 Sketch of Proof of Theorem 1

1. The equivalence between (i) and (ii), i.e. the fact that $P, N$ in Property I may be supposed polynomial without loss of generality, is consequence of a result on existence of polynomial solutions for LMIs depending continuously upon parameters lying in a compact set, see [2].
2. Take now (ii) as departure: there exists $(P, N) \in \mathcal{S}_{M}^{n}[z, \bar{z}] \times \mathbb{R}_{M}^{p \times n}[z, \bar{z}]$, with coefficient matrices $P_{l} \in \mathcal{S}^{l^{m} n} \cap \mathbb{R}_{M}^{n \times n, l^{m}}, N_{l} \in \mathbb{R}_{M}^{p \times n, l^{m}}$ for a certain integer $l$, such that, $\forall z \in(\partial \mathbb{D})^{m},\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)^{*} P_{l}\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)>0_{n}$ and $\left(z_{m}^{[k+l]} \otimes \cdots \otimes z_{1}^{[k+l]} \otimes I_{n}\right)^{*} R_{k+l}\left(z_{m}^{[k+l]} \otimes \cdots \otimes z_{1}^{[k+l]} \otimes I_{n}\right)<0_{n}$, for $R_{k+l}\left(P_{l}, N_{l}\right)$ defined as in the statement. The proof consists in achieving joint reduction of these two inequalities to the LMIs in (8). For simplicity, we expose this procedure for one inequality only, the first one. For $i=0, \ldots, m$, denote $\left(\mathcal{P}_{i}\right)$ the property: $\exists l \in \mathbb{N}, \exists Q_{l, 1}^{P} \in \mathcal{H}^{(l-1)^{m} n}, \ldots, \exists Q_{l, i}^{P} \in \mathcal{H}^{(l-1)^{m-i+1} l^{i-1} n}$, $\forall\left(z_{i+1}, \ldots, z_{m}\right) \in(\partial \mathbb{D})^{m-i}$ such that (11) holds:

$$
\begin{gather*}
\left(z_{m}^{[l]} \otimes \cdots \otimes z_{i+1}^{[l]} \otimes I_{l^{i} n}\right)^{*}\left[P_{l}+\sum_{j=1}^{i}\left(\hat{J}_{1, l-1}^{(m-j+1) \otimes} \otimes I_{l^{j-1} n}\right)^{T} Q_{l, j}^{P}\left(\hat{J}_{1, l-1}^{(m-j+1) \otimes} \otimes I_{l^{j-1} n}\right)\right. \\
\left.-\sum_{j=1}^{i}\left(\hat{J}_{1, l-1}^{(m-j) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{j-1} n}\right)^{T} Q_{l, j}^{P}\left(\hat{J}_{1, l-1}^{(m-j) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{j-1} n}\right)\right] \\
\times\left(z_{m}^{[l]} \otimes \cdots \otimes z_{i+1}^{[l]} \otimes I_{l^{i} n}\right)>0_{l^{i} n} \tag{11}
\end{gather*}
$$

Property $\left(\mathcal{P}_{0}\right)$ is the part of (ii) devoted to $P$, whereas $\left(\mathcal{P}_{m}\right)$ is just (8a). We indicate in the remaining, how to establish that $\left(\mathcal{P}_{i}\right) \Leftrightarrow\left(\mathcal{P}_{i+1}\right)$ for any $i=0, \ldots, m-1$.

Remark that

$$
\left(z_{m}^{[l]} \otimes \cdots \otimes z_{i+1}^{[l]} \otimes I_{l^{i} n}\right)=\left(z_{m}^{[l]} \otimes \cdots \otimes z_{i+2}^{[l]} \otimes I_{l^{i+1} n}\right)\left(z_{i+1}^{[l]} \otimes I_{l^{i} n}\right)
$$

and

$$
\left(z_{i+1}^{[l]} \otimes I_{l^{i} n}\right)=\binom{I_{l^{i} n}}{z_{i+1}\left(I_{(l-1) l^{i} n}-z_{i+1}\left(F_{l-1} \otimes I_{l^{i} n}\right)\right)^{-1}\left(f_{l-1} \otimes I_{l^{i} n}\right)}
$$

with

$$
F_{l} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
0_{1 \times(l-1)} & 0 \\
I_{l-1} & 0_{(l-1) \times 1}
\end{array}\right), \quad f_{l} \stackrel{\text { def }}{=}\binom{1}{0_{(l-1) \times 1}} .
$$

Applying discrete-time Kalman-Yakubovich-Popov lemma (see [13, 11] and the statement in the complex case for the continuous-time case in [6, Theorem 1.11.1 and Remark 1.11.1]) yields equivalence of ( $\mathcal{P}_{i}$ ) with: $\exists l \in \mathbb{N}, \exists Q_{l, 1}^{P} \in \mathcal{H}^{(l-1)^{m} n}, \ldots, \exists Q_{l, i}^{P} \in \mathcal{H}^{(l-1)^{m-i+1} l^{i-1} n}, \forall\left(z_{i+2}, \ldots, z_{m}\right) \in$ $(\partial \mathbb{D})^{m-i-1}, \exists \tilde{Q}_{l, i+1}^{P}\left(z_{i+2}, \ldots, z_{m}\right) \in \mathcal{H}^{(l-1) l^{i} n}$ such that:

$$
\begin{align*}
& 0_{l^{i+1} n}<\left(z_{m}^{[l]} \otimes \cdots \otimes z_{i+2}^{[l]} \otimes I_{l^{i+1} n}\right)^{*}\left[P_{l}\right. \\
& \\
& +\quad \sum_{j=1}^{i}\left(\hat{J}_{1, l-1}^{(m-j+1) \otimes} \otimes I_{l^{j-1} n}\right)^{T} Q_{l, j}^{P}\left(\hat{J}_{1, l-1}^{(m-j+1) \otimes} \otimes I_{l^{j-1} n}\right) \\
& \left.-\sum_{j=1}^{i}\left(\hat{J}_{1, l-1}^{(m-j) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{j-1} n}\right)^{T} Q_{l, j}^{P}\left(\hat{J}_{1, l-1}^{(m-j) \otimes} \otimes \check{J}_{1, l-1} \otimes I_{l^{j-1} n}\right)\right] \\
&  \tag{12}\\
& \quad \times\left(z_{m}^{[l]} \otimes \cdots \otimes z_{i+2}^{[l]} \otimes I_{l^{i+1} n}\right) \\
& +\left(\hat{J}_{1, l-1} \otimes I_{l^{i} n}\right)^{T} \tilde{Q}_{l, i+1}^{P}\left(\hat{J}_{1, l-1} \otimes I_{l^{i} n}\right)-\left(\check{J}_{1, l-1} \otimes I_{l^{i} n}\right)^{T} \tilde{Q}_{l, i+1}^{P}\left(\check{J}_{1, l-1} \otimes I_{l^{i} n}\right) .
\end{align*}
$$

3. Using again the result in [2], $\tilde{Q}_{l, i+1}^{P}\left(z_{i+2}, \ldots, z_{m}\right)$, solution of a LMI with parameter in $(\partial \mathbb{D})^{m-i-1}$, may be chosen polynomial in its variables and their conjugates. Let $\tilde{l}-2$ be its degree. If $\tilde{l} \leq l$, then $\tilde{Q}_{l, i+1}^{P}\left(z_{i+2}, \ldots, z_{m}\right)=$ $\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i+2}^{[l-1]} \otimes I_{(l-1) l^{i} n}\right)^{*} Q_{l, i+1}^{P}\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i+2}^{[l-1]} \otimes I_{(l-1) l^{i} n}\right)$, for a coefficient matrix $Q_{l, i+1}^{P} \in \mathcal{H}^{(l-1)^{m-i} l^{i} n}$. If $\tilde{l}>l$, it may be shown that, up to an increase of $l$, the degree may be supposed the same, so same formula holds (see $[3,1]$ for similar arguments).

At this point, the last two terms in inequality (12) have been transformed in:

$$
\begin{aligned}
& \left(\hat{J}_{1, l-1} \otimes I_{l^{i} n}\right)^{T}\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i+2}^{[l-1]} \otimes I_{(l-1) l^{i} n}\right)^{*} Q_{l, i+1}^{P} \\
& \quad \times\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i+2}^{[l-1]} \otimes I_{(l-1) l^{i} n}\right)\left(\hat{J}_{1, l-1} \otimes I_{l^{i} n}\right) \\
& -\left(\check{J}_{1, l-1} \otimes I_{l^{i} n}\right)^{T}\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i+2}^{[l-1]} \otimes I_{(l-1) l^{i} n}\right)^{*} Q_{l, i+1}^{P} \\
& \quad \times\left(z_{m}^{[l-1]} \otimes \cdots \otimes z_{i+2}^{[l-1]} \otimes I_{(l-1) l^{i} n}\right)\left(\check{J}_{1, l-1} \otimes I_{l^{i} n}\right)
\end{aligned}
$$

for a certain matrix $Q_{l, i+1}^{P} \in \mathcal{H}^{(l-1)^{m-i} l^{i} n}$.
4. Some matrix intervertions in the last two terms of the previous formula finally yields equivalence between $\left(\mathcal{P}_{i}\right)$ and $\left(\mathcal{P}_{i+1}\right)$.
5. The assertion that solvability of (8) for index $l$ implies the same property for every larger index, is proved using the same techniques than the one evoked (but not displayed) in point 3., to increase the size of the solution.
6. Last, the same argument is applied to (8b), with detail variations. Application to (8a) and (8b) has to be done together, because of the coupling term $P_{l}$. Due to the fact that solvability of (8a), resp. (8b), for a value $l$ of the index implies solvability for every larger value, taking a value for which both inequalities are solvable yields equivalence of (ii) and (iii).

### 6.2 Sketch of Proof of Theorem 2

The demonstration is copied from the demonstration of the previous Theorem. Due to the affine dependence upon the $\varrho_{i}$ in Property II, it is enough to consider only the extremal values $\pm \bar{\varrho}_{i}$. It is hence required that: $\exists l \in$ $\mathbb{N}, \exists P_{l} \in \mathcal{S}^{l^{m} n}, \exists N_{l} \in \mathbb{R}_{M}^{p \times n, l^{m}}, \forall \eta \in\{-1,1\}^{m}, \forall z \in(\partial \mathbb{D})^{m},\left(z_{m}^{[l]} \otimes\right.$ $\left.\cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)^{*} P_{l}\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)<0_{n}$ and $\left(z_{m}^{[k+l]} \otimes \cdots \otimes z_{1}^{[k+l]} \otimes\right.$ $\left.I_{n}\right)^{*}\left(R_{k+l}+\sum_{i=1}^{m} \eta_{i} \bar{\varrho}_{i} \hat{P}_{k+l, i}\right)\left(z_{m}^{[k+l]} \otimes \cdots \otimes z_{1}^{[k+l]} \otimes I_{n}\right)<0_{n}$.

The argument then essentially follows the proof of Theorem 1. One has to check carefully that the process of increase of the degree (point 3. in Sect. 6.1) still works.

## A Appendix on Polynomial Matrices

We give here details on the computations necessary for systematic use of Theorems 1 and 2. It is explained in Sects. A. 1 and A. 2 how to compute $R_{k+l}\left(P_{l}, N_{l}\right)$, that is how to determine the coefficient matrices of the terms in (9). Then in Sect. A. 3 are provided formulas for explicit computation of $K(\sigma)$ as a function of $\sigma$, that is of $P(\varphi(\sigma))$ and $N(\varphi(\sigma))$ for $P(z), N(z)$ defined by their coefficient matrix $P_{l}, N_{l}$. Last, the computation of the term $\hat{P}_{k+l, i}$ in (10) is explained in Sect. A.4.

We first extend the notations defined in (5). For $l, l^{\prime} \in \mathbb{N}, l \leq l^{\prime}, \alpha=$ $0,1, \ldots, l^{\prime}$, define $J_{\alpha, l, l^{\prime}} \in \mathbb{R}^{l \times\left(l+l^{\prime}\right)}$ by:

$$
J_{\alpha, l, l^{\prime}} \stackrel{\text { def }}{=}\left(0_{l \times \alpha} I_{l} 0_{l \times\left(l^{\prime}-\alpha\right)}\right) .
$$

Then $\hat{J}_{l^{\prime}, l}=J_{0, l, l^{\prime}}, \check{J}_{l^{\prime}, l}=J_{l^{\prime}, l, l^{\prime}}$, and $v^{\alpha} v^{[l]}=J_{\alpha, l, l^{\prime}} v^{\left[l+l^{\prime}\right]}$.

## A. 1 Representation of Polynomial Matrices

A rather natural representation for a matrix-valued polynomial $M: \mathbb{R}^{m} \rightarrow$ $\mathbb{R}^{p \times n}$ (such as $A(\sigma)$ and $B(\sigma)$ ) of degree $l-1$ is

$$
\begin{equation*}
M(\sigma)=\tilde{M}_{l}\left(\sigma_{m}^{[l]} \otimes \cdots \otimes \sigma_{1}^{[l]} \otimes I_{n}\right) \tag{13}
\end{equation*}
$$

for a certain, uniquely defined, matrix $\tilde{M}_{l} \in \mathbb{R}^{p \times l^{m} n}$. From this, one should be able to deduce the coefficient matrix of the map $M\left(\frac{z+\bar{z}}{2}\right)$, in order to apply Theorems 1 and 2. The effect of the corresponding change of variable (4) is summarized by Lemma 1 .

Lemma 1. Let $\tilde{M}_{l} \in \mathbb{R}^{p \times l^{m} n}$, then $\tilde{M}_{l}\left(\left(\frac{z_{m}+\bar{z}_{m}}{2}\right)^{[l]} \otimes \cdots \otimes\left(\frac{z_{1}+\bar{z}_{1}}{2}\right)^{[l]} \otimes I_{n}\right)=$ $\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{p}\right)^{*} M_{l}\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)$, where the matrix $M_{l} \in$ $\mathbb{R}_{M}^{p \times n, l^{m}}$ is given by the formula $M_{l} \stackrel{\text { def }}{=} \sum_{0 \leq \alpha_{i} \leq l-1}\left(J_{\alpha_{m}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}, 1, l-1} \otimes\right.$ $\left.I_{p}\right)^{T} \tilde{M}_{l}\left(K_{l, \alpha_{m}} \otimes \cdots \otimes K_{l, \alpha_{1}} \otimes I_{n}\right)$, in which, by definition, the $i$-th line of the matrix $K_{l, \alpha} \in \mathbb{R}^{l \times l}$ is equal to $2^{-i+1}\left(C_{i-1}^{i-1} C_{i-1}^{i-2} \ldots C_{i-1}^{0} 0 \ldots 0\right)$, $C_{i}^{\alpha} \stackrel{\text { def }}{=} \frac{i!}{\alpha!(i-\alpha)!}$.

Proof. $K_{l, \alpha}$ defined in the statement is such that $\forall v \in \mathbb{C},\left(\frac{v+\bar{v}}{2}\right)^{[l]}=$ $\sum_{\alpha=0}^{l-1} \bar{v}^{\alpha} K_{l, \alpha} v^{[l]}$. Thus,

$$
\begin{aligned}
& \tilde{M}_{l}\left(\left(\frac{z_{m}+\bar{z}_{m}}{2}\right)^{[l]} \otimes \cdots \otimes\left(\frac{z_{1}+\bar{z}_{1}}{2}\right)^{[l]} \otimes I_{n}\right) \\
& \quad=\sum_{0 \leq \alpha_{i} \leq l-1} \bar{z}_{1}^{\alpha_{1}} \cdots \bar{z}_{m}^{\alpha_{m}} \tilde{M}_{l}\left(K_{l, \alpha_{m}} \otimes \cdots \otimes K_{l, \alpha_{1}}\right)\left(z_{m}^{[l]} \otimes \cdots \otimes z_{1}^{[l]} \otimes I_{n}\right)
\end{aligned}
$$

The conclusion then follows from the fact that $\forall v \in \mathbb{C}, v^{\alpha}=v^{\alpha} v^{[1]}=$ $J_{\alpha, 1, l-1} v^{[l]}$, so $v^{\alpha *}=v^{[l] *} J_{\alpha, 1, l-1}^{T}$.

## A. 2 Products of Polynomial Matrices

Solving the LMIs in Theorems 1 and 2 necessitates to be able to express the coefficient matrix $R_{k+l}$ of $R(z)$ defined in (9), given the coefficient matrices $P_{l}, N_{l}$ of $P(z), N(z)$. This in turn necessitates to express the coefficient matrix of a product of matrix-valued polynomials, as function of the coefficient matrices of the factors. This is the goal of Lemma 2.

Lemma 2. Let $l, l^{\prime} \in \mathbb{N}$, and $M(z), M^{\prime}(z)$ with coefficient matrices $M_{l} \in$ $\mathbb{R}^{l^{m} p \times l^{m} n}, M_{l^{\prime}}^{\prime} \in \mathbb{R}^{l^{\prime m} n \times l^{\prime m} q}$. Then, $M^{\prime \prime}(z)$ has coefficient matrix $M_{l^{\prime \prime}}^{\prime \prime}$, where $l^{\prime \prime}=l+l^{\prime}-1$ and $M_{l^{\prime \prime}}^{\prime \prime} \stackrel{\text { def }}{=} \sum_{0 \leq \alpha_{i} \leq l-1,0 \leq \alpha_{i}^{\prime} \leq l^{\prime}-1}\left(J_{\alpha_{m}^{\prime}, l, l^{\prime}-1} \otimes \cdots \otimes\right.$ $\left.J_{\alpha_{1}^{\prime}, l, l^{\prime}-1} \otimes I_{p}\right)^{T} M_{l}\left(J_{\alpha_{m}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}, 1, l-1} \otimes I_{n}\right)^{T}\left(J_{\alpha_{m}^{\prime}, 1, l^{\prime}-1} \otimes \cdots \otimes J_{\alpha_{1}^{\prime}, 1, l^{\prime}-1} \otimes\right.$ $\left.I_{n}\right) M_{l^{\prime}}^{\prime}\left(J_{\alpha_{m}, l^{\prime}, l-1} \otimes \cdots \otimes J_{\alpha_{1}, l^{\prime}, l-1} \otimes I_{q}\right)$.

Proof. One has, $\forall v \in \mathbb{C}$,

$$
v^{[l]}=\sum_{\alpha=0}^{l-1} v^{\alpha} J_{\alpha, 1, l-1}^{T}, \quad v^{[l]} v^{\left[l^{\prime}\right] *}=\sum_{\substack{0 \leq \alpha \leq l-1, 0 \leq \alpha^{\prime} \leq l^{\prime}-1}} v^{\alpha} \bar{v}^{\alpha^{\prime}} J_{\alpha, 1, l-1}^{T} J_{\alpha^{\prime}, 1, l^{\prime}-1}
$$

and the proof is achieved by using the fact that $v^{\alpha} v^{\left[l^{\prime}\right]}=J_{\alpha, l^{\prime}, l-1} v^{\left[l+l^{\prime}-1\right]}$, $\bar{v}^{\alpha^{\prime}} v^{[l] *}=v^{\left[l+l^{\prime}-1\right] *} J_{\alpha^{\prime}, l, l^{\prime}-1}^{T}$.

## A. 3 Formulas Attached to the Inversion of the $\operatorname{Map} \varphi$

Once the LMI (8) or (10) has been solved successfully (for a given $l$ ), one has to express explicitly $P(\varphi(\sigma))$ and $N(\varphi(\sigma))$ to obtain the gain $K(\sigma)=N(\varphi(\sigma))^{-1} P(\varphi(\sigma))$, departing from the coefficient matrices $P_{l}, N_{l}$ of $P(z), N(z)$. This is done with the help of the following result.

Lemma 3. Let $N(z) \in \mathbb{R}_{M}^{p \times n}[z, \bar{z}]$ with coefficient matrix $N_{l} \in \mathbb{R}_{M}^{p \times n, l^{m}}$. Then,

$$
\begin{aligned}
& N(\varphi(\sigma))=\sum_{\substack{0 \leq \alpha_{i}, \alpha_{i}^{\prime} \leq l-1 \\
i=1, \ldots, m}} p_{\alpha_{1}-\alpha_{1}^{\prime}}\left(\sigma_{1}\right) \ldots p_{\alpha_{m}-\alpha_{m}^{\prime}}\left(\sigma_{m}\right) \\
& \times\left(J_{\alpha_{m}^{\prime}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}^{\prime}, 1, l-1} \otimes I_{p}\right) N_{l}\left(J_{\alpha_{m}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}, 1, l-1} \otimes I_{n}\right)^{T}
\end{aligned}
$$

where by definition, the polynomials $p_{\alpha}$ are such that, for any $\phi \in \mathbb{R}$, $\cos (\alpha \phi)=p_{\alpha}(\cos \phi)$.

The coefficients of the $p_{\alpha}$ are easily found, allowing effective use of the previous result. For example, $\cos 2 \phi=2 \cos ^{2} \phi-1, \cos 3 \phi=4 \cos ^{3} \phi-3 \cos \phi$, so $p_{0}(\sigma)=$ $1, p_{1}(\sigma)=\sigma, p_{2}(\sigma)=2 \sigma^{2}-1, p_{3}(\sigma)=4 \sigma^{3}-3 \sigma$, and so on.

Forming, from the maps $p_{\alpha}$, the matrices $T_{l,|\alpha|} \in \mathbb{R}^{1 \times l}$ such that $\forall \alpha \in$ $\{-(l-1), \ldots, 0, \ldots, l-1\}, \forall \phi \in \mathbb{R}, \cos (\alpha \phi)=T_{l,|\alpha|}(\cos \phi)^{[l]}$, the formula in Lemma 3 writes under matrix form as in (13), with $\tilde{M}_{l}$ replaced by $\sum_{\substack{0 \leq \alpha_{i}, \alpha_{i}^{\prime} \leq l-1 \\ i=1}}\left(J_{\alpha_{m}^{\prime}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}^{\prime}, 1, l-1} \otimes I_{p}\right) N_{l}\left(J_{\alpha_{m}, 1, l-1}^{T} T_{l,\left|\alpha_{m}-\alpha_{m}^{\prime}\right|} \otimes \cdots \otimes\right.$ $\left.J_{\alpha_{1}, 1, l-1}^{T} T_{l,\left|\alpha_{1}-\alpha_{1}^{\prime}\right|} \otimes I_{n}\right)$.

Proof. As a direct consequence of the definition, $N(z)$ is equal to

$$
\begin{aligned}
\sum_{\substack{0 \leq \alpha_{i},,_{i}^{\prime} \leq l-1 \\
i=1, \ldots, m}} z_{1}^{\alpha_{1}} \bar{z}_{1}^{\alpha_{1}^{\prime}} \ldots z_{m}^{\alpha_{m}} \bar{z}_{m}^{\alpha_{m}^{\prime}}\left(J_{\alpha_{m}^{\prime}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}^{\prime}, 1, l-1} \otimes I_{p}\right) N_{l} & \\
& \times\left(J_{\alpha_{m}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}, 1, l-1} \otimes I_{n}\right)^{T}
\end{aligned}
$$

Taking into account the fact that $\left|z_{i}\right|=1, i=1, \ldots, m$ and that $N_{l} \in \mathbb{R}_{M}^{p \times n, l^{m}}$, the previous expression is equal to

$$
\begin{aligned}
& \sum_{\substack{0 \leq \alpha_{i}, \alpha_{i}^{\prime} \leq l-1, \alpha_{1}=\alpha_{1}^{\prime} \\
i=1, \ldots, m}} z_{2}^{\alpha_{2}} \bar{z}_{2}^{\alpha_{2}^{\prime}} \ldots z_{m}^{\alpha_{m}} \bar{z}_{m}^{\alpha_{m}^{\prime}}\left(J_{\alpha_{m}^{\prime}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}^{\prime}, 1, l-1} \otimes I_{p}\right) N_{l} \\
& \sum_{\substack{0 \leq \alpha_{i}, \alpha_{i}^{\prime} \leq l-1 \\
\alpha_{1}<\alpha_{1}^{\prime}, i=1, \ldots, m}}\left(z_{1}^{\alpha_{1}^{\prime}-\alpha_{1}}+\bar{z}_{1}^{\alpha_{1}^{\prime}-\alpha_{1}}\right) z_{2}^{\alpha_{2}} \bar{z}_{2}^{\alpha_{2}^{\prime}} \ldots z_{m}^{\alpha_{m}} \bar{z}_{m}^{\alpha_{m}^{\prime}}\left(J_{\alpha_{m}^{\prime}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}^{\prime}, 1, l-1} \otimes I_{p}\right) N_{l} \\
& \\
& \\
& \times\left(J_{\alpha_{m}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}, 1, l-1} \otimes I_{n}\right)^{T}
\end{aligned}
$$

Introducing the functions $p_{i}$ as defined in the statement, this is also equal to

$$
\begin{array}{r}
\sum_{\substack{0 \leq \alpha_{i}, \alpha_{i}^{\prime} \leq l-1 \\
i=1, \ldots, m}} p_{\alpha_{1}-\alpha_{1}^{\prime}}\left(\sigma_{1}\right) z_{2}^{\alpha_{2}} \bar{z}_{2}^{\alpha_{2}^{\prime}} \ldots z_{m}^{\alpha_{m}} \bar{z}_{m}^{\alpha_{m}^{\prime}}\left(J_{\alpha_{m}^{\prime}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}^{\prime}, 1, l-1} \otimes I_{p}\right) N_{l} \\
\\
\times\left(J_{\alpha_{m}, 1, l-1} \otimes \cdots \otimes J_{\alpha_{1}, 1, l-1} \otimes I_{n}\right)^{T}
\end{array}
$$

because $\sigma_{1}=\operatorname{Re} z_{1}$. The result follows by induction on $m$.

## A. 4 Differentiation of Polynomial Matrices

Lemma 4 below permits to express the coefficient matrix of the terms $\left.\frac{\partial P(\sigma)}{\partial \sigma_{i}}\right|_{\sigma=\frac{z+\bar{z}}{2}}$ in Property II as function of the coefficient matrix of $P(z)$. Notice that the formula therein provides directly the derivatives as a polynomial of degree $k+l-1$ (instead of $l-2$ ), ready to be added to the term $A(\sigma) P(\sigma)+P(\sigma) A(\sigma)^{T}+B(\sigma) N(\sigma)+N(\sigma)^{T} B(\sigma)^{T}$ in the matrix inequality in Property II, which has precisely the same degree.

Lemma 4. Let $M(\sigma) \stackrel{\text { def }}{=} M_{l}\left(\sigma_{m}^{[l]} \otimes \cdots \otimes \sigma_{1}^{[l]} \otimes I_{n}\right)$. Then, for any nonnegative integer $k, \frac{\partial M(\sigma)}{\partial \sigma_{i}}=\hat{M}_{k+l, i}\left(\sigma_{m}^{[k+l]} \otimes \cdots \otimes \sigma_{1}^{[k+l]} \otimes I_{n}\right)$, with $\hat{M}_{k+l, i} \stackrel{\text { def }}{=} M_{l}\left(\hat{J}_{k, l}^{(m-i) \otimes} \otimes\right.$ $\left.L_{l} \hat{J}_{k, l} \otimes \hat{J}_{k, l}^{(i-1) \otimes} \otimes I_{n}\right)$.

Proof. Indeed, $\frac{\partial M(\sigma)}{\partial \sigma_{i}}=M_{l}\left(\sigma_{m}^{[l]} \otimes \cdots \otimes \frac{\partial \sigma_{i}^{[l]}}{\partial \sigma_{i}} \otimes \sigma_{i-1}^{[l]} \otimes \cdots \otimes \sigma_{1}^{[l]} \otimes I_{n}\right)=$ $M_{l}\left(I_{l}^{(m-i) \otimes} \otimes L_{l} \otimes I_{l}^{(i-1) \otimes} \otimes I_{n}\right)\left(\sigma_{m}^{[l]} \otimes \cdots \otimes \sigma_{1}^{[l]} \otimes I_{n}\right)=\hat{M}_{k+l, i}\left(\sigma_{m}^{[k+l]} \otimes \cdots \otimes\right.$ $\left.\sigma_{1}^{[k+l]} \otimes I_{n}\right)$.
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We consider the problem of minimizing a form on the standard simplex [equivalently, the problem of minimizing an even form on the unit sphere]. Two converging hierarchies of approximations for this problem can be constructed, that are based, respectively, on results by Schmüdgen-Putinar and by Pólya about representations of positive polynomials in terms of sums of squares. We show that the two approaches yield, in fact, the same approximations.

## 1 Introduction

### 1.1 Representations of positive forms on the simplex

We consider the problem of minimizing a form (i.e., homogeneous polynomial) $p$ of degree $d$ on the standard simplex; that is, the problem of computing

$$
\begin{equation*}
p_{\min }:=\min p(x) \text { s.t. } x \in \Delta:=\left\{x \in \mathbb{R}_{+}^{n} \mid \sum_{i=1}^{n} x_{i}=1\right\} . \tag{1}
\end{equation*}
$$

The polynomial

$$
\tilde{p}(x):=p\left(x_{1}^{2}, \ldots, x_{n}^{2}\right)
$$

is an even form of degree $2 d$ and problem (1) can be reformulated as the problem of minimizing $\tilde{p}$ on the unit sphere:

$$
\begin{equation*}
p_{\min }=\min \tilde{p}(x) \text { s.t. } x \in S:=\left\{x \in \mathbb{R}^{n} \mid \sum_{i=1}^{n} x_{i}^{2}=1\right\} . \tag{2}
\end{equation*}
$$

Equivalently, this is the problem of finding the maximum scalar $t$ for which

$$
\begin{equation*}
\tilde{p}(x)-t \geq 0 \forall x \in S ; \text { equivalently, } \tilde{p}(x)-t\|x\|^{2 d} \geq 0 \forall x \in \mathbb{R}^{n} \text {. } \tag{3}
\end{equation*}
$$

[^2]Here, $\|x\|^{2}=\sum_{i=1}^{n} x_{i}^{2}$. Hence, lower bounds for the optimum value can be obtained by replacing the condition (3) by some stronger conditions. Instances of such stronger conditions are given below, for any integer $r \geq 0$ :

$$
\begin{gather*}
\left(\tilde{p}(x)-t\|x\|^{2 d}\right)\|x\|^{2 r} \in \mathbb{R}_{e v}^{+}[X]  \tag{4}\\
\left(\tilde{p}(x)-t\|x\|^{2 d}\right)\|x\|^{2 r} \in \Sigma^{2}  \tag{5}\\
\tilde{p}(x)-t \in \mathbb{R}_{e v, 2(r+d)}^{+}[X]+\left(1-\|x\|^{2}\right) \mathbb{R}[X]  \tag{6}\\
\tilde{p}(x)-t \in \Sigma_{2(r+d)}^{2}+\left(1-\|x\|^{2}\right) \mathbb{R}[X] \tag{7}
\end{gather*}
$$

Here, $\mathbb{R}[X]$ denotes the set of polynomials in the $n$ variables $x_{1}, . ., x_{n}, \mathbb{R}_{e v}^{+}[X]$ is the set of even polynomials with nonnegative coefficients, $\Sigma^{2}$ is the set of polynomials that are sums of squares, and a subscript $2(r+d)$ indicates the bound $2(r+d)$ on the degree. (See section 1.2 for definitions and notation.)

Note that, in (4), one could replace $\mathbb{R}_{\text {ev }}^{+}[X]$ by $\mathbb{R}^{+}[X]$, since the polynomial is even by construction.

Condition (4) can be equivalently reformulated in terms of the initial polynomial $p$ as

$$
\begin{equation*}
\left(p(x)-t\left(\sum_{i=1}^{n} x_{i}\right)^{d}\right)\left(\sum_{i=1}^{n} x_{i}\right)^{r} \in \mathbb{R}^{+}[X] \tag{8}
\end{equation*}
$$

One can also reformulate condition (5) in terms of the original polynomial $p$, using the following result of Zuluaga et al. [16].

Proposition 1 (Zualaga et al. [16]). Let $p$ be a form of degree $d$ and $\tilde{p}(x):=$ $p\left(x_{1}^{2}, \ldots, x_{n}^{2}\right)$ the associated even form. Then,

$$
\tilde{p} \in \Sigma^{2} \Longleftrightarrow p(x)=\sum_{\substack{I \subseteq\{1, \ldots, n\} \\|I|=d \text { mod } 2 \\ \text { and } p_{I}}}\left(\prod_{i \in I} x_{i}\right) p_{I}, \text { where } p_{I} \in \Sigma^{2}
$$

The following implications obviously hold:

$$
(4) \Longrightarrow(5) \Longrightarrow(3), \quad(6) \Longrightarrow(7) \Longrightarrow(3)
$$

Each of the conditions (4)-(7) permits to formulate a hierarchy of lower bounds for $p_{\min }$ depending on $r$. For instance, the (linear) bound:

$$
\begin{equation*}
p_{L}^{(r)}:=\max t \text { s.t. (4) (or (8)) holds, } \tag{9}
\end{equation*}
$$

and the (semidefinite) bound:

$$
\begin{equation*}
p^{(r)}:=\max t \text { s.t. (5) holds. } \tag{10}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
p_{L}^{(r)} \leq p_{L}^{(r+1)}, p^{(r)} \leq p^{(r+1)}, p_{L}^{(r)} \leq p^{(r)} \leq p_{\min } \tag{11}
\end{equation*}
$$

Asymptotic convergence of the bounds $p_{L}^{(r)}$ to $p_{\min }$ as $r$ goes to infinity, follows from the following theorem of Pólya about representations of positive forms on the simplex.

Theorem 1 (Pólya [10]). Let $p$ be a form which is positive on the standard simplex $\Delta=\left\{x \in \mathbb{R}^{n} \mid \sum_{i} x_{i}=1\right\}$. Then there exists an $r \in \mathbb{N}$ such that

$$
p(x)\left(\sum_{i-1}^{n} x_{i}\right)^{r} \in \mathbb{R}^{+}[X] .
$$

Two other hierarchies of lower bounds can be defined analogously, using (6) and (7), and they satisfy the analogue of (11). Their asymptotic convergence to $p_{\text {min }}$ follows from the following theorem of Schmüdgen (or its refinement by Putinar) about representations of positive polynomials on compact semialgebraic sets.

Theorem 2. Let $F$ be a semi-algebraic set of the form:

$$
F=\left\{x \in \mathbb{R}^{n} \mid p_{1}(x) \geq 0, \ldots, p_{k}(x) \geq 0\right\}, \text { where } p_{1}, \ldots, p_{k} \in \mathbb{R}[X] .
$$

(i) (Schmüdgen [15]) If $F$ is compact, then every polynomial which is positive on $F$ belongs to $\sum_{I \subseteq\{1, \ldots, k\}}\left(\prod_{i \in I} p_{i}\right) \Sigma^{2}$.
(ii) (Putinar [13]) Assume that $F$ is compact and that there exists a polynomial $p_{0} \in \Sigma^{2}+p_{1} \Sigma^{2}+\ldots+p_{k} \Sigma^{2}$ for which the set $\left\{x \mid p_{0}(x) \geq 0\right\}$ is compact. Then every polynomial which is positive on $F$ belongs to $\Sigma^{2}+p_{1} \Sigma^{2}+\ldots+p_{k} \Sigma^{2}$.

Corollary 1. Every polynomial which is positive on the unit sphere belongs to $\Sigma^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X]$.

This idea of constructing hierarchies of bounds for optimization over semialgebraic sets, based on real algebraic results about representations of positive polynomials, has been explored by several authors.

In particular, Pólya's result led Parrilo [8, 9] to introduce hierarchies of conic relaxations for the cone of copositive matrices. These relaxations were used by De Klerk and Pasechnik [6] for approximating the stable set problem in graphs, and by Bomze and De Klerk [1] for constructing a PTAS for the
minimization of degree 2 forms on the simplex. Hierarchies of conic relaxations were introduced, more generally, for the cone of positive semidefinite forms, in particular, by Faybusovich [2] (who also gives estimations on the quality of the approximations) and by Zuluaga et al. [16]. These relaxations have been used in the recent paper by De Klerk, Laurent and Parrilo [5] for giving a PTAS for the minimization of a form of degree $d$ on the simplex.

On the other hand, Putinar's result led Lasserre [7] to define converging hierarchies of semidefinite bounds for the approximation of polynomials on (special) compact semi-algebraic sets.

The main contribution of this paper is to show that these two approaches, based on Pólya's and Schmüdgen-Putinar's theorems, are in fact equivalent, when applied to the problem of minimizing a form on the standard simplex (or, equivalently, minimizing an even form on the unit sphere). More precisely, we prove the following result in Section 2, showing that the assertions (4) and (6) (resp., (5) and (7)) are equivalent.

Theorem 3. Let $p$ be a form of degree $d$ and let $\tilde{p}(x):=p\left(x_{1}^{2}, \ldots, x_{n}^{2}\right)$ be the associated even form of degree $2 d$. For every integer $r \geq 0$, consider the linear bound $p_{L}^{(r)}$ (defined by (9)) and the semidefinite bound $p^{(r)}$ (defined by (10)) for the minimum value $p_{\min }$ of $p$ over the standard simplex. Then,

$$
\begin{gather*}
p_{L}^{(r)} \leq p^{(r)} \leq p_{\min }, \\
p_{L}^{(r)}=\max t \text { s.t. }\left(\tilde{p}(x)-t\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{d}\right)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r} \in \mathbb{R}^{+}[X]  \tag{12}\\
=\max t \text { s.t. } \tilde{p}(x)-t \in \mathbb{R}_{e v, 2(r+d)}^{+}[X]+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X], \\
p^{(r)}=\max t \quad \text { s.t. }\left(\tilde{p}(x)-t\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{d}\right)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r} \in \Sigma^{2}  \tag{13}\\
=\max t \quad \text { s.t. } \tilde{p}(x)-t \in \Sigma_{2(r+d)}^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X]
\end{gather*}
$$

We conclude with a 'negative result' in Section 3, concerning representations of polynomials positive on the unit sphere, namely

$$
q \in \Sigma^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \Sigma^{2} \Longleftrightarrow q \in \Sigma^{2}
$$

Compare this to the representation $p \in \Sigma^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X]$ in Corollary 1 that holds for any $p$ positive on the unit sphere.

### 1.2 Notation

The following notation will be used throughout the paper.
$\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$, also abbreviated as $\mathbb{R}[X]$, is the set of polynomials in $n$ variables. Write $p \in \mathbb{R}[X]$ as $\sum_{\alpha \in \mathbb{N}^{n}} p_{\alpha} x^{\alpha}$, where $x^{\alpha}:=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$. Then, $p_{\alpha} x^{\alpha}$ is a term of $p$ if $p_{\alpha} \neq 0 ;|\alpha|:=\sum_{i=1}^{n} \alpha_{i}$ is the degree of the term $p_{\alpha} x^{\alpha}$, and the degree of $p$ is the maximum degree of its terms. A polynomial $p$ is a form if all its terms have the same degree; $p$ is an even polynomial if $\alpha_{1}, \ldots, \alpha_{n}$ are even for every term $p_{\alpha} x^{\alpha}$ of $p$.
$\mathbb{R}_{d}[X]$ is the set of polynomials with degree $\leq d ; \mathbb{R}^{+}[X]$ is the set of polynomials with nonnegative coefficients: $p=\sum_{\alpha} p_{\alpha} x^{\alpha}$ with $p_{\alpha} \geq 0$ for all $\alpha ; \mathbb{R}_{e v}[X]$ is the set of even polynomials: $p=\sum_{\alpha} p_{\alpha} x^{2 \alpha}$. Moreover, $\mathbb{R}_{d}^{+}[X]:=$ $\mathbb{R}^{+}[X] \cap \mathbb{R}_{d}[X], \mathbb{R}_{\text {ev }}^{+}[X]:=\mathbb{R}^{+}[X] \cap \mathbb{R}_{e v}[X], \mathbb{R}_{e v, d}^{+}[X]:=\mathbb{R}_{e v}^{+}[X] \cap \mathbb{R}_{d}[X]$.
$\Sigma^{2}$ is the set of polynomials that can be written as a sum of squares of polynomials: $p=\sum_{\ell} f_{\ell}^{2}$ for some $f_{\ell} \in \mathbb{R}[X]$, and $\Sigma_{d}^{2}:=\Sigma^{2} \cap \mathbb{R}_{d}[X]$. Obviously, $\mathbb{R}_{e v}^{+}[X] \subseteq \Sigma^{2}$.

## 2 Pólya's and Putinar's Theorems Give the Same Bounds for Optimization on the Simplex

We prove here a slightly more general version of Theorem 3, which holds for forms of even degree. We begin with some preliminary results.

Proposition 2. Let $q$ be a form of even degree $2 d \geq 2$. The following assertions are equivalent:

$$
\begin{gather*}
q(x)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r} \in \mathcal{P}  \tag{14}\\
q \in \mathcal{P}+\left(1-\|x\|^{2}\right) \mathbb{R}[X] \tag{15}
\end{gather*}
$$

where $\mathcal{P}$ stands for $\mathbb{R}_{\text {ev,2(r+d)}}^{+}[X]$ or $\Sigma_{2(r+d)}^{2}$.

Proof. Suppose first that (14) holds. Then, the polynomial

$$
f(x):=q(x)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r}
$$

belongs to $\mathcal{P}$ and

$$
f(x)=q(x)\left(1-1+\sum_{i=1}^{n} x_{i}^{2}\right)^{r}=q(x)+\sum_{s=1}^{r}\binom{r}{s} q(x)\left(\sum_{i=1}^{n} x_{i}^{2}-1\right)^{s}
$$

which implies that

$$
q(x)=f(x)+\left(1-\|x\|^{2}\right) \sum_{s=1}^{r}\binom{r}{s} q(x)\left(\sum_{i=1}^{n} x_{i}^{2}-1\right)^{s-1}
$$

and, thus, (15) holds.
Suppose now that (15) holds; that is,

$$
q(x)=s(x)+\left(1-\|x\|^{2}\right) r(x)
$$

where $s \in \mathcal{P}$ and $r \in \mathbb{R}[X]$. Then, $q\left(\frac{x}{\|x\|}\right)=s\left(\frac{x}{\|x\|}\right)$ and, thus,

$$
\begin{equation*}
q(x)\|x\|^{2 r}=s\left(\frac{x}{\|x\|}\right)\|x\|^{2(r+d)} \text { for all } x \in \mathbb{R}^{n} \backslash\{0\} . \tag{16}
\end{equation*}
$$

In what follows, we show that

$$
f(x):=s\left(\frac{x}{\|x\|}\right)\|x\|^{2(r+d)}
$$

is a polynomial belonging to $\mathcal{P}$. This implies that the polynomial $q(x)\|x\|^{2 r}$ coincides with $f(x)$ (by continuity) and, thus, belongs to $\mathcal{P}$, which shows that (14) holds.

Suppose first that $\mathcal{P}=\mathbb{R}_{e v, 2(r+d)}^{+}[X]$. Then, $s(x)=\sum_{|\alpha| \leq r+d} s_{\alpha} x^{2 \alpha}$, with all $s_{\alpha} \geq 0$. Therefore, $f(x)=\sum_{|\alpha| \leq r+d} s_{\alpha} x^{2 \alpha}\|x\|^{2(r+d-|\alpha|)}$, which is an even polynomial with nonnegative coefficients and, thus, belongs to $\mathcal{P}$.

Suppose now that $\mathcal{P}=\Sigma_{2(r+d)}^{2}$. We begin with observing that one can assume that each term of $s$ has an even degree. To see it, write $s=s_{0}+$ $s_{1}$, where each term of $s_{0}$ (resp., of $s_{1}$ ) has even (resp., odd) degree. Then, $s_{0}(-x)=s_{0}(x)$ and $s_{1}(-x)=-s_{1}(x)$ for all $x$. As $q$ is a form of even degree, $q(-x)=q(x)$ for all $x$. In view of (16), this implies that $s(-x)=s(x)$ for all $x$ with $\|x\|=1$. Therefore, $s_{1}(x)=0$ and, thus, $s(x)=s_{0}(x)$ for all $x$ with $\|x\|=1$. Hence, one can replace $s$ by $s_{0}$ in the definition of $f$.

As $s \in \Sigma_{2(r+d)}^{2}$, write

$$
s=\sum_{\ell}\left(s_{\ell}\right)^{2}, s_{\ell}=u_{\ell}+v_{\ell}
$$

where $s_{\ell}$ are polynomials of degree $\leq r+d, u_{\ell}$ consists of the terms of $s_{\ell}$ whose degree has the same parity as $r+d$, and $v_{\ell}:=s_{\ell}-u_{\ell}$. Thus,

$$
s=\sum_{\ell}\left(u_{\ell}\right)^{2}+\left(v_{\ell}\right)^{2}+2 \sum_{\ell} u_{\ell} v_{\ell} .
$$

As each term of $s,\left(u_{\ell}\right)^{2}$, and $\left(v_{\ell}\right)^{2}$ has even degree, while each term of $u_{\ell} v_{\ell}$ has odd degree, we deduce that $\sum_{\ell} u_{\ell} v_{\ell}=0$, implying that $s=\sum_{\ell}\left(u_{\ell}\right)^{2}+\left(v_{\ell}\right)^{2}$. Therefore,
$f(x)=s\left(\frac{x}{\|x\|}\right)\|x\|^{2(r+d)}=\sum_{\ell}\left(u_{\ell}\left(\frac{x}{\|x\|}\right)\|x\|^{r+d}\right)^{2}+\left(v_{\ell}\left(\frac{x}{\|x\|}\right)\|x\|^{r+d}\right)^{2}$.
Observe now that $u_{\ell}\left(\frac{x}{\|x\|}\right)\|x\|^{r+d}=\varphi_{\ell}(x)$ and $v_{\ell}\left(\frac{x}{\|x\|}\right)\|x\|^{r+d}=\|x\| \psi_{\ell}(x)$ where $\varphi_{\ell}$ and $\psi_{\ell}$ are polynomials in $x$. Indeed, say, $u_{\ell}(x)=\sum_{\alpha} u_{\ell, \alpha} x^{\alpha}$. Then, $u_{\ell}\left(\frac{x}{\|x\|}\right)\|x\|^{r+d}$ is equal to $\sum_{\alpha} u_{\ell, \alpha} x^{\alpha}\|x\|^{r+d-|\alpha|}$, which is a polynomial in $x$ since all $r+d-|\alpha|$ are even integers. Analogously for $v_{\ell}$. This shows that

$$
f(x)=\sum_{\ell} \varphi_{\ell}(x)^{2}+\sum_{\ell} \psi_{\ell}(x)^{2}\left(\sum_{i=1}^{n} x_{i}^{2}\right)
$$

belongs to $\mathcal{P}$, thus concluding the proof.

Lemma 1. Let $q$ be a form of even degree $2 d$ and let $t$ be a real number. The following assertions are equivalent:

$$
\begin{gather*}
q(x)-t\|x\|^{2 d} \in \mathcal{P}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X]  \tag{17}\\
q(x)-t \in \mathcal{P}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X] \tag{18}
\end{gather*}
$$

where $\mathcal{P}$ stands for $\mathbb{R}_{\text {ev,2(r+d)}}^{+}[X]$ or $\Sigma_{2(r+d)}^{2}$.

Proof. If (17) holds, then $q(x)-t\|x\|^{2 d}=s+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) r$, where $s \in \mathcal{P}$ and $r \in \mathbb{R}[X]$. Therefore, $q(x)-t=s+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) r+t\left(\|x\|^{2 d}-1\right)$. Now, $\|x\|^{2 d}-1=\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{d}-1=\left(\sum_{i=1}^{n} x_{i}^{2}-1\right) u(x)$, for some polynomial $u$. Therefore, (18) holds.

Conversely, if (18) holds, then $q(x)-t=s+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) r$, where $s \in \mathcal{P}$ and $r \in \mathbb{R}[X]$. Then, $q(x)-t\|x\|^{2 d}=s+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) r-t\left(\|x\|^{2 d}-1\right)$ and, thus, (17) holds.

Theorem 4. Let $q$ be a form of even degree $2 d$, $q_{\text {min }}$ the minimum of $q(x)$ over the unit sphere, and $r \geq 0$ an integer. Then,

$$
\begin{gather*}
q_{L}^{(r)} \leq q^{(r)} \leq q_{\min }, \text { where } \\
q_{L}^{(r)}:=\max t \text { s.t. }\left(q(x)-t\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{d}\right)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r} \in \mathbb{R}_{e v}^{+}[X]  \tag{19}\\
=\max t \text { s.t. } q(x)-t \in \mathbb{R}_{e v, 2(r+d)}^{+}[X]+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X],
\end{gather*}
$$

$$
\begin{align*}
q^{(r)} & :=\max t \text { s.t. }\left(q(x)-t\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{d}\right)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r} \in \Sigma^{2}  \tag{20}\\
& =\max t \text { s.t. } q(x)-t \in \Sigma_{2(r+d)}^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X] .
\end{align*}
$$

Proof. Follows directly from Proposition 2 (applied to the form $q(x)-t\|x\|^{2 d}$ ) and from Lemma 1.

Therefore, Theorem 3 follows from Theorem 4 applied to the (even) form $q(x):=\tilde{p}(x)$.

We have formulated in Theorem 4 two bounds for the minimum of a form $q$ of even degree on the unit sphere: a linear bound $q_{L}^{(r)}$ and a semidefinite bound $q^{(r)}$ using, respectively, representations in terms of even polynomials and sums of squares of polynomials. At that point, one should point out that the hierarchy of linear bounds is interesting only when $q$ is an even form. Indeed, if the form $q$ is not even, then $q_{L}^{(r)}=-\infty$ for all $r \geq 0$; this follows from the following facts.

Lemma 2. A polynomial $p \in \mathbb{R}[X]$ is even if and only if

$$
\begin{equation*}
p\left(x_{1}, \ldots, x_{n}\right)=p\left(-x_{1}, x_{2}, \ldots, x_{n}\right)=\ldots=p\left(x_{1}, \ldots, x_{n-1},-x_{n}\right) \tag{21}
\end{equation*}
$$

Proof. Necessity is obvious. Conversely, assume that (21) holds; we show that $p$ is even. For this, let $p_{1}$ be the sum of the even terms of $p$ and set $q:=p-p_{1}$. Then, $q=\sum_{\alpha} q_{\alpha} x^{\alpha}$ where $\alpha$ has some odd component whenever $q_{\alpha} \neq 0$. As $p_{1}$ is an even form, it satisfies (21) and thus $q$ too satisfies (21). We show that $q=0$, which implies that $p=p_{1}$ is even. For this, write $q=q_{1}+q_{2}$, where $q_{1}:=\sum_{\alpha \mid \alpha_{1} \text { odd }} q_{\alpha} x^{\alpha}$. Then, $q(x)=q\left(-x_{1}, x_{2}, \ldots, x_{n}\right), q_{1}\left(-x_{1}, x_{2}, \ldots, x_{n}\right)=$ $-q_{1}(x), q_{2}\left(-x_{1}, x_{2}, \ldots, x_{n}\right)=q_{2}(x)$; hence,

$$
q_{1}(x)+q_{2}(x)=q_{1}\left(-x_{1}, x_{2}, \ldots, x_{n}\right)+q_{2}\left(-x_{1}, x_{2}, \ldots, x_{n}\right)=-q_{1}(x)+q_{2}(x),
$$

which implies that $q_{1}(x)=0$. From this follows that $q_{\alpha}=0$ whenever $\alpha_{1}$ is odd. The same reasoning applied to the other coordinates shows that all $q_{\alpha}$ are equal to 0 .

Corollary 2. Given $p \in \mathbb{R}[X]$, the polynomial $p(x)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r}$ is even for some $r \geq 0$ if and only if $p$ is even.

## 3 A Negative Result

Let us now turn to the question of existence of a stronger type of decomposition. Let $q$ be a form of even degree $2 d$ which is positive on the unit sphere.

Then, $q(x)>0$ for all $x \in \mathbb{R}^{n} \backslash\{0\}$. In particular, $q$ is positive on the unit ball $F:=\left\{x \in \mathbb{R}^{n} \mid 1-\sum_{i=1}^{n} x_{i}^{2} \geq 0\right\}$ except at the origin where it is zero. One may wonder whether an extension of Putinar's result might still hold, permitting to conclude that

$$
\begin{equation*}
q \in \Sigma^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \Sigma^{2} \tag{22}
\end{equation*}
$$

Scheiderer [14] has recently investigated such extensions of Putinar's result (see Corollary 3.17 in [14]).

Proposition 3 (Example 3.18 in [14]). Let $p \in \mathbb{R}[X]$ be a polynomial for which the level set

$$
K:=\left\{x \in \mathbb{R}^{n} \mid p(x) \geq 0\right\}
$$

is compact. Let $q \in \mathbb{R}[X]$ be nonnegative on $K$. Assume that the following conditions hold:

1. $q$ has only finitely many zeros in $K$, each lying in the interior of $K$.
2. the Hessian $\nabla^{2} q$ is positive definite at each of these zeroes.

Then $q \in \Sigma^{2}+p \Sigma^{2}$.

Unfortunately, in the case where $K$ is the unit ball and $q$ a positive semidefinite form of degree at least 4, this theorem does not apply (since the Hessian of $q$ is zero at the origin). In fact, one can show that in this case such a decomposition (22) exists only when $q$ itself is a sum of squares.

Proposition 4. Let q be a form of degree 2d. Then,

$$
q \in \Sigma^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \Sigma^{2} \Longleftrightarrow q \in \Sigma^{2}
$$

Proof. The 'if' part being trivial, we prove the 'only if' part. Assume that $q=f+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) g$, where $f, g \in \Sigma^{2}$; we show that $q \in \Sigma^{2}$. Write $f=\sum_{\ell} f_{\ell}^{2}$ and $g=\sum_{k} g_{k}^{2}$. Let $s \geq 0$ be the largest integer for which each term of $f_{\ell}, g_{k}$ has degree $\geq s$; that is, $f_{\ell}(x)=\sum_{|\alpha| \geq s} f_{\ell, \alpha} x^{\alpha}, g_{k}(x)=\sum_{|\alpha| \geq s} g_{k, \alpha} x^{\alpha}$ for all $\ell, k$ and at least one of the polynomials $f_{\ell}, g_{k}$ has a term of degree $s$. Define $f_{\ell}^{\prime}$ as the sum of the terms of degree $s$ in $f_{\ell}$ and $f_{\ell}^{\prime \prime}:=f_{\ell}-f_{\ell}^{\prime}$; then,

$$
f_{\ell}^{\prime}(x)=\sum_{|\alpha|=s} f_{\ell, \alpha} x^{\alpha}, f_{\ell}^{\prime \prime}(x)=\sum_{|\alpha| \geq s+1} f_{\ell, \alpha} x^{\alpha} .
$$

Analogously, define

$$
g_{k}^{\prime}(x):=\sum_{|\alpha|=s} g_{k, \alpha} x^{\alpha}, g_{k}^{\prime \prime}(x):=\sum_{|\alpha| \geq s+1} g_{k, \alpha} x^{\alpha} .
$$

We have that

$$
\begin{gathered}
q=q_{1}+q_{2}, \text { where } q_{1}:=\sum_{\ell}\left(f_{\ell}^{\prime}\right)^{2}+\sum_{k}\left(g_{k}^{\prime}\right)^{2}, \text { and } \\
q_{2}:=2 \sum_{\ell} f_{\ell}^{\prime} f_{\ell}^{\prime \prime}+2 \sum_{k} g_{k}^{\prime} g_{k}^{\prime \prime}+\sum_{\ell}\left(f_{\ell}^{\prime \prime}\right)^{2}+\sum_{k}\left(g_{k}^{\prime \prime}\right)^{2}-\left(\sum_{i=1}^{n} x_{i}^{2}\right) g .
\end{gathered}
$$

Therefore, $q_{1}$ is a (nonzero) form of degree $2 s$, while each term of $q_{2}$ has degree $\geq 2 s+1$. If $s \leq d-1$, then $q$ is a form of degree $2 d \geq 2 s+2$, which implies that $q_{1}=0$, a contradiction. Hence, $s \geq d$ and, in fact, $s=d$. From this follows that $q_{2}=0$ and, thus, $q=q_{1}$ is a sum of squares.

## 4 Conclusion

We conclude with some comments on the computational implications of Theorem 4 where we showed that

$$
\begin{aligned}
q^{(r)} & :=\max t \text { s.t. }\left(q(x)-t\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{d}\right)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{r} \in \Sigma^{2} \\
& =\max t \text { s.t. } q(x)-t \in \Sigma_{2(r+d)}^{2}+\left(1-\sum_{i=1}^{n} x_{i}^{2}\right) \mathbb{R}[X] .
\end{aligned}
$$

The first representation of $q^{(r)}$ corresponds to various relaxations introduced in the literature for different special cases of the problem

$$
\begin{equation*}
q_{\min }=\min q(x) \text { s.t. } x \in S:=\left\{x \in \mathbb{R}^{n} \mid \sum_{i=1}^{n} x_{i}^{2}=1\right\} \tag{23}
\end{equation*}
$$

by

1. De Klerk and Pasechnik [6] for obtaining the stability number of a graph;
2. Parrilo [9], Bomze and De Klerk [1], Faybusovich [2], and De Klerk, Laurent and Parrilo [5] for minimization of forms on the simplex.

The difficulty with these approaches up to now was that - once an exact relaxation was obtained - it was not clear how to extract a globally optimal solution of problem (23).

The second representation of $q^{(r)}$ in Theorem 4 corresponds exactly to the dual form of the SDP relaxation obtained by applying the general methodology introduced by Lasserre [7] to problem (23).

The approach of Lasserre [7] has now been implemented in the software package Gloptipoly [3] by Henrion and Lasserre.

The authors have also described sufficient conditions for the relaxation of order $r$ to be exact, and have implemented an algorithm for extracting an optimal solution if it is known that the relaxation of order $r$ is exact. The extraction procedure only involves linear algebra on the primal optimal solution of the relaxation; see [4] for details.

Theorem 4 therefore shows how to apply the solution extraction procedure implemented in Gloptipoly to the relaxations studied by De Klerk and Pasechnik [6], Parrilo [9], Bomze and De Klerk [1] and Faybusovich [2].
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## 1 Introduction

Consider an ideal $I:=\left\langle g_{1}, \ldots, g_{n}\right\rangle \subset \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ generated by polynomials $\left\{g_{i}\right\}_{i=1}^{n} \subset \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$. Let us call $\mathbf{G}:=\left\{g_{1}, \ldots, g_{n}\right\}$ a polynomial set and let a term ordering of monomials with $x_{1}<x_{2} \ldots<x_{n}$ be given.

We assume that the system of polynomials equations $\left\{g_{i}(x)=0, i=\right.$ $1, \ldots, n\}$ is in the following triangular form,

$$
\begin{equation*}
g_{i}(x)=p_{i}\left(x_{1}, \ldots, x_{i-1}\right) x_{i}^{r_{i}}+h_{i}\left(x_{1}, \ldots, x_{i}\right) \quad i=1, \ldots, n \tag{1}
\end{equation*}
$$

by which we mean the following :

- (i) $x_{i}$ is the main variable and $p_{i}\left(x_{1}, \ldots, x_{i-1}\right) x_{i}^{r_{i}}$ is the leading term of $g_{i}$.
- (ii) for every $i=2, \ldots, n$, every zero in $\mathbb{C}^{n}$ of the polynomial system $\mathbf{G}_{i-1}:=\left\{g_{1}, \ldots g_{i-1}\right\}$ is not a zero of the leading coefficient ini $\left(g_{i}\right):=$ $p_{i}\left(x_{1}, \ldots, x_{i-1}\right)$ of $g_{i}$.

The set $\mathbf{G}$ is called a triangular set. From (i)-(ii), it follows that $I$ is a zerodimensional ideal. Conversely, any zero-dimensional ideal can be represented by a finite union of specific triangular sets (see e.g. Aubry et al. [1], Lazard [10]). For various definitions (and results) related to triangular sets (e.g. due to Kalkbrener, Lazard, Wu ) the interested reader is referred to Lazard [10], Wang [6] and the many references therein; see also Aubry [2] and Maza [11] for a comparison of symbolic algorithms related to triangular sets.

For instance, there are symbolic algorithms that, given $I$ as input, generate a finite set of triangular systems in the specific form $g_{i}(x)=x_{i}-f_{i}\left(x_{1}\right)$ for all $i=2, \ldots, n$. Triangular sets in the latter form are particularly interesting to develop efficient symbolic algorithms for counting and computing real zeros of polynomials sets (see e.g. Becker and Wörmann [4] and the recent work of Rouillier [12]).

We here show that a triangular polynomial set $\mathbf{G}$ as in (1) has also several advantages from a numerical point of view. Indeed, it also permits to
define multivariate Newton sums, the multivariate analogue of Newton sums for univariate polynomials (which can be used for counting real zeros as in Gantmacher [7, Chap. 15, p. 200]). Namely, we show that:
(a) With a triangular system $\mathbf{G}$ as in (1) we may associate moment matrices $M_{p}(y)$ depending on the (known) multivariate Newton sums of $\mathbf{G}$ (to be defined later) and on an unknown vector $y$. The condition $M_{p}(y) \succeq 0$ for some specific $p=r_{0}$ (meaning $M_{p}(y)$ positive semidefinite) defines a unique solution $y^{*}$, the vector of all moments (up to order $2 p$ ) of a probability measure $\mu^{*}$ supported on all the zeros of $\mathbf{G}$ in $\mathbb{C}^{n}$. As a consequence, a polynomial of degree less than $2 p$ is in $\sqrt{I}$ if and only if its vector $f$ of coefficients satisfies the linear system of equations $M_{p}\left(y^{*}\right) f=0$.
(b) Moreover, given a set

$$
\mathbf{K}:=\left\{z \in \mathbb{C}^{n} \mid w_{j}\left(z_{1}, \ldots, z_{n}, \overline{z_{1}}, \ldots \overline{z_{n}}\right) \geq 0, j=1, \ldots m\right\} \subset \mathbb{C}^{n},
$$

defined by some polynomials $\left\{w_{i}\right\}$ in $\mathbb{C}[z, \bar{z}]$ (which can be viewed as a semialgebraic set in $\mathbb{R}^{2 n}$ ), one may also check whether the zero set of $\mathbf{G}$ is contained in $\mathbf{K}$ by solving a convex semidefinite program for which efficient software packages are now available. The necessary and sufficient conditions state that the system of LMI (Linear Matrix Inequalities)

$$
M_{r_{0}}(y) \succeq 0 ; \quad M_{r_{0}}\left(w_{i} y\right) \succeq 0 \quad i=1, \ldots, m
$$

for some appropriate moment matrix $M_{r_{0}}(y)$ and localizing matrices $M_{r_{0}}\left(w_{i} y\right)$ (depending on the Newton sums of $\mathbf{G}$ ) must have a solution, which is then unique, i.e. $y=y^{*}$ with $y^{*}$ as in (a). In fact, it suffices to solve the single inequality $M_{r_{0}}(y) \succeq 0$ which yields the unique solution $y^{*}$, and then check afterwards whether $M_{r_{0}}\left(w_{i} y^{*}\right) \succeq 0$, for all $i=1, \ldots, m$. For an introduction to semidefinite programming, the interested reader is referred to Vandenberghe and Boyd [14].

The basic technique that we use relies on a deep result of Curto and Fialkow [5] for the K-moment problem.

## 2 Notation, Definitions and Preliminary Results

Some of the material in this section is from Curto and Fialkow [5]. Let $\mathcal{P}_{r}$ be the space of polynomials in $\mathbb{C}\left[z_{1}, \ldots, z_{n}, \bar{z}_{1}, \ldots, \bar{z}_{n}\right]$ (in short $\mathbb{C}[z, \bar{z}]$ ) of degree at most $r \in \mathbb{N}$. Now, following notation as in Curto and Fialkow [5], a polynomial $\theta \in \mathbb{C}[z, \bar{z}]$ is written

$$
\theta(z, \bar{z})=\sum_{\alpha \beta} \theta_{\alpha \beta} \bar{z}^{\alpha} z^{\beta}=\sum_{\alpha, \beta} \theta_{\alpha \beta} \bar{z}_{1}^{\alpha_{1}} \cdots \bar{z}_{n}^{\alpha_{n}} z_{1}^{\beta_{1}} \cdots z_{n}^{\beta_{n}}
$$

in the usual basis of monomials (e.g. ordered lexicographically)

$$
\begin{equation*}
1, z_{1}, \ldots z_{n}, \bar{z}_{1}, \ldots, \overline{z_{n}}, z_{1}^{2}, z_{1} z_{2}, \ldots \tag{2}
\end{equation*}
$$

We here identify $\theta \in \mathbb{C}[z, \bar{z}]$ with its vector of coefficients $\theta:=\left\{\theta_{\alpha \beta}\right\}$ in the basis (2).

Given an infinite sequence $\left\{y_{\alpha \beta}\right\}$ indexed in the basis (2), we also define the linear functional on $\mathbb{C}[z, \bar{z}]$

$$
\theta \mapsto \Lambda(\theta):=\sum_{\alpha, \beta} \theta_{\alpha \beta} y_{\alpha \beta}=\sum_{\alpha, \beta} \theta_{\alpha \beta} y_{\alpha_{1}, \ldots, \alpha_{n}, \beta_{1}, \ldots, \beta_{n}}
$$

### 2.1 The Moment Matrix

Given $p \in \mathbb{N}$ and an infinite sequence $\left\{y_{\alpha \beta}\right\}$ let $M_{p}(y)$ be the unique square matrix such that

$$
\left\langle M_{p}(y) f, h\right\rangle=\Lambda(f \bar{h}) \quad \forall f, h \in \mathcal{P}_{p}
$$

(see e.g. Curto and Fialkow [5, p. 3]).
To fix ideas, in the two-dimensional case, the moment matrix $M_{1}(y)$ is given by

$$
M_{1}(y)=\left[\begin{array}{cccccc}
1 & y_{0010} & y_{0001} & y_{1000} & y_{0100} \\
y_{1000} & y_{1010} & y_{1001} & y_{2000} & y_{1100} \\
y_{0100} & y_{0110} & y_{0101} & y_{1100} & y_{0200} \\
y_{0010} & y_{0020} & y_{0011} & y_{1010} & y_{0110} \\
y_{0001} & y_{0011} & y_{0002} & y_{1001} & y_{0101}
\end{array}\right]
$$

Thus, the entry of the moment matrix $M_{p}(y)$ corresponding to column $\bar{z}^{\alpha} z^{\beta}$ and row $\bar{z}^{\eta} z^{\gamma}$ is $y_{\alpha+\gamma, \beta+\eta}$, and if $y$ is the moment vector of a measure $\mu$ on $\mathbb{C}^{n}$, then

$$
\begin{equation*}
\left\langle M_{p}(y) f, f\right\rangle=\Lambda\left(|f|^{2}\right)=\int|f|^{2} d \mu \geq 0 \quad \forall f \in \mathcal{P}_{p} \tag{3}
\end{equation*}
$$

which shows that $M_{p}(y)$ is positive semidefinite (denoted $M_{p}(y) \succeq 0$ ).

### 2.2 Localizing Matrices

Let $\left\{y_{\alpha \beta}\right\}$ be an infinite sequence and let $\theta \in \mathbb{C}[z, \bar{z}]$. Define the localizing matrix $M_{p}(\theta y)$ to be the unique square matrix such that

$$
\begin{equation*}
\left\langle M_{p}(\theta y) f, g\right\rangle=\Lambda(\theta f \bar{g}) \quad \forall f, g \in \mathcal{P}_{p} \tag{4}
\end{equation*}
$$

Thus, if $\theta(z, \bar{z})=\sum_{\alpha \beta} \theta_{\alpha \beta} \bar{z}^{\alpha} z^{\beta}$ and $M_{p}(y)(i, j)=y_{\gamma \eta}$ then

$$
\begin{equation*}
M_{p}(\theta y)(i, j)=\sum_{\alpha \beta} \theta_{\alpha \beta} y_{\alpha+\gamma, \beta+\eta} . \tag{5}
\end{equation*}
$$

For instance, with $z \mapsto \theta(z, \bar{z}):=1-\bar{z}_{1} z_{1}, M_{1}(\theta y)$ reads

$$
\left[\begin{array}{cccc}
1-y_{1010} & y_{0010}-y_{1020} & y_{0001}-y_{1011} & y_{1000}-y_{2010} \\
y_{0100}-y_{1110} \\
y_{1000}-y_{2010} & y_{1010}-y_{2020} & y_{1001}-y_{2011} & y_{2000}-y_{3021} \\
y_{1100}-y_{2110} \\
y_{0100}-y_{1110} & y_{0110}-y_{2020} & y_{0101}-y_{1111} & y_{1100}-y_{2110} \\
y_{0200}-y_{1210} \\
y_{0010}-y_{1020} & y_{0020}-y_{1030} & y_{0011}-y_{1021} & y_{1010}-y_{2020} \\
y_{0110}-y_{1120} \\
y_{0001}-y_{1011} & y_{0011}-y_{1021} & y_{0002}-y_{1012} & y_{1001}-y_{2011}
\end{array} y_{0101}-y_{1111}\right] .
$$

It follows that if $y$ is the moment vector of some measure $\mu$ on $\mathbb{C}^{n}$, supported on the set $\left\{z \in \mathbb{C}^{n} \mid \theta(z, \bar{z}) \geq 0\right\}$, we then have

$$
\begin{equation*}
\left\langle M_{p}(\theta y) f, f\right\rangle=\Lambda\left(\theta|f|^{2}\right)=\int \theta|f|^{2} d \mu \geq 0 \quad \forall f \in \mathcal{P}_{p} \tag{6}
\end{equation*}
$$

so that $M_{p}(\theta y) \succeq 0$.

### 2.3 Multivariate Newton Sums

With $x_{1}<x_{2}, \ldots<x_{n}$ and given a fixed term ordering of monomials, consider a triangular polynomial system $\mathbf{G}=\left\{g_{1}, \ldots, g_{n}\right\}$ as in (1), that is,

$$
\begin{equation*}
g_{i}(x)=p_{i}\left(x_{1}, \ldots x_{i-1}\right) x_{i}^{r_{i}}+h_{i}\left(x_{1}, \ldots, x_{i}\right)=0 \quad \forall i=1, \ldots n \tag{7}
\end{equation*}
$$

(with $p_{1} \in \mathbb{R}$ ), and the $p_{i}$ 's are such that for all $i=2,3, \ldots n$,

$$
\begin{equation*}
g_{k}(z)=0 \forall k=1, \ldots, i-1 \Rightarrow p_{i}(z) \neq 0 \tag{8}
\end{equation*}
$$

For each $i=1, \ldots, n, p_{i}\left(x_{1}, \ldots, x_{i-1}\right) x_{i}^{r_{i}}$ is the leading term of $g_{i}$. In the terminology used in e.g. Wang [6, Definitions 2.1], $\mathbf{G}$ is a triangular set.

In view of the assumption on the $g_{i}$ 's, it follows that $\mathbf{G}$ has exactly $s:=\prod_{i=1}^{n} r_{i}$ zeros $\{z(i)\}_{i=1}^{s}$ in $\mathbb{C}^{n}$ (counting their multiplicity) so that $I=\left\langle g_{1}, \ldots, g_{n}\right\rangle$ is a zero-dimensional ideal and the affine variety $V_{\mathbb{C}}(I) \subset \mathbb{C}^{n}$ is a finite set of cardinality $s_{\mathbf{G}} \leq s$.

For every $\alpha \in \mathbb{N}^{n}$ define $s_{\alpha}$ to be the real number

$$
\begin{equation*}
s_{\alpha}:=s^{-1} \sum_{i=1}^{s} z(i)^{\alpha}=\sum_{i=1}^{s} z_{1}^{\alpha_{1}} z_{2}^{\alpha_{2}} \cdots z_{n}^{\alpha_{n}}(i) \tag{9}
\end{equation*}
$$

which we call the (normalized) $\alpha$-Newton sum of $\mathbf{G}$ by analogy with the Newton sums of a univariate polynomial (see e.g. Gantmacher [7, p. 199]).

Remark 1 Note that the Newton sums $s_{\alpha}$ depend on $\mathbf{G}$ and not only on the zeros $\{z(i)\}$ because we take into account the possible multiplicities.

Proposition 1. Let the $g_{i}$ 's be as in (7)-(8) and $s_{\alpha}$ be as in (9). Then each $s_{\alpha}$ is a rational fraction in the coefficients of the $g_{i}$ 's and can be computed recursively.

For a proof see $\S 5.1$.

Example 2 Consider the elementary example with $\mathbf{G}:=\left\{x_{1}^{2}+1, x_{1} x_{2}^{2}+x_{2}+\right.$ $1\}$. Then, $s_{i 0}$ is just the usual (normalized) $i$-Newton sum of $x_{1} \mapsto x_{1}^{2}+1$. And for instance, it follows that $s_{01}=0, s_{02}=0$. Similarly, $s_{11}=-1 / 2, s_{21}=0$, $s_{22}=1 / 2$, etc $\ldots$

Interestingly, given a polynomial $t \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$, Rouillier [12, §3] also defines extended Newton sums of what he calls a multi-ensemble associated with a set of points of $\mathbb{C}^{n}$. He then uses these extended Newton sums to obtain a certain triangular representation of zero-dimensional ideals.

## 3 Main Result

In this section we assume that we are given a polynomial set $\mathbf{G}:=\left\{g_{1}, \ldots, g_{n}\right\}$ in the triangular form (7)-(8).

### 3.1 The Associated Moment Matrix

The idea in this section is to build up the moment matrices (defined in §2.1) associated with a particular measure $\mu^{*}$ on $\mathbb{C}^{n}$ whose support is on all the zeros of the polynomial set $\mathbf{G}$. That is, let $\{z(i)\}$ be the collection of $s:=\prod_{j=1}^{n} r_{j}$ zeros in $\mathbb{C}^{n}$ of $\mathbf{G}$ (counting their multiplicity) and let $\mu^{*}$ to be the probability measure on $\mathbb{C}^{n}$ defined by

$$
\begin{equation*}
\mu^{*}:=s^{-1} \sum_{i=1}^{s} \delta_{z(i)} \tag{10}
\end{equation*}
$$

where $\delta_{z}$ stands for the Dirac measure at the point $z \in \mathbb{C}^{n}$.
By definition of $\mu^{*}$, its moments $\int z^{\alpha} d \mu^{*}$ are just the normalized $\alpha$-Newton sums (9). Indeed,

$$
\begin{equation*}
s_{\alpha}:=\int z^{\alpha} d \mu^{*}=s^{-1} \sum_{i=1}^{s} z(i)^{\alpha} . \tag{11}
\end{equation*}
$$

If we write

$$
\begin{equation*}
y_{\alpha \beta}^{*}:=\int \bar{z}^{\alpha} z^{\beta} d \mu^{*} \quad \alpha, \beta \in \mathbb{N}^{n} \tag{12}
\end{equation*}
$$

we have

$$
\begin{equation*}
s_{\alpha}=y_{\alpha 0}^{*}=y_{0 \alpha}^{*} ; \quad y_{\alpha \beta}^{*}=y_{\beta \alpha}^{*} \quad \alpha, \beta \in \mathbb{N}^{n} . \tag{13}
\end{equation*}
$$

### 3.2 Construction of the Moment Matrix of $\mu^{*}$

With $\mu^{*}$ as in (10) let $\left\{s_{\alpha}, y_{\alpha \beta}^{*}\right\}$ defined in (11)-(12) be the infinite sequence of all its moments.

We then call $M_{p}\left(\mu^{*}\right)$ the moment matrix associated with $\mu^{*}$, that is, in $M_{p}(y)$ we replace the entries $y_{0 \alpha}$ or $y_{\alpha 0}$ by $s_{\alpha}$ and the other entries $y_{\alpha \beta}$ by $y_{\alpha \beta}^{*}$. By Proposition 1, the entries $s_{\alpha}$ are known and rational fractions of the coefficients of the polynomials $g_{i}$ 's. They can be computed numerically or symbolically. On the other hand, moments $y_{\alpha \beta}^{*}$ do not have a closed form expression in terms of the coefficients of polynomials $g_{i}$ 's.

Therefore, we next introduce a moment matrix $M_{p}\left(\mu^{*}, y\right)$ obtained from $M_{p}\left(\mu^{*}\right)$ by replacing the (unknown) entries $y_{\alpha \beta}^{*}$ by variables $y_{\alpha \beta}$ and look for conditions on this matrix $M_{p}\left(\mu^{*}, y\right)$ to be exactly $M_{p}\left(\mu^{*}\right)$. For instance, in the two dimensional case, the moment matrix $M_{1}\left(\mu^{*}, y\right)$ reads

$$
M_{1}\left(\mu^{*}, y\right)=\left[\begin{array}{ccccc}
1 & s_{10} & s_{01} & s_{10} & s_{01} \\
s_{10} & y_{1010} & y_{1001} & s_{20} & s_{11} \\
s_{01} & y_{0110} & y_{0101} & s_{11} & s_{02} \\
s_{10} & s_{20} & s_{11} & y_{1010} & y_{0110} \\
s_{01} & s_{11} & s_{02} & y_{1001} & y_{0101}
\end{array}\right]
$$

(with $s_{\alpha}=y_{\alpha 0}=y_{0 \alpha}$ ). Moreover, from the definition of $\mu^{*}$, we may impose $M_{p}\left(\mu^{*}, y\right)$ to be symmetric for all $p \in \mathbb{N}$, because $y_{\alpha \beta}^{*}=y_{\beta \alpha}^{*}$ for all $\alpha, \beta \in \mathbb{N}^{n}$ (see (13)).

As $\mathbf{G}$ is a triangular polynomial system in the form (7)-(8), $I=\left\langle g_{1}, \ldots, g_{n}\right\rangle$ is a zero-dimensional ideal. Therefore, let $H:=\left\{h_{1}, \ldots, h_{m}\right\}$ be a reduced Gröbner basis of $I$ with respect to (in short, w.r.t.) the term ordering already defined (e.g. the lexicographical ordering $x_{1}<x_{2} \cdots<x_{n}$ ). As $I$ is zerodimensional, for every $i=1, \ldots n$, we may label the first $n$ polynomials $h_{j}$ of $H$ in such a way that $x_{i}^{r_{i}^{\prime}}$ is the leading term of $h_{i}$ (see e.g. Adams and Loustaunau [3, Theor. 2.2.7]).

Proposition 2. Let $\mathbf{G}$ be the triangular polynomial system in (7)-(8) (with some term ordering), and let $H=\left\{h_{1}, \ldots, h_{m}\right\}$ be its reduced Gröbner basis (with $x_{i}^{r_{i}^{\prime}}$ the leading term of $h_{i}$ for all $i=1, \ldots n$ ).

Let $\mu^{*}$ be the probability measure defined in (10). For every $\alpha, \beta \in \mathbb{N}^{n}$ let

$$
\begin{equation*}
y_{\alpha \beta}^{*}:=\int \bar{z}^{\alpha} z^{\beta} d \mu^{*} \tag{14}
\end{equation*}
$$

Then, for every $\gamma, \eta \in \mathbb{N}^{n}, y_{\gamma \eta}^{*}$ is a linear combination of the $y_{\alpha \beta}^{*}$ 's with $\alpha_{i}, \beta_{i}<r_{i}^{\prime}$ for all $i=1, \ldots n$, that is,

$$
\begin{equation*}
y_{\eta \gamma}^{*}=\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) y_{\alpha \beta}^{*} \quad \alpha_{i}, \beta_{i}<r_{i}^{\prime} \quad \forall i=1, \ldots, n \tag{15}
\end{equation*}
$$

for some scalars $\left\{u_{\alpha \beta}(\eta, \gamma)\right\}$.

Proof. Let $H=\left\{h_{1}, \ldots, h_{m}\right\}$ be the reduced Gröbner basis of $I$ w.r.t. the term ordering, with $x_{i}^{r_{i}^{\prime}}$ the leading term of $h_{i}$ for all $i=1, \ldots n \leq m$.

For $\eta, \gamma \in \mathbb{N}^{n}$, write

$$
z^{\eta}=\sum_{i=1}^{m} q_{i}(z) h_{i}(z)+q_{\eta}(z) ; \quad \bar{z}^{\gamma}=\sum_{i=1}^{m} v_{i}(\bar{z}) h_{i}(\bar{z})+v_{\gamma}(\bar{z})
$$

for some polynomials $\left\{q_{\eta}, q_{i}\right\}$ and $\left\{v_{\gamma}, v_{i}\right\}$ in $\mathbb{R}\left[x_{1}, \ldots, n\right]$, that is, $z^{\eta}$ (resp. $z^{\gamma}$ ) are reduced to $q_{\eta}(z)$ (resp. $v_{\gamma}(z)$ ) w.r.t. $H$. Due to the special form of $H$, it follows that the monomials $z^{\alpha}$ of $q_{\eta}, v_{\gamma}$ satisfy $\alpha_{i}<r_{i}^{\prime}$ for all $i=1, \ldots, n$. Hence,

$$
q_{\eta}(z) v_{\gamma}(\bar{z})=\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) \bar{z}^{\alpha} z^{\beta} \quad \alpha_{i}, \beta_{i}<r_{i}^{\prime} \quad \forall i=1, \ldots, n
$$

for some scalars $\left\{u_{\alpha \beta}(\eta, \gamma)\right\}$. Therefore, from the definition of $\mu^{*}$,

$$
\begin{aligned}
y_{\gamma \eta}^{*}=\int z^{\eta} \bar{z}^{\gamma} d \mu^{*} & =\int\left(\sum_{i=1}^{m} q_{i}(z) h_{i}(z)+q_{\eta}(z)\right)\left(\sum_{i=1}^{m} v_{i}(\bar{z}) h_{i}(\bar{z})+v_{\gamma}(\bar{z})\right) d \mu^{*} \\
& =\int q_{\eta}(z) v_{\gamma}(\bar{z}) d \mu^{*}=\sum_{\alpha \beta} u_{\alpha \beta}(\eta, \gamma) \int \bar{z}^{\alpha} z^{\beta} d \mu^{*} \\
& =\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) y_{\alpha \beta}^{*}, \quad \alpha_{i}, \beta_{i}<r_{i}^{\prime} \quad \forall i=1, \ldots, n
\end{aligned}
$$

The $y_{\alpha \beta}^{*}$ 's with $\alpha_{i}, \beta_{i}<r_{i}^{\prime}$, correspond to the irreducible monomials $x^{\alpha}, x^{\beta}$ with respect to the Gröbner basis $H$, which form a basis of $\mathbb{R}\left[x_{1}, x_{2}, \ldots, x_{n}\right] / I$ viewed as a vector space over $\mathbb{R}$. In fact, in view of the triangular form (7)-(8), the Gröbner basis $H$ of $I$ w.r.t. to the lexicographical ordering $x_{1}<\ldots<x_{n}$ is such that $r_{i}^{\prime}=r_{i}$ for all $i=1, \ldots, n$ and $H$ has exactly $n$ terms (Rouillier [13]).

In view of Proposition 2, we may redefine the moment matrix $M_{p}\left(\mu^{*}, y\right)$ in an equivalent form as follows:

Definition 3 (Construction of $M_{p}\left(\mu^{*}, y\right)$ ) Let $H=\left\{h_{1}, \ldots, h_{m}\right\}$ be a reduced Gröbner basis of $I$ w.r.t. to the given term ordering (with $x_{i}^{r_{i}^{\prime}}$ the leading term of $h_{i}$ for all $\left.i=1, \ldots, n \leq m\right)$.

The moment matrix $M_{p}\left(\mu^{*}, y\right)$ is the moment matrix $M_{p}(y)$ defined in $\S 2.1$ and where :

- every entry $y_{\alpha 0}$ or $y_{0 \alpha}$ of $M_{p}(y)$ is replaced with the (known) $\alpha$-Newton $\operatorname{sum} s_{\alpha}$ of $\mathbf{G}$.
- every entry $y_{\gamma \eta}$ in $M_{p}(y)$ is replaced with the linear combination (15) of $\left\{y_{\alpha \beta}\right\}$ with $\alpha_{i}, \beta_{i}<r_{i}^{\prime}$ for all $i=1, \ldots, n$.

Thus, in this equivalent formulation, only a finite number of variables $y_{\alpha \beta}$ are involved in $M_{p}\left(\mu^{*}, y\right)$, all with $\alpha_{i}, \beta_{i}<r_{i}^{\prime}$ for all $i=1, \ldots, n$.

Remark 4 The above definition of $M_{p}\left(\mu^{*}, y\right)$ depends on the reduced Gröbner basis $H$ of $\mathbf{G}$, whereas the entries $s_{\alpha}$ only depend on the the $g_{i}$ 's.

Example 5 Let

$$
\mathbf{G}:=\left\{x_{1}^{3}+x_{1},\left(x_{1}^{2}+3\right) x_{2}^{3}-x_{1}^{2} x_{2}^{2}+\left(x_{1}^{2}-x_{1}-1\right) x_{2}-x_{1}+1\right\} .
$$

Then,

$$
H=\left\{x_{1}^{3}+x_{1} ; 6 x_{2}^{3}-3 x_{1}^{2} x_{2}^{2}+4 x_{2} x_{1}^{2}-3 x_{2} x_{1}-2 x_{2}-x_{1}^{2}-3 x_{1}+2\right\},
$$

and, for instance, denoting " $\Delta$ " the reduction process w.r.t. $H$,

$$
z_{2}^{3} \rightharpoonup\left(3 z_{1}^{2} z_{2}^{2}-4 z_{2} z_{1}^{2}+3 z_{2} z_{1}+2 z_{2}+z_{1}^{2}+3 z_{1}-2\right) / 6,
$$

and as $z_{1}^{4} \rightharpoonup-z_{1}^{2}$, we have

$$
y_{4003}=\left(-3 y_{2022}+4 y_{2021}-3 y_{2011}-2 y_{2001}-y_{2020}-3 y_{2010}+2 y_{2000}\right) / 6
$$

and the latter expression can be substituted for every occurrence of $y_{4003}$.

Theorem 6. Let $\mathbf{G}$ be a triangular polynomial system as in (7)-(8) and let $\left\{s_{\alpha}\right\}$ be the Newton sums of $G$ in (9). Let $M_{p}\left(\mu^{*}, y\right)$ be the moment matrix as in Definition 3, and let $r_{0}:=2 \sum_{j=1}^{n}\left(r_{j}^{\prime}-1\right)$. Then :
(i) For all $p \geq r_{0}, M_{p}\left(\mu^{*}, y\right)=M_{p}\left(\mu^{*}\right)$ if and only if $M_{p}\left(\mu^{*}, y\right) \succeq 0$.
(ii) For all $p \geq r_{0}, \operatorname{rank}\left(M_{p}\left(\mu^{*}\right)\right)=\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}\right)\right)$, the number of distinct zeros in $\mathbb{C}^{n}$ of the polynomial system $\mathbf{G}$.
(iii) Let $f \in \mathbb{C}[z, \bar{z}]$ be of degree less than $2 p$. All the zeros in $\mathbb{C}^{n}$ of the polynomial system $\mathbf{G}$ are zeros of $f$ if and only if

$$
\begin{equation*}
M_{p}\left(\mu^{*}\right) f=0 . \tag{16}
\end{equation*}
$$

In particular, a polynomial $f \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ of degree less than $2 p$ is in $\sqrt{I}$ if and only if (16) holds.

The proof is postponed to $\S 5.2$.

Remark 7 (a) Theorem 6(i) also states that for all $p \geq r_{0}, M_{p}\left(\mu^{*}, y\right) \succeq 0$ has a unique feasible solution, namely the vector $y^{*}$ of moments of the probability measure $\mu^{*}$, truncated up to order $2 p$. In particular, solving $M_{r_{0}}\left(\mu^{*}, y\right) \succeq 0$ provides the vector $y^{*}$ of all moments of $\mu^{*}$, truncated up to order $2 r_{0}$. One then gets all the other moments $\left\{y_{\alpha \beta}^{*}\right\}$ by (15) in Proposition 2.
(b) Theorem 6(iii) has an equivalent formulation as follows. Let $f \in \mathbb{C}[z, \bar{z}]$ be of degree at most $2 p$ and let $\hat{f}$ be its reduction w.r.t. $H$, the Gröbner basis of $\mathbf{G}$ defined in Proposition 2. Then the condition $M_{p}\left(\mu^{*}\right) f=0$ is equivalent to $M_{r_{0}} \hat{f}=0$.
(c) Given a reduced Gröbner basis $H$ of $I$, the condition $M_{r_{0}}\left(\mu^{*}, y\right) \succeq 0$ in Theorem 6(i) is equivalent to the same condition for its submatrix $\widehat{M}_{r_{0}}\left(\mu^{*}, y\right)$ whose indices of rows and columns in the basis (2) correspond to independent monomials $\left\{z^{\alpha}\right\}$ which form a basis of $\mathbb{R}\left[x_{1}, \ldots, x_{n}\right] / I$, their conjugate $\left\{\bar{z}^{\alpha}\right\}$ and the corresponding monomial products $\bar{z}^{\alpha} z^{\beta}$. Indeed, the positive semidefinite condition on the latter is equivalent to the positive semidefinite condition on the former.

Example 8 Consider the trivial example $\mathbf{G}:=\left\{x^{2}+1\right\}$ so that $V_{\mathbb{C}}(I)=\{ \pm i\}$. Then the condition $\widehat{M}_{r_{0}}\left(\mu^{*}, y\right) \succeq 0$ (see Remark $7(\mathrm{~b})$ ) reads

$$
\widehat{M}_{2}\left(\mu^{*}, y\right)=\left[\begin{array}{cccc}
1 & 0 & 0 & y_{11} \\
0 & y_{11} & -1 & 0 \\
0 & -1 & y_{11} & 0 \\
y_{11} & 0 & 0 & 1
\end{array}\right] \succeq 0
$$

which clearly implies $y_{11}=1=\int \bar{z} z d \mu^{*}$. Moreover,

$$
\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}, y\right)\right)=\operatorname{rank}\left(\widehat{M}_{r_{0}}\left(\mu^{*}, y\right)\right)=2=\left|V_{\mathbb{C}}(I)\right| .
$$

Similarly, let $\mathbf{G}:=\left\{x_{1}^{2}+1, x_{1} x_{2}+1\right\}$ so that $V_{\mathbb{C}}(I)=\{(i,-i),(-i, i)\}$. We have $r_{0}=2$ and with the lexicographical ordering $x_{1}<x_{2}, H:=\left\{x_{1}^{2}+\right.$ $\left.1, x_{2}-x_{1}\right\}$ is a reduced Gröbner basis of $I$. Hence, in the moment matrix $M_{r_{0}}\left(\mu^{*}, y\right)$ every $y_{\alpha_{1} \alpha_{2} \beta_{1} \beta_{2}}$ is replaced with $y_{\alpha_{1}+\beta_{1}, 0, \alpha_{2}+\beta_{2}, 0}$. Moreover, we only need to consider $\alpha_{1}, \beta_{1}<1$. Therefore, we only need to consider the monomials $\left\{z_{1}, z_{2}, \overline{z_{1}}, \overline{z_{2}}, z_{1} \overline{z_{1}}\right\}$ and and in view of Remark $7(\mathrm{~b})$, the (equivalent) condition $\widehat{M}_{r_{0}}\left(\mu^{*}, y\right) \succeq 0$ reads (denoting $y_{1010}=y$ )

$$
\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & y \\
0 & y & y & -1 & -1 & 0 \\
0 & y & y & -1 & -1 & 0 \\
0 & -1 & -1 & y & y & 0 \\
0 & -1 & -1 & y & y & 0 \\
y & 0 & 0 & 0 & 0 & 1
\end{array}\right] \succeq 0,
$$

which implies $y=1=\int \bar{z}_{1} z_{1} d \mu^{*}$. Moreover,

$$
\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}, y\right)\right)=\operatorname{rank}\left(\widehat{M}_{r_{0}}\left(\mu^{*}, y\right)\right)=4=\left|V_{\mathbb{C}}(I)\right| .
$$

### 3.3 Conditions for a Localization of Zeros of G

Let $w_{i} \in \mathbb{C}[z, \bar{z}], i=1, \ldots m$, be given polynomials and let $\mathbf{K} \subset \mathbb{C}^{n}$ be the set defined by

$$
\begin{equation*}
\mathbf{K}:=\left\{z \in \mathbb{C}^{n} \mid w_{i}(z, \bar{z}) \geq 0, \quad i=1, \ldots, m\right\} \tag{17}
\end{equation*}
$$

(which can be viewed as a semi-algebraic set in $\mathbb{R}^{2 n}$ ). We now consider the following issue :

Under what conditions on the coefficients of the polynomials $g_{i}$ 's are all the zeros of the triangular system $\mathbf{G}$ contained in $\mathbf{K}$ ?

Let $M_{p}\left(w_{i} y\right)$ be the localizing matrices (cf. $\left.\S 2.2\right)$ associated with the polynomials $w_{i}$, for all $i=1, \ldots, m$. As we did for the moment matrix $M_{p}\left(\mu^{*}, y\right)$ in Definition 3, we define $M_{p}\left(\mu^{*}, w_{i}, y\right)$ to be the localizing matrix $M_{p}\left(w_{i} y\right)$ where the entries $y_{0 \alpha}$ and $y_{\alpha 0}$ are replaced with the $\alpha$-Newton sums $s_{\alpha}$, and where all the $y_{\eta \gamma}$ are replaced by the linear combinations (15) of the $\left\{y_{\alpha \beta}\right\}$ with $\alpha_{i}, \beta_{i}<r_{i}^{\prime}$ for all $i=1, \ldots, n$. Accordingly, $M_{p}\left(\mu^{*}, w_{i}\right)$ is obtained from $M_{p}\left(w_{i} y\right)$ by replacing $y$ with $y^{*}$ as in Proposition 2.

Theorem 9. Let $\mathbf{G}$ be the triangular system in (7)-(8) and let $M_{r_{0}}\left(\mu^{*}, y\right)$ be as in Theorem 6. Then, all the zeros of $\mathbf{G}$ are in $\mathbf{K}$ if and only if

$$
\begin{equation*}
M_{r_{0}}\left(\mu^{*}, w_{i}\right) \succeq 0, \quad i=1, \ldots, m \tag{18}
\end{equation*}
$$

Equivalently, all the zeros of $\mathbf{G}$ are in $\mathbf{K}$ if and only if the system of linear matrix inequalities

$$
\begin{equation*}
M_{r_{0}}\left(\mu^{*}, y\right) \succeq 0 ; \quad M_{r_{0}}\left(\mu^{*}, w_{i}, y\right) \succeq 0 \quad i=1, \ldots, m \tag{19}
\end{equation*}
$$

has a solution $y$.

Proof. The necessity is obvious. Indeed, assume that all the zeros of $\mathbf{G}$ are in K. Let $\mu^{*}$ be as in (10) and let $y^{*}:=\left\{s_{\alpha}, y_{\alpha \beta}^{*}\right\}$ be the infinite sequence of moments of $\mu^{*}$. Then, of course, $M_{p}\left(\mu^{*}\right) \succeq 0$ and

$$
M_{p}\left(\mu^{*}, w_{i}\right)=M_{p}\left(w_{i} y^{*}\right) \succeq 0 \quad i=1, \ldots, m
$$

for all $p \in \mathbb{N}$, is a necessary condition for $\mu^{*}$ to have its support in $\mathbf{K}$. Thus, $y:=\left\{y_{\alpha \beta}^{*}\right\}$ is a solution of (19).

Conversely, let $y$ be a solution of (19). From Theorem 6(i) $\left\{s_{\alpha}, y_{\alpha \beta}\right\}$ is the moment vector of $\mu^{*}$, that is, $\left\{y_{\alpha \beta}\right\}=\left\{y_{\alpha \beta}^{*}\right\}$ for all $\alpha, \beta$ with $\alpha_{i}, \beta_{i}<r_{i}^{\prime}$, for all $i=1, \ldots, n$. Then, all the other $y_{\alpha \beta}^{*}$ can be obtained from the former by (15). Therefore, and in view of the construction of the localizing matrices $M_{p}\left(\mu^{*}, w_{i}, y\right)$, we have

$$
M_{p}\left(\mu^{*}, w_{i}, y\right)=M_{p}\left(\mu^{*}, w_{i}, y^{*}\right)=M_{p}\left(\mu^{*}, w_{i}\right)
$$

Moreover, using the terminology of Curto and Fialkow [5] (see also the proof of Theorem 6), all the moment matrices $M_{p}\left(\mu^{*}, y\right)=M_{p}\left(\mu^{*}\right)\left(p>r_{0}\right)$ are flat positive extensions of $M_{r_{0}}\left(\mu^{*}, y\right)=M_{r_{0}}\left(\mu^{*}\right)$. As $M_{r_{0}}\left(\mu^{*}, w_{i}, y\right)=$ $M_{r_{0}}\left(\mu^{*}, w_{i}\right) \succeq 0$, it follows from Theorem 1.6 in Curto and Fialkow [5] that $\mu^{*}$ has its support contained in $\mathbf{K}$. Hence, as $\mu^{*}$ is supported on all the zeros of $\mathbf{G}$, all the zeros of $\mathbf{G}$ are in $\mathbf{K}$.

## 4 Conclusion

We have considered a system $\mathbf{G}$ of polynomial equations in triangular form and show that several characterizations of the zeros of $\mathbf{G}$ may be obtained from positive semidefinite (numerical) conditions on appropriate moment and localizing matrices. In particular, the triangular form of $\mathbf{G}$ permits to define the analogue for the multivariate case of Newton sums in the univariate case.

## 5 Proofs

### 5.1 Proof of Proposition 1

Proof. The proof is by induction. In view of the triangular form (7)-(8), the zero set of $\mathbf{G}$ in $\mathbb{C}^{n}$ (or, equivalently, the variety $V_{\mathbb{C}}(I)$ associated with $I$ ) consists of $s:=\prod_{j=1}^{n} r_{j}$ zeros that we label $z(i), i=1, \ldots, s$, counting their multiplicity.

In addition, still in view of (7)-(8), any particular zero $z(i) \in \mathbb{C}^{n}$ of $\mathbf{G}$ can be written

$$
z(i)=\left[z_{1}\left(i_{1}\right), z_{2}\left(i_{1}, i_{2}\right), \ldots, z_{n}\left(i_{1}, \ldots, i_{n}\right)\right]
$$

for some multi-index $i_{1} \leq r_{1}, \ldots, i_{n} \leq r_{n}$, and where each $z_{k}\left(i_{1}, \ldots, i_{k}\right) \in \mathbb{C}$ is a zero of the univariate polynomial $x \mapsto g_{k}\left(z_{1}\left(i_{1}\right), \ldots, z_{k-1}\left(i_{1}, \ldots, i_{k-1}\right), x\right)$ (where multiplicy is taken into account).

Therefore, for every $\alpha \in \mathbb{N}^{n}$, the $\alpha$-Newton sum $y_{\alpha}$ defined in (9) can be written

$$
\begin{equation*}
s y_{\alpha}:=\sum_{i=1}^{s} z(i)^{\alpha}=\sum_{i_{1} \leq r_{1}, \ldots, i_{n} \leq r_{n}} z_{1}\left(i_{1}\right)^{\alpha_{1}} z_{2}\left(i_{1}, i_{2}\right)^{\alpha_{2}} \cdots z_{n}\left(i_{1}, \ldots, i_{n}\right)^{\alpha_{n}} \tag{20}
\end{equation*}
$$

Let us make the following induction hypothesis.
$H_{k}$. For every $p, q \in \mathbb{R}\left[x_{1}, \ldots, x_{k}\right]$

$$
\begin{align*}
S_{k}(p, q) & :=\sum_{i_{1}, \ldots, i_{k}} \frac{p\left(z_{1}\left(i_{1}\right), \ldots, z_{k}\left(i_{k}\right)\right)}{q\left(z_{1}\left(i_{1}\right), \ldots, z_{k}\left(i_{k}\right)\right)} \\
& =\sum_{i_{1}, \ldots, i_{k}} \frac{\sum_{\alpha} p_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{k}\right)^{\alpha_{k}}}{\sum_{\alpha} q_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{k}\right)^{\alpha_{k}}} \tag{21}
\end{align*}
$$

is a rational fraction of coefficients of the polynomials $g_{i}$ 's, $i=1, \ldots, k$.
Observe that (20) is a particular case of (21) in $H_{n}$.
We first prove that $H_{1}$ is true. Let $p, q \in \mathbb{R}\left[x_{1}\right]$ and

$$
S(p, q)=\sum_{j=1}^{r_{1}} \frac{\sum_{k} p_{k} z_{1}(j)^{k}}{\sum_{k} q_{k} z_{1}(j)^{k}}
$$

with $\left\{z_{1}(j)\right\}$ being the zeros of $x_{1} \mapsto g_{1}\left(x_{1}\right)$, counting their multiplicity.

Reducing to a common denominator, $S(p, q)$ reads

$$
S(p, q)=\frac{P\left(z_{1}(1), \ldots, z_{1}\left(r_{1}\right)\right)}{Q\left(z_{1}(1), \ldots, z_{1}\left(r_{1}\right)\right)}
$$

for some symmetric polynomials $P, Q$ of the variables $\left\{z_{1}(j)\right\}$ and whose coefficients are polynomials of coefficients of $p, q$.

Therefore, by the fundamental theorem of symmetric functions, both numerator $P($.$) and denominator Q($.$) are rational fractions of coefficients$ of $g_{1}$ (polynomials if $g_{1}$ is monic). Thus, $H_{1}$ is true and we can write $S_{1}(p, q)=u_{p q}\left(g_{1}\right) / v_{p q}\left(g_{1}\right)$ for some polynomials $u_{p q}, v_{p q}$ of coefficients of $g_{1}$. The coefficients of $u_{p q}, v_{p q}$ are themselves polynomials of coefficients of the polynomials $p, q$.

Next, assume that $H_{j}$ is true for all $1 \leq j \leq k$, that is : for all $j=1, \ldots, k$ and $p, q \in \mathbb{R}\left[x_{1}, \ldots, x_{j}\right]$,

$$
\begin{equation*}
S_{j}(p, q)=u_{p q}\left(g_{1}, \ldots, g_{j}\right) / v_{p q}\left(g_{1}, \ldots, g_{j}\right) \tag{22}
\end{equation*}
$$

for some polynomials $u_{p q}, v_{p q}$ of coefficients of the polynomials $g_{1}, \ldots, g_{j}$.
We are going to show that $H_{k+1}$ is true. Let $p, q \in \mathbb{R}\left[x_{1}, \ldots, x_{k+1}\right]$ and

$$
S_{k+1}(p, q)=\sum_{i_{1}, \ldots, i_{k+1}} \frac{\sum_{\alpha} p_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k+1}\left(i_{1}, \ldots, i_{k+1}\right)^{\alpha_{k+1}}}{\sum_{\alpha} q_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k+1}\left(i_{1}, \ldots, i_{k+1}\right)^{\alpha_{k+1}}}
$$

$S_{k+1}(p, q)$ can be rewritten as

$$
\begin{align*}
S_{k+1}(p, q)= & \sum_{i_{1}, \ldots, i_{k}}[  \tag{23}\\
& \left.\sum_{j=1}^{r_{k+1}} \frac{\sum_{\alpha} p_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{1}, \ldots, i_{k}\right)^{\alpha_{k}} z_{k+1}\left(i_{1}, \ldots, i_{k}, j\right)^{\alpha_{k+1}}}{\sum_{\alpha} q_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{1}, \ldots, i_{k}\right)^{\alpha_{k}} z_{k+1}\left(i_{1}, \ldots, i_{k}, j\right)^{\alpha_{k+1}}}\right] .
\end{align*}
$$

In (23), the term

$$
A:=\left[\sum_{j=1}^{r_{k+1}} \frac{\sum_{\alpha} p_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{1}, \ldots, i_{k}\right)^{\alpha_{k}} z_{k+1}\left(i_{1}, \ldots, i_{k}, j\right)^{\alpha_{k+1}}}{\sum_{\alpha} q_{\alpha} z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{1}, \ldots, i_{k}\right)^{\alpha_{k}} z_{k+1}\left(i_{1}, \ldots, i_{k}, j\right)^{\alpha_{k+1}}}\right]
$$

can in turn be written as

$$
\begin{equation*}
A=\sum_{j=1}^{r_{k+1}} \frac{\tilde{p}\left(z_{k+1}\left(i_{1}, \ldots, i_{k}, j\right)\right)}{\tilde{q}\left(z_{k+1}\left(i_{1}, \ldots, i_{k}, j\right)\right)} \tag{24}
\end{equation*}
$$

for some univariate polynomials $\tilde{p}, \tilde{q} \in \mathbb{R}[x]$ of the variable $z_{k+1}\left(i_{1}, \ldots, i_{k}, j\right)$, which is a zero of the univariate polynomial

$$
x \mapsto g_{k+1}\left(z_{1}\left(i_{1}\right), \ldots, z_{k}\left(i_{1}, \ldots, i_{k}\right), x\right),
$$

and whose coefficients are polynomials in the variables $z_{1}\left(i_{1}\right), z_{2}\left(i_{1}, i_{2}\right), \ldots$, $z_{k}\left(i_{1}, \ldots, i_{k}\right)$. In view of $H_{1}$

$$
A=\frac{u_{\tilde{p} \tilde{q}}\left(g_{k+1}\right)}{v_{\tilde{p} \tilde{q}}\left(g_{k+1}\right)},
$$

for some polynomials $u_{\tilde{p} \tilde{q}}, v_{\tilde{p} \tilde{q}}$ of the coefficients of $g_{k+1}$.
The coefficients of the polynomials $u_{\tilde{p} \tilde{q}}, v_{\tilde{p} \tilde{q}}$ are themselves polynomials of coefficients of $p, q$ and of $z_{1}\left(i_{1}\right), \ldots, z_{k}\left(i_{1}, \ldots, i_{k}\right)$. Hence, substituting for $A$ in (23) we obtain

$$
\begin{aligned}
S_{k+1}(p, q) & =\sum_{i_{1}, \ldots, i_{k}} \frac{\sum_{\alpha} U_{\alpha}\left(g_{k+1}\right) z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{1}, \ldots, i_{k}\right)^{\alpha_{k}}}{\sum_{\alpha} V_{\alpha}\left(g_{k+1}\right) z_{1}\left(i_{1}\right)^{\alpha_{1}} \cdots z_{k}\left(i_{1}, \ldots, i_{k}\right)^{\alpha_{k}}} \\
& =S_{k}\left(U\left(g_{k+1}\right), V\left(g_{k+1}\right)\right)
\end{aligned}
$$

for some polynomials $U, V \in \mathbb{R}\left[x_{1}, \ldots, x_{k}\right]$ whose coefficients are polynomials of coefficients of $g_{k+1}$.

We next use the induction hypothesis $H_{k}$ by which $S_{k}\left(U\left(g_{k+1}\right), V\left(g_{k+1}\right)\right)$ is a rational fraction $f_{U V}\left(g_{1}, \ldots, g_{k}\right) / h_{U V}\left(g_{1}, \ldots, g_{k}\right)$ of coefficients of the polynomials $g_{1}, \ldots, g_{k}$. As the coefficients of $f_{U V}, h_{U V}$ are themselves rational fractions of coefficients of $g_{k+1}$ we finally obtain that

$$
S_{k+1}(p, q)=\frac{u_{p q}^{\prime}\left(g_{1}, \ldots, g_{k+1}\right)}{v_{p q}^{\prime}\left(g_{1}, \ldots, g_{k+1}\right)}
$$

that is, a rational fraction of coefficients of the polynomials $g_{1}, \ldots, g_{k+1}$. Hence $H_{k+1}$ is true, and therefore, the induction hypothesis is true.

Now Proposition 1 follows from $H_{n}$ and the expression (20) for the $\alpha$ Newton sum $y_{\alpha}$. That the $\left\{y_{\alpha}\right\}$ can be computed recursively is clear from the above proof of the induction hypothesis $H_{k}$.

### 5.2 Proof of Theorem 6

Proof. (i) Let $p>r_{0}$ be fixed, arbitrary, and write

$$
M_{p}\left(\mu^{*}, y\right)=\left[\begin{array}{cc}
M_{r_{0}}\left(\mu^{*}, y\right) \mid B \\
- & - \\
B^{\prime} & \mid C
\end{array}\right]
$$

Consider an arbitrary column $\left[\begin{array}{l}B(., j) \\ C(., j)\end{array}\right]$. By definition of the moment matrix, $B(1, j)$ is a monomial $z^{\gamma} \bar{z}^{\eta}$ for which $\gamma_{i}>r_{i}^{\prime}$ or $\eta_{k}>r_{k}^{\prime}$ for at least one index $i$ or $k$. By Proposition 2

$$
\begin{equation*}
z^{\gamma} \bar{z}^{\eta}=\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) \bar{z}^{\alpha} z^{\beta} \quad \alpha_{i}, \beta_{i}<r_{i}^{\prime}, \forall i=1, \ldots, n \tag{25}
\end{equation*}
$$

for some scalars $\left\{u_{\alpha \beta}(\eta, \gamma)\right\}$, so that, from the construction of $M_{p}\left(\mu^{*}, y\right)$, we have

$$
\begin{aligned}
B(1, j)=y_{\eta \gamma} & =\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) y_{\alpha \beta} \\
& =\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) M_{r_{0}}\left(\mu^{*}, y\right)\left(1, j_{\alpha \beta}\right),
\end{aligned}
$$

where $j_{\alpha \beta}$ is the index of the column of $M_{r_{0}}\left(\mu^{*}, y\right)$ corresponding to the monomial $\bar{z}^{\alpha} z^{\beta}$. Next, consider an element $B(k, j)$ of the column $B(., j)$. The element $k$ of $M_{p}\left(\mu^{*}, y\right)(k, 1)$ is a monomial $z^{p} \bar{z}^{q}$ and from the definition of $M_{p}\left(\mu^{*}, y\right)$, we have $B(k, j)=y_{\eta+q, \gamma+p}$. Now, from (25) we have

$$
z^{p} \bar{z}^{q} z^{\gamma} \bar{z}^{\eta}=\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) z^{\beta+p} \bar{z}^{\alpha+q},
$$

which implies

$$
y_{\eta+q, \gamma+p}=\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) y_{\alpha+q, \beta+p}
$$

or, equivalently,

$$
B(k, j)=\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma) M_{r_{0}}\left(k, j_{\alpha \beta}\right) .
$$

The same argument holds for $C(., j)$. Hence,

$$
\left[\begin{array}{l}
B \\
C
\end{array}\right](j)=\sum_{\alpha, \beta} u_{\alpha \beta}(\eta, \gamma)\left[\begin{array}{c}
M_{r_{0}}\left(\mu^{*}, y\right) \\
B^{\prime}
\end{array}\right](j) \quad \forall j
$$

which, in view of $M_{p}\left(\mu^{*}, y\right) \succeq 0$, implies that

$$
\operatorname{rank}\left(M_{p}\left(\mu^{*}, y\right)\right)=\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}, y\right)\right)
$$

As $p>r_{0}$ was arbitrary, and using the terminology of Curto and Fialkow [5], it follows that the matrices $M_{p}\left(\mu^{*}, y\right)$ are flat positive extensions of $M_{r_{0}}\left(\mu^{*}, y\right)$ for all $p>r_{0}$. This in turn implies that indeed, the entries of $M_{r_{0}}\left(\mu^{*}, y\right)$ are moments of some $\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}, y\right)\right.$ )-atomic probability measure $\mu$.

We next prove that $\mu=\mu^{*}$, i.e., the condition $M_{r_{0}}\left(\mu^{*}, y\right) \succeq 0$ determines a unique vector $y=y^{*}$ that corresponds to the vector of moments of $\mu^{*}$, up to order $2 r_{0}$.

Given the Gröbner basis $H=\left\{h_{i}\right\}_{i=1}^{m}$ of $I=\left\langle g_{1}, \ldots, g_{n}\right\rangle$ (already considered in the proof of Proposition 2), let $\bar{h}_{i} \in \mathbb{C}[z, \bar{z}]$ be the conjugate polynomial of $h_{i}$, i.e., $\bar{h}_{i}(z, \bar{z})=h_{i}(\bar{z})$ for all $i=1, \ldots, m$. We first prove that

$$
\begin{equation*}
M_{p}\left(h_{i} y\right)=0 ; \quad M_{p}\left(\bar{h}_{i} y\right)=0, \quad i=1, \ldots, m, \quad p \in \mathbb{N} \tag{26}
\end{equation*}
$$

where $M_{p}\left(h_{i} y\right)$ (resp. $M_{p}(\bar{h} y)$ ) is the localizing matrix associated with the polynomials $h_{i}$ (resp. $\bar{h}_{i}$ ).

By Proposition 2, recall that any entry $y_{\eta \gamma}$ of $M_{p}\left(\mu^{*}, y\right)$ is replaced by a linear combination of the $y_{\alpha \beta}$ 's with $\alpha_{i}, \beta_{i}<r_{i}^{\prime}$ for all $i=1, \ldots, n$. This linear combination is coming from the reduction of the monomials $\left\{z^{\alpha}\right\}_{\alpha \in \mathbb{N}^{n}}$ with respect to $H$; that is, let us call $J$ the set of indices $\beta$ corresponding to the irreducible monomials $z^{\beta}$ w.r.t. $H$. Then, the reduction of $z^{\alpha}$ w.r.t. $H$ yields

$$
z^{\alpha}=\sum_{i=1}^{m} q_{i}(z) h_{i}(z)+\sum_{\beta \in J} u_{\beta}(\alpha) z^{\beta} \quad \text { denoted } z^{\alpha} \rightharpoonup \sum_{\beta \in J} u_{\beta}(\alpha) z^{\beta}
$$

and similarly,

$$
\bar{z}^{\alpha}=\sum_{i=1}^{m} q_{i}(\bar{z}) h_{i}(\bar{z})+\sum_{\beta \in J} u_{\beta}(\alpha) \bar{z}^{\beta} \quad \text { denoted } \bar{z}^{\alpha} \rightharpoonup \sum_{\beta \in J} u_{\beta}(\alpha) \bar{z}^{\beta}
$$

From this, we obtain (see the proof of Proposition 2)

$$
\begin{equation*}
z^{\gamma} \bar{z}^{\eta} \rightharpoonup\left(\sum_{\beta \in J} u_{\beta}(\gamma) z^{\beta}\right)\left(\sum_{\beta \in J} u_{\beta}(\eta) \bar{z}^{\beta}\right) \rightharpoonup \sum_{\alpha, \beta \in J} u_{\alpha \beta}(\eta, \gamma) \bar{z}^{\alpha} z^{\beta}, \tag{27}
\end{equation*}
$$

for some scalars $\left\{u_{\alpha \beta}(\eta, \gamma)\right\}$, and thus, the entry $y_{\eta \gamma}$ of $M_{p}\left(\mu^{*}, y\right)$ is replaced with $\sum_{\alpha, \beta \in J} u_{\alpha \beta}(\eta, \gamma) y_{\alpha \beta}$, or, equivalently,

$$
\begin{equation*}
y_{\eta \gamma}-\sum_{\alpha, \beta \in J} u_{\alpha \beta}(\eta, \gamma) y_{\alpha \beta}=0 \tag{28}
\end{equation*}
$$

So let $p \in \mathbb{N}$ be fixed, and consider the entry $M_{p}\left(h_{i} y\right)(k, l)$ of the localizing matrix $M_{p}\left(h_{i} y\right)$. Recall that $M_{p}(y)(k, l)=y_{\phi \zeta}$ for some $\phi, \zeta \in \mathbb{N}^{n}$, and so, $M_{p}\left(h_{i} y\right)(k, l)$ is just the expression $\bar{z}^{\phi} z^{\zeta} h_{i}(z)$ where each monomial $\bar{z}^{\alpha} z^{\beta}$ is replaced with $y_{\alpha \beta}$; see (5). Next, by definition, $\bar{z}^{\phi} z^{\zeta} h_{i} \rightharpoonup 0$ for all $i=1, \ldots, m$. Therefore, when $y$ is as in Definition 3 (that is, when (28) holds), writing

$$
\bar{z}^{\phi} z^{\zeta} h_{i}=\sum_{\eta, \gamma \in \mathbb{N}^{n}} v_{\eta \gamma} \bar{z}^{\eta} z^{\gamma} \rightharpoonup 0
$$

and using (27)-(28), yields

$$
M_{p}\left(h_{i} y\right)(k, l)=\sum_{\alpha, \beta \in J}\left(\sum_{\eta, \gamma \in \mathbb{N}^{n}} v_{\eta \gamma} u_{\alpha \beta}(\eta, \gamma)\right) y_{\alpha \beta}=0
$$

Recall that $p \in \mathbb{N}$, and $k, l$ were arbitrary. Therefore, when $y$ is as in Definition 3, we have $M_{p}\left(h_{i} y\right)=0$ (and similarly, $M_{p}\left(\bar{h}_{i} y\right)=0$ ), for all $i=1, \ldots, m$, and all $p \in \mathbb{N}$. That is, (26) holds.

Hence, let $\mu$ be the $r$-atomic probability measure encountered earlier (with $\left.r:=\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}, y\right)\right)\right)$, and let $\{z(k)\}_{k=1}^{r} \subset \mathbb{C}^{n}$ be the $r$ distinct points of the support of $\mu$, that is,

$$
\mu=\sum_{k=1}^{r} u_{k} \delta_{z(k)}, \quad \sum_{k=1}^{r} u_{k}=1 ; \quad 0<u_{k}, \quad k=1, \ldots, r
$$

with $\delta$ • the Dirac measure at •
For every $1 \leq i \leq r$, let $q_{i} \in \mathbb{C}[z, \bar{z}]$ be a polynomial that vanishes at all $z(k), k \neq i$, and with $q_{i}(z(i), \overline{z(i)}) \neq 0$. Let $p \geq \operatorname{deg} q_{i}$. Then for all $j=$ $1, \ldots, m$, we have (denoting also $q_{i}$ as the vector of coefficients of $q_{i} \in \mathbb{C}[z, \bar{z}]$ )

$$
0=\left\langle q_{i}, M_{p}\left(h_{j} y\right) q_{i}\right\rangle=\int\left|q_{i}(z, \bar{z})\right|^{2} h_{j}(z) \mu(d z)=u_{i}\left|q_{i}(z(i), \overline{z(i)})\right|^{2} h_{j}(z(i))
$$

and so, $h_{j}\left(z_{i}\right)=0$ for all $j=1, \ldots, m$.
As this is true for all $1 \leq i \leq r$, it follows that

$$
h_{j}(z(i))=0, \quad i=1, \ldots, r ; \quad j=1, \ldots, m
$$

that is, $\mu$ has its support contained in $\mathbf{G}$. Therefore, with $\{z(i)\}_{i=1}^{s_{0}}$ being the distinct zeros in $\mathbb{C}^{n}$ of $\mathbf{G}$,

$$
\mu=\sum_{i=1}^{s_{0}} u_{i} \delta_{z(i)}, \quad \sum_{i=1}^{s_{0}} u_{i}=1, \quad u_{i} \geq 0, \quad i=1, \ldots, n
$$

for some nonnegative scalars $\left\{u_{i}\right\}$, whereas $\mu^{*}=s^{-1} \sum_{i=1}^{s} \delta_{z(i)}$ (counting their multiplicity) or $\mu^{*}=\sum_{i=1}^{s_{0}} v_{i} \delta_{z(i)}$ for some nonnegative scalars $\left\{v_{i}\right\}$.

Remember that by definition of the matrices $M_{r_{0}}\left(\mu^{*}\right)$ and $M_{r_{0}}\left(\mu^{*}, y\right)$, their entries $\left\{s_{\alpha}\right\}$ (corresponding to the Newton sums) are the same. That is,

$$
s_{\alpha}=\int z^{\alpha} d \mu=\int z^{\alpha} d \mu^{*}, \quad \alpha_{j} \leq r_{j}-1, \quad j=1, \ldots, n
$$

Now, we also know that $s_{0}$ is less than the number of independent monomials $\left\{z^{\beta^{(j)}}\right\}$ (w.r.t. $H$ ) which form a basis of $\mathbb{R}\left[x_{1}, \ldots, x_{n}\right] / I$ (with equality if $I=\sqrt{I})$. Therefore, if $\mu \neq \mu^{*}$, we have

$$
\sum_{i=1}^{s_{0}}\left(u_{i}-v_{i}\right) z(i)^{\beta^{(j)}}=0, \quad j=1, \ldots s_{0}, \text { with } u \neq v
$$

which yields that the square matrix of the above linear system is singular. Hence some linear combination $\left\{\lambda_{j}\right\}$ of its rows vanishes, i.e.,

$$
\sum_{j=1}^{s_{0}} \lambda_{j} z(k)^{\beta^{(j)}}=0, \quad \forall k=1, \ldots, s_{0}
$$

in contradiction with the linear independence of the $\left\{z^{\beta^{(j)}}\right\}$. Hence $u=v$, which in turn implies $\mu=\mu^{*}$. So it follows that $M_{r_{0}}\left(\mu^{*}, y\right) \succeq 0$ has only one solution, namely $y=y^{*}$, the (truncated) vector $y^{*}$ of moments up to order $2 r_{0}$, of the probability measure $\mu^{*}$.

Finally, this implies that $s_{0}=r=\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}, y\right)\right)=\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}\right)\right)$ because by Curto and Fialkow [5, Theor. 1.6], the number of atoms of $\mu=\mu^{*}$ is precisely $\operatorname{rank}\left(M_{r_{0}}\left(\mu^{*}, y\right)\right)$. This also proves that $M_{r_{0}}\left(\mu^{*}, y\right)=M_{r_{0}}\left(\mu^{*}\right)$ and thus, (i) and (ii).

To prove (iii), consider a polynomial $f \in \mathbb{C}[z, \bar{z}]$ of degree less than $2 p$ with coefficient vector in the basis (2) still denoted $f$. It is clear that if $f(z(i))=0$ for all $i=1, \ldots, s_{0}$ then

$$
0=\int|f|^{2} d \mu^{*}=\left\langle M_{p}\left(\mu^{*}\right) f, f\right\rangle
$$

which in turn implies $M_{p}\left(\mu^{*}\right) f=0$. Conversely,

$$
M_{p}\left(\mu^{*}\right) f=0 \Rightarrow 0=\left\langle M_{p}\left(\mu^{*}\right) f, f\right\rangle=\int|f|^{2} d \mu^{*}
$$

which in turn implies $f(z)=0, \mu^{*}$-a.e.
Finally, let $f \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$. Recall that $\sqrt{I}=I\left(V_{\mathbb{C}}(I)\right)$ where $V_{\mathbb{C}}(I)$ $=\{z(i)\}_{i=1}^{s_{0}}$, that is, $f \in \sqrt{I}$ if and only if $f(z(i))=0$ for all $i=1, \ldots, s_{0}$. In view of what precedes, $f \in \sqrt{I}$ if and only if $M_{p}\left(\mu^{*}\right) f=0$.
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## 1 Introduction and Notation

Given a semialgebraic set $K \subseteq \mathbb{R}^{N}$ determined by a finite set of polynomial inequalities $\left\{g_{1} \geq 0, \ldots, g_{k} \geq 0\right\}$, we want to characterize a polynomial $f$ which is positive (or non-negative) on $K$ in terms of sums of squares and the polynomials $g_{i}$ used to describe $K$. Such a representation of $f$ is an immediate witness to the positivity condition. Theorems about the existence of such representations also have various applications, notably in problems of optimizing polynomial functions on semialgebraic sets.

In case $K$ is compact, Schmüdgen has proved that any polynomial which is positive on $K$ is in the preorder generated by the $g_{i}$ 's, i.e., the set of finite sums of elements of the form $s_{e} g_{1}^{e_{1}} \ldots g_{k}^{e_{k}}, e_{i} \in\{0,1\}$, where each $s_{e}$ is a sum of squares of polynomials. Putinar has proved that, under certain conditions, the preorder can be replaced by the quadratic module, which is the set of sums $\left\{s_{0}+s_{1} g_{1}+\cdots+s_{k} g_{k}\right\}$, where each $s_{i}$ is a sum of squares. Using this result, Lasserre has developed algorithms for finding the minimum of a polynomial on such compact $K$, which transforms this into a semidefinite programming problem.

What happens when $K$ is not compact? Scheiderer has shown that if $K$ is not compact and $\operatorname{dim} K \geq 3$, then Schmüdgen's characterization can never

[^3]hold, regardless of the $g_{i}$ 's chosen to describe K. Kuhlman and Marshall settled the case where $K$ is not compact and contained in $\mathbb{R}$; the answer here depends on chosing the "right" set of generators for $K$. In this paper we consider some variations on these themes: we look at some canonical noncompact sets in $\mathbb{R}^{2}$ which are products of intervals and at some stronger and weaker versions of positivity.

We introduce some basic notation. Let $S=\left\{g_{1}, \ldots, g_{s}\right\}$ denote a finite set of polynomials in $R_{n}:=\mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$, and let

$$
K=K_{S}=\bigcap_{j}\left\{a \in \mathbb{R}^{n} \mid f_{j}(a) \geq 0\right\}
$$

Write $\sum R_{n}^{2}$ for the set of finite sums of squares of elements of $R_{n}$; clearly, any $\sigma \in \sum R_{n}^{2}$ takes only non-negative values on $\mathbb{R}^{n}$. We shall say that an element of $\sum R_{n}^{2}$ is sos. The preorder generated by $S$, denoted $T_{S}$, is the set of finite sums of the type $\sum \sigma g_{1}^{\epsilon_{1}} \ldots g_{s}^{\epsilon_{s}}$ where $\sigma$ is sos and $\epsilon_{i} \in\{0,1\}$. That is, a typical element of $T_{S}$ has the shape

$$
\sigma_{0}+\sum_{I} \sigma_{I}\left(\prod_{i \in I} g_{I}\right)
$$

where the sum is taken over all non-empty $I \subseteq\{1, \ldots, s\}$, and each $\sigma_{-}$is sos. An important subset of the preorder is the quadratic module, $M_{S}$, which consists of sums in which $\sum_{i} \epsilon_{i} \leq 1$ for each summand. That is, a typical element of $M_{S}$ has the shape

$$
\sigma_{0}+\sum_{k=1}^{s} \sigma_{k} g_{k}
$$

Clearly, $M_{S} \subseteq T_{S}$, and if $s \geq 2$, then inclusion is formally strict. However, there can be non-trivial equality. For example, if $S=\{1-x, 1+x\}$, then the identity

$$
\begin{equation*}
(1+x)(1-x)=\left(\frac{(1-x)^{2}}{2}\right)(1+x)+\left(\frac{(1+x)^{2}}{2}\right)(1-x) \tag{1}
\end{equation*}
$$

shows that $(1+x)(1-x)$ is already in $M_{S}$, so $M_{S}=T_{S}$ for this case.
Various notions of positivity. For $K \subseteq \mathbb{R}^{n}$ and $f \in R_{n}$, we write $f \geq 0$ on $K$ if $f(x) \geq 0$ for all $x \in K$ and $f>0$ on $K$ if $f(x)>0$ for all $x \in K$. We consider a stronger version of positivity which considers positivity at "points at infinity". (This definition appeared in [13, Ch. 7], in the context of moment and quadrature problems.)

For $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, write $(x, 1)$ for $\left(x_{1}, \ldots, x_{n}, 1\right) \in \mathbb{R}^{n+1}$, and let

$$
x^{*}:=\frac{(x, 1)}{|(x, 1)|} \in S^{n} \subset \mathbb{R}^{n+1}
$$

Suppose $K \subseteq \mathbb{R}^{n}$ is a closed set. Let $K^{*}=\left\{x^{*} \mid x \in K\right\}$ and let $\overline{K^{*}}$ be the closure of $\left\{x^{*} \mid x \in K\right\}$. For example, if $K=\mathbb{R}^{2}$, then $K^{*}$ consists of the Northern Hemisphere, and $\overline{K^{*}}$ is the Northern Hemisphere plus the equator.

Suppose $p \in R_{n}$ of degree $d$ and let $p^{*} \in R_{n+1}$ be the homogenization of p, i.e.,

$$
p^{*}\left(x_{1}, \ldots, x_{n+1}\right):=x_{n+1}^{d} p\left(\frac{x_{1}}{x_{n+1}}, \ldots, \frac{x_{n}}{x_{n+1}}\right) .
$$

For $x \in \mathbb{R}^{n}$, let $\Phi_{n, d}\left(x_{1}, \ldots, x_{n}\right):=\left(1+\sum_{i=1}^{n} x_{i}^{2}\right)^{d / 2}=|(x, 1)|^{d}$. It follows from homogeneity that

$$
\begin{equation*}
p(x)=p^{*}(x, 1)=\Phi_{n, d}(x) p^{*}\left(x^{*}\right) . \tag{2}
\end{equation*}
$$

We say $p$ is projectively positive on $K$ if $p^{*}$ is positive on $\overline{K^{*}}$, and write $p \gg 0$ on $K$. Clearly, $p \gg 0$ on $K \Rightarrow p>0$ on $K$. A simple example shows that the converse is false: Let $K=\mathbb{R}^{2}$ and $p(x, y)=x^{2} y^{2}+1$, so that $p^{*}(x, y, z)=x^{2} y^{2}+z^{4}$. Then $p>0$ on $K$; but $p^{*}(1,0,0)=0$, so $p$ is not projectively positive on $K$. Observe that $\overline{K^{*}}$ is compact, and so if $p \gg 0$ on $K$, then $p^{*}$ achieves a positive minimum on $\overline{K^{*}}$.

Proposition 1. Suppose $K \subseteq \mathbb{R}^{n}$ is closed and $p \in R$ of degree $d$.
(i) There exists $c>0$ so that $p-c \Phi_{n, d} \geq 0$ on $K$ iff $p \gg 0$ on $K$.
(ii) If $K$ is compact, then $p \gg 0$ on $K$ iff $p>0$ on $K$.
(iii) If $\left(x_{1}, \ldots, x_{n+1}\right) \in \overline{K^{*}} \backslash K^{*}$, then $x_{n+1}=0$.

Proof. By (2), we have $p^{*} \geq c>0$ on $\overline{K^{*}}$ if and only if

$$
p(x)=\Phi_{n, d}(x) p^{*}\left(x^{*}\right) \geq c \Phi_{n, d}(x) .
$$

for $x \in K$, proving (i). For (ii), it suffices to show that $p>0$ on $K$ implies $p \gg 0$ on $K$. Since $\Phi_{n, d}$ is bounded (say, by $M$ ) on the compact set $K, p \geq c$ on $K$ implies that $p^{*} \geq c / M$ on $\overline{K^{*}}$. Finally, suppose

$$
\left(x_{1}, \ldots, x_{n+1}\right)=\lim _{N \rightarrow \infty}\left(x_{1}^{(N)}, \ldots, x_{n+1}^{(N)}\right),
$$

where $\left(x_{1}^{(N)}, \ldots, x_{n+1}^{(N)}\right) \in K^{*}$ and $x_{n+1}>0$. Then $x_{n+1}^{(N)}>0$ for $N \geq N_{0}$, and for each such $N$,

$$
\left(\frac{x_{1}^{(N)}}{x_{n+1}^{(N)}}, \ldots, \frac{x_{n}^{(N)}}{x_{n+1}^{(N)}}\right)
$$

belongs to $K$. Since $K$ is closed, the limit is in $K$, and by retracing the definition, we see that $\left(x_{1}, \ldots, x_{n+1}\right) \in \overline{K^{*}}$.

Fix $S$, and let $K=K_{S}, M=M_{S}$ and $T=T_{S}$. We consider six properties of $S$ :

$$
\begin{aligned}
& (*) \quad f \gg 0 \text { on } K \Rightarrow f \in T \\
& (*)_{M} \quad f \gg 0 \text { on } K \Rightarrow f \in M \\
& (* *) \quad f>0 \text { on } K \Rightarrow f \in T \\
& (* *)_{M} \quad f>0 \text { on } K \Rightarrow f \in M \\
& (* * *) \quad f \geq 0 \text { on } K \Rightarrow f \in T \\
& (* * *)_{M} \quad f \geq 0 \text { on } K \Rightarrow f \in M
\end{aligned}
$$

There is an immediate diagram of implications:

$$
\begin{array}{ccc}
(* * *) & \Rightarrow(* *) & \Rightarrow(*) \\
\Uparrow & \Uparrow & \Uparrow \\
(* * *)_{M} & \Rightarrow(* *)_{M} & \Rightarrow(*)_{M}
\end{array}
$$

In case $s=1$, the two rows of properties coalesce; if $K$ is compact, then the last two columns coalesce.

We summarize what is known about these properties: Schmüdgen's Theorem [16] says that if $K$ is compact, then $(* *)$ holds, regardless of the choice of $S$. Also, when $K$ is compact, Putinar [12] has shown that $(* *)_{M}$ holds iff $M$ contains a polynomial of the form $r-\sum x_{i}^{2}$ for some non-negative $r$.

On the other hand, Scheiderer [15] has shown that if $K$ is not compact and $\operatorname{dim} K \geq 3$, or if $\operatorname{dim} K=2$ and $K$ contains a two-dimensional cone, then $(* *)$ fails. (Observe that $K$ contains a two-dimensional cone iff $\overline{K^{*}}$ contains an arc on the equator of the unit sphere.) The proof is non-constructive. The case of non-compact semialgebraic subsets of $\mathbb{R}$ has been settled completely by Kuhlmann and Marshall [3]. They show that in this case, $(* *)$ and $(* * *)$ are equivalent and hold iff $S$ contains a specific set of polynomials which generate $S$ (what they call the "natural set of generators"). They also show that $(* *)_{M}$ and $(* * *)_{M}$ are equivalent, and only hold in a few special cases.

In general, $(* * *)$ will not hold, even in the compact case. An easy example is given by $S=\left\{\left(1-x^{2}\right)^{3}\right\}$, in which case $K_{S}=[-1,1]$ but $1-x^{2} \notin T_{S}$. See [17] for details on this example.

The authors [10] previously considered two special cases in $\mathbb{R}$, in which $K=[-1,1]$ or $[0, \infty)$. (It is easily shown via linear changes of variable that the case of closed intervals in $\mathbb{R}$ reduces to one of $\{[-1,1],[0, \infty), \mathbb{R}\}$.) For each of these intervals, $(* * *)_{M}$ has been long known, for the "natural set of generators". Hilbert knew (and saw no need to prove) that if $f(x) \geq 0$ for $x \in \mathbb{R}$, then $f$ is a sum of (two) squares of polynomials; this corresponds precisely to $T_{\emptyset}$. If we take $S=\{1+x, 1-x\}$, so that $K=[-1,1]$, then Bernstein proved $(* *)$ in 1915. On the other hand, if $S=\left\{1-x^{2}\right\}$, then Fekete proved $(* * *)$ (some time before 1930 , the first reference seems to be [8]). The authors showed as Corollary 14 in [10] that if $S$ is given and $K=[0, \infty)$, then
$\epsilon+x \in T_{S}$ for all $\epsilon$ iff $S$ contains $c x$ for some $c>0$. In other words, ( $* *$ ) fails for the (non-compact) set $[0, \infty)$ unless the natural generator is included.

In view of the foregoing, this paper considers products of intervals in the plane. There are, up to linear changes and permutation of the variables, six cases of products of closed intervals in the plane, and we take the natural set of generators:

$$
\begin{aligned}
& K_{0}=[-1,1] \times[-1,1] \quad S_{0}=\{1-x, 1+x, 1-y, 1+y\} ; \\
& K_{1}=[-1,1] \times[0, \infty) \quad S_{1}=\{1-x, 1+x, y\} ; \\
& K_{2}=[-1,1] \times(-\infty, \infty) \quad S_{2}=\{1-x, 1+x\} ; \\
& K_{3}=[0, \infty) \times[0, \infty) \quad S_{3}=\{x, y\} ; \\
& K_{4}=[0, \infty) \times(-\infty, \infty) \quad S_{4}=\{x\} ; \\
& K_{5}=(-\infty, \infty) \times(-\infty, \infty) \quad S_{5}=\emptyset .
\end{aligned}
$$

Since $K_{0}$ is compact, $f>0$ and $f \gg 0$ are equivalent and $(* *)$ holds. By the Putinar result, $(* *)_{M}$ holds in this case as well. Scheiderer recently showed [15] that $(* * *)$ holds for $K_{0}$. Thus all but the possibly $(* * *)_{M}$ hold hold for $K_{0}$.

All properties fail for $K_{5}$, by classical results of Hilbert and Robinson. $K_{3}$ and $K_{4}$ contain two-dimensional cones, so Scheiderer's work implies that ( $* *$ ) fails for them; we shall present simple examples in the next section. In fact, we will show that $(*)$ does not hold in these cases. Thus all properties fail for $K_{3}$ and $K_{4}$.

Finally, we consider $K_{1}$ and $K_{2}$. We show that $(* *)_{M}$ does not hold for $K_{1}$ and that $(*)$ holds for $K_{2}$. It is still an open question whether or not ( $\left.* *\right)$ holds for $K_{1}$ or $K_{2}$.

Projective positivity and optimization. Recently, there has been interest in using representation theorems such as those of Schmüdgen and Putinar for developing algorithms for optimizing polynomials on semialgebraic sets. Lasserre [4] [5] describes a method for finding a lower bound for the minimum of a polynomial on a basic closed semialgebraic set and shows that the method produces the exact minimum in the compact case. Marshall [6] shows that in the presence of a certain stability condition, the general problem can be reduced to the compact case, and hence can be handled using Lasserre's method. It turns out that Marshall's stability condition is intimately related to projective positivity.

Definition 1 (Marshall). Suppose $S=\left\{g_{1}, \ldots, g_{s}\right\} \subseteq R_{n}$ and $f \in R_{n}$ is bounded from below on $K_{S}$. We say $f$ is stably bounded from below on $K_{S}$ if for any $h \in R_{n}$ with $\operatorname{deg} h \leq \operatorname{deg} f$, there exists $\epsilon>0$ so that $f-\epsilon h$ is also bounded from below on $K_{S}$.

Theorem 1 (Marshall). Suppose $S$ is given as above and $f$ is stably bounded from below on $K_{S}$. Then there is a computable $\rho>0$ so that the minimum of $f$ on $K_{S}$ occurs on the (compact) semialgebraic set $K_{S} \cap\left\{x \mid \rho-\|x\|^{2} \geq 0\right\}$.

We now interpret Proposition 1 in terms of projective positivity.

Proposition 2. Given $S=\left\{g_{1}, \ldots, g_{s}\right\}, f \subseteq R_{n}$. Then $f \gg 0$ on $K_{S}$ implies $f$ is stably bounded from below by 0 on $K_{S}$.

Proof. By Proposition 1, $f \gg 0$ iff there is $c \in \mathbb{R}^{+}$so that $f-c \Phi(n, d)(x)>0$ on $K_{S}$. Given $h \in R_{n}$ with $\operatorname{deg} h=d$, then there is some $N>0$ and $\epsilon>0$ such that $\epsilon p(x)<c \Phi(n, d)(x)$ for $\|x\|>N$. Then $f-\epsilon p>0$ on $K_{S} \cap\{x \mid\|x\|>N\}$ and this implies $f-\epsilon p$ is bounded from below on $K_{S}$.

Thus for applications to optimization, projective positivity is the "right" notion of positivity to consider. As Marshall remarks in [6]: "In cases where $f$ is not stably bounded from below on $K_{S}$, any procedure for approximating the minimum of $f$ using floating point computations involving the coefficients is necessarily somewhat suspect."

## 2 The Plane, Half Plane, and Quarter Plane

In the section we consider the semialgebraic sets $K_{3}, K_{4}$, and $K_{5}$ with generators $S_{3}, S_{4}$, and $S_{5}$. As stated above, it has been shown that $(* *)$ holds neither for $K_{5}$ (Hilbert) nor for $K_{3}$ and $K_{4}$ (Scheiderer). In this section, we will construct explicit examples showing that $(*)$ does not hold, which implies (**) does not hold.

First we consider polynomials $f \in R_{2}:=R=\mathbb{R}[x, y]$ which are nonnegative in the plane and review some results about when they are in $\Sigma R^{2}$. We shall use the standard terminology that $p$ is $p s d$ if $p \geq 0$ on $\mathbb{R}^{2}$ and $p$ is $p d$ if $p>0$ on $\mathbb{R}^{2}$ In 1888, Hilbert [2] gave a construction of a non-sos polynomial which is psd on $\mathbb{R}^{2}$. This construction was not explicit, and the first explicit example was found by Motzkin [7] in 1967. R. M. Robinson simplified Hilbert's construction [14]; we will use this example to construct the counterexamples in this section:
$Q(x, y, z)=x^{6}+y^{6}+z^{6}-\left(x^{4} y^{2}+x^{2} y^{4}+x^{4} z^{2}+x^{2} z^{4}+y^{4} z^{2}+y^{2} z^{4}\right)+3 x^{2} y^{2} z^{2}$.
For $a \geq 0$, let $Q_{a}(x, y, z)=Q(x, y, z)+a\left(x^{2}+y^{2}+z^{2}\right)^{3}$, then since $Q$ is $\mathrm{psd}, Q_{a}$ is also pd for $a>0$. It is shown in [14] (and the observation really goes back to [2]) that the cone of sos ternary sextic forms is closed. Since $Q$ does not belong to this cone, it follows that for some positive value of $a$, $Q_{a}$ is not sos. In fact, the methods of [1] can be used to show that $Q_{a}$ is
pd but not sos for $a \in(0,1 / 48)$; we omit the details. Let $q_{a}(x, y) \in \mathbb{R}[x, y]$ be the dehomogenization of $Q_{a}$, then for $0<a<1 / 48, q_{a}$ is pd and not sos. As already noted, $\overline{K_{5}^{*}}$ is the Northerm Hemisphere plus the equator, and $q_{a}^{*}=Q_{a}$, hence $q_{a} \gg 0$ on $K_{5}$ and $q_{a}$ is not in $T_{5}$. Thus (*) does not hold for $K_{5}$.

Note that $Q$ is even in $x$ and so we can consider $f(x, y)=q_{a}(\sqrt{x}, y)$, so that $f\left(x^{2}, y\right)=q_{a}(x, y)$. Then $f^{*}\left(x^{2}, y, z\right)=Q_{a}(x, y, z)$, hence $f^{*}(x, y, z) \geq 0$ for $x>0$. It is easy to see that $\overline{K_{4}^{*}}$ is the quarter sphere plus half the equator; thus $f \gg 0$ on $K_{4}$. But if $f \in T_{4}$, then there exist sos $\sigma_{j}$ so that

$$
f(x, y)=\sigma_{0}(x, y)+x \sigma_{1}(x, y) .
$$

If we replace $x$ by $x^{2}$ above, we obtain

$$
Q_{a}(x, y)=f\left(x^{2}, y\right)=\sigma_{0}\left(x^{2}, y\right)+x^{2} \sigma_{1}\left(x^{2}, y\right) .
$$

This implies that $Q_{a}$ is sos, a contradiction.
A virtually identical argument shows that $q_{a}(\sqrt{x}, \sqrt{y}) \gg 0$ on $K_{3}$ for $a>0$, but does not belong to $T_{3}$.

## 3 Non-compact Strips in the Plane

Before we discuss $K_{1}$ and $K_{2}$, we make a detour to $K=[-1,1]$. There are two natural sets of generators for $K$. Let $S_{1}=\{1-x, 1+x\}$ and $S_{2}=\left\{1-x^{2}\right\}$. Then clearly $K_{S_{1}}=K_{S_{2}}=K$ and $M_{S_{2}}=T_{S_{2}}$, because $\left|S_{2}\right|=1$. As remarked earlier, (1) implies that $M_{S_{1}}=T_{S_{1}}$; finally, $T_{S_{2}} \subseteq T_{S_{1}}$ is immediate and

$$
\begin{equation*}
1 \pm x=\frac{(1 \pm x)^{2}}{2}+\frac{\left(1-x^{2}\right)}{2} \tag{3}
\end{equation*}
$$

shows the converse. Thus it does not matter whether one takes $S_{1}$ or $S_{2}$ (or $M$ or $T$ ) in discussing $[-1,1]$.

What do (1) and (3) have to say in the plane? First, for $K_{2}$, we might take either $S_{1}$ or $S_{2}$ above as the set of generators, keeping in mind that the set of possible $\sigma$ 's is taken from $\sum R_{2}^{2}$, rather than $\sum R_{1}^{2}$ as above. Then, once again $M$ and $T$ are not affected by the choice of generators and $M=T$. For $K_{1}$, we similarly have from (3) that $T_{\left\{1-x^{2}, y\right\}}=T_{\{1-x, 1+x, y\}}$ and $M_{\left\{1-x^{2}, y\right\}}=$ $M_{\{1-x, 1+x, y\}}$. However, in this case, $T \neq M$. In fact, $y(1-x)$, which evidently is an element of $T_{\{1-x, 1+x, y\}}$, does not belong to $M_{\{1-x, 1+x, y\}}=M_{\left\{1-x^{2}, y\right\}}$.

Theorem 2. Suppose $S=\left\{f_{1}(x), \ldots, f_{m}(x), y\right\}$ is such that $K_{S}=K_{1}$. Then for every $f(x) \in \mathbb{R}[x]$, we have $g(x, y)=f(x)+y(1-x) \notin M_{S}$. In particular, $(* *)_{M}$ does not hold for $S$.

Proof. We show that that there cannot exist an identity

$$
\begin{equation*}
g(x, y)=f(x)+y(1-x)=\sigma_{0}(x, y)+\sum_{i=1}^{m} \sigma_{i}(x, y) f_{i}(x)+\sigma_{m+1}(x, y) \cdot y \tag{4}
\end{equation*}
$$

where the $\sigma_{i}$ 's are sos. Suppose (4) holds, and let

$$
I=\left\{a \in[0,1) \mid \prod_{i} f_{i}(a) \neq 0\right\}
$$

$I$ is the interval $[0,1)$ minus a finite set of points. Fix $a \in I$. Since $(a, y) \in K_{1}$, it follows that $f_{i}(a)>0$. Consider (4) when $x=a$ :

$$
\begin{equation*}
f(a)+y(1-a)=\sigma_{0}(a, y)+\sum_{i=1}^{m} \sigma_{i}(a, y) f_{i}(a)+\sigma_{m+1}(a, y) \cdot y \tag{5}
\end{equation*}
$$

Each $\sigma_{i}(a, y)$ is sos, and hence psd, and so as a polynomial in $y$ has leading term $c_{i} y^{2 m_{i}}$, where $c_{i}>0$. Let $M=\max m_{i}$. Then the highest power of $y$ occurring in any term on the right hand side of(5) is $y^{2 M}$ or $y^{2 M+1}$, with positive coefficient or coefficients, and so no cancellation occurs. In view of the left hand side, this highest power must be $y^{1}$. It follows that $M=0$, so that each $\sigma_{i}(a, y)$ is a constant. Writing $\sigma_{i}(x, y)=\sum_{j} A_{i, j}^{2}(x, y)$, we see that, $\operatorname{deg}_{y} A_{i, j}(a, y)=0$ for $a \in I$. Suppose now that $\operatorname{deg}_{y} A_{i, j}(x, y)=m_{i, j}$ and write

$$
A_{i, j}(x, y)=\sum_{k=0}^{m_{i, j}} B_{i, j, k}(x) y^{k}
$$

We have seen that $B_{i, j, k}(a)=0$ for $a \in I$ if $k \geq 1$. Any polynomials which vanishes on $I$ must be identically zero, hence $B_{i, j, k}(x)=0$ for $k \geq 1$. Thus $m_{i, j}=0$ and each $A_{i, j}(x, y)$ is, in fact, a polynomial in $x$ alone, so that $\sigma_{j}(x, y)=\sigma_{j}(x)$. Therefore, (5) becomes

$$
f(x)+y(1-x)=\sigma_{0}(x)+\sum_{j=1}^{m} \sigma_{j}(x) f_{j}(x)+y \sigma_{m+1}(x)
$$

Taking the partial derivative of both sides of this equation with respect to $y$, we see that $1-x=\sigma_{m+1}(x)$. This contradicts the assumption that $\sigma_{m+1}$ is sos.

Let $f(x)=\epsilon$ for some $\epsilon>0$. Then $g(x, y)=\epsilon+y(1-x)$ is positive on $K_{1}$, but $g \notin M$, thus $(* *)_{M}$ fails for $K_{1}$. Observe, however, that if we take either of the standard generators for $K_{1}$, then

$$
g(x, y)=\epsilon+y(1-x)=\epsilon+y \cdot \frac{(1-x)^{2}}{2}+\frac{y\left(1-x^{2}\right)}{2} \in T_{S}
$$

This shows that $T_{S} \neq M_{S}$ in this case. (The preceding construction works for any polynomial $f$ which is positive on $[-1,1]$.)

Proposition 3. Let $K=K_{2}=[-1,1] \times \mathbb{R}$ and suppose $f \in \mathbb{R}[x, y]$. The following are equivalent:
(i) $f \gg 0$ on $K$;
(ii) $f>0$ on $K$ and $f^{*}(0,1,0)>0$;
(iii) $f>0$ on $K$ and the leading term of $f$ as a polynomial in $y$ is of the form $c y^{d}$, where $c \in \mathbb{R}$ and $d=\operatorname{deg} f$.

Proof. It is not too hard to see that $\overline{K^{*}}$ consists of the intersection of the unit sphere with the set of $(u, v, w)$ satisfying $|u| \leq w$ and $w \geq 0$. Then (i) $\Rightarrow$ (ii) is clear since $(0,1,0) \in \overline{K^{*}}$. Suppose that (ii) holds. Let $d=\operatorname{deg} f$ and write $f=F_{0}+\cdots+F_{d}$, where $F_{i}$ is the homogeneous part of $f$ of degree $i$, so that $f^{*}(x, y, z)=\sum_{j=0}^{d} z^{d-j} F_{j}(x, y)$. Then $f^{*}(0,1,0)=F_{d}(0,1)$, which implies $F_{d}(0,1)>0$. Hence $F_{d}(x, y)$ must be of the form $c y^{d}$.

Finally, suppose that (iii) holds. We need to show that $f(u, v, w)>0$ for $(u, v, w) \in S^{2}$ with $|u|<w$. If $w=0$, then $u=0$ and $(u, v, w)=(0,1,0)$; recall that $f(0,1,0)>0$ by hypothesis. If $w>0$, then $(u, v, w)$ is in $K^{*}$, hence $(u / w, v / w) \in K$. Since $f(u / w, v / w)>0$, we have $f^{*}(u, v, w)>0$.

Our final result is that $(*)$ holds for $K_{2}$. The proof uses an idea from [9]: For $g(x, y) \gg 0$ on $K_{2}$, fix $y=a$ and look at the one variable polynomial $g(x, a)$. This is positive on $[-1,1]$, a compact set, so we have representations of each $g(x, a)$ in $T_{1 \pm x} \subseteq \mathbb{R}[x]$. We "glue" these together to form a representation of $g(x, y)$ in $T_{2}$.

As in [10], for $f(x) \in \mathbb{R}[x]$ of degree $d$, we define $\tilde{f}(x)$, the Goursat transform of $f$, by the equation

$$
\tilde{f}(x)=(1+x)^{d} f\left(\frac{1-x}{1+x}\right)
$$

We collect some easy results from [10] about the Goursat transform:

Lemma 1. If $f(x) \in \mathbb{R}[x]$ of degree $d$, then

1. $\operatorname{deg} \tilde{f} \leq d$ with equality iff $f(-1) \neq 0$;
2. $\tilde{\tilde{f}}=2^{d} f$;
3. $f>0$ on $[-1,1]$ iff $\tilde{f}>0$ on $[0, \infty)$ and $\operatorname{deg}(\tilde{f})=d$.

We also need a quantitative version of an old result, proved as [10, Theorem $6]$. This is stated using the improved bound for Pólya's Theorem from [11].

Proposition 4. Suppose $f(x)=\sum_{i=0}^{d} a_{i} x^{i} \in \mathbb{R}[x]$ and

$$
\lambda=\min \{f(x) \mid-1 \leq x \leq 1\}>0
$$

Let $\tilde{f}(x)=\sum_{i=0}^{d} a_{i}(1-x)^{i}(1+x)^{d-i}=\sum_{i=0}^{d} b_{i} x^{i}$ and let

$$
\tilde{L}(f):=\max \left\{\left|b_{i}\right| \mid i=0, \ldots d\right\}
$$

Finally, let

$$
N(f):=\frac{d(d-1)}{2} \frac{\tilde{L}(f)}{\lambda} .
$$

If $N>N(f)$, then the coefficients of the polynomial $(1+x)^{N} \tilde{f}(x)$ are positive.

Theorem 3. Given $N, d \in \mathbb{N}$, there exist polynomials $C_{i} \in \mathbb{R}\left[x_{0}, \ldots, x_{d}\right]$, $0 \leq i \leq N+d$, with the following property: If $f(x)=\sum_{i=0}^{d} a_{i} x^{i} \in \mathbb{R}[x]$ is positive on $[-1,1]$ and $N>N(f)$, then $C_{i}\left(a_{0}, \ldots, a_{d}\right)>0$ and

$$
f(x)=\sum_{i=0}^{N+d} C_{i}\left(a_{0}, \ldots, a_{d}\right)(1+x)^{i}(1-x)^{N+d-i}
$$

Proof. Write

$$
\begin{equation*}
(1+x)^{N} \tilde{f}=\sum_{j=0}^{N+d} b_{j} x^{j} \tag{6}
\end{equation*}
$$

where $b_{j}>0$ for all $j$.
For $0 \leq j \leq N+d$, let $c_{j}\left(t_{0}, \ldots, t_{d}\right)$ be the coefficient of $x^{j}$ in the expansion of

$$
(1+x)^{N} \sum_{j=0}^{d} t_{j}(1-x)^{i}(1+x)^{d-i}
$$

clearly each $c_{j} \in \mathbb{R}\left[t_{0}, \ldots, t_{d}\right]$, and by construction, $b_{j}=c_{j}\left(a_{0}, \ldots, a_{d}\right)$.
Now apply the Goursat transformation to both sides of (6) to obtain

$$
2^{N+d} f=\sum_{j=0}^{N+d} b_{j}(1-x)^{j}(1+x)^{N+d-j} .
$$

Setting $C_{j}=2^{-(N+d)} c_{j}$, we have that $C_{j}\left(a_{1}, \ldots, a_{d}\right)>0$ for all $j$ and $f=$ $\sum C_{j}\left(a_{0}, \ldots, a_{d}\right) x^{j}$.

Example 1. For linear polynomials the proposition is easy. Suppose $f(x)=$ $a_{1} x+a_{0}>0$ on $[-1,1]$, then we can find a representation of the form specified with $N=0$. In this case, we have

$$
f(x)=C_{0}\left(a_{0}, a_{1}\right) \cdot(1-x)+C_{1}\left(a_{0}, a_{1}\right) \cdot(1-x)
$$

with $C_{0}\left(t_{0}, t_{1}\right)=\frac{1}{2} t_{0}-\frac{1}{2} t_{1}$ and $C_{1}\left(t_{0}, t_{1}\right)=\frac{1}{2} t_{0}+\frac{1}{2} t_{1}$. Note that $f(x)>0$ on $[-1,1]$ implies immediately that $C_{j}\left(a_{0}, a_{1}\right)>0$.

Suppose we are given $g \gg 0$ on $K_{2}$. For each $r \in \mathbb{R}$, define $g_{r}(x) \in \mathbb{R}[x]$ by $g_{r}(x)=g(x, r)$ and note that $g_{r}(x)>0$ on $[-1,1]$ for all $r$. Let $L_{r}$ denote $\tilde{L}\left(g_{r}\right)$ and let $\lambda_{r}=\min \left\{g_{r}(x) \mid-1 \leq x \leq 1\right\}$.

Lemma 2. Suppose $g \gg 0$ on $K_{2}$. Then there is $u>0$ such that

$$
\frac{\tilde{L}_{r}}{\lambda_{r}} \leq u
$$

for all $r$.
Proof. This is similar to [9, Prop. 1]. Let $d=\operatorname{deg}_{x} g$ and $m=\operatorname{deg}_{y} g$, and write

$$
g(x, y)=\sum_{i=0}^{m} h_{i}(x) y^{i}
$$

Since $g \gg 0$ on $K_{2}$, by Proposition 3, the leading term in $g$ as a polynomial in $y, h_{m}(x)$, is actually a positive real constant $c$. For each $i, 0 \leq i \leq m-1$, there is $M_{i}>0$ such that $h_{i}(x)<M_{i}$ for $x \in[-1,1]$. Then, on $[-1,1]$,

$$
g_{r}(x) \geq c r^{m}-\sum_{j=0}^{m-1} M_{j} r^{j}>w r^{m}
$$

for some positive constant $w$ and $|r|$ sufficiently large. In other words, for sufficiently large $|r|$, we have $\lambda_{r} \geq w r^{m}$.

Now write $g(x, y)$ as a polynomial in $x: g=\sum_{i=0}^{d} k_{i}(y) x^{i}$. Then $\operatorname{deg} k_{i}(y) \leq$ $m$ for all $i$, by assumption. This means that the coefficients of $g_{r}(x)$ are $\mathcal{O}\left(|r|^{m}\right)$ as $|r| \rightarrow \infty$. The coefficients of $\tilde{g}_{r}(x)$ are linear combinations of the coefficients of $g_{r}(x)$, so the same is true for $\tilde{g}_{r}(x)$. From this is follows that

$$
\frac{\tilde{L}_{r}}{\lambda_{r}} \leq \frac{w^{\prime} r^{m}}{w r^{m}}
$$

for some constant $w^{\prime}$ and $|r|$ sufficiently large and the result is clear.

Theorem 4. $(*)$ holds for $K_{2}$ : If $g \gg 0$ on $K_{2}$, then $g \in T_{2}$.
Proof. Let $u$ be as in the lemma and set $N=\frac{d(d-1)}{2} u$, so that we can apply Proposition 3 to each $g_{r}$ with this $N$.

For $i=0, \ldots, N+d$, let $C_{j} \in \mathbb{R}\left[t_{0}, \ldots, t_{d}\right]$ be as in the proposition. Writing $g(x, y)=\sum_{i=0}^{d} e_{i}(y) x^{i}$, define $P_{1}, \ldots, P_{d+N} \in \mathbb{R}[y]$ by $P_{j}=$ $C_{j}\left(e_{0}(y), \ldots, e_{d}(y)\right)$. Then the conclusion of Theorem 3 implies that

$$
\begin{equation*}
g(x, y)=\sum_{j=0}^{d+N} P_{j}(y)(1-x)^{i}(1+x)^{N+d-i} \tag{7}
\end{equation*}
$$

For each $r \in \mathbb{R}$ and each $j$, we have $P_{j}(r)=C_{j}\left(e_{0}(r), \ldots, e_{d}(r)\right)$ and then, since $\left\{e_{0}(r), \ldots, e_{d}(r)\right\}$ are the coefficients of $g_{r}$, it follows from the conclusion of Proposition 3 that $P_{j}(r)>0$; that is $P_{j}>0$ on $\mathbb{R}$ for all $j$. Thus, each $P_{j}(y)$ is a sum of two squares of polynomials and, plugging sos representations of the $P_{j}$ 's into (7) yields a representation of $g$ in $T_{2}$.

Example 2. Let $g(x, y)=y^{2}-x y+y+1$, then for each $r \in \mathbb{R}$,

$$
g_{r}(x)=-r x+\left(r^{2}+r+1\right)>0
$$

on $[-1,1]$. By the above, we have, for each $r$, the representation

$$
g_{r}=\frac{1}{2}\left(r^{2}+2 r+1\right)(1-x)+\frac{1}{2}\left(r^{2}+1\right)(1+x)
$$

Then $C_{0}(y)=y^{2}+2 y+1=(y+1)^{2}$ and $C_{1}(y)=y^{2}+1$ yields the representation

$$
g(x, y)=\frac{1}{2}(y+1)^{2}(1-x)+\frac{1}{2}\left(y^{2}+1\right)(1+x) \in T_{2}
$$
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## 1 Introduction

Stability of two-dimensional polynomials arises in fields as diverse as 2D digital signal and image processing ([11], [7], [18]), time-delay systems [14], repettitive, or multipass, processes [24], and target tracking in radar systems. For this reason, there have been a large number of stability criteria for 2D polynomials, which have been surveyed and discussed in a number of papers ([13], [22], [9], [4], [5], [21]). In achieving the maximal efficiency of 2D stability tests, the reduction of algebraic complexity offered by the stability criteria in [26] has been useful. Apart from some minor conditions, the criteria convert stability testing of a 2 D polynomial to testing of only two 1 D polynomials, one for stability and the other for positivity.

Due to inherent uncertainty of the underlying models, it has been long recognized that in practical applications it is necessary to test robustness of stability to parametric variations [27]. Almost exclusively, the 2D robust stability tests have been based on the elegant Kharitonov solution of the stability problem involving 1D interval polynomials ([6], [2], [23], [16], [31]). In the context of 2 D polynomials, the solution lost much of its simplicity resulting in numerically involved algorithms. This fact made the testing of 2 D polynomials with interval parameters difficult, especially in the case of multiaffine and polynomic uncertainty structures.

The purpose of this paper is to present new criteria for testing stability of 2D polynomials with interval parameters, which are based on the criteria of [26] and the positivity approach to the interval parametric uncertainties advanced in [29]. An appealing feature of the new criteria is the possibility of using the efficient Bernstein minimization algorithms ([19], [8]) to carry out the numerical part of the positivity tests. Furthermore, the proposed formulation can handle the polynomic uncertainty structures having interval parameters, and can be easily extended to systems with time-delays along the lines of [14].

## 2 Stability Criterion

Let us recall the stability criteria [26] for a real two-variable polynomial

$$
\begin{equation*}
h(s, z)=\sum_{j=0}^{n} \sum_{k=0}^{m} h_{j k} s^{j} z^{k} \tag{1}
\end{equation*}
$$

where $s, z \in \mathbb{C}$ are complex variables, and for some $j, k$ the coefficients $h_{j n}$ and $h_{m k}$ are not both zero. We are interested in stating the conditions under which polynomial $h(s, z)$ satisfies the stability property

$$
\begin{equation*}
h(s, z) \neq 0, \quad s \in \mathbb{C}_{-}^{c} \cap z \in \mathbb{C}_{-}^{c} \tag{2}
\end{equation*}
$$

where $\mathbb{C}_{-}^{c}$ is the complement of $\mathbb{C}_{-}=\{s \in \mathbb{C}: \operatorname{Re} s<0\}$, the open left half of the complex plane $\mathbb{C}$.

As shown by Ansell [1], property (2) is equivalent to

$$
\begin{array}{ll}
h(s, 1) \neq 0, & \forall s \in \mathbb{C}_{-}^{c} \\
h(i \omega, z) \neq 0, & \forall z \in \mathbb{C}_{-}^{c} \tag{3b}
\end{array}
$$

To test (3a) we can use the standard Routh test (e.g., [17]). To verify (3b) we follow Ansell's approach and consider the polynomial $c(z)=h(i \omega, z)$,

$$
\begin{equation*}
c(z)=\sum_{k=0}^{m} c_{k} z^{k} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{k}=\sum_{j=0}^{n} h_{j k} s^{j} \tag{5}
\end{equation*}
$$

and $s=i \omega$. With $c(z)$ we associate the symmetric $m \times m$ Hermite matrix $C=\left(c_{j k}\right)$ with elements $c_{j k}$ defined by (e.g., [17])

$$
\begin{align*}
& c_{j k}=2(-1)^{(j+k) / 2} \sum_{\ell=1}^{j}(-1)^{\ell} \operatorname{Re}\left(c_{m-\ell+1} \bar{c}_{m-j-k+\ell}\right), \quad(j+k) \text { even }  \tag{6}\\
& c_{j k}=2(-1)^{(j+k) / 2} \sum_{\ell=1}^{j}(-1)^{\ell} \operatorname{Im}\left(c_{m-\ell+1} \bar{c}_{m-j-k+\ell}\right), \quad(j+k) \text { odd }
\end{align*}
$$

where the overbar denotes conjugacy and $j \leq k$. We recall that $C>0$ if and only if $c(z)=0$ implies $z \in \mathbb{C}_{-}$. Since $C=C(i \omega)$ is a real symmetric matrix, we define a real even polynomial

$$
\begin{equation*}
g\left(\omega^{2}\right)=\operatorname{det} C(i \omega) \tag{7}
\end{equation*}
$$

and replace $\omega^{2}$ by $\omega$ to get a polynomial $g(\omega)$.

We also define a polynomial

$$
\begin{equation*}
f(s)=h(s, 1) \tag{8}
\end{equation*}
$$

and state the following [26]:

Theorem 1. A two-variable polynomial $h(s, z)$ has the stability property (2) if and only if
(i) $f(s)$ is $\mathbb{C}_{-}-$stable.
(ii) $g(\omega)$ is $\mathbb{R}_{+}$-positive.
(iii) $C(0)$ is positive definite.

Condition (i) means that $f(s)=0$ implies $s \in \mathbb{C}_{-}$, while condition (ii) is equivalent to $g(\omega)>0$ for all $\omega \geq 0$.

In stability analysis of recursive digital filters (e.g., [11], [7]), it is of interest to establish necessary and sufficient conditions for a polynomial $h(s, z)$ to have the stability property

$$
\begin{equation*}
h(s, z) \neq 0, \quad\left\{s \in \overline{\mathbf{K}}^{0}\right\} \cap\left\{z \in \overline{\mathbf{K}}^{0}\right\} \tag{9}
\end{equation*}
$$

where $\mathbf{K}=\{s \in \mathbb{C}:|s|=1\}$ is the unit circle, and $\overline{\mathbf{K}}^{0}=\mathbf{K} \cup \mathbf{K}^{0}$ is the closure of $\mathbf{K}^{0}=\{s \in \mathbb{C}:|s|<1\}$.

By following Huang [10], one can show that (9) is equivalent to

$$
\begin{align*}
h(s, 0) \neq 0, & \forall s \in \overline{\mathbf{K}}^{0}  \tag{10a}\\
h\left(e^{i \omega}, z\right) \neq 0, & \forall z \in \overline{\mathbf{K}}^{0} . \tag{10b}
\end{align*}
$$

Condition (10a) means that the new polynomial

$$
\begin{equation*}
f(s)=s^{n} h\left(s^{-1}, 0\right) \tag{11}
\end{equation*}
$$

has all zeros in the open unit circle $\mathbf{K}^{0}$, that is, $f(s)$ is $\mathbf{K}^{0}$-stable. To test condition (10b), we consider

$$
\begin{equation*}
d(z)=z^{m} h\left(e^{i \omega}, z^{-1}\right) \tag{12}
\end{equation*}
$$

which we write as a polynomial

$$
\begin{equation*}
d(z)=\sum_{k=0}^{m} d_{k} z^{k} \tag{13}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
d_{k}=\sum_{j=0}^{n} h_{j, m-k} s^{k}, \tag{14}
\end{equation*}
$$

and $s=e^{i \omega}$.

With the polynomial $d(z)$ we associate the Schur-Cohn $m \times m$ matrix $D=\left(d_{j k}\right)$ specified by

$$
\begin{equation*}
d_{j k}=\sum_{\ell=1}^{j}\left(d_{m-j+\ell} \bar{d}_{m-k+\ell}-\bar{d}_{j-\ell} d_{k-\ell}\right), \tag{15}
\end{equation*}
$$

where $j \leq k$ (e.g., [12]). The matrix $D\left(e^{i \omega}\right)$ is a Hermitian matrix and we define

$$
\begin{equation*}
g\left(e^{i \omega}\right)=\operatorname{det} D\left(e^{i \omega}\right), \tag{16}
\end{equation*}
$$

where $g(\cdot)$ is a self-inversive polynomial.
We state the following [26]:

Theorem 2. A two-variable polynomial $h(s, z)$ has the stability property (9) if and only if
(i) $f(s)$ is $\mathbf{K}^{0}$-stable.
(ii) $g(z)$ is $\mathbf{K}$-positive.
(iii) $D(1)$ is positive definite.

Positivity of $g(z)$ on $\mathbf{K}$, which is required by condition (ii), can be verified by applying the methods of [25].

Finally, we show how the mixture of the two previous stability properties can be handled using the same tools. The desired property is defined as

$$
\begin{equation*}
h(s, z) \neq 0, \quad\left\{s \in \mathbb{C}_{-}^{c}\right\} \cap\left\{z \in \overline{\mathbf{K}}^{0}\right\} . \tag{17}
\end{equation*}
$$

By following Ansell [1], one can show that this property is equivalent to

$$
\begin{array}{ll}
h(s, 0) \neq 0, & \forall s \in \mathbb{C}_{-}^{c} \\
h(i \omega, z) \neq 0, & \forall z \in \overline{\mathbf{K}}^{0} \tag{18b}
\end{array}
$$

In this case, the polynomial $d(z)$ is defined as

$$
\begin{equation*}
d(z)=z^{m} h\left(i \omega, z^{-1}\right), \tag{19}
\end{equation*}
$$

which is used to obtain the polynomial $g(\cdot)$ via equations (13)-(16). From (18a), we get the polynomial

$$
\begin{equation*}
f(s)=h(s, 0) \tag{20}
\end{equation*}
$$

then define $\mathbf{I}=\{z \in \mathbb{C}: \operatorname{Re} z=0\}$ and arrive at [26]:

Theorem 3. A two-variable polynomial $h(s, z)$ has the stability property (17) if and only if
(i) $f(s)$ is $\mathbb{C}_{-}$-stable.
(ii) $g(z)$ is $\mathbf{I}$-positive.
(iii) $D(0)$ is positive definite.

We note that I-positivity of $g(z)$ can be reformulated as $\mathbb{R}_{+}$-positivity (see [28]).

## 3 Uncertain Polynomials

We are now interested in studying stability properties of uncertain twovariable polynomials with polynomic uncertainty structures. A polynomial $h(s, z ; p)$ is given as

$$
\begin{equation*}
h(s, z ; p)=\sum_{j=0}^{n} \sum_{k=0}^{m} h_{j k}(p) s^{j} z^{k} \tag{21}
\end{equation*}
$$

where $h_{j k}(p)$ are polynomials themselves in uncertain parameter vector $p \in$ $\mathbb{R}^{r}$. We assume that $p$ resides in a box

$$
\begin{equation*}
\mathbf{P}=\left\{p \in \mathbb{R}^{r}: \quad p_{k} \in\left[\underline{p}_{k}, \bar{p}_{k}\right], k \in \mathbf{r}\right\} . \tag{22}
\end{equation*}
$$

We want to obtain the robust versions of stability properties defined in the preceding section. In the case of (2), for example, we are interested in testing the robust property

$$
\begin{equation*}
h(s, z ; p) \neq 0, \quad\left\{s \in \mathbb{C}_{-}^{c}\right\} \cap\left\{z \in \mathbb{C}_{-}^{c}\right\} \cap\{p \in \mathbf{P}\} \tag{23}
\end{equation*}
$$

To accommodate the uncertainty in $h(s, z ; p)$ we define the polynomial families $\mathcal{F}=\{f(\cdot, p): p \in \mathbf{P}\}, G=\{g(\cdot, p): p \in \mathbf{P}\}$ and state a straightforward modification of Theorem 1 .

Theorem 4. An uncertain two-variable polynomial $h(s, z ; p)$ has the robust stability property (23) if and only if
(i) $\mathcal{F}$ is $\mathbb{C}_{-}$-stable.
(ii) $\mathcal{G}$ is $\mathbb{R}_{+}{ }_{-}$positive.
(iii) $C(0, p)$ is positive definite for all $p \in \mathbf{P}$.

Robust versions of the remaining two stability properties of the preceding section can be tested by Theorem 4 via bilinear transformation in pretty much the same way $D$-stability was tested in [29]. We also note the structural similarity of Theorem 4 with theorems on robust SPR properties [30], which motivates the work presented next.

Condition (i) in Theorem 4 obviously means that all zeros of $f(s, p)$ lie in $\mathbb{C}_{-}$for all $p \in \mathbf{P}$. To establish this type of robust stability via polynomial positivity, we define the magnitude function

$$
\begin{equation*}
\hat{f}(s, p)=f(s, p) \overline{f(s, p)}=\sum_{k=0}^{n} \sum_{j=0}^{n} a_{k}(p) \bar{a}_{j}(p) s^{l} \bar{s}^{j} \tag{24}
\end{equation*}
$$

where overbar denotes conjugation. We note immediately that the magnitude function $\hat{f}(s, p)=|f(s, p)|^{2}$ is nonnegative for all $s \in \mathbb{C}$. This obvious fact is essential in the following development.

Let us form a family $\hat{\mathcal{F}}=\{\hat{f}(\cdot, p): p \in \mathbf{P}\}$ and use the result of [29] to conclude that the family $\mathcal{F}$ is $\mathbb{C}_{-}$-stable if and only if the corresponding family $\hat{\mathcal{F}}$ is I-positive, and $f\left(s, p^{\prime}\right)$ is $\mathbb{C}_{-}$-stable for some $p^{\prime} \in \mathbf{P}$. Furthermore, from (7) it follows that positivity of $\operatorname{det} C(0 ; p)$ is included in testing condition (ii) of Theorem 4. This means that to test condition (iii) of Theorem 4, it suffices to verify that $C\left(0 ; p^{\prime \prime}\right)$ is positive definite for some $p^{\prime \prime} \in \mathbf{P}$. We finally arrive at

Theorem 5. An uncertain two-variable polynomial $h(s, z ; p)$ has the robust stability property (23) if and only if
(i) $\hat{\mathcal{F}}$ is $\mathbb{R}_{+}$-positive and $f\left(s ; p^{\prime}\right)$ is $\mathbb{C}_{-}$-stable for some $p^{\prime} \in \mathbf{P}$.
(ii) $\mathcal{G}$ is $\mathbb{R}_{+}$-positive.
(iii) $C\left(0 ; p^{\prime \prime}\right)$ is positive definite for some $p^{\prime \prime} \in \mathbf{P}$.

Example 1. To illustrate the application of Theorem 5, let us use the twovariable polynomial from [31],

$$
\begin{equation*}
h(s, z ; p)=h_{11}(p) s z+h_{10}(p) s+h_{01}(p) z+h_{00}(p), \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
& h_{11}(p)=0.9-0.1 p_{1}-0.3 p_{2} \\
& h_{10}(p)=0.8-0.5 p_{1}+0.3 p_{2} \\
& h_{01}(p)=1+0.2 p_{1}+0.3 p_{2}  \tag{26}\\
& h_{00}(p)=1.6+0.5 p_{1}-0.7 p_{2}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{P}=\left\{p \in \mathbb{R}^{2} ; \quad p_{1} \in[-0.3,0.4], \quad p_{2} \in[0.1,0.5]\right\} \tag{27}
\end{equation*}
$$

To test condition (i) we compute the polynomial

$$
\begin{equation*}
f(s ; p)=\left(1.7-0.6 p_{1}\right) s+2.6+0.7 p_{1}-0.4 p_{2} \tag{28}
\end{equation*}
$$

and note that, in this simple case, we do not need to compute the corresponding magnitude function $\hat{f}(\omega ; p)$. Robust $\mathbb{C}_{-}$-stability of $f(s ; p)$ follows directly from positivity of its coefficients. Indeed,

$$
\begin{align*}
& 1.7-0.6 p_{1} \geq 1.46 \\
& 2.6+0.7 p_{1}-0.4 p_{2} \geq 2.19 \tag{29}
\end{align*}
$$

for all $p \in \mathbf{P}$.
Since the matrix $C(i \omega ; p)$ is a scalar, condition (iii) is included in condition (ii) which is satisfied because

$$
\begin{align*}
g(\omega ; p)= & \left(1+0.2 p_{1}+0.3 p_{2}\right)\left(1.6+0.5 p_{1}-0.7 p_{2}\right) \\
& +\left(0.9-0.1 p_{1}-0.3 p_{2}\right)\left(0.8-0.5 p_{1}+0.3 p_{2}\right) \omega  \tag{30}\\
\geq & 0.4473 \omega+1.0670
\end{align*}
$$

is obviously $\mathbb{R}_{+}{ }^{-}$positive.

Our analysis is elementary when compared to the stability testing procedure of Xiao [31], which involves extensive computation required by the Edge Theorem.

Let us consider more complex examples which will require the use of Bernstein's algorithm.

Example 2. A two-variable polynomial is given as

$$
\begin{align*}
h(s, z ; p)= & s^{2} z^{2}+h_{21}(p) s^{2} z+h_{12}(p) s z^{2}+h_{20}(p) s^{2} \\
& +h_{02}(p) z^{2}+h_{11}(p) s z+h_{10}(p) s+h_{01}(p) z+h_{00}(p) \tag{31}
\end{align*}
$$

where

$$
\begin{align*}
& h_{21}(p)=3-p_{1} \\
& h_{20}(p)=p_{1} p_{2} \\
& h_{11}(p)=3 p_{1} p_{2}-p_{1}^{2} p_{2} \\
& h_{01}(p)=6-5 p_{1}+3 p_{2}-p_{1} p_{2}+p_{1}^{2}  \tag{32}\\
& h_{12}(p)=p_{1} p_{2} \\
& h_{02}(p)=2-p_{1}+p_{2} \\
& h_{10}(p)=p_{1}^{2} p_{2}^{2} \\
& h_{00}(p)=2 p_{1} p_{2}-p_{1}^{2} p_{2}+p_{1} p_{2}^{2}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{P}=\left\{p \in \mathbb{R}^{2}: \quad p_{1} \in[1,2], \quad p_{2} \in[1,2]\right\} \tag{33}
\end{equation*}
$$

The polynomial $f(s ; p)$ is computed as

$$
\begin{align*}
f(s ; p)= & \left(4-p_{1}+p_{1} p_{2}\right) s^{2}+\left(4 p_{1} p_{2}-p_{1}^{2} p_{2}+p_{1}^{2} p_{2}^{2}\right) s \\
& +8-6 p_{1}+4 p_{2}+p_{1} p_{2}+p_{1}^{2}-p_{1}^{2} p_{2}+p_{1} p_{2}^{2} \tag{34}
\end{align*}
$$

The corresponding minimizing polynomial

$$
\begin{equation*}
\underline{f}(s)=4 s^{2}+4 s+4 \tag{35}
\end{equation*}
$$

is obtained by minimizing each coefficient using Bernstein's algorithm. Obviously, $\mathcal{F}$ is $\mathbb{C}$ _-stable since $\underline{f}(s)$ has positive coefficients.

Next, we compute

$$
\begin{equation*}
c(z ; p)=c_{2}(p) z^{2}+c_{1}(p) z+c_{0}(p), \tag{36}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{2}(p)=2-p_{1}+p_{2}-\omega^{2}+i p_{1} p_{2} \omega \\
& c_{1}(p)=6-5 p_{1}+3 p_{2}-p_{1} p_{2}+p_{1}^{2}-3 \omega^{2}+p_{1} \omega^{2}+i\left(3 p_{1} p_{2}-p_{1}^{2} p_{2}\right) \omega  \tag{37}\\
& c_{0}(p)=2 p_{1} p_{2}-p_{1}^{2} p_{2}-p_{1} p_{2} \omega^{2}+i p_{1}^{2} p_{2}^{2} \omega
\end{align*}
$$

In this case, the $2 \times 2$ matrix $C(i \omega ; p)$ turns out to be a diagonal matrix

$$
\begin{equation*}
C(i \omega ; p)=\operatorname{diag}\left\{c_{11}(i \omega ; p), \quad c_{22}(i \omega ; p)\right\} \tag{38}
\end{equation*}
$$

and conditions (ii) and (iii) of Theorem 5 reduce to positivity of the coefficients

$$
\begin{align*}
c_{11}(i \omega ; p)= & \tilde{c}_{11}\left(\omega^{2} ; p\right) \\
= & \left(3-p_{1}\right) \omega^{4}+\left(-12+10 p_{1}-6 p_{2}+2 p_{1} p_{2}-2 p_{1}^{2}\right. \\
& \left.+3 p_{1}^{2} p_{2}^{2}-p_{1}^{3} p_{2}^{2}\right) \omega^{2}+12-16 p_{1}+12 p_{2}-10 p_{1} p_{2} \\
& +7 p_{1}^{2}+3 p_{2}^{2}-p_{1} p_{2}^{2}+2 p_{1}^{2} p_{2}-p_{1}^{3} \\
c_{22}(i \omega ; p)= & \tilde{c}_{22}\left(\omega^{2} ; p\right)  \tag{39}\\
= & \left(3 p_{1} p_{2}-p_{1}^{2} p_{2}\right) \omega^{4}+\left(-12 p_{1} p_{2}+10 p_{1}^{2} p_{2}-6 p_{1} p_{2}^{2}\right. \\
& \left.+2 p_{1}^{2} p_{2}^{2}-2 p_{1}^{3} p_{2}+3 p_{1}^{3} p_{2}^{3}-p_{1}^{4} p_{2}^{3}\right) \omega^{2} \\
& +12 p_{1} p_{2}-16 p_{1}^{2} p_{2}+12 p_{1} p_{2}^{2}-10 p_{1}^{2} p_{2}^{2}+7 p_{1}^{3} p_{2}+3 p_{1} p_{2}^{3} \\
& -p_{1}^{2} p_{2}^{3}+2 p_{1}^{3} p_{2}^{2}-p_{1}^{4} p_{2} .
\end{align*}
$$

By using Bernstein's minimization algorithm we compute the minorizing polynomials [29] and establish positivity of the two polynomials $c_{11}(i \omega ; p)$ and $c_{22}(i \omega ; p)$ by obtaining the minima

$$
\begin{align*}
& \min _{\substack{p \in \mathbb{P} \\
\omega \in \mathbb{R}_{+}}} \tilde{c}_{11}(\omega ; p)=1.3724 \text { at } p_{1}=2, \quad p_{2}=1, \omega=0.1715 \\
& \min _{\substack{p \in \mathbb{P} \\
\omega \in \mathbb{R}_{+}}} \tilde{c}_{22}(\omega ; p)=3.1185 \text { at } p_{1}=2, \quad p_{2}=1, \omega=0.2487 . \tag{40}
\end{align*}
$$

Positivity of the minima implies robust stability property (25) for the polynomial $h(s, z ; p)$ of (31).

## 4 Time-Delay Systems

Our objective in this section is to show how the tools presented in this chapter can be applied to test robust stability of linear systems of the retarded type described by a differential-difference equation

$$
\begin{equation*}
x^{(n)}(t)+\sum_{j=0}^{n-1} \sum_{k=0}^{m} h_{j k}(p) x^{(j)}(t-k \tau)=0 \tag{41}
\end{equation*}
$$

where $\tau>0$ is a fixed delay. The coefficients $h_{j k}(p)$ are polynomials in the uncertain parameter vector $p \in \mathbb{R}^{\ell}$ which belongs to a box $\mathbf{P}$.

It is well known [3] that for a fixed parameter $p$, a system (41) is stable if and only if the corresponding quasipolynomial satisfies the following property:

$$
\begin{equation*}
h\left(s, e^{-\tau s} ; p\right)=s^{n}+\sum_{j=0}^{n-1} \sum_{k=0}^{m} h_{j k}(p) s^{j} e^{-k \tau s} \neq 0, \operatorname{Re} s \geq 0 \tag{42}
\end{equation*}
$$

The system is robustly stable if (42) holds for all $p \in \mathbf{P}$.
The following theorem is a straightforward robustification of a theorem by Kamen ([14], [15]):

Theorem 6. System (41) is robustly stable independent of delay if

$$
\begin{equation*}
h(s, z ; p) \neq 0, \quad\left\{s \in \mathbb{C}_{-}^{c}\right\} \cap\{z \in \mathbf{K}\} \cap\{p \in \mathbf{P}\} \tag{43}
\end{equation*}
$$

This condition is also necessary if

$$
\begin{equation*}
h(0, z ; p) \neq 0, \quad\{z \in \mathbf{K}\} \cap\{p \in \mathbf{P}\} \tag{44}
\end{equation*}
$$

To test condition (43) we first use the bilinear transformation

$$
z= \begin{cases}\frac{1+i \omega}{1-i \omega}, & \omega \in \mathbb{R} \text { when } z \in \mathbf{K} \backslash\{-1\}  \tag{45}\\ -1, & z=-1\end{cases}
$$

to define the polynomials

$$
\begin{align*}
& \tilde{h}(s, i \omega ; p)=(1-i \omega)^{m} h\left(s, \frac{1+i \omega}{1-i \omega} ; p\right)  \tag{46}\\
& f(s ; p)=h(s,-1 ; p)
\end{align*}
$$

Then, by following Ansell's approach [1], we consider the polynomial $c(s ; p)=$ $\tilde{h}(s, i \omega ; p)$,

$$
\begin{equation*}
c(s ; p)=\sum_{j=0}^{n} c_{j}(p) s^{j} \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{j}(p)=\sum_{k=0}^{n} \tilde{h}_{j k}(p)(i \omega)^{k} \tag{48}
\end{equation*}
$$

With $c(s ; p)$ we associate the symmetric $n \times n$ Hermite matrix $C=\left(c_{j k}\right)$ having elements $c_{j k}$ defined in (6), and obtain the polynomial

$$
\begin{equation*}
g\left(\omega^{2} ; p\right)=\operatorname{det} C(i \omega ; p) \tag{49}
\end{equation*}
$$

Finally, with polynomials $f(s ; p)$ and $g\left(\omega^{2} ; p\right)$ at hand, we can imitate Theorem 5 to state the following:

Theorem 7. System (41) is robustly stable independent of delay if
(i) $\hat{\mathcal{F}}$ is $\mathbb{R}_{+}$-positive and $f\left(s ; p^{\prime}\right)$ is $\mathbb{C}_{-}$-stable for some $p^{\prime} \in \mathbf{P}$.
(ii) $\mathcal{G}$ is $\mathbb{R}_{+}$-positive.
(iii) $C\left(0 ; p^{\prime \prime}\right)$ is positive definite for some $p^{\prime \prime} \in \mathbf{P}$.

It is obvious that condition (44) of Theorem 6, which is included in (45), can be tested via positivity as well.

To illustrate the application of Theorem 7 let us use the following:

Example 3. A time-delay system (41) is given as

$$
\begin{equation*}
x^{(2)}(t)+p_{2} x^{(1)}(t-\tau)+p_{1} x(t-\tau)+x^{(1)}(t)+\left(1+p_{1} p_{2}^{2}\right) x(t)=0 \tag{50}
\end{equation*}
$$

with the uncertainty box

$$
\begin{equation*}
\mathbf{P}=\left\{p \in \mathbb{R}^{2}: \quad p_{1} \in[-0.5,0.5], \quad p_{2} \in[-0.5,0.5]\right\} \tag{51}
\end{equation*}
$$

From (50), we compute the associated quasipolynomial

$$
\begin{equation*}
h(s, z ; p)=s^{2}+\left(p_{2} s+p_{1}\right) z+s+1+p_{1} p_{2}^{2} \tag{52}
\end{equation*}
$$

and test first the necessity of condition (43) by checking condition (44). Since

$$
\begin{equation*}
h(0, z ; p)=p_{1} z+1+p_{1} p_{2}^{2} \tag{53}
\end{equation*}
$$

and $1+p_{1} p_{2}^{2}>\left|p_{1}\right|$, we conclude that (44) is satisfied. This implies that condition (43) is necessary and sufficient for robust stability of system (50), and we proceed to compute the polynomial

$$
\begin{equation*}
f(s ; p)=s^{2}+\left(1-p_{2}\right) s+1-p_{1}+p_{1} p_{2}^{2} \tag{54}
\end{equation*}
$$

To test robust stability of this polynomial we do not need to construct the family $\hat{\mathcal{F}}$. It suffices to check positivity of each coefficient, which we do by using the Bernstein algorithm. The resulting minorizing polynomial

$$
\begin{equation*}
\underline{f}(s)=s^{2}+0.5 s+0.5 \tag{55}
\end{equation*}
$$

implies robust stability of $f(s ; p)$, that is, condition (i) of Theorem 7 is satisfied.

For testing condition (ii) we need the polynomial

$$
\begin{align*}
\tilde{h}(s, i \omega ; p)= & (1-i \omega) s^{2}+\left[1+p_{2}+\left(-1+p_{2}\right) i \omega\right] s \\
& +1+p_{1}+p_{1} p_{2}^{2}+\left(-1+p_{1}-p_{1} p_{2}^{2}\right) i \omega \tag{56}
\end{align*}
$$

Using equations (47)-(49), we compute

$$
\begin{align*}
g(\omega ; p)= & 4\left(1-p_{1}-2 p_{2}+2 p_{2}^{2}+2 p_{1} p_{2}-2 p_{1} p_{2}^{3}+p_{1} p_{2}^{4}\right) \omega^{2} \\
& +8\left(1-2 p_{1}^{2}-p_{2}^{2}+p_{1} p_{2}^{2}-p_{1} p_{2}^{4}\right) \omega  \tag{57}\\
& +4\left(1+p_{1}+2 p_{2}+2 p_{1} p_{2}+p_{2}^{2}+2 p_{1} p_{2}^{2}+2 p_{1} p_{2}^{3}+p_{1} p_{2}^{4}\right.
\end{align*}
$$

By applying the Bernstein algorithm to each coefficient of $g(\omega ; p)$, we obtain the minorizing polynomial

$$
\begin{equation*}
\underline{g}(\omega)=0.625 \omega^{2}+1.25 \omega+0.375 \tag{58}
\end{equation*}
$$

which is clearly $\mathbb{R}_{+}$-positive, and (ii) of Theorem 7 is satisfied.
Finally, the matrix of condition (iii) is computed as $C(0,0)=2 I_{2}$, where $I_{2}$ is the identity matrix of dimension 2 , and robust stability independent of delay of system (50) is established with respect to the uncertainty box $\mathbf{P}$ in (51).

## 5 Conclusions

We have shown how stability of 2 D polynomials and quasipolynomials with interval parameters can be tested via polynomial positivity. To test stability of polynomials with multiaffine and polynomic uncertainty structures, positivity of only two interval polynomials is required. A remarkable efficiency of the proposed stability criteria is due to their suitability for applications of Bernstein's expansion algorithms.

## Acknowledgement.

The research reported herein has been supported by the National Science Foundation under the grant ECS-0099469.

## References

1. Ansell H. G. (1964). On certain two-variable generalizations of circuit theory with applications to networks of transmission lines and lumped reactances. IEEE Transactions on Circuit Theory, 11:214-223.
2. Basu S. (1990). On boundary implications of stability and positivity properties of multidimensional systems. Proceedings of IEEE, 78:614-626.
3. Bellman R. E., and Cooke K. L. (1963). Differential-Difference Equations, Academic Press, New York.
4. Bistritz Y. (1999). Stability testing of two-dimensional discrete linear system polynomials by a two-dimensional tabular form. IEEE Transactions on Circuits and Systems, Part 1, 46:666-667.
5. Bistritz Y. (2000). Immitance-type tabular stability for 2-D LSI systems based on a zero location test for 1-D complex polynomials. Circuits, Systems and Signal Processing, 19:245-265.
6. Bose N. K., and Zeheb E. (1986). Kharitonov's theorem and stability test of multidimensional digital filters. IEE Proceedings, 133:187-190.
7. Dudgeon D., and Mersereau R. (1984). Multidimensional Digital Signal Processing. Prentice-Hall, Englewood Cliffs, NJ.
8. Garloff J. (1993). Convergent bounds for the range of multivariable polynomials. Lecture Notes in Computer Science, 212:37-56, Springer, Berlin.
9. Hu X. (1994). Techniques in the stability testing of discrete time systems. In C. T. Leondes (Ed.). Control and Dynamic Systems. 66:153-216. Academic Press, San Diego, CA.
10. Huang T. S. (1972). Stability of two-dimensional recursive filters. IEEE Transactions on Audio and Electroacustics, 20:158-163.
11. Huang T. S. (1981). Two-Dimensional Digital Signal Processing I. Springer, Berlin.
12. Jury E. I. (1982). Inners and Stability of Dynamic Systems. (2nd ed.). Kreiger, Melbourne, FL.
13. Jury E. I. (1986). Stability of multidimensional systems and related problems. In S. G. Tzafestas (ed.). Multidimensional systems, Techniques and Applications, 89-159, Marcel Dekker, NY.
14. Kamen E. W. (1982). Linear systems with commensurate time delays: Stability and stabilization independent of delay. IEEE Transactions on Automatic Control, 27:367-375.
15. Kamen E. W. (1983). Correction to "Linear systems with comensurate time delays: Stability and stabilization independent of delay". IEEE Transactions on Automatic Control, 28:248-249.
16. Kharitonov V. L., Torres Munoz J. A., and Ramirez-Sosa M. I. (1997). Stability and robust stability of multivariable polynomials. Proc. IEEE Conf. on Decision and Control, 3254-3259.
17. Lehnigh S. H. (1966). Stability Theorems for Linear Motions. Prentice-Hall, Englewood Cliffs, NJ.
18. Lim J. S. (1990). Two-Dimensional Signal and Image Processing. Prentice-Hall, Englewood Cliffs, NJ.
19. Malan S., Milanese M., Taragna M., and Garloff J. (1992). $B^{3}$ algorithm for robust performance analysis in presence of mixed parametric and dynamic perturbations, Proc. IEEE Conf. on Decision and Control, 128-133.
20. Marden M. (1966). Geometry of Polynomials. AMS, Providence, RI.
21. Mastorakis N. E. (2000). New necessary stability conditions for 2-D systems. IEEE Transactions on Circuits and Systems, Part 1, 47:1103-1105.
22. Premaratne K. (1993). Stability determination of two-dimensional discretetime systems. Multidimensional Systems and Signal Processing, 4:331-354.
23. Rajan P. K., and Reddy H. C. (1991). A study of two-variable very strict Hurwitz polynomials with interval coefficients. Proc. IEEE Intl. Symposium on Circuits and Systems, 1093-1096.
24. Rogers E., and Owens D. H. (1993). Stability tests and performance bounds for a class of 2D linear systems. Multidimensional Systems and Signal Processing, 4:355-391.
25. Šiljak D. D. (1973). Algebraic criteria for positive realness relative to the unit circle. Journal of the Franklin Institute, 296:115-122.
26. Šiljak D. D. (1975). Stability criteria for two-variable polynomials. IEEE Transactions on Circuits and Systems, CAS-22:185-189.
27. Šiljak D. D. (1989). Parameter space methods for robust control design: A guided tour. IEEE Transactions on Automatic Control, 34:674-688.
28. Šiljak D. D., and Šiljak M. D. (1998). Nonnegativity of uncertain polynomials. Mathematical Problems in Engineering, 4:135-163.
29. Šiljak D. D., and Stipanović D. M. (1999). Robust $D$-stability via positivity. Automatica, 35:1477-1484.
30. Stipanović D. M., and Šiljak D. D. (2001). SPR criteria for uncertain rational matrices via polynomial positivity and Bernstein's expansions. IEEE Transactions of Circuits and Systems, Part I, 48:1366-1369.
31. Xiao Y., Unbehauen R., Du X. (1999). Robust Hurwitz stability conditions of polytopes of bivariate polynomials. Proc. IEEE Conf. on Decision and Control, 5030-5035.

# Exploiting Algebraic Structure in Sum of Squares Programs 

Pablo A. Parrilo

Automatic Control Laboratory
Swiss Federal Institute of Technology
CH-8092 Zürich, Switzerland
parrilo@control.ee.ethz.ch
We present an overview of several different techniques available for exploiting structure in the formulation of semidefinite programs based on the sum of squares decomposition of multivariate polynomials. We identify different kinds of algebraic properties of polynomial systems that can be successfully exploited for numerical efficiency. Our results here apply to three main cases: sparse polynomials, the ideal structure present in systems with explicit equality constraints, and structural symmetries, as well as combinations thereof. The techniques notably improve the size and numerical conditioning of the resulting SDPs, and are illustrated using several control-oriented applications.

## 1 Introduction

From an abstract computational viewpoint, the branch of mathematics best suited to deal with a large fraction of the robustness analysis and synthesis problems of control theory is real algebraic geometry. This discipline takes as one of its main objects of study the solution set of polynomial equations and inequalities over the reals, the so-called semialgebraic sets.

While a significant part of the computational algebra literature has dealt extensively with the development of algorithmic tools for the manipulation of semialgebraic sets (for instance, see [2, 15]), their use within the control community has been sporadic (a few examples being [1, 9, 12]). Undoubtedly, good motives for this are the demanding computational requirements of purely algebraic methods. These, in turn, seem to be a necessary consequence of the inherent hardness of the underlying problems, as well as a side effect of the strict requirements on an exact computational representation of the solution.

For good practical reasons such as the ones mentioned, the main tools of the control community have been slanted much more towards purely numerical computation. The resounding success of convex optimization based approaches to many control problems $[4,5]$ is but just one illustration of this phenomenon.

It is our viewpoint that there is much to be gained from bringing these two nearly separate mindsets together. In this direction, in [17] we have recently introduced a computational framework based on sum of squares (SOS) decompositions of multivariate polynomials, that enables the use of semidefinite programming (SDP) towards a full characterization of the feasibility and solutions of polynomial equations and inequalities. This combination of concepts from convex optimization and computational algebra has not only proven to be extremely powerful in several control problems such as computation of Lyapunov functions for nonlinear systems [17, Chapter 7], but also through new applications in very diverse fields, such as combinatorial optimization and quantum mechanics.

Despite the theoretical elegance of the sum of squares techniques, it is clearly the case that for efficient practical performance in medium- or largescale problems, it becomes necessary to take a deeper look at the inherent structure of the problem at hand. This is the motivation of the present work, where we identify and isolate several abstract algebraic properties of a polynomial system that are amenable to be exploited through the SOS/SDP machinery. While other algebraic techniques can (and do) exploit certain kinds of structural features, our results show that the flexibility of convex optimization allows in this case for a much higher degree of customization. Throughout the paper, the main ideas of each approach are outlined in a concise way for obvious space reasons, and are illustrated with simple, but representative examples.

A deeper issue related to these ideas, is the extent to which algebraic properties of the input polynomial system are inherited by the corresponding infeasibility certificates. The results in [10], for instance, show that symmetries in the input data induce similar symmetries in the solution of the SDPs, and this property can be successfully exploited. We will see a concrete instance of this in the examples in section 7 .

A description of the paper follows: in Section 2 we give an overview of the basic SOS/SDP methods in the simplest case, that of dense polynomials. In Section 3 we present the simplifications that are possible when the polynomials at hand are sparse, in the sense of having "small" Newton polytopes. In the following section we illustrate the reduction in the number of variables and SDP size that are possible when equality constraints are present, by working on the quotient ring. In Section 5 we discuss the case of symmetries, to finally conclude with a few comments on the possibilities of combining the different approaches and a control-oriented example.

## 2 The Basic SOS/SDP Techniques

We present next a brief description of the main ideas behind the use of semidefinite programming in the computation of sum of squares decompositions, as well as its use in the certification of properties of basic semialgebraic sets. We
refer the reader to [17, 19] (and the references therein) for a more thorough introduction of the SOS/SDP machinery and applications, as well as to the related work in $[16,13,6]$.

An obvious sufficient condition for non-negativity of a polynomial is the existence of a representation as a sum of squares of other polynomials. The connections between sums of squares and non-negativity have been extensively studied since the end of the 19th century, when Hilbert showed that in the general case these two properties are not equivalent. The work of Choi, Lam, and Reznick [7] presented a full analysis of the geometric structure of sums of squares decompositions, and the important "Gram matrix" method was formally introduced, already implicitly present in several of the authors' earlier works. A parallel development focusing on the convex optimization side appears in the early work of Shor [24]. Recently, new results and the use of efficient techniques based on semidefinite programming have given new impulse to this exciting research area.

Consider a multivariate polynomial $F(\mathbf{x})$ for which we want to decide whether a sum of squares decomposition exists. As we will see, this question is reducible to semidefinite programming, because of the following result:

Theorem 1. A multivariate polynomial $F(\mathbf{x})$ is a sum of squares if and only if

$$
\begin{equation*}
F(\mathbf{x})=\mathbf{u}^{T} Q \mathbf{u} \tag{1}
\end{equation*}
$$

where $\mathbf{u}$ is a vector whose entries are monomials in the $x_{i}$ variables, and $Q$ is a symmetric positive semidefinite matrix.

An efficient choice of the specific set of monomials $\mathbf{u}$ will depend on both the sparsity structure and symmetry properties of $F$. For the simplest case of a generic dense polynomial of total degree $2 d$, the variables $\mathbf{u}$ can always be taken to be all the monomials (in the variables $x_{i}$ ) of degree less than or equal to $d$. Since in general the variables $\mathbf{u}$ will not be algebraically independent, the matrix $Q$ in the representation (1) is not unique. In fact, there is an affine subspace of matrices $Q$ that satisfy the equality, as can be easily seen by expanding the right-hand side and equating term by term. When finding a SOS representation, we need to find a positive semidefinite matrix in this affine subspace. Therefore, the problem of checking if a polynomial can be decomposed as a sum of squares is equivalent to verifying whether a certain affine matrix subspace intersects the cone of positive definite matrices, and hence an SDP feasibility problem.

Example 1. Consider the quartic form in two variables described below, and define $\mathbf{u}=\left[x^{2}, y^{2}, x y\right]^{T}$.

$$
\begin{aligned}
F(x, y)= & 2 x^{4}+2 x^{3} y-x^{2} y^{2}+5 y^{4} \\
= & {\left[\begin{array}{l}
x^{2} \\
y^{2} \\
x y
\end{array}\right]^{T}\left[\begin{array}{lll}
q_{11} & q_{12} & q_{13} \\
q_{12} & q_{22} & q_{23} \\
q_{13} & q_{23} & q_{33}
\end{array}\right]\left[\begin{array}{c}
x^{2} \\
y^{2} \\
x y
\end{array}\right] } \\
= & q_{11} x^{4}+q_{22} y^{4}+\left(q_{33}+2 q_{12}\right) x^{2} y^{2} \\
& +2 q_{13} x^{3} y+2 q_{23} x y^{3}
\end{aligned}
$$

Therefore, for the left- and right-hand sides to be identical, the following linear equalities should hold:

$$
\begin{equation*}
q_{11}=2, \quad q_{22}=5, \quad q_{33}+2 q_{12}=-1, \quad 2 q_{13}=2, \quad 2 q_{23}=0 \tag{2}
\end{equation*}
$$

A positive semidefinite $Q$ that satisfies the linear equalities can then be found using semidefinite programming. A particular solution is given by:

$$
Q=\left[\begin{array}{rrr}
2 & -3 & 1 \\
-3 & 5 & 0 \\
1 & 0 & 5
\end{array}\right]=L^{T} L, \quad L=\frac{1}{\sqrt{2}}\left[\begin{array}{rrr}
2 & -3 & 1 \\
0 & 1 & 3
\end{array}\right]
$$

and therefore we have the sum of squares decomposition:

$$
F(x, y)=\frac{1}{2}\left(2 x^{2}-3 y^{2}+x y\right)^{2}+\frac{1}{2}\left(y^{2}+3 x y\right)^{2} .
$$

While polynomial nonnegativity is an important property per se, the strength of the SOS/SDP ideas is that the same machinery can be extended to the much larger class of semialgebraic problems, i.e., those that can be describe with a finite number of polynomial equalities and inequalities.

The key result here is a central theorem in real algebraic geometry, usually called Positivstellensatz and due to Stengle [3], that gives a full characterization of the infeasibility of systems of polynomial equations and inequalities over the reals. The theorem states that if a system of polynomial inequalities is infeasible, then there exists a particular algebraic identity that proves (in an obvious way) that this is the case.

Example 2. Here is a very simple example (taken from [21]) to illustrate the idea of Positivstellensatz certificates. Consider the system:

$$
\begin{equation*}
f:=x-y^{2}+3 \geq 0, \quad h:=y+x^{2}+2=0 \tag{3}
\end{equation*}
$$

We want to prove that the system is inconsistent, i.e., there are no $(x, y) \in \mathbb{R}^{2}$ that satisfy (3). By the Positivstellensatz, the system $\{f \geq 0, h=0\}$ has no solution, if and only if there exist polynomials $s_{1}, s_{2}, t_{1} \in \mathbb{R}[x, y]$ that satisfy the following:

$$
\begin{equation*}
s_{1}+s_{2} \cdot f+t_{1} \cdot h \equiv-1, \quad \text { where } s_{1} \text { and } s_{2} \text { are SOS. } \tag{4}
\end{equation*}
$$

Sufficiency of this condition should be obvious: evaluating the expression above at any candidate feasible point of (3) yields a contradiction, since the left-hand side would be nonnegative, while the left-hand side is negative. Possible values of the polynomials certifying the inconsistency of the system are:

$$
s_{1}=\frac{1}{3}+2\left(y+\frac{3}{2}\right)^{2}+6\left(x-\frac{1}{6}\right)^{2}, \quad s_{2}=2, \quad t_{1}=-6 .
$$

It can be easily verified that these polynomials satisfy the identity (4), and therefore prove the inconsistency of the system $\{f \geq 0, h=0\}$.

Positivstellensatz refutations are purely algebraic certificates of emptiness, for which the verification process is immediate (compare this with SOS decompositions as "easy" certificates of nonnegativity). The reason why this relevant in the context of this paper, of course, is because given a degree bound, we can compute these refutations using semidefinite programming [17, 19]. To see this in our example, notice that condition (4) is affine in the polynomial unknowns $s_{i}$, and therefore can be naturally combined with the Gram matrix procedure described earlier.

Clearly, once we have a way to address emptiness of semialgebraic sets in a computationally attractive way, there are many problems that fall into this domain through more or less obvious reformulations. Particularly important are standard optimization problems (by considering the emptiness of sublevel sets), set intersections, set propagation under nonlinear mappings, etc.

## 3 Sparsity

In the general dense case, multivariate polynomials can have a very large number of coefficients. It is well-known, and easy to verify, that a dense polynomial in $n$ variables of degree $d$ has $\binom{n+d}{d}$ coefficients. Even for relatively small values of $n, d$ this can be a very large number. Nevertheless, most of the higher degree polynomials that appear in practice usually have a lot of additional structure. Just like most large-scale matrices of practical interest are sparse, a similar notion is appropriate in the polynomial case.

For standard matrices the notion of sparsity commonly used is relatively straightforward, and relates only to the number of nonzero coefficients. In computational algebra, however, there exists a much more refined notion of sparsity. This notion is linked to the so-called Newton polytope of a polynomial, defined as the convex hull of the set of exponents, considered as vectors in $\mathbb{R}^{n}$.

Example 3. Consider the polynomial $p(x, y)=1-x^{2}+x y+4 y^{4}$. Its Newton polytope $\operatorname{New}(p)$ is the triangle in $\mathbb{R}^{2}$ with vertices $\{(0,0),(2,0),(0,4)\}$.

Newton polytopes are an essential tool when considering polynomial arithmetic because of the following identity:

$$
\operatorname{New}(g \cdot h)=\operatorname{New}(g)+\operatorname{New}(h),
$$

where + is the Minkowski addition of polytopes.
Sparsity (in this algebraic sense) allows a notable reduction in the computational cost of checking sum of squares conditions. The reason is the following theorem due to Reznick:

Theorem $2\left([\mathbf{2 3}]\right.$, Theorem 1). If $F=\sum g_{i}^{2}$, then $\operatorname{New}\left(g_{i}\right) \subseteq \frac{1}{2} \operatorname{New}(F)$.

Example 4. Consider the following polynomial, taken from the SOSTOOLS [22] manual:

$$
F=\left(w^{4}+1\right)\left(x^{4}+1\right)\left(y^{4}+1\right)\left(z^{4}+1\right)+2 w+3 x+4 y+5 z
$$

The polynomial $F$ has degree $2 d=16$, and four independent variables $(n=4)$. A naive approach, along the lines described earlier, would require a matrix of size $\binom{n+d}{d}=495$. However, the Newton polytope of $F$ is easily seen to be the four-dimensional hypercube with vertices at $(0,0,0,0)$ and $(4,4,4,4)$. Therefore, the polynomials $g_{i}$ in the SOS decomposition of $F$ will have at most $3^{4}=81$ distinct monomials, and as a consequence the full SOS decomposition can be computed by solving a much smaller SDP.

## 4 Equality Constraints

The Positivstellensatz refutations approach, discussed earlier, attempts to find certificates of infeasibility of systems of polynomial equations and inequalities. When explicit equality constraints are present in the problem, then some notable simplifications in the formulation of the SDPs are possible. We explore these ideas in this section.

Let $I$ be the ideal defined by the equality constraints, and define the quotient ring $\mathbb{R}[x] / I$ as the set of equivalence classes for congruence modulo $I$. Then, provided computations can be effectively done in this quotient ring, much more compact SDP formulations are possible. This is usually the case when Gröbner bases for the ideal are available or easy to compute. The first case usually occurs in combinatorial optimization problems, and the latter one when only a few constraints are present (we illustrate this through an example in Section 7.1).

For concreteness, consider the problem of verifying a nonnegativity condition of a polynomial $f(x)$ on a set defined by equality constraints $g_{i}(x)=0$ (i.e., an algebraic variety). Let $\left\{b_{1}, \ldots b_{m}\right\}$ be a Gröbner basis of the corresponding polynomial ideal $I:=\left\langle g_{i}(x)\right\rangle$; see [8] for an excellent introduction
to computational algebra and Gröbner basis methods. It is easy to see then that the two statements

$$
f(x)+\sum_{i} \lambda_{i}(x) g_{i}(x) \quad \text { is a sum of squares in } \mathbb{R}[x]
$$

and

$$
f(x) \text { is a sum of squares in } \mathbb{R}[x] / I
$$

are equivalent, and both are sufficient conditions for the nonnegativity of $f$ on the variety defined by $g_{i}(x)=0$.

Therefore, we only need to look at sum of squares on quotient rings. This can be done by using exactly the same SDP techniques as in the standard case. There are two main differences:

- Instead of indexing the rows and columns of the matrix in the SDP by the usual monomials, we have to use the so-called standard monomials corresponding to the chosen Gröbner basis of the ideal $I$. These are the monomials which are not divisible by any leading term of the polynomials $b_{i}$ in the Gröbner basis.
- All operations are performed in the quotient ring, i.e., we take normal form of the terms after multiplication.

Example 5. Consider the problem of verifying if the polynomial $F=10-x^{2}-y$ is nonnegative on the curve defined by $G:=x^{2}+y^{2}-1=0$ (the unit circle). According to our previous discussion, a natural starting point is to define the ideal $I=\langle G\rangle$, and to check whether $F$ is a sum of squares in $\mathbb{R}[x, y] / I$. We choose a simple graded lex monomial ordering. Therefore, we pick a partial basis of the quotient ring (here, we take only $\{1, x, y\}$ ) and write:

$$
\begin{aligned}
10-x^{2}-y= & {\left[\begin{array}{l}
1 \\
x \\
y
\end{array}\right]^{T}\left[\begin{array}{lll}
q_{11} & q_{12} & q_{13} \\
q_{12} & q_{22} & q_{23} \\
q_{13} & q_{23} & q_{33}
\end{array}\right]\left[\begin{array}{l}
1 \\
x \\
y
\end{array}\right] } \\
= & q_{11}+q_{22} x^{2}+q_{33} y^{2}+2 q_{12} x \\
& +2 q_{13} y+2 q_{23} x y \\
\equiv & \left(q_{11}+q_{33}\right)+\left(q_{22}-q_{33}\right) x^{2}+2 q_{12} x \\
& +2 q_{13} y+2 q_{23} x y \quad \bmod I .
\end{aligned}
$$

Equating coefficients, we obtain again a simple SDP. Solving, we have:

$$
Q=\left[\begin{array}{ccc}
9 & 0 & -\frac{1}{2} \\
0 & 0 & 0 \\
-\frac{1}{2} & 0 & 1
\end{array}\right]=L^{T} L, \quad L=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
3 & 0 & -\frac{1}{6} \\
0 & 0 & \frac{\sqrt{35}}{6}
\end{array}\right]
$$

and therefore


Fig. 1. The polynomials $F$ and $\left(3-\frac{y}{6}\right)^{2}+\frac{35}{36} y^{2}$ take exactly the same values on the unit circle $x^{2}+y^{2}=1$. Thus, $F$ is nonnegative on the feasible set.

$$
10-x^{2}-y \equiv\left(3-\frac{y}{6}\right)^{2}+\frac{35}{36} y^{2} \quad \bmod I
$$

which shows that $F$ is indeed $\operatorname{SOS}$ on $\mathbb{R}[x, y] / I$. A simple geometric interpretation is shown in Figure 1. By the condition above, the polynomial $F$ coincides with a SOS on the set defined by $G=0$, and thus it is obviously nonnegative on the variety.

Even though in the worst case Gröbner bases can be computationally troublesome, for many practical problems they are often directly available, or relatively easy to compute. A typical example is the case of combinatorial optimization problems, where the equations defining the Boolean ideal $x_{i}^{2}-1=$ 0 are already a Gröbner basis. Another frequent situation is when the ideal is defined by just one equality constraint, in which case the defining equation is again obviously a Gröbner basis of the corresponding ideal.

An advantage of the ideal-theoretic formulation is the ease by which structural results can be obtained through basic algebraic notions. For instance, in [18] it is shown that a certain finite convergence property holds for all zero dimensional radical ideals, generalizing earlier results by Lasserre [13] on boolean programming.

## 5 Symmetries

Yet another useful property that can be exploited in the SOS/SDP context is the presence of structural symmetries. While in some cases this mirrors the
underlying structure of existing physical systems, these features can also arise as a result of the chosen mathematical abstraction. In this regard, symmetry reduction techniques have been explored in several different contexts related to control theory, with dynamical systems [11] and geometric mechanics [14] being two prominent examples.

In our earlier work [10], these symmetry ideas are explored in the SOS/SDP framework using a dual approach that combines group representation and invariant theory. Here we focus on the former class of methods, and sketch the details in the remainder of this section. A particularly interesting application is the optimization of symmetric polynomials via SOS methods. In [17, 21], and based on [24], an SDP-based algorithm for the computation of a global lower bound for polynomial functions is described. When the polynomial to be minimized has certain invariance properties, then the theory described here can be fruitfully applied.

There are several advantages in exploiting symmetries:

- Problem size. The first immediate advantage is the reduction in problem size, as the new instance can have a significantly smaller number of variables and constraints.
- Degeneracy removal. In symmetric SDP problems, there are repeated eigenvalues of high multiplicity, that are difficult to handle numerically. These can be removed by a proper handling of the symmetry.
- Conditioning and reliability. Symmetry-aware methodologies have in general much better numerical conditioning, and the resulting smaller size instances are usually less prone to numerical errors.

The starting point in [10] is the definition of a general class of SDPs that are invariant under the action of a symmetry group. As a direct consequence of convexity, it is shown there that the solution of the SDP can always be assumed to lie in the fixed point subspace of the group action. Using Schur's lemma of representation theory, it is possible to show that in the appropriate symmetry-adapted basis, the matrices in the fixed-point subspace will have a block-diagonal structure. This reduces the original problem to a collection of smaller coupled SDPs, each block corresponding to an "isotypic component," and cardinality equal to the number of irreducible representations of the group that appear nontrivially. This allows for a notable reduction in both the number of decision variables and the size of the SDPs to be solved.

Example 6. Again, we illustrate the techniques with a specific example, this time taken from [10, Example 5.4]. This polynomial has an interesting dihedral symmetry, and is given by:

$$
\begin{equation*}
r(x, y)=x^{6}+y^{6}-x^{4} y^{2}-y^{4} x^{2}-x^{4}-y^{4}-x^{2}-y^{2}+3 x^{2} y^{2}+1 . \tag{5}
\end{equation*}
$$

This polynomial has the symmetry of the 8-element dihedral group $D_{4}$, with the actions on $\mathbb{R}^{2}$ generated by:

$$
d:=(x, y) \rightarrow(-y, x), \quad s:=(x, y) \rightarrow(y, x) .
$$

We are interested in finding a SOS decomposition of $r$. Using the standard approach discussed earlier, we would need to solve an SDP of dimensions $10 \times$ 10. Using the methods discussed, a symmetry-adapted basis for the isotypic components can now be obtained, obtaining the corresponding basis vectors:

$$
\begin{array}{ll}
B_{1}=\left\{1, x^{2}+y^{2}\right\} & B_{4}=\left\{x^{2}-y^{2}\right\} \\
B_{2}=\emptyset & B_{5}^{1}=\left\{x, x^{3}, x y^{2}\right\} \\
B_{3}=\{x y\} & B_{5}^{2}=\left\{y, y^{3}, y x^{2}\right\} .
\end{array}
$$

Using this basis, and after symmetry reduction, the resulting SDPs are much simpler:

$$
\begin{aligned}
{\left[\begin{array}{cc}
1 & c_{1} \\
c_{1} & c_{2}
\end{array}\right] } & \geq 0 \\
1-4 c_{2}-4 c_{3}-4 c_{4} & \geq 0 \\
-1-c_{2}-2 c_{3} & \geq 0 \\
{\left[\begin{array}{ccc}
-1-2 c_{1} & c_{3} & c_{4} \\
c_{3} & 1 & c_{5} \\
c_{4} & c_{5}-1-2 c_{5}
\end{array}\right] } & \geq 0
\end{aligned}
$$

so we have reduced the problem from one $10 \times 10 \mathrm{SDP}$ to four coupled smaller ones, of dimensions $2,1,1,3$ respectively, which are considerably easier to solve. Solving these small SDPs, it is easy to obtain the final decomposition:

$$
\begin{aligned}
r(x, y)= & \frac{3825}{4096}+\left(\frac{x^{2}+y^{2}}{2}-\frac{89}{64}\right)^{2} \\
& +\left(x^{3}-y^{2} x-\frac{5}{8} x\right)^{2}+\left(y^{3}-x^{2} y-\frac{5}{8} y\right)^{2} .
\end{aligned}
$$

## 6 Combination of Techniques

A most appealing feature of the techniques described is the large extent to which they are mutually compatible. For instance, it is possible to combine very successfully sparsity and symmetry reduction techniques. For a particular polynomial arising from a geometric theorem proving problem, for instance, this combined use allowed the reduction from a very difficult $1001 \times 1001$ SDP, to a collection of fourteen coupled SDPs of dimensions ranging from $2 \times 2$ to $11 \times 11$ ), much more manageable computationally [20].

Table 1. Algebraic structures and SOS properties

| Standard | Equality constraints | Symmetries |
| :---: | :---: | :---: |
| polynomial ring $\mathbb{R}[x]$ | quotient ring $\mathbb{R}[x] / I$ | invariant ring $\mathbb{R}[x]^{G}$ |
| monomials $(\operatorname{deg} \leq k)$ | standard monomials | isotypic components |
| $\frac{1}{(1-\lambda)^{n}}=\sum_{k=0}^{\infty}\binom{n+k-1}{k} \cdot \lambda^{k}$ | Hilbert series | Molien series |
|  | Finite convergence <br> on zero dimensional ideals | Block diagonalization |

In Table 1 we present a summary of the different concepts and techniques discussed earlier. Several of these complexity reduction techniques are already included in the currently available version of SOSTOOLS [22], and the rest will follow soon.

## 7 Examples

In this section we present an example of a control-oriented problem, where several of the techniques are applied.

### 7.1 Domain of Attraction of a Lyapunov Function

This problem has been analyzed in [17, Section 7.3], where it has been shown how use sum of squares techniques in the computation of positively invariant subsets.

Specifically, the problem analyzed there was to find bounds on the largest sublevel set of a Lyapunov function $V$ that is positively invariant. This can be done by solving the optimization problem:

$$
\gamma_{0}:=\inf _{x, y \in \mathbb{R}^{n}} V(x, y) \quad \text { subject to } \quad\left\{\begin{array}{l}
\dot{V}(x, y)=0  \tag{6}\\
(x, y) \neq(0,0)
\end{array}\right.
$$

Since the minimization problem is constrained to the algebraic variety defined by the single equation $\dot{V}=0$, we can easily work in the corresponding quotient ring. Let's see this in the concrete example analyzed in [17], taken from [25, Example S7].
Example 7. Consider the vector field given by:

$$
\begin{aligned}
\dot{x} & =-x+y \\
\dot{y} & =0.1 x-2 y-x^{2}-0.1 x^{3}
\end{aligned}
$$

and the Lyapunov function $V(x, y):=x^{2}+y^{2}$. The system has three fixed points, at $(0,0),(-5 \pm \sqrt{6},-5 \pm \sqrt{6})$.

A Gröbner basis of the ideal $I$ generated by $\dot{V}=0$ is given by the single polynomial $\left\{10 x^{2}-11 x y+20 y^{2}+10 y x^{2}+y x^{3}\right\}$, which is just a scaled version of $\dot{V}$. The leading monomial, using a graded lex monomial ordering, is $y x^{3}$, so a basis for the quotient ring is given by the monomials $\left\{x^{k}, y^{k}, x y^{k}, x^{2} y^{k}, k \geq\right.$ $0\}$.

To obtain a bound on the minimum of (6), we can find the largest value of $\gamma$ that satisfies

$$
(V(x, y)-\gamma)\left(x^{2}+y^{2}\right) \quad \text { is a sum of squares in } \mathbb{R}[x, y] / I
$$

Any value of $\gamma$ verifying the condition above gives a lower bound on $\gamma_{0}$, as is clear by evaluating the expression on any candidate feasible solution.

Taking as a partial basis of the quotient ring the monomials $\left\{x, y, x^{2}, x y, y^{2}, y x^{2}\right\}$, we obtain a $6 \times 6$ SDP that provides the exact answer, namely $\gamma \approx 7.111$.

## 8 Conclusions

Sum of squares based techniques, while still at the early stages of their development, have already shown an unprecedented flexibility and strength in solving many interesting problems in systems and control theory and related fields.

For their continuing success beyond the many current practical applications, it will be necessary to extend the size of the problems that can be reliably solved. While encouraging progress is continuously being made on the SDP solvers front (particularly with alternatives to interior-point methods), there is much to be gained from understanding their rich underlying algebraic structure. It is our hope that the results presented here make a convincing argument for the ideal suitability of the language and tools of computational algebra for this task.
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We discuss fast implementations of primal-dual interior-point methods for semidefinite programs derived from the Kalman-Yakubovich-Popov lemma, a class of problems that are widely encountered in control and signal processing applications. By exploiting problem structure we achieve a reduction of the complexity by several orders of magnitude compared to general-purpose semidefinite programming solvers.

## 1 Introduction

We discuss efficient implementations of interior-point methods for semidefinite programming problems (SDPs) of the form

$$
\begin{array}{ll}
\text { minimize } & q^{T} x+\sum_{k=1}^{L} \operatorname{Tr}\left(Q_{k} P_{k}\right) \\
\text { subject to } & {\left[\begin{array}{cc}
A_{k}^{T} P_{k}+P_{k} A_{k} P_{k} B_{k} \\
B_{k}^{T} P_{k} & 0
\end{array}\right]+\sum_{i=1}^{p} x_{i} M_{k i} \succeq N_{k}, \quad k=1, \ldots, L .} \tag{1}
\end{array}
$$

The optimization variables are $x \in \mathbf{R}^{p}$ and $L$ matrices $P_{k} \in \mathbf{S}^{n_{k}}$, where $\mathbf{S}^{n}$ denotes the space of symmetric matrices of dimension $n \times n$. The problem data are $q \in \mathbf{R}^{p}, Q_{k} \in \mathbf{S}^{n_{k}}, A_{k} \in \mathbf{R}^{n_{k} \times n_{k}}, B_{k} \in \mathbf{R}^{n_{k} \times m_{k}}, M_{k i} \in \mathbf{S}^{n_{k}+m_{k}}$, and $N_{k} \in \mathbf{S}^{n_{k}+m_{k}}$. If $n_{k}=0$, the $k$ th constraint is interpreted as the linear matrix inequality (LMI) $\sum_{i=1}^{p} x_{i} M_{k i} \succeq N_{k}$. The SDPs we study can therefore include arbitrary LMI constraints. At the end of this section we will list several assumptions made about the problem data. The most important of these assumptions is that $\left(A_{k}, B_{k}\right)$ is controllable for $k=1, \ldots, L$.

We refer to SDPs of the form (1) as KYP-SDPs, and to the constraints in the problem as KYP-LMIs, for the following reason. The Kalman-YakubovichPopov (KYP) lemma states that the semi-infinite frequency domain inequality

$$
\left[\begin{array}{c}
(j \omega I-A)^{-1} B  \tag{2}\\
I
\end{array}\right]^{*} M\left[\begin{array}{c}
(j \omega I-A)^{-1} B \\
I
\end{array}\right] \succ 0, \quad \omega \in \mathbf{R}
$$

where $A \in \mathbf{R}^{n \times n}$ does not have imaginary eigenvalues, holds if and only if the strict LMI

$$
\left[\begin{array}{cc}
A^{T} P+P A & P B \\
B^{T} P & 0
\end{array}\right]+M \succ 0
$$

with variable $P \in \mathbf{S}^{n}$ is feasible. Moreover, if $(A, B)$ is controllable, then the nonstrict frequency domain inequality

$$
\left[\begin{array}{c}
(j \omega I-A)^{-1} B  \tag{3}\\
I
\end{array}\right]^{*} M\left[\begin{array}{c}
(j \omega I-A)^{-1} B \\
I
\end{array}\right] \succeq 0, \quad \omega \in \mathbf{R}
$$

holds if and only if the nonstrict LMI

$$
\left[\begin{array}{cc}
A^{T} P+P A B  \tag{4}\\
B^{T} P & 0
\end{array}\right]+M \succeq 0
$$

is feasible (for a discussion of these results from a semidefinite programming duality perspective, see [11]). The KYP lemma forms the basis of some of the most important applications of SDPs in control; see, for example, [8, 42, $26,39,38,31,12,29]$.

The constraints in the KYP-SDP (1) have the same general form as (4), with $M$ replaced with an affine function of the optimization variable $x$. If $Q_{k}=0$, the KYP-SDP is therefore equivalent to the semi-infinite SDP

$$
\begin{array}{ll}
\text { min. } & q^{T} x \\
\text { s.t. } & {\left[\begin{array}{c}
\left(j \omega I-A_{k}\right)^{-1} B_{k} \\
I
\end{array}\right]^{*}\left(\mathcal{M}_{k}(x)-N_{k}\right)\left[\begin{array}{c}
\left(j \omega I-A_{k}\right)^{-1} B_{k} \\
I
\end{array}\right] \succeq 0,}  \tag{5}\\
k=1, \ldots, L,
\end{array}
$$

with variable $x$, where $\mathcal{M}_{k}(x)=\sum_{i=1}^{p} x_{i} M_{k i}$. More details and examples, including some applications in which $Q_{k} \neq 0$, are given in $\S 2$.

KYP-SDPs are difficult to solve using general-purpose SDP software packages $[44,47,3,18,9,13,24,48]$. The difficulty stems from the very high number of optimization variables $\left(p+\sum_{k} n_{k}\left(n_{k}+1\right) / 2\right)$. Even moderate values of $n_{k}$ (say, a few hundred) result in very large scale SDPs, with several 10,000 or 100,000 variables. This is unfortunate, because in many applications the variables $P_{k}$ are of little intrinsic interest. They are introduced as auxiliary variables, in order to convert the semi-infinite frequency-domain constraint (3) into a finite-dimensional LMI (4).

For this reason, several researchers have proposed alternatives to standard interior-point methods for solving KYP-SDPs. These methods include cuttingplane methods (such as the analytic center cutting-plane method) [41, 32, 33, $34,25]$, interior-point methods based on alternative barrier functions for the frequency-domain constraint [32], and interior-point methods combined with conjugate gradients [28, 29, 52, 20].

In this paper we examine the possibility of exploiting KYP-SDP problem structure to speed up standard primal-dual interior-point methods of the type used in state-of-the-art solvers like SeDuMi [44, 45] and SDPT3 [47]. Straightforward linear algebra techniques will allow us to implement the same interior-point methods at a cost that is orders of magnitude less than the cost of general-purpose implementations. More specifically, if $n_{k}=n, m_{k}=1$ for $k=1, \ldots, L$, and $p=O(n)$, then the cost per iteration of a general-purpose solver grows at least as $n^{6}$ as a function of $n$. Exploiting structure will allow us to reduce the complexity per iteration to $n^{3}$. Similar results have previously been obtained for dual barrier methods applied to special classes of KYP-SDPs, for example, KYP-SDPs derived for discrete-time FIR systems $[6,22,25]$. The results in this paper can be viewed as an extension of these techniques to general KYP-SDPs, and to primal-dual interior-point methods.

## Outline of the Paper

The paper is organized as follows. In $\S 2$ we give an overview of applications, illustrating that KYP-SDPs are widely encountered in control. In $\S 3$ we present some basic facts about SDPs, SDP duality, and primal-dual interior-point methods for solving them. In $\S 4$ we explain in more detail the computations involved in solving KYP-SDPs using general-purpose software, and justify our estimate of an order $n^{6}$ complexity per iteration. We also describe a dual reformulation of the KYP-SDP which can be solved at a cost of roughly $O\left(n^{4}\right)$ per iteration, using general-purpose software. In $\S 5$ we describe techniques that exploit additional problem structure and result in a complexity of roughly $O\left(n^{3}\right)$ per iteration, for either the primal or dual formulation. The relation between the methods discussed in $\S 4$ and $\S 5$ is illustrated in Table 1. The results of some numerical experiments are described in $\S 6$. In $\S 7$ we discuss extensions of the techniques in $\S 4$ and $\S 5$, to problems with multiple constraints

Table 1. Relation between the methods in $\S 4$ and $\S 5$, and estimates of their complexity per iteration (for KYP-SDPs with $L=1, n_{1}=n, m_{1}=1, p=O(n)$ ).

|  | Primal formulation Dual formulation |  |
| :---: | :---: | :---: |
| General-purpose | $O\left(n^{6}\right)(\S 4.1)$ | $O\left(n^{4}\right)(\S 4.2)$ |
| Special-purpose | $O\left(n^{3}\right)(\S 5)$ | $O\left(n^{3}\right)(\S 5)$ |

( $L>1$ ), and KYP-LMIs for multi-input systems ( $m_{k}>1$ ). Conclusions and some suggestions for future research are presented in $\S 8$.

The paper also includes several appendices. Appendix A provides additional background on semidefinite programming, and a detailed summary of the primal-dual interior-point of [46]. The other appendices contain proofs of results in the paper, and discussion of relaxed assumptions.

## Assumptions

We will assume that the pairs $\left(A_{k}, B_{k}\right), k=1, \ldots, L$, are controllable. Controllability implies that the linear mappings $\mathcal{K}_{k}: \mathbf{S}^{n_{k}} \rightarrow \mathbf{S}^{n_{k}+m_{k}}$, defined by

$$
\mathcal{K}_{k}(P)=\left[\begin{array}{cc}
A_{k}^{T} P+P A_{k} P B_{k} \\
B^{T} P & 0
\end{array}\right],
$$

have full rank (see $\S 4.2$ ). In addition, we assume that the matrices $M_{k i}$ are such that the mapping

$$
\begin{equation*}
\left(P_{1}, P_{2}, \ldots, P_{L}, x\right) \quad \mapsto \quad \operatorname{diag}\left(\mathcal{K}_{1}\left(P_{1}\right)+\mathcal{M}_{1}(x), \ldots, \mathcal{K}_{L}\left(P_{L}\right)+\mathcal{M}_{L}(x)\right) \tag{6}
\end{equation*}
$$

has full rank, where $\mathcal{M}_{k}(x)=\sum_{i=1}^{p} x_{i} M_{k i}$. In other words, the lefthand sides of the constraints in (1) are zero if and only if $P_{k}=0, k=1, \ldots, L$, and $x=0$.

In fact these two assumptions can be relaxed. Controllability of $\left(A_{k}, B_{k}\right)$ can be replaced with stabilizability, provided the range of $Q_{k}$ is in the controllable subspace of $\left(A_{k}, B_{k}\right)$; see Appendix D. Moreover, a problem for which (6) does not have full rank, can always be converted to an equivalent reduced order problem for which the full rank assumption holds; see Appendix E.

Throughout the paper we assume that the problem data and parameters are real. The generalization to complex data should be straightforward.

## Notation

The space of symmetric $l \times l$ matrices is denoted $\mathbf{S}^{l}$. For $X \in \mathbf{S}^{l}$, $\operatorname{svec}(X)$ denotes the $l(l+1) / 2$ vector containing the lower triangular elements of $X$ :

$$
\operatorname{svec}(X)=\left(x_{11}, x_{21}, \ldots, x_{l 1}, x_{22}, \ldots, x_{l 2}, \ldots, x_{l-1, l-1}, x_{l, l-1}, x_{l l}\right)
$$

The space of symmetric block-diagonal matrices with block dimensions $l_{1}$, $\ldots, l_{L}$ is denoted $\mathbf{S}^{l_{1}} \times \mathbf{S}^{l_{2}} \times \cdots \times \mathbf{S}^{l_{L}}$. If $X_{1} \in \mathbf{S}^{l_{1}}, \ldots, X_{L} \in \mathbf{S}^{l_{L}}$, then $\operatorname{diag}\left(X_{1}, \ldots, X_{L}\right)$ denotes the block-diagonal matrix with $X_{1}, \ldots, X_{L}$ as its diagonal blocks.

The space of Hermitian $l \times l$ matrices is denoted $\mathbf{H}^{l}$. For $A \in \mathbf{S}^{l}\left(A \in \mathbf{H}^{l}\right)$, $A \succeq 0$ means $A$ is positive semidefinite, and the set of positive semidefinite symmetric (Hermitian) matrices of dimension $l$ is denoted $\mathbf{S}_{+}^{l}\left(\mathbf{H}_{+}^{l}\right)$. Similarly,
$A \succ 0$ means $A$ is positive definite; $\mathbf{S}_{++}^{l}$ and $\mathbf{H}_{++}^{l}$ are the sets of positive definite symmetric, resp. Hermitian, matrices.

The Hadamard (componentwise) product $A \circ B$ of two matrices $A, B$ of equal dimensions is defined by $(A \circ B)_{i j}=a_{i j} b_{i j}$. The $i$ th unit vector is denoted $e_{i}$.

## 2 Applications of KYP-SDPs

While the form of the KYP-SDP (1) and the KYP-LMIs (2) and (3) may appear very special, they are widely encountered in control and signal processing. We give a representative list of applications along with a brief description.

### 2.1 Optimization Problems with Frequency-Domain Inequalities

As we already noted, a KYP-SDP (1) with an objective that does not depend on the variables $P_{k}$ (i.e., $Q_{k}=0$ ), is equivalent to an optimization problem of the form (5), in which we minimize a linear cost function subject to frequencydomain inequalities (FDIs) of the form

$$
\begin{equation*}
H_{k}(\omega, x) \succeq 0 \quad \omega \in \mathbf{R} \tag{7}
\end{equation*}
$$

Here $H_{k}: \mathbf{R} \times \mathbf{R}^{p} \rightarrow \mathbf{H}^{m}$ is defined as

$$
H_{k}(\omega, x)=\left[\begin{array}{c}
\left(j \omega I-A_{k}\right)^{-1} B_{k} \\
I
\end{array}\right]^{*}\left(\mathcal{M}_{k}(x)-N_{k}\right)\left[\begin{array}{c}
\left(j \omega I-A_{k}\right)^{-1} B_{k} \\
I
\end{array}\right] .
$$

Below we list a number of applications of problems with FDI constraints. It is important to note that in these applications, $x$ is usually the design variable that we are interested in; the matrix $P$ in the SDP formulation is an auxiliary variable, introduced to represent an infinite family of inequalities (7) as a single matrix inequality.

## Linear System Analysis and Design

A well-known convex reformulation of the problem of linear time-invariant (LTI) controller design for LTI systems is via the Youla parametrization; see for example [7]. The underlying optimization problem here is to find $x$ such that

$$
T(s, x)=T_{1}(s)+T_{2}(s)\left(\sum_{i=1}^{p} x_{i} Q_{i}(s)\right) T_{3}(s)
$$

satisfies a number of affine inequalities for $s=j \mathbf{R}$, where $T_{i}$ and $Q_{i}$ are given stable rational transfer function matrices $[7,26,39]$. These inequalities are readily expressed as FDIs of the form (7).

## Digital Filter Design

This application involves the discrete-time version of the FDI (7). The standard digital filter design problem consists of designing

$$
T(z, x)=\sum_{i=1}^{p} x_{i} T_{i}(z)
$$

where $T_{i}: \mathbf{C} \rightarrow \mathbf{C}$ are given transfer functions, and $x$ is to be determined so that $G(z, x)$ satisfies certain constraints. When $T_{i}(z)=z^{-i}$, we have a finiteimpulse response (FIR) design problem. The constraints can be magnitude constraints of the form

$$
\begin{equation*}
\left|T\left(e^{j \theta}, x\right)\right| \leq U\left(e^{j \theta}\right), \quad \theta \in[0,2 \pi) \tag{8}
\end{equation*}
$$

or phase constraints

$$
\begin{equation*}
\angle T\left(e^{j \theta}, x\right) \leq R\left(e^{j \theta}\right), \quad \theta \in[0,2 \pi) \tag{9}
\end{equation*}
$$

Extensions where $T_{i}$ are more general filter banks, and when $T_{i}$ are matrixvalued transfer functions are immediate [10]. Other variations include optimal array pattern synthesis [51].

When $U\left(e^{j \theta}\right)$ and $\tan \left(R\left(e^{j \theta}\right)\right)$ are given (or can be approximated) as rational functions of $e^{j \theta}$, it is straightforward to express constraints (8) as the unit-circle counterparts of inequalities (7).

Other types of filter design problems include two-sided magnitude constraints

$$
L\left(e^{j \theta}\right) \leq\left|T\left(e^{j \theta}, x\right)\right| \leq U\left(e^{j \theta}\right), \quad \theta \in[0,2 \pi)
$$

and no phase constraints. These constraints can be expressed as linear FDIs via a change of variables; see $[50,5,6,14,21]$.

## Robust Control Analysis Using Integral Quadratic Constraints

Robust control $[54,23]$ deals with the analysis of and design for control system models that incorporate uncertainties explicitly in them. A sufficient condition for robust stability (i.e., stability of the model irrespective of the uncertainties) can be unified in the framework of integral quadratic constraints (IQCs). The numerical problem underlying the IQC-based robust stability conditions is the following $[38,31,12]$ : Find $x \in \mathbf{R}^{m}$ such that for $\epsilon>0$ and for all $\omega \in \mathbf{R}$,

$$
\left[\begin{array}{c}
T(j \omega)  \tag{10}\\
I
\end{array}\right]^{*} \Pi(j \omega, x)\left[\begin{array}{c}
T(j \omega) \\
I
\end{array}\right] \preceq-2 \epsilon I,
$$

where $T: \mathbf{C} \rightarrow \mathbf{C}^{m \times m}$ is a given real-rational function, and $\Pi: \mathbf{C} \times \mathbf{R}^{p} \rightarrow$ $\mathbf{C}^{2 m \times 2 m}$ is a linear function of $x$ for fixed $\omega$, and is a real-rational function of $\omega$ for fixed $x$. Clearly, (10) corresponds to a special instance of (3).

Multiple FDIs of the form (10) result with more sophisticated (and better) sufficient conditions for robust stability with the IQC framework; see for example [17, 30].

### 2.2 Linear-Quadratic Regulators

Consider the continuous-time dynamical system model

$$
\begin{equation*}
\dot{x}=A x+B u \tag{11}
\end{equation*}
$$

with initial value $x(0)=x_{0}, A \in \mathbf{R}^{n \times n}, B \in \mathbf{R}^{n \times m}, x(t) \in \mathbf{R}^{n}$, and $u(t) \in$ $\mathbf{R}^{m}$. Assume that $(A, B)$ is controllable.

## Riccati Equations

Define the cost index

$$
J=\int_{0}^{\infty}\left[\begin{array}{l}
x  \tag{12}\\
u
\end{array}\right]^{T} M\left[\begin{array}{l}
x \\
u
\end{array}\right] d t
$$

where

$$
M=\left[\begin{array}{cc}
Q & S \\
S^{T} & R
\end{array}\right] \in \mathbf{S}^{n+m}
$$

with $R \succ 0$. It is well-known (see, e.g, [53]), that the infimal value of $J$ with respect to $u(\cdot)$ subject to (11) and such that $\lim _{t \rightarrow \infty} x(t)=0$ is, whenever it exists, given by $x_{0}^{T} P x_{0}$, where $P \in \mathbf{S}^{n}$ solves the KYP-SDP

$$
\begin{array}{ll}
\operatorname{maximize} & x_{0}^{T} P x_{0} \\
\text { subject to } & {\left[\begin{array}{cc}
A^{T} P+P A P B \\
B^{T} P & 0
\end{array}\right]+M \succeq 0} \tag{13}
\end{array}
$$

The optimal $u(\cdot)$ is given as a state feedback $u(t)=-R^{-1}(P B+S)^{T} x(t)$. Here we see an application where the variable $P$ is of intrinsic interest and appears in the objective. For this special case, of course, the optimal $P$ can be found by solving an algebraic Riccati equation

$$
A^{T} P+P A+Q-(P B+S)^{T} R^{-1}(P B+S)=0
$$

and very efficient methods based on the real ordered Schur form of an associated matrix pencil are available. The computational complexity of these methods is in the order of $n^{3}$. However, numerical experience have shown that for certain ill-conditioned algebraic Riccati equations the KYP-SDP-formulation is not ill-conditioned. In some cases it can therefore be beneficial to solve algebraic Riccati equations via the SDP formulation. Moreover, slight generalizations of the above problem formulation require the solution of general KYP-SDPs. An example is given next.

## Quadratic Constraints

Define the cost indices

$$
J_{i}=\int_{0}^{\infty}\left[\begin{array}{l}
x  \tag{14}\\
u
\end{array}\right]^{T} M_{i}\left[\begin{array}{l}
x \\
u
\end{array}\right] d t, \quad i=0, \ldots, p
$$

where $M_{i} \in \mathbf{S}^{n+m}$. Consider the constrained optimization problem

$$
\begin{array}{ll}
\operatorname{minimize} & J_{0} \\
\text { subject to } & J_{i} \leq c_{i}, \quad i=1, \ldots, p  \tag{15}\\
& (11) \text { and } \lim _{t \rightarrow \infty} x(t)=0
\end{array}
$$

with respect to $u(\cdot)$. The optimal value to this problem, whenever it exists, is given by $x_{0}^{T} P x_{0}$, where $P$ solves the KYP-SDP

$$
\begin{array}{ll}
\operatorname{maximize} & x_{0}^{T} P x_{0}-c^{T} x \\
\text { subject to } & {\left[\begin{array}{cc}
A^{T} P+P A P B \\
B^{T} P & 0
\end{array}\right]+M_{0}+\sum_{i=1}^{p} x_{i} M_{i} \succeq 0}  \tag{16}\\
& x_{i} \geq 0, \quad i=1, \ldots, p
\end{array}
$$

(see [8, page 151]). The optimal $u(\cdot)$ is given as a state feedback $u(t)=$ $-R^{\dagger}(P B+S)^{T} x(t)$, where

$$
\left[\begin{array}{cc}
Q & S \\
S^{T} & R
\end{array}\right]=M_{0}+\sum_{i=1}^{p} x_{i} M_{i}
$$

Here we see an application where both the variables $P$ and $x$ are of intrinsic interest. Moreover, we have multiple constraints, some of which only involve $x$.

### 2.3 Quadratic Lyapunov Function Search

Consider the continuous-time dynamical system model

$$
\begin{equation*}
\dot{x}=f(x, u, w, t), \quad z=g(x, u, w, t), \quad y=h(x, u, w, t) \tag{17}
\end{equation*}
$$

where $x: \mathbf{R}_{+} \rightarrow \mathbf{R}^{n}, u: \mathbf{R}_{+} \rightarrow \mathbf{R}^{n_{u}}, w: \mathbf{R}_{+} \rightarrow \mathbf{R}^{n_{w}}, z: \mathbf{R}_{+} \rightarrow \mathbf{R}^{n_{z}}$, and $y: \mathbf{R}_{+} \rightarrow \mathbf{R}^{n_{y}} . x$ is referred to as the state, $u$ is the control input, $w$ is the exogenous input, $z$ is the output of interest and $y$ is the measured output. Models such as (17) are ubiquitous in engineering. (We have presented a continuous-time model only for convenience; the statements we make are equally applicable to discrete-time models.)

A powerful tool for the analysis of and design for model (17) proceeds via the use of quadratic Lyapunov functions. Suppose that for some $P \in \mathbf{S}_{++}^{n}$, the function $V(\psi) \triangleq \psi^{T} P \psi$ satisfies

$$
\begin{equation*}
\frac{d}{d t} V(x, t)<0 \text { along the trajectories of }(17) \tag{18}
\end{equation*}
$$

then all trajectories of model (17) go to zero. For a number of special instances of system (17), the numerical search for Lyapunov functions results in feasibility problems with KYP-LMI constraints; see, for example, [8]. As an example, consider the system

$$
\begin{equation*}
\dot{x}=A x+B_{p} p, \quad q=C_{q} x+D_{q p} p, \quad p=\Delta(t) q, \quad\|\Delta(t)\| \leq 1 \tag{19}
\end{equation*}
$$

where $\Delta: \mathbf{R}_{+} \rightarrow \mathbf{R}^{m \times m}$. The existence of a quadratic Lyapunov function such that $d V(x, t) / d t<0$ holds along the trajectories of (19) is equivalent to the following KYP-LMI:

$$
P \succ 0, \quad\left[\begin{array}{cc}
A^{T} P+P A+C_{q}^{T} C_{q} & P B_{p}+C_{q}^{T} D_{q p}  \tag{20}\\
\left(P B_{p}+C_{q}^{T} D_{q p}\right)^{T} & -\left(I-D_{q p}^{T} D_{q p}\right)
\end{array}\right] \prec 0 .
$$

If $\left(A, C_{q}\right)$ is observable, the inequality $P \succ 0$ is implied by the second LMI, which is a (strict) KYP-LMI.

Variations of this basic idea underlie a very long list of recent results in systems and control theory that lead to KYP LMIs; the following list is by no means comprehensive:

- Robust stability of norm-bound systems with structured perturbations $[15,43,8]$.
- Robust stability of parameter-dependent systems [19, 8].
- $\mathbf{H}_{\infty}$ controller synthesis [2].
- Gain-scheduled controller synthesis [40, 1, 49].


## 3 Interior-Point Algorithms for Semidefinite Programming

### 3.1 Semidefinite Programming

Let $\mathcal{V}$ be a finite-dimensional real vector space, with inner product $\langle u, v\rangle$. Let

$$
\mathcal{A}: \mathcal{V} \rightarrow \mathbf{S}^{l_{1}} \times \mathbf{S}^{l_{2}} \times \cdots \times \mathbf{S}^{l_{L}}, \quad \mathcal{B}: \mathcal{V} \rightarrow \mathbf{R}^{r}
$$

be linear mappings, and suppose $c \in \mathcal{V}, D=\operatorname{diag}\left(D_{1}, D_{2}, \ldots, D_{L}\right) \in \mathbf{S}^{l_{1}} \times$ $\cdots \times \mathbf{S}^{l_{L}}$, and $d \in \mathbf{R}^{r}$ are given. The optimization problem

$$
\begin{array}{ll}
\operatorname{minimize} & \langle c, y\rangle \\
\text { subject to } & \mathcal{A}(y)+D \preceq 0  \tag{21}\\
& \mathcal{B}(y)+d=0
\end{array}
$$

with variable $y \in \mathcal{V}$ is called a semidefinite programming problem (SDP). The dual SDP associated with (21) is defined as

$$
\begin{array}{ll}
\operatorname{maximize} & \operatorname{Tr}(D Z)+d^{T} z \\
\text { subject to } & \mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c=0  \tag{22}\\
& Z \succeq 0,
\end{array}
$$

where

$$
\mathcal{A}^{\text {adj }}: \mathbf{S}^{l_{1}} \times \cdots \times \mathbf{S}^{l_{L}} \rightarrow \mathcal{V}, \quad \mathcal{B}^{\text {adj }}: \mathbf{R}^{r} \rightarrow \mathcal{V}
$$

denote the adjoints of $\mathcal{A}$ and $\mathcal{B}$. The variables in the dual problem are $Z \in$ $\mathbf{S}^{l_{1}} \times \cdots \times \mathbf{S}^{l_{L}}$, and $z \in \mathbf{R}^{r}$. We refer to $Z$ as the dual variable (or multiplier) associated with the LMI constraint $\mathcal{A}(y)+D \preceq 0$, and to $z$ as the multiplier associated with the equality constraint $\mathcal{B}(y)+d=0$.

### 3.2 Interior-Point Algorithms

Primal-dual interior-point methods solve the pair of SDPs (21) and (22) simultaneously. At each iteration they solve a set of linear equations of the form

$$
\begin{align*}
-W \Delta Z W+\mathcal{A}(\Delta y) & =R  \tag{23}\\
\mathcal{A}^{\text {adj }}(\Delta Z)+\mathcal{B}^{\text {adj }}(\Delta z) & =r_{\mathrm{du}}  \tag{24}\\
\mathcal{B}(\Delta y) & =r_{\mathrm{pri}}, \tag{25}
\end{align*}
$$

to compute primal and dual search directions $\Delta y \in \mathcal{V}, \Delta Z \in \mathbf{S}^{l_{1}} \times \cdots \times \mathbf{S}^{l_{L}}$, $\Delta z \in \mathbf{R}^{r}$. The scaling matrix $W$ and the righthand side $R$ in these equations are block-diagonal and symmetric ( $W, R \in \mathbf{S}^{l_{1}} \times \cdots \times \mathbf{S}^{l_{L}}$ ), and $W$ is positive definite. The value of $W$, as well as the values of the righthand sides $R, r_{\mathrm{du}}$, and $r_{\text {pri }}$, change at each iteration, and also depend on the particular algorithm used. We will call these equations Newton equations because they can be interpreted as a linearization of modified optimality conditions. We refer to appendix A, which gives a complete description of one particular primal-dual method, for more details. Primal or dual interior-point methods give rise to equations that have the same form as (23)-(25), with different definitions of $W$ and the righthand sides. In this paper we make no assumptions about $W$, other than positive definiteness, so our results apply to primal and dual methods as well.

Since in practice the number of iterations is roughly independent of problem size (and of the order of $10-50$ ), the overall cost of solving the SDP is roughly proportional to the cost of solving a given set of equations of the form (23)-(25).

### 3.3 General-Purpose Solvers

In a general-purpose implementation of an interior-point method it is assumed that $\mathcal{V}$ is the Euclidean vector space $\mathbf{R}^{s}$ of dimension $s=\operatorname{dim} \mathcal{V}$, and that $\mathcal{A}$ and $\mathcal{B}$ are given in the canonical form

$$
\mathcal{A}(y)=\sum_{i=1}^{s} y_{i} F_{i}, \quad \mathcal{B}(y)=B y
$$

The matrices $F_{i} \in \mathbf{S}^{l_{1}} \times \mathbf{S}^{l_{2}} \times \cdots \times \mathbf{S}^{l_{L}}$ and $B \in \mathbf{R}^{r \times s}$ are stored in a sparse matrix format.

The equations (23)-(25) are solved by eliminating $\Delta Z$ from the first equation, and substituting $\Delta Z=W^{-1}(\mathcal{A}(\Delta y)-R) W^{-1}$ in the second equation. This yields a symmetric indefinite set of linear equations in $\Delta y, \Delta z$ :

$$
\begin{align*}
\mathcal{A}^{\text {adj }}\left(W^{-1} \mathcal{A}(\Delta y) W^{-1}\right)+\mathcal{B}^{\text {adj }}(\Delta z) & =r_{\mathrm{du}}+\mathcal{A}^{\text {adj }}\left(W^{-1} R W^{-1}\right)  \tag{26}\\
\mathcal{B}(\Delta y) & =r_{\text {pri }} . \tag{27}
\end{align*}
$$

Using the canonical representation of $\mathcal{A}$ and $\mathcal{B}$, these equations can be written as

$$
\left[\begin{array}{cc}
H & B^{T} \\
B & 0
\end{array}\right]\left[\begin{array}{c}
\Delta y \\
\Delta z
\end{array}\right]=\left[\begin{array}{c}
r_{\mathrm{du}}+g \\
r_{\mathrm{pri}}
\end{array}\right]
$$

where

$$
\begin{aligned}
H_{i j} & =\operatorname{Tr}\left(F_{i} W^{-1} F_{j} W^{-1}\right), \quad i, j=1, \ldots, s \\
g_{i} & =\operatorname{Tr}\left(F_{i} W^{-1} R W^{-1}\right), \quad i=1, \ldots, s
\end{aligned}
$$

If the SDP has no equality constraints, the equations reduce to

$$
\begin{equation*}
\mathcal{A}^{\text {adj }}\left(W^{-1} \mathcal{A}(\Delta y) W^{-1}\right)=r_{\mathrm{du}}+\mathcal{A}^{\text {adj }}\left(W^{-1} R W^{-1}\right) \tag{28}
\end{equation*}
$$

i.e.,

$$
H \Delta y=r_{\mathrm{du}}+g
$$

The matrix $H$ in this system is positive definite and almost always dense, so the cost of solving the equations is $(1 / 3) s^{3}$. This is only a lower bound on the actual cost per iteration, which also includes the cost of forming $H$. Even though sparsity in the matrices $F_{i}$ helps, the cost of constructing $H$ is often substantially higher than the cost of solving the equations.

## 4 General-Purpose SDP Solvers and KYP-SDPs

In this section we use the observations made in $\S 3$ to estimate the cost of solving KYP-SDPs with general-purpose interior-point software. For simplicity we assume that $L=1, n_{1}=n, m_{1}=1$, and consider the problem

$$
\begin{array}{ll}
\operatorname{minimize} & q^{T} x+\operatorname{Tr}(Q P) \\
\text { subject to } & {\left[\begin{array}{cc}
A^{T} P+P A P B \\
B^{T} P & 0
\end{array}\right]+\sum_{i=1}^{p} x_{i} M_{i} \succeq N} \tag{29}
\end{array}
$$

where $A \in \mathbf{R}^{n \times n}, B \in \mathbf{R}^{n}$, with $(A, B)$ controllable. The extension to problems with multiple inputs $(m>1)$ and multiple constraints $(L>1)$ is discussed in $\S 7$.

In $\S 4.1$ we first make precise our earlier claim that the cost of a generalpurpose solver applied to (1) grows at least as $n^{6}$, if $p=O(n)$. In $\S 4.2$ we then describe a straightforward technique, based on semidefinite programming duality, that reduces the cost to order $n^{4}$.

### 4.1 Primal Formulation

We can express the KYP-SDP (29) as

$$
\begin{array}{ll}
\text { minimize } & q^{T} x+\operatorname{Tr}(Q P)  \tag{30}\\
\text { subject to } & \mathcal{K}(P)+\mathcal{M}(x) \succeq N
\end{array}
$$

where

$$
\mathcal{K}(P)=\left[\begin{array}{cc}
A^{T} P+P A & P B  \tag{31}\\
B^{T} P & 0
\end{array}\right], \quad \mathcal{M}(x)=\sum_{i=1}^{p} x_{i} M_{i} .
$$

This is in the general form (21), with $\mathcal{V}=\mathbf{S}^{n} \times \mathbf{R}^{p}$, and

$$
y=(P, x), \quad c=(Q, q), \quad D=N, \quad \mathcal{A}(P, x)=-\mathcal{K}(P)-\mathcal{M}(x)
$$

The adjoint of $\mathcal{A}$ is $\mathcal{A}^{\text {adj }}(Z)=-\left(\mathcal{K}^{\text {adj }}(Z), \mathcal{M}^{\text {adj }}(Z)\right)$, where

$$
\mathcal{K}^{\text {adj }}(Z)=\left[\begin{array}{ll}
A & B
\end{array}\right] Z\left[\begin{array}{c}
I \\
0
\end{array}\right]+\left[\begin{array}{lll}
I & 0
\end{array}\right] Z\left[\begin{array}{c}
A^{T} \\
B^{T}
\end{array}\right], \quad \mathcal{M}^{\text {adj }}(Z)=\left[\begin{array}{c}
\operatorname{Tr}\left(M_{1} Z\right) \\
\vdots \\
\operatorname{Tr}\left(M_{p} Z\right)
\end{array}\right] .
$$

The dual problem of (32) is therefore

$$
\begin{array}{ll}
\operatorname{maximize} & \operatorname{Tr}(N Z)  \tag{32}\\
\text { subject to } & \mathcal{K}^{\operatorname{adj}}(Z)=Q, \quad \mathcal{M}^{\text {adj }}(Z)=q \\
& Z \succeq 0
\end{array}
$$

with variable $Z \in \mathbf{S}^{n+1}$.
A general-purpose primal-dual method applied to (30) generates iterates $x$, $P, Z$. At each iteration it solves a set of linear equations of the form (23)-(25) with variables $\Delta x, \Delta P, \Delta Z$ :

$$
\begin{align*}
W \Delta Z W+\mathcal{K}(\Delta P)+\mathcal{M}(\Delta x) & =R_{1}  \tag{33}\\
\mathcal{K}^{\text {adj }}(\Delta Z) & =R_{2}  \tag{34}\\
\mathcal{M}^{\text {adj }}(\Delta Z) & =r, \tag{35}
\end{align*}
$$

for some positive definite $W$ and righthand sides $R_{1}, R_{2}, r$. These equations are solved by eliminating $\Delta Z$, reducing them to a smaller positive definite system (28). The reduced equations can be written in matrix-vector form as

$$
\left[\begin{array}{ll}
H_{11} & H_{12}  \tag{36}\\
H_{12}^{T} & H_{22}
\end{array}\right]\left[\begin{array}{c}
\operatorname{svec}(\Delta P) \\
\Delta x
\end{array}\right]=\left[\begin{array}{l}
r_{1} \\
r_{2}
\end{array}\right] .
$$

The blocks of the coefficient matrix are defined by the identities

$$
\begin{aligned}
H_{11} \operatorname{svec}(\Delta P) & =\operatorname{svec}\left(\mathcal{K}^{\text {adj }}\left(W^{-1} \mathcal{K}(\Delta P) W^{-1}\right)\right) \\
H_{12} \Delta x & =\operatorname{svec}\left(\mathcal{K}^{\operatorname{adj}}\left(W^{-1} \mathcal{M}(\Delta x) W^{-1}\right)\right) \\
H_{22} \Delta x & =\mathcal{M}^{\operatorname{adj}}\left(W^{-1} \mathcal{M}(\Delta x) W^{-1}\right)
\end{aligned}
$$

The exact expressions for the righthand sides $r_{1}, r_{2}$, and the positive definite scaling matrix $W$ are not important for our present purposes and are omitted; see Appendix A for details.

The coefficient matrix in (36) is dense, so the cost of solving these equations is $(1 / 3)(n(n+1) / 2+p)^{3}=O\left(n^{6}\right)$ operations if we assume that $p=O(n)$. This gives a lower bound for the cost of one iteration of a general-purpose interior-point solver applied to (29). The actual cost is higher since it includes the cost of assembling the matrices $H_{11}, H_{12}$, and $H_{22}$.

### 4.2 Dual Formulation

A reformulation based on SDP duality allows us to solve KYP-SDPs more efficiently, at a cost of roughly $O\left(n^{4}\right)$ per iteration. The technique is well known for discrete-time KYP-SDPs with FIR matrices [22, 16, 4, 6], and was applied to general KYP-SDPs in [52].

## The Reformulated Dual

The assumption that $(A, B)$ is controllable implies that that the mapping $\mathcal{K}$ defined in (31) has full rank, i.e., $\mathcal{K}(P)=0$ only if $P=0$. To see this, we can take any stabilizing state feedback matrix $K$, and note that $\mathcal{K}(P)=0$ implies

$$
\left[\begin{array}{c}
I \\
K
\end{array}\right]^{T}\left[\begin{array}{cc}
A^{T} P+P A & P B \\
B^{T} P & 0
\end{array}\right]\left[\begin{array}{c}
I \\
K
\end{array}\right]=(A+B K)^{T} P+P(A+B K)=0
$$

and hence $P=0$. It follows that the nullspace of $\mathcal{K}^{\text {adj }}$ (a linear mapping from $\mathbf{S}^{n+1}$ to $\mathbf{S}^{n}$ ) has dimension $n+1$. Hence there exists a mapping $\mathcal{L}: \mathbf{R}^{n+1} \rightarrow$ $\mathbf{S}^{n+1}$ that spans the nullspace of $\mathcal{K}^{\text {adj }}$

$$
\begin{aligned}
\mathcal{K}^{\text {adj }}(Z)=0 & \Longleftrightarrow Z=\mathcal{L}(u) \text { for some } u \in \mathbf{R}^{n+1} \\
S=\mathcal{K}(P) \text { for some } P \in \mathbf{S}^{n} & \Longleftrightarrow \mathcal{L}^{\text {adj }}(S)=0 .
\end{aligned}
$$

Some practical choices for $\mathcal{L}$ will be discussed later, but first we use this observation to derive an equivalent pair of primal and dual SDPs, with a smaller number of primal and dual variables.

The first equality in the dual SDP (32) is equivalent to saying that $Z=$ $\mathcal{L}(u)-\hat{Z}$ for some $u$, where $\hat{Z}$ is any symmetric matrix that satisfies

$$
\mathcal{K}^{\mathrm{adj}}(\hat{Z})+Q=0
$$

Substituting in the dual SDP (32), and dropping the constant term $\operatorname{Tr}(N \hat{Z})$ from the objective, we obtain an equivalent problem

$$
\begin{array}{ll}
\operatorname{maximize} & \mathcal{L}^{\operatorname{adj}}(N)^{T} u \\
\text { subject to } & \mathcal{L}(u) \succeq \hat{Z}  \tag{37}\\
& \mathcal{M}^{\text {adj }}(\mathcal{L}(u))=q+\mathcal{M}^{\text {adj }}(\hat{Z})
\end{array}
$$

with variable $u \in \mathbf{R}^{n+1}$. This SDP has the form (21) with $\mathcal{V}=\mathbf{R}^{n+1}, y=u$,

$$
\mathcal{A}(u)=-\mathcal{L}(u), \quad \mathcal{B}(u)=\mathcal{M}^{\text {adj }}(\mathcal{L}(u))
$$

and $c=-\mathcal{L}^{\operatorname{adj}}(N), D=\hat{Z}, d=-q-\mathcal{M}^{\text {adj }}(\hat{Z})$.
The dual of problem (37) is

$$
\begin{array}{ll}
\operatorname{minimize} & \left(q+\mathcal{M}^{\text {adj }}(\hat{Z})\right)^{T} v-\operatorname{Tr}(\hat{Z} S) \\
\text { subject to } & \mathcal{L}^{\text {adj }}(S)-\mathcal{L}^{\text {adj }}(\mathcal{M}(v))+\mathcal{L}^{\text {adj }}(N)=0  \tag{38}\\
& S \succeq 0,
\end{array}
$$

with variables $v \in \mathbf{R}^{p}$ and $S \in \mathbf{S}^{n+1}$. Not surprisingly, the SDP (38) can be interpreted as a reformulation of the original primal problem (30). The first constraint in (38) is equivalent to

$$
\begin{equation*}
S-\mathcal{M}(v)+N=\mathcal{K}(P) \tag{39}
\end{equation*}
$$

for some $P$. Combined with $S \succeq 0$, this is equivalent to $\mathcal{K}(P)+\mathcal{M}(v) \succeq N$. Using (39) we can also express the objective function as

$$
\begin{aligned}
\left(q+\mathcal{M}^{\text {adj }}(\hat{Z})\right)^{T} v-\operatorname{Tr}(\hat{Z} S) & =q^{T} v+\operatorname{Tr}((\mathcal{M}(v)-S) \hat{Z}) \\
& =q^{T} v+\operatorname{Tr}(N \hat{Z})-\operatorname{Tr}\left(P K^{\text {adj }}(\hat{Z})\right) \\
& =q^{T} v+\operatorname{Tr}(N \hat{Z})+\operatorname{Tr}(P Q)
\end{aligned}
$$

Comparing this with (30), we see that the optimal $v$ in (38) is equal the optimal $x$ in (30). The relation (39) also allows us to recover the optimal $P$ for (30) from the optimal solution $(v, S)$ of (38).

In summary, the pair of primal and dual SDPs (37) and (38) is equivalent to the original SDPs (30) and (32); the optimal solutions for one pair of SDPs are easily obtained from the solutions of the other pair.

## Newton Equations for Reformulated Dual

A primal-dual method applied to (37) generates iterates $u, v, S$. At each iteration a set of linear equations of the form (26)-(27) is solved, which in this case reduce to

$$
\begin{align*}
\mathcal{L}^{\text {adj }}\left(W^{-1} \mathcal{L}(\Delta u) W^{-1}\right)+\mathcal{L}^{\text {adj }}(\mathcal{M}(\Delta v)) & =R  \tag{40}\\
\mathcal{M}^{\text {adj }}(\mathcal{L}(\Delta v)) & =r \tag{41}
\end{align*}
$$

with variables $\Delta u \in \mathbf{R}^{n+1}, \Delta v \in \mathbf{R}^{p}$. (Again, we omit the expressions for $W$, $R, r$. In particular, note that $W$ is not the same matrix as in §4.1.) In matrix form,

$$
\left[\begin{array}{cc}
H & G  \tag{42}\\
G^{T} & 0
\end{array}\right]\left[\begin{array}{l}
\Delta u \\
\Delta v
\end{array}\right]=\left[\begin{array}{c}
R \\
r
\end{array}\right],
$$

where $H$ and $G$ are defined by the identities

$$
H \Delta u=\mathcal{L}^{\operatorname{adj}}\left(W^{-1} \mathcal{L}(\Delta u) W^{-1}\right), \quad G \Delta v=\mathcal{L}^{\operatorname{adj}}(\mathcal{M}(\Delta v))
$$

The number of variables in (42) is $p+n+1$.

## Computational Cost

We now estimate the cost of assembling the coefficient matrix in (42), for a specific choice of $\mathcal{L}$. To simplify the notation, we assume that the Lyapunov operator $A X+X A^{T}$ is invertible. This assumption can be made without loss of generality: Since $(A, B)$ is controllable by assumption, there exists a state feedback matrix $K$ such that $A+B K$ is stable (or, more generally, $\lambda_{i}(A+B K)+\lambda_{j}(A+B K)^{*} \neq 0$, for $\left.i, j=1, \ldots, n\right)$. By applying a congruence to both sides of the LMI constraint in (29) and noting that

$$
\left[\begin{array}{cc}
I & K^{T} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A^{T} P+P A & P B \\
B^{T} P & 0
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
K & I
\end{array}\right]=\left[\begin{array}{cc}
(A+B K)^{T} P+P(A+B K) P B \\
B^{T} P & 0
\end{array}\right]
$$

we can transform the SDP (29) to an equivalent KYP-SDP

$$
\begin{array}{ll}
\operatorname{minimize} & q^{T} x+\operatorname{Tr}(Q P) \\
\text { subject to } & {\left[\begin{array}{rr}
(A+B K)^{T} P+P(A+B K) A P B \\
B^{T} P & 0
\end{array}\right]+\sum_{i=1}^{p} x_{i} \tilde{M}_{i} \succeq \tilde{N}}
\end{array}
$$

where

$$
\tilde{M}_{i}=\left[\begin{array}{cc}
I & K^{T} \\
0 & I
\end{array}\right] M_{i}\left[\begin{array}{cc}
I & 0 \\
K & I
\end{array}\right], \quad \tilde{N}=\left[\begin{array}{cc}
I & K^{T} \\
0 & I
\end{array}\right] N\left[\begin{array}{cc}
I & 0 \\
K & I
\end{array}\right] .
$$

We will therefore assume that the matrix $A$ in (29) is stable.
It is then easily verified that $\mathcal{K}^{\text {adj }}(Z)=0$ if and only if $Z=\mathcal{L}(u)$ for some $u$, with $\mathcal{L}$ defined as

$$
\mathcal{L}(u)=\sum_{i=1}^{n+1} u_{i} F_{i},
$$

where

$$
F_{i}=\left[\begin{array}{cc}
X_{i} & e_{i}  \tag{43}\\
e_{i}^{T} & 0
\end{array}\right], \quad i=1, \ldots, n, \quad F_{n+1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right]
$$

and $X_{i}, i=1, \ldots, n$, are the solutions of the Lyapunov equations

$$
\begin{equation*}
A X_{i}+X_{i} A^{T}+B e_{i}^{T}+e_{i} B^{T}=0 \tag{44}
\end{equation*}
$$

With this choice of $\mathcal{L}$, the coefficient matrices $H$ and $G$ in (42) can be expressed as

$$
\begin{align*}
& \left.H_{i j}=\operatorname{Tr}\left(F_{i} W^{-1} F_{j} W^{-1}\right)\right), \quad i, j=1, \ldots, n+1,  \tag{45}\\
& G_{i j}=\operatorname{Tr}\left(F_{i} M_{j}\right), \quad i=1, \ldots, n+1, \quad j=1, \ldots, p \tag{46}
\end{align*}
$$

To estimate the cost of this approach we assume that $p=O(n)$. The method requires a significant amount of preprocessing. In particular we have to compute the solutions $X_{i}$ of $n+1$ Lyapunov equations, which has a total cost of $O\left(n^{4}\right)$. The matrix $G$ does not change during the algorithm so it can be pre-computed, at a cost of order $p n^{3}$ if the matrices $M_{i}$ and $X_{j}$ are dense (i.e., $O\left(n^{4}\right)$ if we assume $p=O(n)$ ). In practice, as we have seen in $\S 2$, the matrices $M_{i}$ are often sparse or low-rank, so the cost of computing $G$ is usually much lower than $O\left(n^{4}\right)$.

At each iteration, we have to construct $H$ and solve the equations (42). The cost of constructing $H$ is $O\left(n^{4}\right)$. The cost of solving the equations is $O\left(n^{3}\right)$ if we assume $p=O(n)$. The total cost is therefore $O\left(n^{4}\right)$, and is dominated by the cost of pre-computing the basis matrices $X_{i}$, and the cost of forming $H$ at each iteration.

## 5 Special-Purpose Implementation

We now turn to the question of exploiting additional problem structure in a special-purpose implementation. As should be clear from the previous section, the key to a fast implementation is to solve the linear equations that arise in each iteration fast. This can be done for either the primal or the dual formulation described in $\S 4$. We will see that these two approaches lead to methods that are almost identical, and have the same complexity.

### 5.1 Reduced Newton Equations

In $\S 4$ we noted a large difference in complexity between solving the original KYP-SDP (29) and solving the reformulated dual problem (37). The difference is due to the different dimension and structure of the Newton equations in each iteration, and the way in which special-purpose codes handle those equations. In a custom implementation, the distinction between the two formulations disappears: the equations (33)-(35) that arise when solving the primal formulation can be solved as efficiently as the equations (40)-(41) that arise when solving the dual formulation.

## Solving Newton Equations via Dual Elimination

To show this, we describe an alternative method for solving (33)-(35). As in $\S 4.2$, let $\mathcal{L}: \mathbf{R}^{n+1} \rightarrow \mathbf{S}^{n+1}$ be a linear mapping that spans the nullspace of
$\mathcal{K}^{\text {adj }}$. Let $Z_{0}$ be any symmetric matrix that satisfies $\mathcal{K}^{\text {adj }}\left(Z_{0}\right)+R_{2}=0$. The equation (34) is equivalent to saying that

$$
\Delta Z=\mathcal{L}(\Delta u)-Z_{0}
$$

for some $\Delta u \in \mathbf{R}^{n+1}$. Substituting this expression in (33) and (35), we obtain

$$
\begin{aligned}
W \mathcal{L}(\Delta u) W+\mathcal{K}(\Delta P)+\mathcal{M}(\Delta x) & =R_{1}+W Z_{0} W \\
\mathcal{M}^{\text {adj }}(\mathcal{L}(\Delta u)) & =r+\mathcal{M}^{\text {adj }}\left(Z_{0}\right) .
\end{aligned}
$$

Next we eliminate the variable $\Delta P$, by applying $\mathcal{L}^{\text {adj }}$ to both sides of the first equation, and using the fact that $\mathcal{L}^{\operatorname{adj}}(\mathcal{K}(\Delta P))=0$ for all $\Delta P$ :

$$
\begin{align*}
\mathcal{L}^{\text {adj }}(W \mathcal{L}(\Delta u) W)+\mathcal{L}^{\text {adj }}(\mathcal{M}(\Delta x)) & =\mathcal{L}^{\text {adj }}\left(R_{1}+W Z_{0} W\right)  \tag{47}\\
\mathcal{M}^{\text {adj }}(\mathcal{L}(\Delta u)) & =r+\mathcal{M}^{\text {adj }}\left(Z_{0}\right) \tag{48}
\end{align*}
$$

This is a set of $n+p+1$ linear equations in $n+p+1$ variables $\Delta u, \Delta x$. In matrix form,

$$
\left[\begin{array}{cc}
H & G  \tag{49}\\
G^{T} & 0
\end{array}\right]\left[\begin{array}{c}
\Delta u \\
\Delta x
\end{array}\right]=\left[\begin{array}{c}
\mathcal{L}^{\text {adj }}\left(R_{1}+W Z_{0} W\right) \\
r+\mathcal{M}^{\text {adj }}\left(Z_{0}\right)
\end{array}\right]
$$

where $H$ and $G$ are defined by the identities

$$
H \Delta u=\mathcal{L}^{\operatorname{adj}}(W \mathcal{L}(\Delta u) W), \quad G \Delta x=\mathcal{L}^{\text {adj }}(\mathcal{M}(\Delta x))
$$

Since $\mathcal{L}$ has full rank, the matrix $H$ is nonsingular, so the equations (49) can be solved by first solving

$$
G^{T} H^{-1} G \Delta x=G^{T} H^{-1} \mathcal{L}^{\text {adj }}\left(R_{1}+W Z_{0} W\right)-r-\mathcal{M}^{\mathrm{adj}}\left(Z_{0}\right)
$$

to obtain $\Delta x$, and then computing $\Delta u$ from

$$
H \Delta u=\mathcal{L}^{\mathrm{adj}}\left(R_{1}+W Z_{0} W\right)-G \Delta x .
$$

After solving (49), we can compute $\Delta Z$ as $\Delta Z=\mathcal{L}(\Delta u)$. Given $\Delta Z$ and $\Delta x$, we find $\Delta P$ by solving

$$
\mathcal{K}(\Delta P)=R_{1}-W \Delta Z W-\mathcal{M}(\Delta x)
$$

which is an overdetermined, but solvable set of linear equations.
We will refer to (49) as the reduced Newton equations.

## Computational Cost

We now estimate the complexity of solving the reduced Newton equations. Note that (47)-(48) have exactly the same form as (40)-(41), with different values of $W$ and the righthand sides. In particular, our discussion of the complexity of solving (40)-(41) also applies here.

We work out the details assuming the Lyapunov operator $A X+X A^{T}$ is invertible. If this is not the case, the equations (33)-(35) can be transformed into an equivalent set

$$
\begin{aligned}
T W T^{T}\left(T^{-T} \Delta Z T^{-1}\right) T W T^{T}+T \mathcal{K}(\Delta P) T^{T}+T \mathcal{M}(\Delta x) T^{T} & =T R_{1} T^{T} \\
\mathcal{K}^{\mathrm{adj}}\left(T^{T} T^{-T} \Delta Z T^{-1} T\right) & =R_{2} \\
\mathcal{M}^{\text {adj }}\left(T^{T} T^{-T} \Delta Z T^{-1} T\right) & =r,
\end{aligned}
$$

where

$$
T=\left[\begin{array}{cc}
I & K^{T} \\
0 & I
\end{array}\right], \quad T^{-1}=\left[\begin{array}{cc}
I & -K^{T} \\
0 & I
\end{array}\right]
$$

and $K$ is a stabilizing state feedback matrix. Replacing $\Delta Z$ with a new variable

$$
\Delta S=T^{-T} \Delta Z T^{-1}
$$

gives

$$
\begin{gathered}
\tilde{W} \Delta S \tilde{W}+\left[\begin{array}{c}
(A+B K)^{T} \Delta P+\Delta P(A+B K) \Delta P B \\
B^{T} \Delta P
\end{array}\right]+\sum_{i=1}^{p} \Delta x_{i} \tilde{M}_{i}=\tilde{R}_{1} \\
{\left[\begin{array}{c}
A+B K \\
B
\end{array}\right]^{T} \Delta S\left[\begin{array}{l}
I \\
0
\end{array}\right]+\left[\begin{array}{c}
I \\
0
\end{array}\right]^{T} \Delta S\left[\begin{array}{c}
A+B K \\
B
\end{array}\right]=R_{2}} \\
\operatorname{Tr}\left(\tilde{M}_{i} \Delta S\right)=r_{i}, \quad i=1, \ldots, p
\end{gathered}
$$

where $\tilde{W}=T W T^{T}, \tilde{M}_{i}=T M_{i} T^{T}, \tilde{R}_{1}=T R_{1} T^{T}$. These equations have the same structure as the original equations (33)-(35), with $A$ replaced by $A+B K$.

If we assume that $A X+X A^{T}$ is invertible, we can choose $\mathcal{L}$ as in $\S 4.2$ : $\mathcal{L}(u)=\sum_{i=1}^{n+1} u_{i} F_{i}$ with the matrices $F_{i}$ defined as in (43). If the matrices $X_{i}$ are pre-computed (at a total cost of $O\left(n^{4}\right)$ ), then the cost of constructing the coefficient matrix $H$ in (49) is $O\left(n^{4}\right)$. The cost of computing $G$ is $O\left(p n^{3}\right)$ if we assume the matrices $X_{i}$ are known, and we do not exploit any particular structure in $M_{j}$. The cost of solving the equations (49), given $H$ and $G$, is $O\left(n^{3}\right)$ if we assume $p=O(n)$.

## Comparison with Dual Method

The above analysis demonstrates that a custom implementation of a primaldual method for solving the original KYP-SDP (29) can be as efficient as a primal-dual method applied to the reformulated dual (37). Both methods are based on eliminating dual variables, either in the original dual SDP, or in the Newton equations. In fact, if we use the same mapping $\mathcal{L}$ in both methods, the reduced linear equations are identical. However, a custom implementation offers three important advantages over a general-purpose primal-dual method applied to the reformulated dual.

- In a custom implementation we can avoid the need to compute and store the basis matrices $F_{i}$ (or $X_{i}$ ), which are required in the dual formulation (see $\S 5.2$ for details). These matrices $X_{i}$ are the solution of $n$ Lyapunov equations of order $n$. For large $n$, they are expensive to compute and store.
- Additional problem structure can be exploited in a custom implementation. Two methods that achieve an $O\left(n^{3}\right)$ complexity per iteration are described in §5.2.
- In a custom implementation, we can make a different choice for the mapping $\mathcal{L}$, which is used to eliminate dual variables, in each iteration.
For example, in $\S 4.2$ we pointed out that state feedback transformations preserve the KYP structure in the SDP, while in $\S 5.1$ we made a similar observation about the Newton equations. Of course, these two viewpoints are just different interpretations of the same property. We can first use state feedback to transform the SDP and then derive the Newton equations, or we can write down Newton equations for the original SDP and then apply a state feedback transformation. Both transformations result in the same equations. However the second viewpoint opens the possibility of selecting a different state-feedback matrix $K$ in each iteration, in order to improve the numerical stability of the elimination step.


### 5.2 Fast Construction of Reduced Newton Equations

We now examine two methods that allow us to construct the matrices $H$ and $G$ in (49) fast, in roughly $O\left(n^{3}\right)$ operations.

## Diagonalizable $A$

Suppose $A$ is stable (or equivalently, a state feedback transformation has been applied as described in $\S 5.1$, to obtain equivalent equations with a stable $A$ ). We make the same choice of $\mathcal{L}$ as in $\S 5.1$, i.e., $\mathcal{L}(u)=\sum_{i=1}^{n+1} u_{i} F_{i}$, with $F_{i}$ defined in (43).

In appendix B we derive the following expression for the matrix $H$ in (49):

$$
\begin{align*}
H= & {\left[\begin{array}{cc}
H_{1} & 0 \\
0 & 0
\end{array}\right]+2\left[\begin{array}{l}
W_{11} \\
W_{21}
\end{array}\right]\left[\begin{array}{ll}
H_{2} & 0
\end{array}\right]+2\left[\begin{array}{c}
H_{2}^{T} \\
0
\end{array}\right]\left[\begin{array}{ll}
W_{11} & W_{12}
\end{array}\right] } \\
& +2 W_{22} W+2\left[\begin{array}{l}
W_{12} \\
W_{22}
\end{array}\right]\left[\begin{array}{ll}
W_{21} W_{22}
\end{array}\right] \tag{50}
\end{align*}
$$

where

$$
\begin{equation*}
\left(H_{1}\right)_{i j}=\operatorname{Tr}\left(X_{i} W_{11} X_{j} W_{11}\right), \quad H_{2}=\left[X_{1} W_{12} X_{2} W_{12} \cdots X_{n} W_{12}\right] \tag{51}
\end{equation*}
$$

and

$$
W=\left[\begin{array}{ll}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{array}\right]
$$

with $W_{11} \in \mathbf{S}^{n \times n}$. Similarly,

$$
G=2\left[\begin{array}{c}
G_{1}  \tag{52}\\
0
\end{array}\right]+2\left[\begin{array}{llll}
M_{1,12} & M_{2,12} & \cdots & M_{p, 12} \\
M_{1,22} & M_{2,22} & \cdots & M_{p, 22}
\end{array}\right],
$$

where

$$
G_{1}=\left[Y_{1} B Y_{2} B \cdots Y_{p} B\right]
$$

$Y_{j}$ is the solution of

$$
A Y_{j}+Y_{j} A^{T}+M_{j, 11}=0
$$

and $M_{j, 11} \in \mathbf{S}^{n}, M_{j, 12} \in \mathbf{R}^{n}$ are the 1,1- and 1, 2-blocks of $M_{j}$. Formulas (50) and (52) show that the key to constructing $H$ and $G$ fast (i.e., faster than in $O\left(n^{4}\right)$ and $O\left(p n^{3}\right)$ operations, respectively), is to compute the matrices $H_{1}$, $H_{2}$, and $G_{1}$ fast.

A simple approach is based on the eigenvalue decomposition of $A$. Our assumption that $(A, B)$ is controllable implies that is possible to find a linear state feedback matrix $K$ so that $A+B K$ is stable and diagonalizable [35]. As mentioned in §5.1, we can transform the Newton equations into an equivalent set of equations in which the matrix $A$ is replaced by $A+B K$. We can therefore assume without loss of generality that $A$ is diagonalizable.

Let $A=V \operatorname{diag}(\lambda) V^{-1}$ be the eigenvalue decomposition of $A$, with $V \in$ $\mathbf{C}^{n \times n}$ and $\lambda \in \mathbf{C}^{n}$. It can be shown that the matrices $H_{1}$ and $H_{2}$ defined in (51) can be expressed as

$$
\begin{gather*}
H_{1}=2 \operatorname{Re}\left(\left(V^{-T}\left(\left(\widetilde{\Sigma} \widetilde{W}_{11}\right) \circ\left(\widetilde{\Sigma}^{W} \widetilde{W}_{11}\right)^{T}\right)+V^{-*}\left(\widetilde{W}_{11} \circ\left(\widetilde{\Sigma}^{W_{11}} \widetilde{\Sigma}^{*}\right)^{T}\right)\right) V^{-1}\right)  \tag{54}\\
H_{2}=-V\left(\widetilde{\Sigma}^{*} \operatorname{diag}\left(\widetilde{W}_{12}\right)\right) \bar{V}^{-1}-V \operatorname{diag}\left(\widetilde{\Sigma}^{W_{W}}\right) V^{-1} \tag{53}
\end{gather*}
$$

where $\circ$ denotes Hadamard product, $\Sigma \in \mathbf{C}^{n \times n}$ is defined as

$$
\Sigma_{i j}=\frac{1}{\lambda_{i}+\lambda_{j}^{*}}, \quad i, j=1, \ldots, n
$$

$\widetilde{\Sigma}=\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*}, \widetilde{W}_{11}=V^{*} W_{11} V, \widetilde{W}_{12}=V^{*} W_{12}$, and $\bar{V}$ is the complex conjugate of $V$. The above formulas for $H_{1}$ and $H_{2}$ can be evaluated in $O\left(n^{3}\right)$ operations, and do not require pre-computing the basis matrices $X_{i}$. We refer to appendix C for a proof of the expressions (53) and (54).

There is a similar expression for $G_{1}$ :

$$
G_{1}=V\left[\begin{array}{llll}
\left(\widetilde{M}_{1} \circ \Sigma\right) V^{*} B & \left.\left(\widetilde{M}_{2} \circ \Sigma\right) V^{*} B \cdots\left(\widetilde{M}_{p} \circ \Sigma\right) V^{*} B\right] .
\end{array}\right.
$$

where $\widetilde{M}_{j}=V^{-1} M_{j, 11} V^{-*}$. The cost of computing $\widetilde{M}_{j}$ can be reduced by exploiting low-rank structure in $M_{j, 11}$. Given the matrices $\widetilde{M}_{j}, G_{1}$ can be computed in $O\left(n^{2} p\right)$ operations.

## $A$ in Companion Form

In this section we present an $O\left(n^{3}\right)$ method for solving the Newton equations when $A$ is an $n \times n$ 'shift matrix' and $B=e_{n}$ :

$$
A=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0  \tag{55}\\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right] .
$$

KYP-SDPs of this form arise in a wide variety of LMI problems in robust control [27]. The method is also useful for handling matrices $A$ in companion form: in order to solve the Newton equations for a KYP-SDP with

$$
A=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_{1} & -a_{2} & -a_{3} & \cdots & -a_{n}
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

we can first apply a state feedback transformation with

$$
K=\left[\begin{array}{llll}
a_{1} & a_{2} & \cdots & a_{n}
\end{array}\right]
$$

as explained in $\S 5.1$, and then solve an equivalent set of equations in which $A$ is replaced with the shift matrix $A+B K$.

With $A$ and $B$ defined as in (55), the equations (33)-(35) reduce to

$$
\begin{align*}
W \Delta Z W+\left[\begin{array}{cc}
0 & 0 \\
\Delta P & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & \Delta P \\
0 & 0
\end{array}\right]+\sum_{i=1}^{p} \Delta x_{i} M_{i} & =R_{1}  \tag{56}\\
{\left[\begin{array}{ll}
0 & I
\end{array}\right] \Delta Z\left[\begin{array}{l}
I \\
0
\end{array}\right]+\left[\begin{array}{ll}
I & 0
\end{array}\right] \Delta Z\left[\begin{array}{l}
0 \\
I
\end{array}\right] } & =R_{2}  \tag{57}\\
\operatorname{Tr}\left(M_{i} \Delta Z\right) & =r_{i}, \quad i=1, \ldots, p \tag{58}
\end{align*}
$$

We can follow the method of $\S 5.1$, with $\mathcal{L}: \mathbf{R}^{n+1} \rightarrow \mathbf{S}^{n+1}$ defined as
$\begin{aligned} \mathcal{L}(u) & =\left[\begin{array}{cccccccc}u_{1} & 0 & u_{2} & 0 & u_{3} & \cdots & 0 & u_{k+1} \\ 0 & -u_{2} & 0 & -u_{3} & 0 & \cdots & -u_{k+1} & 0 \\ u_{2} & 0 & u_{3} & 0 & u_{4} & \cdots & 0 & u_{k+2} \\ 0 & -u_{3} & 0 & -u_{4} & 0 & \cdots & -u_{k+2} & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\ u_{k} & 0 & u_{k+1} & 0 & u_{k+2} & \cdots & 0 & u_{2 k} \\ 0 & -u_{k+1} & 0 & -u_{k+2} & 0 & \cdots & -u_{2 k} & 0 \\ u_{k+1} & 0 & u_{k+2} & 0 & u_{k+1} & \cdots & 0 & u_{2 k+1}\end{array}\right], \quad n=2 k \\ \mathcal{L}(u) & =\left[\begin{array}{cccccccc}u_{1} & 0 & u_{2} & 0 & u_{3} & \cdots & u_{k+1} & 0 \\ 0 & -u_{2} & 0 & -u_{3} & 0 & \cdots & 0 & -u_{k+2} \\ u_{2} & 0 & u_{3} & 0 & u_{4} & \cdots & u_{k+2} & 0 \\ 0 & -u_{3} & 0 & u_{4} & 0 & \cdots & 0 & -u_{k+3} \\ \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\ 0 & -u_{k+1} & 0 & -u_{k+2} & 0 & \cdots & 0 & -u_{2 k+1} \\ u_{k+1} & 0 & u_{k+2} & 0 & u_{k+3} & \cdots & u_{2 k+1} & 0 \\ 0 & -u_{k+2} & 0 & -u_{k+3} & 0 & \cdots & 0 & -u_{2 k+2}\end{array}\right], \quad n=2 k+1 .\end{aligned}$
In other words, the even anti-diagonals of $\mathcal{L}(u)$ are zero. The elements on the odd anti-diagonals have equal absolute values and alternating signs. The nonzero elements in the first row and column are given by $u$.

To obtain efficient formulas for the matrix $H$ in (49), we represent $\mathcal{L}$ as $\mathcal{L}(u)=\sum_{i=1}^{n+1} u_{i} F_{i}$, where

$$
\left(F_{i}\right)_{j k}= \begin{cases}(-1)^{j+1} & j+k=2 i \\ 0 & \text { otherwise }\end{cases}
$$

We also factor $W$ as $W=\sum_{k=1}^{n+1} v_{k} v_{k}^{T}$ (for example, using the Cholesky factorization or the eigenvalue decomposition). The $i, j$-element of $H$ is

$$
H_{i j}=\operatorname{Tr}\left(F_{i} W F_{j} W\right)=\sum_{k=1}^{n+1} \sum_{l=1}^{n+1}\left(v_{l}^{T} F_{i} v_{k}\right)\left(v_{k}^{T} F_{j} v_{l}\right) .
$$

Next we note that for $v, w \in \mathbf{R}^{n+1}$,

$$
\begin{aligned}
v^{T} F_{i} w & =\sum_{j+k=2 i}(-1)^{j+1} v_{j} w_{k} \\
& =\sum_{k=\max \{1,2 i-n-1\}}^{\min \{n+1,2 i-1\}}(-1)^{k+1} w_{k} v_{2 i-k} \\
& =(v *(D w))_{2 i-1},
\end{aligned}
$$

where $D=\operatorname{diag}(1,-1,1, \ldots)$, and $v *(D w)$ denotes the convolution of the vectors $v$ and $D w$. Therefore,

$$
\left(v_{l}^{T} F_{1} v_{k}, v_{l}^{T} F_{2} v_{k}, \ldots, v_{l}^{T} F_{n+1} v_{k}\right)=E\left(v_{l} *\left(D v_{k}\right)\right)
$$

where

$$
E=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & & & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right] \in \mathbf{R}^{(n+1) \times(2 n+1)}
$$

Using this notation we can express $H$ as

$$
H=E\left(\sum_{k=1}^{n+1} \sum_{l=1}^{n+1}\left(v_{l} *\left(D v_{k}\right)\right)\left(v_{k} *\left(D v_{l}\right)\right)^{T}\right) E^{T}
$$

This expression can be evaluated in $O\left(n^{3}\right)$ operations using the discrete Fourier transform $(\mathrm{DFT})$. Let $W_{\mathrm{DFT}} \in \mathbf{C}^{(2 n+1) \times(n+1)}$ be the first $n+1$ columns of the DFT matrix of length $2 n+1$, i.e., $W_{\mathrm{DFT}} v$ is the zero padded $(2 n+1)$-point DFT of a vector $v \in \mathbf{R}^{n+1}$. Let

$$
V_{k}=W_{\mathrm{DFT}} v_{k}, \quad \tilde{V}_{k}=W_{\mathrm{DFT}} D v_{k}, \quad k=1, \ldots, n+1
$$

be the DFTs of the vectors $v_{k}$ and $D v_{k}$. Then

$$
\begin{aligned}
H & =\frac{1}{(2 n+1)^{2}} E W_{\mathrm{DFT}}^{*}\left(\sum_{k=1}^{n+1} \sum_{l=1}^{n+1}\left(V_{l} \circ \tilde{V}_{k}\right)\left(V_{k} \circ \tilde{V}_{l}\right)^{*}\right) W_{\mathrm{DFT}} E^{T} \\
& =\frac{1}{(2 n+1)^{2}} E W_{\mathrm{DFT}}^{*}\left(\left(\sum_{l=1}^{n+1} V_{l} \tilde{V}_{l}^{*}\right) \circ\left(\sum_{k=1}^{n+1} \tilde{V}_{k} V_{k}^{*}\right)\right) W_{\mathrm{DFT}} E^{T}
\end{aligned}
$$

The matrix in the middle is the Hadamard product of the $(2 n+1) \times(2 n+1)$ matrix $\sum_{k} V_{k} \tilde{V}_{k}^{*}$ with its conjugate transpose, so the cost of evaluating this expression is $O\left(n^{3}\right)$.

The matrix $G$ in (49) has elements

$$
G_{i j}=\operatorname{Tr}\left(F_{i} M_{j}\right), \quad i=1, \ldots, n+1, \quad j=1, \ldots, p,
$$

and is easily computed in $O\left(n^{2} p\right)$ operations, since only $O(n)$ elements of $F_{i}$ are nonzero. For sparse or low-rank $M_{j}$ the cost is even lower.

## 6 Numerical Examples

In Table 2 we compare four algorithms, applied to randomly generated KYPSDPs of the form (29), with dimensions $n=25,50,100,200$, and $p=n$. Each problem was constructed so it is strictly primal and dual feasible. (However the algorithms were started at infeasible starting points.) The execution times listed are the CPU times in seconds on a 2 GHz Pentium IV PC with 1GB of memory. All times are averages over five randomly generated instances.

Table 2. Computational results for the general-purpose SDP solvers SeDuMi and SDPT3 applied to KYP-SDPs with dimensions $n=p=25, \ldots, 200$, applied to the original problem ('Primal'), and to the reformulated dual SDP ('Dual'). $T_{\mathrm{p}}$ is the time in seconds required for preprocessing, and consists mainly of the cost of computing an explicit basis for the solution set of the dual equality constraints. $T_{\mathrm{s}}$ is the solution time per iteration, excluding preprocessing time.

| SeDuMi (primal) |  |  | SDPT3 (primal) |  | SeDuMi (dual) |  |  | SDPT3 (dual) |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\#$ itrs | $T_{\mathrm{s}}$ | $T_{\mathrm{p}}$ | $\#$ itrs | $T_{\mathrm{s}}$ | $T_{\mathrm{p}}$ | $\#$ itrs | $T_{\mathrm{s}}$ |
|  |  |  | 8 | 0.8 | 0.1 | 12 | 0.04 | 0.1 | 9 | 0.06 |
| 50 | 11 | 8.1 | 9 | 4.9 | 1.1 | 11 | 0.3 | 1.1 | 9 | 0.26 |
| 100 | 11 | 307.1 | 8 | 107.2 | 21.4 | 14 | 3.3 | 21.4 | 10 | 1.4 |
| 200 |  |  |  |  | 390.7 | 12 | 30.9 | 390.7 | 10 | 15.3 |

The first method, SeDuMi (primal), solves the SDP (29) using the generalpurpose solver SeDuMi (version 1.05R5) [44]. The second method, SDPT3 (primal), solves the same problem using the general-purpose solver SDPT3 (version 3.02) [47]. Both solvers were called via the YALMIP interface [36]. We skip the last problem $(n=200)$, due to excessive computation time and memory requirements. The numbers $T_{\mathrm{s}}$ are the CPU times needed to solve each problem, divided by the number of iterations.

The other methods, SeDuMi (dual) and SDPT3 (dual), solve the reformulated dual problem (37), for the choice of basis matrices described in §5.1. In addition to the number of iterations and the time per iteration $T_{\mathrm{s}}$, we also give $T_{\mathrm{p}}$, the preprocessing time required to compute the parameters in the reformulated dual problem (37). This preprocessing step is dominated by the cost of of solving the $n+1$ Lyapunov equations (44).

The results confirm that the cost per iteration of a general-purpose method applied to the primal SDP (29) grows much more rapidly than the same method applied to the reformulated dual problem (37).

Table 3 shows the results for a second experiment with randomly generated KYP-SDPs of dimensions $n=100, \ldots, 500$, and $p=50$. Again, all values are averages over five problem instances. The data in the column KYP-IPM are for a customized Matlab implementation of the primal-dual interior-point method of Tütüncü, Toh, and Todd [46, 47], applied to the dual problem, and using the expressions (53) and (54) to compute the coefficient matrix of the reduced Newton equations. The preprocessing time for this method includes the eigenvalue decomposition of $A$ and the computation of the matrix $G$ in the reduced system (42). The table shows that the preprocessing time and execution time per iteration grow almost exactly as $n^{3}$.

For the same set of problems, we also show the results for SeDuMi applied to the reformulated dual problem. To speed up the calculation in SeDuMi, we first transform the dual problem (37), by diagonalizing $A$. This corresponds to a simple change of variables, replacing $Z$ with $V^{-1} Z V^{-*}$ and $\tilde{z}$ with $V^{-1} \tilde{z}$.

Table 3. Results for KYP-SDPs of dimension $n=100, \ldots, n=500$, and $p=50$. The first method is a customized Matlab implementation of a primal-dual method as described in $\S 5$, using the formulas (53) and (54). The second method is SeDuMi applied to the reformulated dual SDP (37), after first diagonalizing $A$. The third method solves the same reformulated dual SDP using SDPT3, without the diagonalization of $A$ (except in the preprocessing).

| $n$ | KYP-IPM |  |  | SeDuMi (dual) |  |  | SDPT3 (dual) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{\mathrm{p}}$ | $\#$ itrs | $T_{\mathrm{s}}$ | $T_{\mathrm{p}}$ | $\#$ itrs | $T_{\mathrm{s}}$ | $T_{\mathrm{p}}$ | $\#$ itrs | $T_{s}$ |
|  | 1.0 | 9 | 0.6 | 0.5 | 12 | 1.5 | 3.6 | 12 | 1.3 |
| 200 | 8.3 | 9 | 4.7 | 3.5 | 13 | 24.4 | 44.4 | 13 | 13.8 |
| 300 | 28.1 | 10 | 16.7 | 11.7 | 12 | 155.3 | 194.2 | 14 | 77.7 |
| 400 | 62.3 | 10 | 36.2 | 26.7 | 12 | 403.7 |  |  |  |
| 500 | 122.0 | 10 | 70.3 | 51.9 | 12 | 1068.4 |  |  |  |

We then eliminate the (1,1)-block in the dual variable as in the SeDuMi (dual) method of Table 2, which gives a problem of form (37), with complex data and variables. Since $A$ is diagonal, the basis matrices $X_{i}$ are quite sparse and easier to compute (at a cost of $O\left(n^{3}\right)$ total). Despite the resulting savings, it is clear from the table that the execution time per iteration grows roughly as $n^{4}$.

The third column (SDTP3 (dual)) gives the results for SDPT3 applied to the reformulated dual problem. Since the version of SDPT3 we used does not accept complex data, we only used diagonalization of $A$ in the preprocessing step, to accelerate the solution of the Lyapunov equations (44). Results are reported for the first three problems only, due to insufficient memory. As for SeDuMi, the results show an $O\left(n^{4}\right)$-growth for the solution time per iteration.

## 7 Extensions

In this section we discuss some extensions of the techniques of $\S 4$ and $\S 5$ to the general problem (1).

### 7.1 Multiple Constraints

Consider a KYP-SDP with multiple constraints,

$$
\begin{array}{ll}
\operatorname{minimize} & q^{T} x+\sum_{k=1}^{L}\left(Q_{k} P_{k}\right) \\
\text { subject to } & \mathcal{K}_{k}\left(P_{k}\right)+\mathcal{M}_{k}(x) \succeq N_{k}, \quad k=1, \ldots, L
\end{array}
$$

where $\mathcal{K}_{k}: \mathbf{S}^{n_{k}} \rightarrow \mathbf{S}^{n_{k}+1}$ and $\mathcal{M}_{k}: \mathbf{R}^{p} \rightarrow \mathbf{S}^{n_{k}+1}$ are defined as

$$
\mathcal{K}_{k}\left(P_{k}\right)=\left[\begin{array}{cc}
A_{k}^{T} P_{k}+P_{k} A_{k} P_{k} B_{k} \\
B_{k}^{T} P_{k} & 0
\end{array}\right], \quad \mathcal{M}_{k}(x)=\sum_{i=1}^{p} x_{i} M_{k i}
$$

We assume $\left(A_{k}, B_{k}\right)$ is controllable for $k=1, \ldots, L$. The Newton equations that need to be solved at each iteration take the form

$$
\begin{aligned}
W_{k} \Delta Z_{k} W_{k}+\mathcal{K}_{k}\left(\Delta P_{k}\right)+\mathcal{M}_{k}(\Delta x) & =R_{\mathrm{pri}, k}, & & k=1, \ldots, L \\
\mathcal{K}_{k}^{\operatorname{adj}}\left(\Delta Z_{k}\right) & =R_{\mathrm{du}, k}, & & k=1, \ldots, L \\
\sum_{k=1}^{L} \mathcal{M}_{k}^{\text {adj }}\left(\Delta Z_{k}\right) & =r, & &
\end{aligned}
$$

with variables $\Delta P_{k} \in \mathbf{S}^{n_{k}}, \Delta x \in \mathbf{R}^{p}, \Delta Z_{k} \in \mathbf{S}^{n_{k}+1}$. The values of the positive definite matrix $W_{k}$ and the righthand sides change at each iteration. As in the single-constraint case, we solve the Newton equations by eliminating some of the dual variables, and expressing $\Delta Z_{k}$ as

$$
\Delta Z_{k}=\mathcal{L}_{k}\left(\Delta u_{k}\right)-\hat{Z}_{k}
$$

where $\mathcal{L}_{k}: \mathbf{R}^{n_{k}+1} \rightarrow \mathbf{S}^{n_{k}+1}$ parametrizes the nullspace of $\mathcal{K}_{k}^{\text {adj }}$, and $\hat{Z}_{k}$ satisfies

$$
\mathcal{K}_{k}^{\mathrm{adj}}\left(\hat{Z}_{k}\right)+R_{\mathrm{du}, k}=0 .
$$

We then apply $\mathcal{L}_{k}^{\text {adj }}$ to both sides of the first group of equations and obtain

$$
\mathcal{L}_{k}^{\operatorname{adj}}\left(W \mathcal{L}_{k}\left(\Delta u_{k}\right) W\right)+\mathcal{L}_{k}^{\operatorname{adj}}\left(\mathcal{M}_{k}(\Delta x)\right)=\mathcal{L}_{k}^{\operatorname{adj}}\left(R_{\mathrm{pri}, k}+W_{k} \hat{Z}_{k} W_{k}\right)
$$

for $k=1, \ldots, L$, and

$$
\sum_{k=1}^{L} \mathcal{M}_{k}^{\mathrm{adj}}\left(\mathcal{L}_{k}\left(\Delta u_{k}\right)\right)=r+\sum_{k=1}^{L} \mathcal{M}_{k}^{\mathrm{adj}}\left(\hat{Z}_{k}\right)
$$

In matrix form,

$$
\left[\begin{array}{ccccc}
H_{1} & 0 & \cdots & 0 & G_{1}  \tag{59}\\
0 & H_{2} & \cdots & 0 & G_{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & H_{L} & G_{L} \\
G_{1}^{T} & G_{2}^{T} & \cdots & G_{L}^{T} & 0
\end{array}\right]\left[\begin{array}{c}
\Delta u_{1} \\
\Delta u_{2} \\
\vdots \\
\Delta u_{L} \\
\Delta x
\end{array}\right]=\left[\begin{array}{c}
\mathcal{L}_{1}^{\text {adj }}\left(R_{\text {pri, } 1}+W_{1} \hat{Z}_{1} W_{1}\right) \\
\mathcal{L}_{2}^{\text {adj }}\left(R_{\mathrm{pri}, 2}+W_{2} \hat{Z}_{2} W_{2}\right) \\
\vdots \\
\mathcal{L}_{L}^{\text {adj }}\left(R_{\text {pri, } L}+W_{L} \hat{Z}_{L} W_{L}\right) \\
r+\sum_{k=1}^{L} \mathcal{M}_{k}^{\text {adj }}\left(\hat{Z}_{k}\right)
\end{array}\right] .
$$

To solve these equations we first solve

$$
\begin{equation*}
\sum_{k=1}^{L} G_{k}^{T} H_{k}^{-1} G_{k} \Delta x=-r-\sum_{k=1}^{L}\left(\mathcal{M}_{k}^{\mathrm{adj}}\left(\hat{Z}_{k}\right)-G_{k}^{T} H_{k}^{-1} \mathcal{L}_{k}^{\mathrm{adj}}\left(R_{k}+W_{k} \hat{Z}_{k} W_{k}\right)\right) \tag{60}
\end{equation*}
$$

for $\Delta x$, and then solve

$$
H_{k} \Delta u_{k}=\mathcal{L}_{k}^{\mathrm{adj}}\left(R_{\mathrm{pri}, k}+W_{k} \hat{Z}_{k} W_{k}\right)-G_{k} \Delta x, \quad k=1, \ldots, L,
$$

to determine $\Delta u_{k}$. As in the single-constraint case, the cost of this method is dominated by the cost of forming the coefficient matrices $H_{k}$ and $G_{k}$, the coefficient matrix of (60), and the cost of solving this system. The matrices $G_{k}$ can be pre-computed. Assuming $n_{k}=O(n)$ for $k=1, \ldots, L$, the cost of forming $H_{k}$ is $O\left(n^{4}\right)$, or $O\left(n^{3}\right)$ if we use one of the methods of $\S 5$. Assuming $p=O(n)$, the cost of forming and solving the equations (60) is $O\left(L n^{3}\right)$. Overall, the cost increases linearly with $L$.

### 7.2 Multivariable Systems

The extension to systems with multiple inputs $\left(m_{k}>1\right)$ is also quite straightforward, although the formulas get more involved. The Newton equations include constraints
$\mathcal{K}_{k}^{\text {adj }}\left(\Delta Z_{k}\right)=\left[\begin{array}{l}A_{k} \\ B_{k}\end{array}\right]^{T} \Delta Z_{k}\left[\begin{array}{l}I \\ 0\end{array}\right]+\left[\begin{array}{l}I \\ 0\end{array}\right]^{T} \Delta Z_{k}\left[\begin{array}{l}A \\ B\end{array}\right]=R_{\mathrm{pri}, k}, \quad k=1, \ldots, L$.
By representing $\Delta Z_{k}$ as

$$
\Delta Z_{k}=\mathcal{L}_{k}\left(\Delta u_{k}\right)-\hat{Z}_{k}
$$

where $\mathcal{L}: \mathbf{R}^{n_{k} m_{k}+m_{k}\left(m_{k}+1\right) / 2} \rightarrow \mathbf{S}^{m_{k}+n_{k}}$, we can obtain reduced Newton equations of the form (59). If $m_{k} \ll n_{k}$ this offers a practical and efficient alternative to standard general-purpose methods.

## 8 Conclusion

We have described techniques for exploiting problem structure in interiorpoint methods for KYP-SDPs, a class of large-scale SDPs that are common in control applications. The method is very effective if the SDP includes one or more inequalities with large state space dimension, and a relatively small number of inputs. Preliminary numerical results illustrate that a special-purpose interior-point implementation based on these techniques can achieve a dramatic gain in efficiency compared with the best general-purpose solvers.

Several open questions remain.

- There is considerable freedom in choosing the mapping $\mathcal{L}$, used to eliminate a subset of the dual variables. The representation used in §5.1, for example, is parametrized by a state feedback matrix $K$. It is not clear how this choice affects the numerical stability of the method.
- The main idea in our approach is to use direct linear algebra techniques to solve the Newton equations in an interior-point method fast. This allows us to speed up the computation, without compromising the reliability and speed of convergence of a primal-dual interior-point method. It seems likely that other common classes of SDPs in control can benefit from similar techniques.
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## A Primal-Dual Interior-Point Method for Semidefinite Programming

In this appendix we review the definition and key properties of the semidefinite programming problem (SDP). We also describe a primal-dual method for solving SDPs.

## A. 1 Optimality Conditions

We first state a few basic properties of the pair of primal and dual SDPs (21) and (22). We will express the (primal) SDP (21) as

$$
\begin{array}{ll}
\operatorname{minimize} & \langle c, y\rangle \\
\text { subject to } & \mathcal{A}(y)+S+D=0  \tag{61}\\
& \mathcal{B}(y)+d=0 \\
& S \succeq 0
\end{array}
$$

where $S \in \mathbf{S}^{l_{1}} \times \cdots \times \mathbf{S}^{l_{L}}$ is an additional variable.
The duality gap associated with primal feasible points $y, S$ and a dual feasible $Z$ is defined as

$$
\operatorname{Tr}(S Z)
$$

It is easily verified that

$$
\operatorname{Tr}(S Z)=\langle c, y\rangle-\operatorname{Tr}(D Z)-d^{T} z
$$

if $y, S, Z, z$ are primal and dual feasible. In other words the duality gap is equal to the difference between the objective values.

If strong duality holds, then $y, S, Z, z$ are optimal if and only if they are feasible, i.e.,

$$
\begin{equation*}
S \succeq 0, \quad \mathcal{A}(y)+S+D=0, \quad \mathcal{B}(y)+d=0 \tag{62}
\end{equation*}
$$

and

$$
\begin{equation*}
Z \succeq 0, \quad \mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c=0 \tag{63}
\end{equation*}
$$

and the duality gap is zero:

$$
\begin{equation*}
S Z=0 . \tag{64}
\end{equation*}
$$

The last condition is referred to as complementary slackness.

## A. 2 Algorithm

We briefly describe an infeasible primal-dual interior-point method for solving the pair of SDPs (61) and (22). Except for a few details, the method is the algorithm of $[46,47]$, which has been implemented in the state-of-the-art SDP solver SDPT3.

We assume that the mapping $(\mathcal{A}, \mathcal{B})$ has full rank, i.e., $\mathcal{A}(y)=0$ and $\mathcal{B}(y)=0$ imply $y=0$. We define $m=l_{1}+l_{2}+\cdots+l_{L}$.

## Outline

The algorithm starts at initial $y, z, S, Z$ satisfying $S \succ 0, Z \succ 0$ (for example, $y=0, z=0, S=I, Z=I)$. We repeat the following five steps.

1. Evaluate stopping criteria. Terminate if the following four conditions are satisfied:

$$
\begin{aligned}
\|\mathcal{A}(y)+S+D\| & \leq \epsilon_{\text {feas }} \max \{1,\|D\|\} \\
\|\mathcal{B}(y)+d\| & \leq \epsilon_{\text {feas }} \max \{1,\|d\|\} \\
\left\|\mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c\right\| & \leq \epsilon_{\text {feas }} \max \{1,\|c\|\} \\
\operatorname{Tr}(S Z) & \leq \max \left\{\epsilon_{\text {abs }},-\epsilon_{\text {rel }}\langle c, y\rangle, \epsilon_{\text {rel }}\left(\operatorname{Tr}(D Z)+d^{T} z\right)\right\},
\end{aligned}
$$

where $\epsilon_{\text {feas }}, \epsilon_{\text {abs }}, \epsilon_{\text {rel }}$ are given positive tolerances, or if a specified maximum allowable number of iterations is reached. Otherwise go to step 2.
2. Compute the scaling matrix $R$. The scaling matrix is a block-diagonal matrix, and defines a congruence that jointly diagonalizes $S^{-1}$ and $Z$ :

$$
\begin{equation*}
R^{T} S^{-1} R=\operatorname{diag}(\lambda)^{-1}, \quad R^{T} Z R=\operatorname{diag}(\lambda) \tag{65}
\end{equation*}
$$

where $\lambda \in \mathbf{R}_{++}^{m}$.
3. Compute the affine scaling directions $\Delta y^{\mathrm{a}}, \Delta S^{\mathrm{a}}, \Delta Z^{\mathrm{a}}, \Delta z^{\mathrm{a}}$, by solving the set of linear equations

$$
\begin{align*}
\mathcal{H}\left(\Delta Z^{\mathrm{a}} S+Z \Delta S^{\mathrm{a}}\right) & =-\operatorname{diag}(\lambda)^{2}  \tag{66}\\
\Delta S^{\mathrm{a}}+\mathcal{A}\left(\Delta y^{\mathrm{a}}\right) & =-(\mathcal{A}(y)+S+D)  \tag{67}\\
\mathcal{A}^{\text {adj }}\left(\Delta Z^{\mathrm{a}}\right)+\mathcal{B}^{\text {adj }}\left(\Delta z^{\mathrm{a}}\right) & =-\left(\mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+d\right)  \tag{68}\\
\mathcal{B}\left(\Delta y^{\mathrm{a}}\right) & =-(\mathcal{B}(y)+d), \tag{69}
\end{align*}
$$

where $\mathcal{H}$ is defined as

$$
\mathcal{H}(X)=\frac{1}{2}\left(R^{T} X R^{-T}+R^{-1} X^{T} R\right)
$$

4. Compute the centering-corrector steps $\Delta y^{\mathrm{c}}, \Delta Z^{\mathrm{c}}, \Delta S^{\mathrm{c}}$, by solving the set of linear equations

$$
\begin{align*}
\mathcal{H}\left(\Delta Z^{\mathrm{c}} S+Z \Delta S^{\mathrm{c}}\right) & =\mu I-\mathcal{H}\left(\Delta Z^{\mathrm{a}} \Delta S^{\mathrm{a}}\right)  \tag{70}\\
\Delta S^{\mathrm{c}}+\mathcal{A}\left(\Delta y^{\mathrm{c}}\right) & =0  \tag{71}\\
\mathcal{A}^{\text {adj }}\left(\Delta Z^{\mathrm{c}}\right)+\mathcal{B}^{\text {adj }}\left(\Delta z^{\mathrm{c}}\right) & =0  \tag{72}\\
\mathcal{B}\left(\Delta y^{\mathrm{c}}\right) & =0 \tag{73}
\end{align*}
$$

The coefficient $\mu$ is given by

$$
\mu=\frac{\operatorname{Tr}(S Z)}{m}\left(\frac{\operatorname{Tr}\left(\left(S+\alpha \Delta S^{\mathrm{a}}\right)\left(Z+\beta \Delta Z^{\mathrm{a}}\right)\right)}{\operatorname{Tr}(S Z)}\right)^{\delta}
$$

where

$$
\begin{aligned}
\alpha & =\min \left\{1, \sup \left\{\alpha \mid S+\alpha \Delta S^{a} \succeq 0\right\}\right\} \\
\beta & =\min \left\{1, \sup \left\{\beta \mid Z+\beta \Delta Z^{a} \succeq 0\right\}\right\}
\end{aligned}
$$

and $\delta$ is an algorithm parameter. Typical values of $\delta$ are $\delta=1,2,3$.
5. Update the primal and dual variables as
$y:=y+\alpha \Delta y, \quad S:=S+\alpha \Delta S, \quad Z:=Z+\beta \Delta Z, \quad z:=z+\beta \Delta z$,
where $\Delta y=\Delta y^{\mathrm{a}}+\Delta y^{\mathrm{c}}, \Delta S=\Delta S^{\mathrm{a}}+\Delta S^{\mathrm{c}}, \Delta Z=\Delta Z^{\mathrm{a}}+\Delta Z^{\mathrm{c}}, \Delta z=$ $\Delta z^{\mathrm{a}}+\Delta z^{\mathrm{c}}$, and

$$
\begin{aligned}
\alpha & =\min \{1,0.99 \sup \{\alpha \mid S+\alpha \Delta S \succeq 0\}\} \\
\beta & =\min \{1,0.99 \sup \{\beta \mid Z+\beta \Delta Z \succeq 0\}
\end{aligned}
$$

Go to step 1.

## Discussion

## Starting Point

The method is called infeasible because it does not require feasible starting points. The initial values of $y, z, S, Z$ must satisfy $S \succ 0$ and $Z \succ 0$, but do not have to satisfy the linear equations $\mathcal{A}(y)+S+D=0, \mathcal{B}(y)+d=0$, $\mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c=0$.

The update rule in Step 5 ensures that $S \succ 0, Z \succ 0$ throughout the algorithm. If started at a feasible starting point, the iterates in the algorithm will remain feasible. This is easily verified from the definition of the search directions in Steps 3 and 4.

## Termination

If we start at feasible points, the iterates satisfy $\mathcal{A}(y)+D+S=0, \mathcal{B}(y)+$ $d=0, \mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c=0$ throughout the algorithm, so the first
three conditions are automatically satisfied. If we start at infeasible points, these conditions ensure that at termination the primal and dual residuals $\mathcal{A}(y)+D+S, \mathcal{B}(y)+d, \mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c$ are sufficiently small. A typical value for $\epsilon_{\text {feas }}$ is $10^{-8}$.

At each iteration, we have $S \succ 0, Z \succ 0$, and hence $\operatorname{Tr}(S Z)>0$. The fourth condition is therefore satisfied if one of the following conditions holds:

- $\operatorname{Tr}(S Z) \leq \epsilon_{\text {abs }}$
- $\langle c, y\rangle \leq 0$ and $\operatorname{Tr}(S Z) \leq \epsilon_{\text {rel }}|\langle c, y\rangle|$
- $\operatorname{Tr}(D Z)+d^{T} z>0$ and $\operatorname{Tr}(S Z) \leq \epsilon_{\text {rel }}\left(\operatorname{Tr}(D Z)+d^{T} z\right)$.

Assuming $y, S, z, Z$ are feasible, the first of these conditions implies that the duality gap is less than $\epsilon_{\text {abs }}$, and therefore

$$
\langle c, y\rangle-p^{\star} \leq \epsilon_{\mathrm{abs}}, \quad d^{\star}-\operatorname{Tr}(D Z)-d^{T} z \leq \epsilon_{\mathrm{abs}}
$$

i.e., the absolute errors between the primal and dual objective values and their optimal values $p^{\star}$ and $d^{\star}$ are less than $\epsilon_{\text {abs }}$.

If either the second or the third condition holds, then

$$
\frac{\langle c, y\rangle-p^{\star}}{\left|p^{\star}\right|} \leq \epsilon_{\mathrm{rel}}, \quad \frac{d^{\star}-\operatorname{Tr}(D Z)-d^{T} z}{\left|d^{\star}\right|} \leq \epsilon_{\mathrm{rel}},
$$

i.e., we have determined the optimal values with a relative accuracy of at least $\epsilon_{\mathrm{abs}}$. Typical values of $\epsilon_{\mathrm{abs}}, \epsilon_{\mathrm{rel}}$ are $\epsilon_{\mathrm{abs}}=\epsilon_{\mathrm{rel}}=10^{-8}$.

## Scaling Matrix

The scaling matrix $R$ is efficiently computed as follows. We first compute the Cholesky factorization of $S$ and $Z$ :

$$
S=L_{1} L_{1}^{T}, \quad Z=L_{2} L_{2}^{T}
$$

where $L_{1}$ and $L_{2}$ are block-diagonal with lower-triangular diagonal blocks of dimensions $m_{1}, \ldots, m_{L}$. Next, we compute the SVD of $L_{2}^{T} L_{1}$ :

$$
L_{2}^{T} L_{1}=U \operatorname{diag}(\lambda) V^{T}
$$

where $U$ and $V$ are block-diagonal with block dimensions $l_{1}, \ldots, l_{L}, U^{T} U=I$, $V^{T} V=I$, and $\operatorname{diag}(\lambda)$ is a positive diagonal matrix of size $m \times m$. Finally, we form

$$
R=L_{1} V \operatorname{diag}(\lambda)^{-1 / 2}
$$

It is easily verified that $R^{T} S^{-1} R=\operatorname{diag}(\lambda)^{-1}$ and $R^{T} Z R=\operatorname{diag}(\lambda)$.

## Search Directions

The definition of $\mathcal{H}$ and the definition of the affine scaling and centeringcorrector directions may be justified as follows. The central path for the pair of primal and dual SDPs (61) and (22) is defined as the set of points $(y(\mu), S(\mu), Z(\mu))$ that satisfy $S(\mu) \succ 0, Z(\mu) \succ 0$, and

$$
\begin{gather*}
\mathcal{A}(y(\mu))+S(\mu)+D=0, \quad \mathcal{B}(y(\mu))+d=0 \\
\mathcal{A}^{\text {adj }}(Z(\mu))+\mathcal{B}^{\text {adj }}(z(\mu))+c=0  \tag{74}\\
Z(\mu) S(\mu)=\mu I,
\end{gather*}
$$

for some $\mu>0$. In the limit for $\mu \rightarrow 0$, these equations reduce to the optimality conditions (62)-(64). Central points with parameter $\mu$ have duality gap $\operatorname{Tr}(S(\mu) Z(\mu))=m \mu$. Most interior-point methods can be interpreted as damped Newton methods for solving a symmetrized version of the centralpath equations (74), for a decreasing sequence of values of $\mu$.

A unified description of different symmetric formulations of the central path was developed by Zhang [55], who notes that positive definite matrices $S, Z$ satisfy $S Z=\mu I$ if and only if there exists a nonsingular matrix $P$ such that

$$
\frac{1}{2}\left(P^{T} Z S P^{-T}+P^{-1} S Z P\right)=\mu I
$$

The algorithm outlined above uses $P=R$ defined in Step 2 (known as the Nesterov-Todd scaling matrix), but many other choices are possible.

Using Zhang's parametrization, the central path equations can be expressed as

$$
\begin{aligned}
\mathcal{H}(Z(\mu) S(\mu)) & =\mu I \\
S(\mu)+\mathcal{A}(y(\mu))+D & =0 \\
\mathcal{A}^{\text {adj }}(Z(\mu))+\mathcal{B}^{\text {adj }} z+c & =0 \\
\mathcal{B}(y(\mu))+d & =0 .
\end{aligned}
$$

The Newton directions at some $y, Z \succ 0, S \succ 0$ are obtained by linearizing these equations and solving the linearized equations

$$
\begin{align*}
\mathcal{H}(\Delta Z S+Z \Delta S) & =\mu I-\mathcal{H}(Z S)  \tag{75}\\
\Delta S+\mathcal{A}(\Delta y) & =-(\mathcal{A}(y)+S+D)  \tag{76}\\
\mathcal{A}^{\text {adj }}(\Delta Z)+\mathcal{B}^{\text {adj }}(\Delta z) & =-\left(\mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c\right)  \tag{77}\\
\mathcal{B}(\Delta y) & =-(\mathcal{B}(y)+d) . \tag{78}
\end{align*}
$$

We can now interpret and justify the search directions defined in Steps 3, 4 , and 5 as Newton directions. We first note that, if we choose $R$ as in Step 2,

$$
\mathcal{H}(Z S)=\frac{1}{2}\left(R^{T} Z S R^{-T}+R^{-1} S Z R\right)=\operatorname{diag}(\lambda)^{2}
$$

so the Newton equations (75)-(78) reduce to

$$
\begin{align*}
\mathcal{H}(\Delta Z S+Z \Delta S) & =\mu I-\operatorname{diag}(\lambda)^{2}  \tag{79}\\
\Delta S+\mathcal{A}(\Delta y) & =-(\mathcal{A}(y)+S+D)  \tag{80}\\
\mathcal{A}^{\operatorname{adj}}(\Delta Z)+\mathcal{B}^{\text {adj }}(\Delta z) & =-\left(\mathcal{A}^{\text {adj }}(Z)+\mathcal{B}^{\text {adj }}(z)+c\right)  \tag{81}\\
\mathcal{B}(\Delta y) & =-(\mathcal{B}(y)+d) \tag{82}
\end{align*}
$$

Comparing this system with the sets of equations (66)-(69) and (70)-(73), we see that, except for the term $\mathcal{H}\left(\Delta Z^{\mathrm{a}} \Delta S^{\mathrm{a}}\right)$, these equations are identical to the Newton equations. More precisely, if we delete the term $\mathcal{H}\left(\Delta Z^{\mathrm{a}} \Delta S^{\mathrm{a}}\right)$, the solution (79)-(82) is given by $\Delta y=\Delta y^{\mathrm{a}}+\Delta y^{\mathrm{c}}, \Delta S=\Delta S^{\mathrm{a}}+\Delta S^{\mathrm{c}}$, $\Delta Z=\Delta Z^{\mathrm{a}}+\Delta Z^{\mathrm{c}}, \Delta z=\Delta z^{\mathrm{a}}+\Delta z^{\mathrm{c}}$.

A distinguishing feature of the predictor-corrector method is that the Newton equations are solved in two steps, by solving the two sets of linear equations (66)-(69) and (70)-(73) separately, instead of solving a single set of equations (79)-(82). This strategy has proven to be very successful in primaldual methods for linear programming [37], and offers two advantages. The first, and most important, advantage is that it allows us to select the value of $\mu$ adaptively. In the algorithm described above, this idea is implemented as follows. In Step 3 we compute the affine scaling direction, i.e., the limit of the Newton direction for $\mu \rightarrow 0$. In Step 4, we first assess the 'quality' of the affine direction as a search direction, by computing the ratio

$$
\eta=\frac{\operatorname{Tr}\left(\left(S+\alpha \Delta S^{\mathrm{a}}\right)\left(Z+\beta \Delta Z^{\mathrm{a}}\right)\right)}{\operatorname{Tr}(S Z)}
$$

where we take $\alpha=1, \beta=1$ if possible, and otherwise take the maximum $\alpha$ and $\beta$ that satisfy $S+\alpha \Delta S^{\mathrm{a}} \succeq 0$, resp. $Z+\beta \Delta Z^{\mathrm{a}} \succeq 0$. The ratio $\eta$ gives the reduction in $\operatorname{Tr}(S Z)$ that we can achieve by using the affine scaling direction. If the ratio is small, we assume the affine scaling direction is a good search direction and we choose a small value of $\mu$; if the ratio $\eta$ is large, we choose a larger value of $\mu$. Choosing $\mu=\eta^{\delta} \operatorname{Tr}(S Z) / m$ means that we select the Newton step for central points $y(\mu), S(\mu), Z(\mu)$, with

$$
\operatorname{Tr}\left(S(\mu) Z(\mu)=\eta^{\delta} \operatorname{Tr}(S Z)\right.
$$

The second advantage of solving two linear systems is that we can add a higher-order correction term when linearizing the equation $\mathcal{H}(Z(\mu) S(\mu))=$ $\mu I$. In Newton's method we linearize this equation by expanding

$$
\mathcal{H}((Z+\Delta Z)(S+\Delta S))=\mathcal{H}(Z S)+\mathcal{H}(\Delta Z S+Z \Delta S)+\mathcal{H}(\Delta Z \Delta S)
$$

and omitting the second-order term, which yields a linear equation

$$
\mathcal{H}(Z S)+\mathcal{H}(Z \Delta S+\Delta Z S)=\mu I
$$

The combined directions, $\Delta Z=\Delta Z^{\mathrm{a}}+\Delta Z^{\mathrm{c}}, \Delta S=\Delta S^{\mathrm{a}}+\Delta S^{\mathrm{c}}$, used in the predictor-corrector method, on the other hand, satisfy

$$
\mathcal{H}(Z S)+\mathcal{H}\left(\left(\Delta Z^{\mathrm{a}}+\Delta Z^{\mathrm{c}}\right) S+Z\left(\Delta S^{\mathrm{a}}+\Delta S^{\mathrm{c}}\right) S\right)+\mathcal{H}\left(\Delta Z^{\mathrm{a}} \Delta S^{\mathrm{a}}\right)=\mu I
$$

which includes part of the second-order term, and can therefore be expected to be more accurate.

We conclude by pointing out that the two sets of linear equations (66)(69) and (70)-(73) only differ in the righthand side, so the cost of solving both systems is about the same as the cost of solving one system.

## Step Size

After computing the search directions, we update the variables in step 5. We use different step sizes $\alpha$ and $\beta$ for the primal and dual variables. If possible, we make a full step $(\alpha=1, \beta=1)$. If this is unacceptable because it results in values of $S$ and $Z$ that are not positive definite, we decrease $\alpha$ and/or $\beta$, and make a step equal to a fraction 0.99 of the maximum steps that satisfy $S+\alpha \Delta S \succeq 0$ and $Z+\beta \Delta Z \succeq 0$.

## A. 3 Solving the Newton Equations

When applied to an SDP that is primal and dual feasible, the predictorcorrector method usually converges in 10-50 iterations. As a rule of thumb, the overall cost of solving the SDP and its dual is therefore equal to the cost of solving 10-50 linear equations of the form

$$
\begin{align*}
\mathcal{H}(\Delta Z S+Z \Delta S) & =D_{1}  \tag{83}\\
\Delta S+\mathcal{A}(\Delta y) & =D_{2}  \tag{84}\\
\mathcal{A}^{\operatorname{adj}}(\Delta Z)+\mathcal{B}^{\text {adj }}(\Delta z) & =D_{3}  \tag{85}\\
\mathcal{B}(\Delta y) & =D_{4} . \tag{86}
\end{align*}
$$

It can be shown that these equations have a unique solution if $(\mathcal{A}, \mathcal{B})$ has full rank [46, p.777].

The Newton equations can be simplified by eliminating $\Delta S$. Using the definition of $R$ in (65), we first note that equation (83) can be written as
$\left(R^{T} \Delta Z R+R^{-1} \Delta S R^{-T}\right) \operatorname{diag}(\lambda)+\operatorname{diag}(\lambda)\left(R^{-1} \Delta S R^{-T}+R^{T} \Delta Z R\right)=2 D_{1}$.
The general solution of the homogeneous equation $\left(D_{1}=0\right)$ is $\Delta S=$ $-R R^{T} \Delta Z R R^{T}$. A particular solution is $\Delta Z=0$,

$$
\Delta S=2 R\left(D_{1} \circ G\right) R^{T}
$$

where $G_{i j}=1 /\left(\lambda_{i}+\lambda_{j}\right)$. All solutions of (83) can therefore be written as

$$
\Delta S=-R R^{T} \Delta Z R R^{T}+2 R\left(D_{1} \circ G\right) R^{T}
$$

Substituting in (84) gives an equivalent set of linear equations

$$
\begin{align*}
-W \Delta Z W+\mathcal{A}(\Delta y) & =D  \tag{87}\\
\mathcal{A}^{\text {adj }}(\Delta Z)+\mathcal{B}^{\text {adj }}(\Delta z) & =D_{3}  \tag{88}\\
\mathcal{B}(\Delta y) & =D_{4} \tag{89}
\end{align*}
$$

where $W=R R^{T}, D=D_{2}-2 R\left(D_{1} \circ G\right) R^{T}$.
A general-purpose SDP solver like SDPT3 solves (87)-(89) by eliminating $\Delta Z$ from the first equation, which yields

$$
\begin{align*}
\mathcal{A}^{\text {adj }}\left(W^{-1} \mathcal{A}(\Delta y) W^{-1}\right)+\mathcal{B}^{\text {adj }}(\Delta z) & =D_{3}+\mathcal{A}^{\text {adj }}\left(W^{-1} D W^{-1}\right)  \tag{90}\\
\mathcal{B}(\Delta y) & =D_{4} \tag{91}
\end{align*}
$$

and solving for $\Delta y$ and $\Delta z$.

## B Derivation of (50) and (52)

## B. 1 Expression for $\boldsymbol{H}$

Let $H \in \mathbf{S}^{n+1}$ be defined as

$$
H_{i j}=\operatorname{Tr}\left(F_{i} W F_{j} W\right), \quad i, j=1 \ldots, n+1
$$

where

$$
F_{i}=\left[\begin{array}{cc}
X_{i} & e_{i} \\
e_{i}^{T} & 0
\end{array}\right], \quad i=1, \ldots, n, \quad F_{n+1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right],
$$

and $X_{i} \in \mathbf{S}^{n}$. To simplify the expressions for $H$ we first note that if we partition $W$ as

$$
W=\left[\begin{array}{ll}
W_{11} & W_{12} \\
W_{12}^{T} & W_{22}
\end{array}\right]
$$

with $W_{11} \in \mathbf{S}^{n}, W_{12} \in \mathbf{R}^{n}$, and $W_{22} \in \mathbf{R}$, then

$$
W F_{i}=\left[\begin{array}{c}
W_{11} X_{i}+W_{12} e_{i}^{T} \\
W_{11} e_{i} \\
W_{12}^{T} X_{i}+W_{22} e_{i}^{T} \\
W_{12}^{T} e_{i}
\end{array}\right], \quad i=1, \ldots, n, \quad W F_{n+1}=\left[\begin{array}{cc}
0 & 2 W_{12} \\
0 & 2 W_{22}
\end{array}\right] .
$$

The leading $n \times n$ block of $H$ is given by

$$
\begin{aligned}
H_{i j}= & \operatorname{Tr}\left(\left(W_{11} X_{i}+W_{12} e_{i}^{T}\right)\left(W_{11} X_{j}+W_{12} e_{j}^{T}\right)\right)+e_{i}^{T} W_{11}\left(X_{j} W_{12}+e_{j} W_{22}\right) \\
& +\left(W_{12}^{T} X_{i}+W_{22} e_{i}^{T}\right) W_{11} e_{j}+e_{i}^{T} W_{12} W_{12}^{T} e_{j} \\
= & \operatorname{Tr}\left(W_{11} X_{i} W_{11} X_{j}\right)+2 e_{i}^{T} W_{11} X_{j} W_{12}+2 W_{12}^{T} X_{i} W_{11} e_{j}+2 W_{22} e_{i}^{T} W_{11} e_{j} \\
& +2 e_{i}^{T} W_{12} W_{12}^{T} e_{j}
\end{aligned}
$$

for $i, j=1, \ldots, n$. The last column is given by

$$
\begin{aligned}
H_{i, n+1} & =2\left(W_{12}^{T} X_{i}+W_{22} e_{i}^{T}\right) W_{12}+2 e_{i}^{T} W_{12} W_{22} \\
& =2 W_{12}^{T} X_{i} W_{12}+4\left(e_{i}^{T} W_{12}\right) W_{22}
\end{aligned}
$$

for $i=1, \ldots, n$, and

$$
H_{n+1, n+1}=4 W_{22}^{2}
$$

In summary,

$$
\begin{aligned}
H= & {\left[\begin{array}{cc}
H_{1} & 0 \\
0 & 0
\end{array}\right]+2\left[\begin{array}{l}
W_{11} \\
W_{12}^{T}
\end{array}\right]\left[\begin{array}{ll}
H_{2} & 0
\end{array}\right]+2\left[\begin{array}{c}
H_{2}^{T} \\
0
\end{array}\right]\left[\begin{array}{ll}
W_{11} & W_{12}
\end{array}\right] } \\
& +2 W_{22}\left[\begin{array}{ll}
W_{11} & W_{12} \\
W_{12}^{T} & W_{22}
\end{array}\right]+2\left[\begin{array}{l}
W_{12} \\
W_{22}
\end{array}\right]\left[\begin{array}{l}
\left.W_{12}^{T} W_{22}\right]
\end{array}\right.
\end{aligned}
$$

where

$$
\begin{aligned}
\left(H_{1}\right)_{i j} & =\operatorname{Tr}\left(X_{i} W_{11} X_{j} W_{11}\right), \quad i, j=1, \ldots, n \\
H_{2} & =\left[X_{1} W_{12} X_{2} W_{12} \cdots X_{n} W_{12}\right] .
\end{aligned}
$$

This proves (50).

## B. 2 Expression for $G$

Let $G \in \mathbf{R}^{(n+1) \times p}$ be defined by

$$
G_{i j}=\operatorname{Tr}\left(F_{i} M_{j}\right), \quad i=1, \ldots, n, \quad j=1, \ldots, p
$$

We will partition $M_{j}$ as

$$
M_{j}=\left[\begin{array}{ll}
M_{j, 11} & M_{j, 12} \\
M_{j, 12}^{T} & M_{j, 22}
\end{array}\right],
$$

with $M_{j, 11} \in \mathbf{S}^{n}$. We have

$$
G_{i j}=\operatorname{Tr}\left(X_{i} M_{j, 11}\right)+2 e_{i}^{T} M_{j, 12}, \quad i=1, \ldots, n, \quad G_{i j}=2 M_{j, 22}
$$

From this it is easy to see that

$$
G=2\left[\begin{array}{cccc}
Y_{1} B & Y_{2} B & \cdots & Y_{p} B \\
0 & 0 & \cdots & 0
\end{array}\right]+2\left[\begin{array}{llll}
M_{1,12} & M_{2,12} & \cdots & M_{p, 12} \\
M_{1,22} & M_{2,22} & \cdots & M_{p, 22}
\end{array}\right]
$$

with $Y_{j}$ is the solution of $A Y_{j}+Y_{j} A^{T}+M_{j, 11}=0$.

## C Derivation of (53) and (54)

Let $X(v)$ be the solution of the Lyapunov equation

$$
A X(v)+X(v) A^{T}+v B^{T}+B v^{T}=0
$$

i.e., $X(v)=\sum_{i=1}^{n} v_{i} X_{i}$. The matrices $H_{1}$ and $H_{2}$ satisfy

$$
v^{T} H_{1} v=\operatorname{Tr}\left(X(v) W_{11} X(v) W_{11}, \quad H_{2} v=X(v) W_{12}\right.
$$

for all $v$.

## C. 1 Expression for $H_{1}$

First suppose $A$ is diagonal, $A=\operatorname{diag}(\lambda)$, with $\lambda \in \mathbf{C}^{n}$. Define $\Sigma \in \mathbf{H}^{n \times n}$ as

$$
\Sigma_{i j}=\frac{1}{\lambda_{i}+\bar{\lambda}_{j}}, \quad i, j=1, \ldots, n
$$

The solution of $\operatorname{diag}(\lambda) Y+Y \operatorname{diag}(\lambda)^{*}+G w^{*}+w G^{*}=0$, where $G \in \mathbf{C}^{n}$, is given by

$$
\begin{equation*}
Y(w)=-\left(G w^{*}+w G^{*}\right) \circ \Sigma \tag{92}
\end{equation*}
$$

Therefore, for general $S \in \mathbf{H}^{(n+1) \times(n+1)}$,

$$
\begin{aligned}
\operatorname{Tr}(Y(w) S Y(w) S)= & \operatorname{Tr}\left(\left(\left(G w^{*}+w G^{*}\right) \circ \Sigma\right) S\left(\left(G w^{*}+w G^{*}\right) \circ \Sigma\right) S\right) \\
= & \operatorname{Tr}\left(D_{G} \Sigma D_{w}^{*} S D_{G} \Sigma D_{w}^{*} S\right)+\operatorname{Tr}\left(D_{G} \Sigma D_{w}^{*} S D_{w} \Sigma D_{G}^{*} S\right) \\
& +\operatorname{Tr}\left(D_{w} \Sigma D_{G}^{*} S D_{G} \Sigma D_{w}^{*} S\right)+\operatorname{Tr}\left(D_{w} \Sigma D_{G}^{*} S D_{w} \Sigma D_{G}^{*} S\right)
\end{aligned}
$$

where $D_{x}=\operatorname{diag}(x)$. Now we use the property that for $A, B \in \mathbf{C}^{n \times n}$,

$$
\operatorname{Tr}\left(D_{x} A D_{y} B\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} A_{i j} y_{j} B_{j i}=x^{T}\left(A \circ B^{T}\right) y
$$

This gives

$$
\begin{align*}
& \operatorname{Tr}(Y(w) S Y(w) S) \\
& =w^{*}\left(\left(S D_{G} \Sigma\right) \circ\left(S D_{G} \Sigma\right)^{T}\right) \bar{w}+w^{*}\left(S \circ\left(\Sigma D_{G}^{*} S D_{G} \Sigma\right)^{T}\right) w \\
& \quad+w^{T}\left(\left(\Sigma D_{G}^{*} S D_{G} \Sigma\right) \circ S^{T}\right) \bar{w}+w^{T}\left(\left(\Sigma D_{G}^{*} S\right) \circ\left(\Sigma D_{G}^{*} S\right)^{T}\right) w \\
& =2 \operatorname{Re}\left(w^{T}\left(\left(\Sigma D_{G}^{*} S\right) \circ\left(\Sigma D_{G}^{*} S\right)^{T}\right) w\right)+2 \operatorname{Re}\left(w^{*}\left(S \circ\left(\Sigma D_{G}^{*} S D_{G} \Sigma\right)^{T}\right) w\right) \tag{93}
\end{align*}
$$

Now suppose $A$ is not diagonal, but diagonalizable, with $A V=V \operatorname{diag}(\lambda)$. The solution of $A X+X A^{T}+B v^{T}+v B^{T}=0$ is given by

$$
X(v)=V Y\left(V^{-1} v\right) V^{*}
$$

where $Y(w)$ is the solution of

$$
\operatorname{diag}(\lambda) Y+Y \operatorname{diag}(\lambda)^{*}+V^{-1} B w^{*}+w B^{T} V^{-*}=0
$$

Therefore, for $W_{11} \in \mathbf{S}^{n+1}$,

$$
\operatorname{Tr}\left(X(v) W_{11} X(v) W_{11}\right)=\operatorname{Tr}\left(Y\left(V^{-1} v\right) V^{*} W_{11} V Y\left(V^{-1} v\right) V^{*} W_{11} V\right)
$$

so we can apply (93) with $w=V^{-1} v, S=V^{*} W_{11} V, G=V^{-1} B$, and

$$
\begin{aligned}
\operatorname{Tr} & \left(X(v) W_{11} X(v) W_{11}\right) \\
= & 2 \operatorname{Re}\left(v^{T} V^{-T}\left(\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{11} V\right) \circ\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{11} V\right)^{T}\right) V^{-1} v\right) \\
& \left.+2 \operatorname{Re}\left(v^{T} V^{-*}\left(V^{*} W_{11} V\right) \circ\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{11} V \operatorname{diag}\left(V^{-1} B\right) \Sigma\right)^{T}\right) V^{-1} v\right) .
\end{aligned}
$$

In conclusion,

$$
\begin{aligned}
H_{1}= & 2 \operatorname{Re}\left(V^{-T}\left(\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{11} V\right) \circ\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{11} V\right)^{T}\right) V^{-1}\right) \\
& +2 \operatorname{Re}\left(V^{-*}\left(\left(V^{*} W_{11} V\right) \circ\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{11} V \operatorname{diag}\left(V^{-1} B\right) \Sigma\right)^{T}\right) V^{-1}\right) .
\end{aligned}
$$

## C. 2 Expression for $\mathrm{H}_{2}$

With $Y(w)$ defined as in (92), and $s \in \mathbf{C}^{n}$,

$$
\begin{aligned}
Y(w) s & =-\left(\left(G w^{*}+w G^{*}\right) \circ \Sigma\right) s \\
& =-D_{G} \Sigma D_{w}^{*} s-D_{w} \Sigma D_{G}^{*} s \\
& =-D_{G} \Sigma D_{s} \bar{w}-D_{w} \Sigma D_{G}^{*} s \\
& =-D_{G} \Sigma D_{s} \bar{w}-\operatorname{diag}\left(\Sigma D_{G}^{*} s\right) w .
\end{aligned}
$$

To determine $H_{2}$ we apply this expression with $s=V^{*} W_{12}, G=V^{-1} B$, and $w=V^{-1} v$ :

$$
\begin{aligned}
X(v) W_{12}= & V Y\left(V^{-1} v\right) V^{*} W_{12} \\
= & -V \operatorname{diag}\left(V^{-1} B\right) \Sigma \operatorname{diag}\left(V^{*} W_{12}\right) \bar{V}^{-1} v \\
& -V \operatorname{diag}\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{12}\right) V^{-1} v .
\end{aligned}
$$

Therefore,
$H_{2}=-V \operatorname{diag}\left(V^{-1} B\right) \Sigma \operatorname{diag}\left(V^{*} W_{12}\right) \bar{V}^{-1}-V \operatorname{diag}\left(\Sigma \operatorname{diag}\left(V^{-1} B\right)^{*} V^{*} W_{12}\right) V^{-1}$.

## D Non-controllable ( $\boldsymbol{A}, \boldsymbol{B}$ )

In this appendix we discuss how the assumption that $\left(A_{k}, B_{k}\right)$ is controllable can be relaxed to $\left(A_{k}, B_{k}\right)$ stabilizable, provided the range of $Q_{k}$ is in the controllable subspace of $\left(A_{k}, B_{k}\right)$. For simplicity we explain the idea for problems with one constraint, and omit the subscripts $k$, as in (29). We define $\mathcal{M}(x)=\sum_{i=1}^{p} x_{i} M_{i}-N_{i}$, and assume the problem is strictly (primal) feasible.

Let $T$ be a unitary state transformation such that

$$
\tilde{A}=\left[\begin{array}{cc}
\tilde{A}_{1} & \tilde{A}_{12} \\
0 & \tilde{A}_{2}
\end{array}\right]=T^{T} A T, \quad \tilde{B}=\left[\begin{array}{c}
\tilde{B}_{1} \\
0
\end{array}\right]=B T
$$

where $\left(\tilde{A}_{1}, \tilde{B}_{1}\right)$ is controllable and $\tilde{A}_{2}$ is Hurwitz. Note that

$$
\left[\begin{array}{cc}
T^{T} & 0 \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A^{T} P+P A & P B \\
B^{T} P & 0
\end{array}\right]\left[\begin{array}{cc}
T & 0 \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
\tilde{A}^{T} \tilde{P}+\tilde{P} \tilde{A} & \tilde{P} \tilde{B} \\
\tilde{B}^{T} \tilde{P} & 0
\end{array}\right]
$$

where $\tilde{P}=T^{T} P T$. Let

$$
\tilde{P}=\left[\begin{array}{cc}
\tilde{P}_{1} & \tilde{P}_{12} \\
\tilde{P}_{12}^{T} & \tilde{P}_{2}
\end{array}\right], \quad \tilde{Q}=\left[\begin{array}{cc}
\tilde{Q}_{1} & \tilde{Q}_{12} \\
\tilde{Q}_{12}^{T} & \tilde{Q}_{2}
\end{array}\right]=T Q T^{T}
$$

and let

$$
\mathcal{M}=\left[\begin{array}{ccc}
\tilde{\mathcal{M}}_{1} & \tilde{\mathcal{M}}_{12} & \tilde{\mathcal{M}}_{13} \\
\tilde{\mathcal{M}}_{12}^{T} & \tilde{\mathcal{M}}_{2} & \tilde{\mathcal{M}}_{23} \\
\tilde{\mathcal{M}}_{13}^{T} & \tilde{\mathcal{M}}_{23}^{T} & \tilde{\mathcal{M}}_{3}
\end{array}\right]=\left[\begin{array}{cc}
T^{T} & 0 \\
0 & I
\end{array}\right] \mathcal{M}(x)\left[\begin{array}{ll}
T & 0 \\
0 & I
\end{array}\right] .
$$

Then it holds that (29) with strict inequality is equivalent to

$$
\begin{aligned}
\operatorname{minimize} & q^{T} x+\operatorname{Tr}\left(\tilde{Q}_{1} \tilde{P}\right)+2 \operatorname{Tr}\left(\tilde{Q}_{12} P_{12}\right)+\operatorname{Tr}\left(\tilde{Q}_{2} \tilde{P}_{2}\right) \\
\text { subject to } & {\left[\begin{array}{ccc}
\tilde{P}_{1} \tilde{A}_{1}+\tilde{A}_{1}^{T} \tilde{P}_{1} & \tilde{P}_{1} \tilde{A}_{12}+\tilde{P}_{12} \tilde{A}_{2}+\tilde{A}_{1}^{T} \tilde{P}_{12} & \tilde{P}_{1} \tilde{B}_{1} \\
* & \tilde{P}_{12}^{T} \tilde{A}_{12}+\tilde{P}_{2} \tilde{A}_{2}+\tilde{A}_{12}^{T} \tilde{P}_{12}+\tilde{A}_{2}^{T} \tilde{P}_{2} & \tilde{P}_{12}^{T} \tilde{B}_{1} \\
* & * & 0
\end{array}\right] } \\
& +\left[\begin{array}{ccc}
\tilde{\mathcal{M}}_{1} & \tilde{\mathcal{M}}_{12} & \tilde{\mathcal{M}}_{13} \\
\tilde{\mathcal{M}}_{12}^{T} & \tilde{\mathcal{M}}_{2} & \tilde{\mathcal{M}}_{23} \\
\tilde{\mathcal{M}}_{13}^{T} & \tilde{\mathcal{M}}_{23}^{T} & \tilde{\mathcal{M}}_{3}
\end{array}\right] \succ 0 .
\end{aligned}
$$

By the Schur complement formula the above constraint is equivalent to

$$
\left[\begin{array}{cc}
\tilde{P}_{1} \tilde{A}_{1}+\tilde{A}_{1}^{T} \tilde{P}_{1} & \tilde{P}_{1} \tilde{B}_{1} \\
\tilde{B}_{1}^{T} \tilde{P}_{1} & 0
\end{array}\right]+\left[\begin{array}{cc}
\tilde{\mathcal{M}}_{1} & \tilde{\mathcal{M}}_{13} \\
\tilde{\mathcal{M}}_{13}^{T} & \tilde{\mathcal{M}}_{3}
\end{array}\right] \succ 0
$$

and

$$
\begin{aligned}
& \tilde{P}_{12}^{T} \tilde{A}_{12}+\tilde{P}_{2} \tilde{A}_{2}+\tilde{A}_{12}^{T} \tilde{P}_{12}+\tilde{A}_{2}^{T} \tilde{P}_{2}+\tilde{\mathcal{M}}_{2} \\
& \quad-\left[\begin{array}{c}
\tilde{P}_{1} \tilde{A}_{12}+\tilde{P}_{12} \tilde{A}_{2}+\tilde{A}_{1}^{T} \tilde{P}_{12}+\tilde{\mathcal{M}}_{12} \\
B_{1}^{T} \tilde{P}_{12}+\tilde{\mathcal{M}}_{23}^{T}
\end{array}\right]^{T}\left[\begin{array}{cc}
\tilde{P}_{1} \tilde{A}_{1}+\tilde{A}_{1}^{T} \tilde{P}_{1}+\tilde{\mathcal{M}}_{1} & \tilde{P}_{1} \tilde{B}_{1}+\tilde{\mathcal{M}}_{13} \\
\tilde{B}_{1}^{T} \tilde{P}_{1}+\tilde{\mathcal{M}}_{13}^{T} & \tilde{\mathcal{M}}_{3}
\end{array}\right]^{-1} \\
& \quad \times\left[\begin{array}{c}
\tilde{P}_{1} \tilde{A}_{12}+\tilde{P}_{12} \tilde{A}_{2}+\tilde{A}_{1}^{T} \tilde{P}_{12}+\tilde{\mathcal{M}}_{12} \\
\tilde{B}_{1}^{T} \tilde{P}_{12}+\tilde{\mathcal{M}}_{23}^{T}
\end{array}\right] \succ 0 .
\end{aligned}
$$

Now by our assumption that the range of $Q$ is in the controllable subspace of $(A, B)$, we have $\tilde{Q}_{2}=0$ and $\tilde{Q}_{12}=0$. Then $\tilde{P}_{12}$ and $\tilde{P}_{2}$ only appear in the latter matrix inequality. This shows that it is possible to partition the optimization problem into one problem of the original form for which $\left(\tilde{A}_{1}, \tilde{B}_{1}\right)$ is controllable involving the variables $x$ and $\tilde{P}_{1}$, and a feasibility problem involving $\tilde{P}_{12}$ and $\tilde{P}_{2}$. Notice that feasible $\tilde{P}_{12}$ and $\tilde{P}_{2}$ can be found by solving a Lyapunov equation for $\tilde{P}_{2}$. Hence all results presented in this article extend to the case when $(A, B)$ is stabilizable. Notice however that there does not exist strictly dual feasible $Z$ if $(A, B)$ is not controllable.

## E Linear Independence

In this appendix, we relax the assumption that the mapping (6) has full rank.

## E. 1 Change of Variables

Consider the constraint in (29) which can be written as

$$
-\mathcal{A}(P, x)=\left[\begin{array}{cc}
P A+A^{T} P & P B \\
B^{T} P & 0
\end{array}\right]+\sum_{i=1}^{p} x_{i}\left[\begin{array}{cc}
M_{1, i} & M_{12, i} \\
M_{12, i}^{T} & M_{2, i}
\end{array}\right] \succeq\left[\begin{array}{cc}
N_{1} & N_{12} \\
N_{12}^{T} & N_{2}
\end{array}\right]
$$

Let $P_{i}$ solve

$$
A^{T} P_{i}+P_{i} A=M_{1, i}, \quad i=1, \ldots, p
$$

and let $\tilde{M}_{12, i}=M_{12, i}-P_{i} B, i=1, \ldots, p$. Then with

$$
\bar{P}=P-\sum_{i=1}^{p} x_{i} P_{i}
$$

it holds that the above LMI is satisfied for $P=P^{T}$ and some $x$ if and only if $\bar{P}$ and $x$ satisfy

$$
-\tilde{\mathcal{A}}(\bar{P}, x)=\left[\begin{array}{cc}
\bar{P} A+A^{T} \bar{P} \bar{P} B \\
B^{T} \bar{P} & 0
\end{array}\right]+\sum_{i=1}^{p} x_{i} \tilde{M}_{i} \succeq N
$$

where

$$
\tilde{M}_{i}=\left[\begin{array}{cc}
0 & \tilde{M}_{12, i} \\
\tilde{M}_{12, i}^{T} & M_{2, i}
\end{array}\right] .
$$

Hence it is no loss in generality to assume that the LMI constraint is of a form where the $M_{1, i}$-entries are zero. The objective function is transformed to $\tilde{q}^{T} x+\operatorname{Tr} Q \bar{P}$, where $\tilde{q}_{i}=q_{i}+\operatorname{Tr} Q P_{i}$. We remark that this structure of the constraint is inherent in certain applications such as IQCs as they are defined in the Matlab IQC-toolbox. Moreover, notice that we could have defined the change of variables slightly differently using an affine change of variables such that $N$ would also have had a zero 1,1-block. However, the notation would have been more messy, and it would also complicate the presentation in what follows.

## E. 2 Linear Independence

The full rank property of $\mathcal{A}(P, x)$ is needed for uniqueness of the solution of the Newton equations. In this subsection we show that a sufficient and more easily verified condition is that $A$ is Hurwitz and $\tilde{M}_{i}, i=1, \ldots, p$, are linearly independent. We make use of the specific structure developed above to show that $\mathcal{A}(P, x)=0$ implies $(P, x)=0$. By the change of variables in the previous subsection, $\mathcal{A}(P, x)=0$ is equivalent to $\tilde{\mathcal{A}}(\bar{P}, x)=0$. In the 1,1 -position this equation reads

$$
\bar{P} A+A^{T} \bar{P}=0
$$

and since $A$ is Hurwitz it follows that $\bar{P}=0$. This implies that

$$
\sum_{i=1}^{p} x_{i} \tilde{M}_{i}=0
$$

and since $\tilde{M}_{i}, i=1, \ldots, p$, are linearly independent it follows that $x=0$. By the definition of the change of variables it is now true that $(P, x)=0$. We remark that the above proof easily extends to the general problem formulation in the introduction.

## E. 3 Linear Dependence

In case $\tilde{M}_{i}, i=1, \ldots, p$, are linearly dependent, then either the objective function is not bounded from below, or the problem can be reduced to an equivalent problem with fewer variables for which $\tilde{M}_{i}, i=1, \ldots, p$, are linearly independent. To this end define

$$
\tilde{M}=\left[\operatorname{svec}\left(\tilde{M}_{1}\right) \operatorname{svec}\left(\tilde{M}_{2}\right) \cdots \operatorname{svec}\left(\tilde{M}_{p}\right)\right] .
$$

Apply a singular value decomposition to $\tilde{M}$ :

$$
\tilde{M}=U\left[\begin{array}{ll}
\Sigma_{1} & 0
\end{array}\right]\left[\begin{array}{l}
V_{1}^{T} \\
V_{2}^{T}
\end{array}\right]
$$

where $\Sigma_{1}$ has full column rank. Define a change of variables for $x$ via

$$
\bar{x}=\left[\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2}
\end{array}\right]=\left[\begin{array}{l}
V_{1}^{T} \\
V_{2}^{T}
\end{array}\right] x
$$

Now clearly $\tilde{M} x=\bar{M} \bar{x}_{1}$, where $\bar{M}=U \Sigma_{1}$. Therefore we can rewrite the constraint in the variables $\bar{x}_{1}$ and with a set of linearly independent matrices, $\bar{M}_{i}$, given by the inverse symmetric vectorization of the columns of $\bar{M}$. The part of the primal objective function involving $x$ can be written as as

$$
c^{T} x=c^{T}\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]\left[\begin{array}{c}
V_{1}^{T} \\
V_{2}^{T}
\end{array}\right] x=\bar{c}_{1}^{T} \bar{x}_{1}+\bar{c}_{2}^{T} \bar{x}_{2}
$$

where $\bar{c}_{1}=V_{1}^{T} c, \bar{c}_{2}=V_{2}^{T} c$. Since $\bar{x}_{2}$ is not present in the constraint the objective function is bounded below only if

$$
\bar{c}_{2}=V_{2}^{T} c=0
$$

Hence, this is a necessary condition for the optimization problem to have a solution. Therefore either the problem is not bounded below or there is an equivalent problem involving fewer variables for which $\bar{M}_{i}, i=1, \ldots, p$ are linearly independent.

The cost of the above operation is $O\left(n^{3}\right)$, where we assume that $p$ is $O(n)$.

## References

1. P. Apkarian and R. J. Adams (1998). Advanced gain-scheduled techniques for uncertain systems. IEEE Trans. Control Sys. Tech., 6(1):21-32.
2. P. Apkarian and P. Gahinet (1995). A convex characterization of gain-scheduled $\mathbf{H}_{\infty}$ controllers. IEEE Trans. Aut. Control, 40(5):853-864.
3. F. Alizadeh, J. P. Haeberly, M. V. Nayakkankuppam, M. L. Overton, and S. Schmieta (1997). sdppack User's Guide, Version 0.9 Beta. NYU.
4. B. Alkire and L. Vandenberghe (2000). Handling nonnegative constraints in spectral estimation. Proceedings of the 34th Asilomar Conference on Signals, Systems, and Computers, 202-206.
5. B. Alkire and L. Vandenberghe (2001). Interior-point methods for magnitude filter design. Proceedings of the 2001 IEEE International Conference on Acoustics. Speech, and Signal Processing.
6. B. Alkire and L. Vandenberghe (2002). Convex optimization problems involving finite autocorrelation sequences. Mathematical Programming Series A, 93:331359.
7. S. Boyd and C. Barratt (1991). Linear Controller Design: Limits of Performance. Prentice Hall.
8. S. Boyd, L. El Ghaoui, E. Feron, and V. Balakrishnan (1994). Linear Matrix Inequalities in System and Control Theory. Volume 15 of Studies in Applied Mathematics. SIAM, Philadelphia, PA.
9. B. Borchers (2002). CSDP 4.2 User's Guide. Available from www.nmt.edu/~borchers/csdp.html.
10. V. Balakrishnan and L. Vandenberghe (1998). Linear Matrix Inequalities for signal processing: An overview. Proceedings of the 32nd Annual Conference on Information Sciences and Systems, Princeton, New Jersey.
11. V. Balakrishnan and L. Vandenberghe (2003). Semidefinite programming duality and linear time-invariant systems. IEEE Trans. Aut. Control, 48:30-41.
12. V. Balakrishnan and F. Wang (1999). Efficient computation of a guaranteed lower bound on the robust stability margin for a class of uncertain systems. IEEE Trans. Aut. Control, AC-44(11):2185-2190.
13. S. J. Benson and Y. Ye (2002). DSDP4 - A Software Package Implementing the Dual-Scaling Algorithm for Semidefinite Programming. Available from www-unix.mcs.anl.gov/~benson.
14. T. N. Davidson, Z.-Q. Luo, and J. F. Sturm (2002). Linear matrix inequality formulation of spectral mask constraints with applications to FIR filter design. IEEE Transactions on Signal Processing, 50(11):2702-2715.
15. J. Doyle (1982). Analysis of feedback systems with structured uncertainties. IEE Proc., 129-D (6):242-250.
16. B. Dumitrescu, I. Tabus, and P. Stoica (2001). On the parametrization of positive real sequences and MA parameter estimation. IEEE Transactions on Signal Processing, 49(11):2630-9.
17. M. Fu and N. E. Barabanov (1997). Improved Upper Bounds for the Mixed Structured Singular Value. IEEE Trans. Aut. Control, 42(10):1447-1452.
18. K. Fujisawa, M. Kojima, and K. Nakata (1998). SDPA User's Manual. Available from www.is.titech.ac.jp/~yamashi9/sdpa.
19. M. K. H. Fan, A. L. Tits, and J. C. Doyle (1991). Robustness in the presence of mixed parametric uncertainty and unmodeled dynamics. IEEE Trans. Aut. Control, AC-36(1):25-38.
20. J. Gillberg and A. Hansson (2003). Polynomial complexity for a Nesterov-Todd potential-reduction method with inexact search directions. Proc. IEEE Conference on Decision and Control.
21. Y. Genin, Y. Hachez, Yu. Nesterov, and P. Van Dooren (2000). Convex optimization over positive polynomials and filter design. Proc. UKACC International Conference on Control, Cambridge University.
22. Y. Genin, Y. Hachez, Yu. Nesterov, and P. Van Dooren (2003). Optimization problems over positive pseudo-polynomial matrices. SIAM Journal on Matrix Analysis and Applications, 25(3):57-79.
23. M. Green and D. J. N. Limebeer (1995). Linear Robust Control. Information and System sciences. Prentice Hall, Englewood Cliffs, NJ.
24. P. Gahinet and A. Nemirovskii (1995). LMI Control Toolbox for Matlab. The MathWorks, Inc.
25. Y. Hachez (2003). Convex Optimization over Non-Negative Polynomials: Structured Algorithms and Applications. PhD thesis, Université Catholique de Louvain, Belgium.
26. H. Hindi and S. Boyd (1999). Multiobjective $\mathcal{H}_{2} / \mathcal{H}_{\infty}$-optimal control via finitedimensional $Q$-parametrization and linear matrix inequalities. Proc. American Control Conf.
27. D. Henrion (2003). LMI formulations of polynomial matrix problems in robust control. Draft.
28. A. Hansson and L. Vandenberghe (2000). Efficient solution of linear matrix inequalities for integral quadratic constraints. Proc. IEEE Conf. on Decision and Control, 5033-5034.
29. A. Hansson and L. Vandenberghe (2001). A primal-dual potential reduction method for integral quadratic constraints. Proc. American Control Conference, 3013-3018, Arlington, Virginia.
30. T. Iwasaki and S. Hara (1998). Well-posedness of feedback systems: Insights into exact robustness analysis and approximate computations. IEEE Trans. Aut. Control, AC-43(5):619-630.
31. U. Jönsson (1996). Robustness Analysis of Uncertain and Nonlinear Systems. PhD thesis, Lund Institute of Technology, Sweden.
32. C.-Y. Kao and A. Megretski (2001). Fast algorithms for solving IQC feasibility and optimization problems. Proc. American Control Conf., 3019-3024.
33. C.-Y. Kao, A. Megretski, and U. T. Jönsson (2001). A cutting plane algorithm for robustness analysis of periodically time-varying systems. IEEE Trans. Aut. Control, 46(4):579-592.
34. C.-Y. Kao, A. Megretski, and U. Jönsson (2003). Specialized fast algorithms for IQC feasibility and optimization problems. Submitted for publication.
35. J. Kautsky, N. K. Nichols, and P. Van Dooren (1985). Robust pole assignment in linear state feedback. Int. J. Control, 41:1129-1155.
36. J. Löfberg (2002). YalmiP. Yet another LMI parser. University of Linköping, Sweden.
37. S. Mehrotra (1991). On the implementation of a primal-dual interior point method. SIAM Journal on Optimization, 2(4):575-601.
38. A. Megretski and A. Rantzer (1997). System analysis via integral quadratic constraints. IEEE Trans. Aut. Control, 42(6):819-830.
39. J. Oishi and V. Balakrishnan (1999). Linear controller design for the NEC laser bonder via LMI optimization. In Laurent El Ghaoui and Silviu-Iulian Niculescu (Editors). Advances in Linear Matrix Inequality Methods in Control. Advances in Control and Design. SIAM.
40. A. Packard (1994). Gain scheduling via linear fractional transformations. Syst. Control Letters, 22:79-92.
41. P. A. Parrilo (2000). Structured Semidefinite Programs and Semialgebraic Geometry Methods in Robustness and Optimization. PhD thesis, California Institute of Technology, Pasadena, California.
42. A. Rantzer (1996). On the Kalman-Yakubovich-Popov lemma. Syst. Control Letters, 28(1):7-10.
43. M. G. Safonov (1982). Stability margins of diagonally perturbed multivariable feedback systems. IEE Proc., 129-D:251-256.
44. J. F. Sturm (2001). Using SEDUMI 1.02, a Matlab Toolbox for Optimization Over Symmetric Cones. Available from fewcal.kub.nl/sturm/software/sedumi.html.
45. J. F. Sturm (2002). Implementation of interior point methods for mixed semidefinite and second order cone optimization problems. Optimization Methods and Software, 17(6):1105-1154.
46. M. J. Todd, K. C. Toh, and R. H. Tütüncü (1998). On the Nesterov-Todd direction in semidefinite programming. SIAM J. on Optimization, 8(3):769-796.
47. K. C. Toh, R. H. Tütüncü, and M. J. Todd (2002). SDPT3 version 3.02. A Matlab software for semidefinite-quadratic-linear programming. Available from www.math.nus.edu.sg/~mattohkc/sdpt3.html.
48. S.-P. Wu and S. Boyd (1996). SDPSoL: A Parser/Solver for Semidefinite Programming and Determinant Maximization Problems with Matrix Structure. User's Guide, Version Beta. Stanford University.
49. F. Wang and V. Balakrishnan (2002). Improved stability analysis and gainscheduled controller synthesis for parameter-dependent systems. IEEE Trans. Aut. Control, 47(5):720-734.
50. S.-P. Wu, S. Boyd, and L. Vandenberghe (1998). FIR filter design via spectral factorization and convex optimization. In B. Datta (Editor). Applied and Computational Control, Signals, and Circuits, 1:215-245, Birkhauser.
51. F. Wang, V. Balakrishnan, P. Zhou, J. Chen, R. Yang, and C. Frank (2003). Optimal array pattern synthesis using semidefinite programming. IEEE Trans. Signal Processing, 51(5):1172-1183.
52. R. Wallin, H. Hansson, and L. Vandenberghe (2003). Comparison of two structure-exploiting optimization algorithms for integral quadratic constraints. Proc. IFAC Symposium on Robust Control Design, Milan, Italy.
53. J. C. Willems (1971). Least squares stationary optimal control and the algebraic Riccati equation. IEEE Trans. Aut. Control, AC-16(6):621-634.
54. K. Zhou, J. Doyle, and K. Glover (1996). Robust and Optimal Control. Prentice Hall.
55. Y. Zhang (1998). On extending some primal-dual interior-point algorithms from linear programming to semidefinite programming. SIAM J. on Optimization, 8:365-386.

# Optimization Problems over Non-negative Polynomials with Interpolation Constraints 
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Optimization problems over several cones of non-negative polynomials are described; we focus on linear constraints on the coefficients that represent interpolation constraints. For these problems, the complexity of solving the dual formulation is shown to be almost independent of the number of constraints, provided that an appropriate preprocessing has been performed. These results are also extended to non-negative matrix polynomials and to interpolation constraints on the derivatives.

## 1 Introduction

Non-negative polynomials are natural objects to model various engineering problems. Among the most representative applications are the filter design problems $[1,2,5]$. Recently, self-concordant barriers for several cones of nonnegative polynomials have been proposed in the literature [12]. They are usually based on results dating back to the beginning of the 20th century [10]. Indeed, these cones and their properties were extensively studied by several well-known mathematicians (Fejér, Riesz, Toeplitz, Markov, ...), as testified by their correspondences and papers.

Nowadays, convex optimization techniques allow us to efficiently treat these cones, which are parametrized by semidefinite matrices [13, 16]. Although general semidefinite programming solvers could be used to solve the associated problems, the inherent structure of these polynomial problems must be exploited to derive much more efficient algorithms $[1,6,7]$. They are based on the matrix structure that shows up in the dual problem. In particular, solving the standard conic formulation on cones of non-negative polynomials using the dual matrix structure has been studied in [6].

In this chapter, we consider particular conic formulations, of which the linear constraints are interpolations constraints. Indeed, natural linear con-
straints on the coefficients of a polynomial are obtained as interpolation conditions on the polynomial or its derivatives; each of them has an unambiguous interpretation. We show that the associated optimization problems can be solved very efficiently in a number of flops almost independent of the polynomial degree. Moreover, these formulations have some interesting properties that are worth pointing out.

In Section 2, we remind the reader of the characterization of non-negative scalar polynomials using the cone of positive semidefinite matrices. This step is of paramount importance before formulating the conic convex problems of interest, i.e., minimizing a linear function of the coefficients of a non-negative polynomial subject to interpolation constraints, see Section 3. Under mild assumptions, these problems can be solved very efficiently as described in Section 4. Although non-negative matrix polynomials can also be characterized using positive semidefinite matrices, closed formulas and nice interpretations are more difficult to obtain. Section 5 shows how to extend our previous results to this new setting. In Section 6, interpolation constraints on the derivatives are considered. Although we could have started this paper with the general setting (non-negative matrix polynomials with general interpolation constraints), this general approach and the associated notation would have shadowed most of the basic ideas underlying our results.

## Notation

The optimization problems considered hereafter are assumed to be stated in terms of appropriate scalar products defined over the space of complex matrices. For any couple of matrices $X$ and $Y$, let us set their Frobenius scalar product as follows

$$
\begin{equation*}
\langle X, Y\rangle_{F} \doteq \operatorname{Re}\left(\operatorname{Trace} X Y^{*}\right) \equiv \operatorname{Re} \sum_{i=1}^{m} \sum_{j=1}^{n} x_{i, j} \bar{y}_{i, j} \tag{1}
\end{equation*}
$$

where $\left\{x_{i, j}\right\}_{i, j}$ and $\left\{y_{i, j}\right\}_{i, j}$ are the scalar entries of the matrices $X$ and $Y$, respectively. Both matrices must have the same dimension $m \times n$, but they are not necessarily square. The above definition can thus be applied to vectors. Since this scalar product induces the Frobenius norm, i.e. $\|X\|_{F}^{2}=\langle X, X\rangle_{F}$, it is called the Frobenius scalar product. It also follows from the definition that

$$
\langle X, Y\rangle_{F}=\langle\operatorname{Re}(X), \operatorname{Re}(Y)\rangle+\langle\operatorname{Im}(X), \operatorname{Im}(Y)\rangle
$$

where $\langle\cdot, \cdot\rangle$ stands for the standard scalar product of matrices, i.e. $\langle X, Y\rangle=$ Trace $X Y^{*}$. Positive semidefiniteness of a matrix $Y$ is denoted by $Y \succeq 0$. The sets of positive semidefinite real symmetric and complex Hermitian matrices (of order $n$ ) are denoted by $\mathcal{S}_{n}^{+}$and $\mathcal{H}_{n}^{+}$, respectively. The column vector

$$
\pi_{n}(s)=\left[\begin{array}{llll}
1 & \cdots & s^{n}
\end{array}\right]^{T}
$$

with $s=x$ or $z$, is often used to represent a polynomial by its coefficients. The (block) diagonal matrix defined by the (block) vector $y$ is denoted by $\operatorname{diag}(y)$. The complex unit is written as i, i.e. $\mathrm{i}^{2}=-1$. The elements of the canonical basis are written as $\left\{e_{k}\right\}_{k}$, i.e. $I_{n}=\left[e_{0} \ldots e_{n-1}\right]$ is the identity matrix of size n. $\binom{n}{k}$ is the binomial coefficient $\frac{n!}{(n-k)!k!}$.

## 2 Non-negative Polynomials

Let us summarize a few facts about non-negative polynomials. First of all, the characterization of such polynomials depends on the curve of the complex plane on which they are defined. These curves are typically the real axis $\mathbb{R}$, the unit circle $\mathrm{e}^{\mathrm{i} \mathbb{R}}$ or the imaginary axis $i \mathbb{R}$. Optimization problems on the latter curve are not considered in what follows; they can be reduced in a straightforward manner to optimization problems on the real line. The set of non-negative polynomials on any of these three curves is clearly a convex cone $\mathcal{K}$, i.e.

$$
\mathcal{K}+\mathcal{K} \subseteq \mathcal{K}, \quad \alpha \mathcal{K} \subseteq \mathcal{K}, \quad \forall \alpha \geq 0
$$

In this article, this special structure is used to formulate various optimization problems in conic form, based on interpolation constraints. Let us now examine the cones of interest and their duals.

### 2.1 Real Line

Denote the cone of polynomials (of degree $2 n$ ) non-negative on the whole real line $\mathbb{R}$ by

$$
\mathcal{K}_{\mathbb{R}}=\left\{p \in \mathbb{R}^{2 n+1}: p(x)=\sum_{k=0}^{2 n} p_{k} x^{k} \geq 0, \forall x \in \mathbb{R}\right\}
$$

and define the inner product between two real vectors $p=\left[p_{0}, \ldots, p_{2 n}\right]^{T}$ and $q=\left[q_{0}, \ldots, q_{2 n}\right]^{T}$ by $\langle p, q\rangle_{\mathbb{R}} \doteq \sum_{k=0}^{2 n} p_{k} q_{k}=\langle p, q\rangle$. As a direct consequence of Markov-Lukács Theorem, the cone $\mathcal{K}_{\mathbb{R}}$ can be characterized as follows [12].

Theorem 1. A polynomial $p(x)=\sum_{k=0}^{2 n} p_{k} x^{k}$ is non-negative on the real axis if and only if there exists a positive semidefinite symmetric matrix $Y=$ $\left\{y_{i j}\right\}_{i, j=0}^{n}$ such that ( $y_{i j}=0$ for $i$ or $j$ outside their definition range)

$$
\begin{equation*}
p_{k}=\sum_{i+j=k} y_{i j}, \quad \text { for } k=0, \ldots, 2 n \tag{2}
\end{equation*}
$$

Remark 1. Identities (2) can be rewritten as $p(x)=\left\langle Y \pi_{n}(x), \pi_{n}(x)\right\rangle$.

Remember that the dual cone $\mathcal{K}_{\mathbb{R}}^{\star}$ is defined by

$$
\mathcal{K}_{\mathbb{R}}^{\star}=\left\{s \in \mathbb{R}^{2 n+1}:\langle p, s\rangle_{\mathbb{R}} \geq 0, \quad \forall p \in \mathcal{K}_{\mathbb{R}}\right\} .
$$

Let $H(s)$ be the Hankel matrix defined by the vector $s \in \mathbb{R}^{2 n+1}$, i.e.,

$$
H(s)=\left[\begin{array}{cccc}
s_{0} & s_{1} & \cdots & s_{n}  \tag{3}\\
s_{1} & . & . & . \\
\vdots \\
\vdots & . & . & . \\
s_{n} & \cdots & s_{2 n-1} & s_{2 n-1}
\end{array}\right]
$$

Then the cone dual to $\mathcal{K}_{\mathbb{R}}$ is characterized by $H(s) \succeq 0$, i.e.,

$$
\mathcal{K}_{\mathbb{R}}^{\star}=\left\{s \in \mathbb{R}^{2 n+1}: H(s) \succeq 0\right\}
$$

The operator dual to $H(\cdot)$ allows us to write (2) as $p=H^{*}(Y)$, which means that

$$
p_{k}=\left\langle Y, H\left(e_{k}\right)\right\rangle, \quad k=0, \ldots, 2 n .
$$

Let us now interpret the primal and dual objects. Given $p \in \operatorname{int} \mathcal{K}_{\mathbb{R}}$, there exists a positive definite matrix $Y$ such that $p=H^{*}(Y)$ and such that its inverse is a Hankel matrix, say $Y=H(s)^{-1}$ [12]. Remember that any positive definite Hankel matrix $H(s)$ admits a Vandermonde factorization [3]

$$
\begin{equation*}
Y^{-1}=H(s)=V \operatorname{diag}\left(\left\{p_{i}\right\}_{i=0}^{n}\right)^{-1} V^{T} \tag{4}
\end{equation*}
$$

where $p_{i}>0, \forall i$ and $V$ is a nonsingular Vandermonde matrix defined by the nodes $\left\{x_{i}\right\}_{i=0}^{n}$, i.e.

$$
V=\left[\begin{array}{ccc}
1 & \ldots & 1  \tag{5}\\
x_{0} & \ldots & x_{n} \\
\vdots & & \vdots \\
x_{0}^{n} & \ldots & x_{n}^{n}
\end{array}\right]
$$

Let $L^{T}$ be the inverse of $V$, i.e. $L^{T} V=I_{n+1}$. It is well known that the rows of $L^{T}$ are the coefficients of the Lagrange polynomials $\left\{l_{i}(x)\right\}_{i=0}^{n}$ associated with the distinct points $\left\{x_{i}\right\}_{i=0}^{n}$ :

$$
l_{i}\left(x_{j}\right)=\left\langle L e_{i}, \pi_{n}\left(x_{j}\right)\right\rangle=\delta_{i j}, \quad 0 \leq i, j \leq n,
$$

where $\delta_{i j}$ is the Kronecker delta. Therefore, we obtain an explicit expression of the positive definite matrix $Y$ in terms of the Lagrange polynomials

$$
\begin{equation*}
Y=L \operatorname{diag}\left(\left\{p_{i}\right\}_{i=0}^{n}\right) L^{T} . \tag{6}
\end{equation*}
$$

This representation is equivalent to the decomposition of $p(x)$ as a weighted sum of $n+1$ squared Lagrange polynomials

$$
p(x)=\sum_{i=0}^{n} p\left(x_{i}\right)\left(l_{i}(x)\right)^{2}
$$

To see this, we plug expression (6) into the identity $p(x)=\left\langle Y \pi_{n}(x), \pi_{n}(x)\right\rangle$, which can subsequently be rewritten as

$$
\begin{aligned}
p(x) & =\left\langle L \operatorname{diag}\left(\left\{p_{i}\right\}_{i=1}^{n+1}\right) L^{T} \pi_{n}(x), \pi_{n}(x)\right\rangle=\sum_{i=0}^{n} p_{i}\left\langle L e_{i} e_{i}^{T} L^{T}, \pi_{n}(x) \pi_{n}(x)^{T}\right\rangle \\
& =\sum_{i=0}^{n} p_{i}\left(\left\langle L e_{i}, \pi_{n}(x)\right\rangle\right)^{2}=\sum_{i=0}^{n} p_{i}\left(l_{i}(x)\right)^{2}
\end{aligned}
$$

As $\left\{l_{i}(x)\right\}_{i=0}^{n}$ are the Lagrange polynomials associated with the points $\left\{x_{i}\right\}_{i=0}^{n}$, it is straightforward to check that $p_{i}=p\left(x_{i}\right), \forall i$.

### 2.2 Unit Circle

On the unit circle, the non-negative polynomials of interest are the trigonometric polynomials. Remember that a trigonometric polynomial of degree $n$ has the form

$$
\begin{equation*}
p(\theta)=\sum_{k=0}^{n}\left[a_{k} \cos (k \theta)+b_{k} \sin (k \theta)\right], \quad \theta \in[0,2 \pi] \tag{7}
\end{equation*}
$$

where $\left\{a_{k}\right\}_{k=0}^{n}$ and $\left\{b_{k}\right\}_{k=0}^{n}$ are two sets of real coefficients. Without loss of generality, we can assume that $b_{0}=0$.

If we define the complex coefficients $\left\{p_{k}\right\}_{k=0}^{n}$ as

$$
p_{k}=a_{k}+\mathrm{i} b_{k}, \quad k=0, \ldots, n,
$$

the pseudo-polynomial

$$
\begin{equation*}
p(z)=\left\langle p, \pi_{n}(z)\right\rangle_{F}=\operatorname{Re}\left(\sum_{k=0}^{n} p_{k} z^{-k}\right), \quad|z|=1 \tag{8}
\end{equation*}
$$

evaluated on the unit circle is equivalent to trigonometric polynomial (7). Therefore, we can use either (7) or (8) to represent the same mathematical object.

Denote the cone of trigonometric polynomials (of degree $n$ ) non-negative on the unit circle by

$$
\mathcal{K}_{\mathbb{C}}=\left\{p \in \mathbb{R} \times \mathbb{C}^{n}:\left\langle p, \pi_{n}(z)\right\rangle_{F} \geq 0, z=\mathrm{e}^{\mathrm{i} \theta}, \theta \in[0,2 \pi)\right\}
$$

and define the inner product between two vectors $p=\left[p_{0}, \ldots, p_{n}\right]^{T} \in \mathbb{R} \times \mathbb{C}^{n}$ and $q=\left[q_{0}, \ldots, q_{n}\right]^{T} \in \mathbb{R} \times \mathbb{C}^{n}$ by $\langle p, q\rangle_{\mathbb{C}} \doteq\langle p, q\rangle_{F}$. As a direct consequence of Fejér-Riesz Theorem, see e.g., [15, Part 6, Problems 40 and 41], this cone can be characterized as follows [12].

Theorem 2. A trigonometric polynomial $p(z)=\left\langle p, \pi_{n}(z)\right\rangle_{F}$ is non-negative on the unit circle if and only if there exists a positive semidefinite Hermitian matrix $Y=\left\{y_{i, j}\right\}_{i, j=0}^{n}$ such that $\left(y_{i, j}=0\right.$ for $i$ or $j$ outside their definition range)

$$
p_{k}= \begin{cases}\sum_{i-j=0} y_{i, j}, & k=0  \tag{9}\\ 2 \sum_{i-j=k} y_{i, j}, & k=1, \ldots, n\end{cases}
$$

Remark 2. As before, identities (9) can be rewritten using the vector $\pi_{n}(z)$, i.e. $p(z)=\left\langle Y \pi_{n}(z), \pi_{n}(z)\right\rangle$.

By definition, the cone dual to $\mathcal{K}_{\mathbb{C}}$ is the set of vectors $s \in \mathbb{R} \times \mathbb{C}^{n}$ satisfying the inequalities

$$
\langle p, s\rangle_{\mathbb{C}} \geq 0, \quad \forall p \in \mathcal{K}_{\mathbb{C}}
$$

Let $T(s)$ be the Hermitian Toeplitz matrix defined by the vector $s \in \mathbb{R} \times \mathbb{C}^{n}$, i.e.,

$$
T(s)=\left[\begin{array}{cccc}
s_{0} & \bar{s}_{1} & \cdots & \bar{s}_{n}  \tag{10}\\
s_{1} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \bar{s}_{1} \\
s_{n} & \ddots & s_{1} & s_{0}
\end{array}\right]
$$

Then the cone dual to $\mathcal{K}_{\mathbb{C}}$ is characterized by $T(s) \succeq 0$, i.e.

$$
\mathcal{K}_{\mathbb{C}}^{\star}=\left\{s \in \mathbb{R} \times \mathbb{C}^{n}: T(s) \succeq 0\right\}
$$

The operator dual to $T(\cdot)$ allows us to write (9) as $p=T^{*}(Y)$, which means that

$$
p_{k}=\left\langle Y, T_{k}\right\rangle, \quad k=0, \ldots, n
$$

where the matrices $\left\{T_{k}\right\}_{k=0}^{n}$ are defined by the identity $T(s)=\frac{1}{2} \sum_{k=0}^{n}\left(T_{k} s_{k}+\right.$ $\left.T_{k}^{T} \bar{s}_{k}\right), \forall s \in \mathbb{R} \times \mathbb{C}^{n}$.

As before, a better understanding of the primal and dual objects is obtained by considering the decomposition of $p(z) \in \operatorname{int} \mathcal{K}_{\mathbb{C}}$ as a weighted sum of squared Lagrange polynomials.

## 3 The Optimization Problem

The problem of optimizing over the cone of non-negative polynomials, subject to linear constraints on the coefficients of these polynomials, has already been studied by the authors in a wider framework [6]. Remember that this class of problems is exactly the standard conic formulation introduced in [13]. In this section, we now focus on the particular case of scalar polynomials constrained by interpolation constraints. The consequent structures of the primal and dual problems lead to efficient algorithms for solving such problems.

### 3.1 Real Line

Several important optimization problems on the real line can be formulated as the following primal problem

$$
\begin{align*}
\min & \langle c, p\rangle \\
\mathrm{s.t.} . & \left\langle a_{i}, p\right\rangle=b_{i}, i=0, \ldots, k-1,  \tag{11}\\
& p \in \mathcal{K}_{\mathbb{R}},
\end{align*}
$$

where the matrix of constraints $A=\left\{a_{i}\right\}_{i=0}^{k-1} \in \mathbb{R}^{k \times(2 n+1)}$ is a full row rank matrix. Clearly, the constraints $A p=b$ are linear constraints on the coefficients of the polynomial $p(x)=\sum_{i=0}^{2 n} p_{i} x^{i}$ whereas the constraint $p \in \mathcal{K}_{\mathbb{R}}$ is semi-infinite. Note that the number $k$ of linear constraints must satisfy $1 \leq k \leq 2 n+1$. Moreover, if $k=2 n+1$, (11) is clearly not an optimization problem.

From a computational point of view, the problem dual to (11) has a considerable advantage over its primal counterpart. It reads as follows

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } s+\sum_{i=0}^{k-1} a_{i} y_{i}=c,  \tag{12}\\
& s \in \mathcal{K}_{\mathbb{R}}^{\star} .
\end{align*}
$$

Since its constraints are equivalent to $H\left(c-A^{T} y\right) \succeq 0$, the Hankel structure allows us to solve this dual problem efficiently [6].

Using Theorem 1, the primal optimization problem (11) can also be recast as a semidefinite programming problem :

$$
\begin{aligned}
& \min \langle H(c), Y\rangle \\
& \text { s.t. }\left\langle H\left(a_{i}\right), Y\right\rangle=b_{i}, i=0, \ldots, k-1, \\
& \quad Y \in \mathcal{S}_{+}^{n+1}
\end{aligned}
$$

Let us now focus on interpolation constraints. Clearly, an interpolation constraint on a polynomial $p$ is a linear constraint :

$$
p\left(x_{i}\right)=\left\langle p, \pi_{2 n}\left(x_{i}\right)\right\rangle=b_{i}
$$

Assume that all linear constraints of (11) are interpolation constraints, i.e.

$$
\begin{equation*}
\left\langle a_{i}, p\right\rangle \doteq\left\langle\pi_{2 n}\left(x_{i}\right), p\right\rangle=b_{i}, \quad i=0, \ldots, k-1 \tag{13}
\end{equation*}
$$

Then the dual problem (12) is equivalent to

$$
\begin{gathered}
\max \langle b, y\rangle \\
\text { s.t. } H(c)-\sum_{i=0}^{k-1} y_{i} H\left(\pi_{2 n}\left(x_{i}\right)\right) \succeq 0 .
\end{gathered}
$$

As the Hankel structure satisfies

$$
H\left(\pi_{2 n}(x)\right)=\pi_{n}(x) \pi_{n}(x)^{T}, \quad \forall x \in \mathbb{R}
$$

we finally obtain the following formulation

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } H(c)-V \operatorname{diag}(y) V^{T} \succeq 0, \tag{14}
\end{align*}
$$

where the Vandermonde matrix $V$ is defined by the nodes $\left\{x_{0}, \ldots, x_{k-1}\right\}$, i.e.

$$
V=\left[\begin{array}{ccc}
1 & \ldots & 1 \\
x_{0} & \ldots & x_{k-1} \\
\vdots & & \vdots \\
x_{0}^{n} & \ldots & x_{k-1}^{n}
\end{array}\right]
$$

Assumption 1. The components of vector $b$ are strictly positive.

Remark 3. Since we work with non-negative polynomials, this assumption is not restrictive. If there exists an integer $i$ such that $b_{i}=0$, one can factorize $p(x)$ as $p(x)=\tilde{p}(x)\left(x-x_{i}\right)^{2}$ and rewrite the optimization problem using the polynomial $\tilde{p}(x)$.

### 3.2 Unit Circle

Several important optimization problems on the unit circle can be formulated as the following primal problem

$$
\begin{align*}
\min & \langle c, p\rangle_{\mathbb{C}} \\
\text { s.t. } & \left\langle a_{i}, p\right\rangle_{\mathbb{C}}=b_{i}, i=0, \ldots, k-1,  \tag{15}\\
& p \in \mathcal{K}_{\mathbb{C}},
\end{align*}
$$

with linearly independent constraints. From a computational point of view, the problem dual to (15) has again a considerable advantage over its primal counterpart. This dual problem reads as follows

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } s+\sum_{i=0}^{k-1} y_{i} a_{i}=c,  \tag{16}\\
& s \in \mathcal{K}_{\mathbb{C}}^{\star} .
\end{align*}
$$

As in the real line setting, one can use the Toeplitz structure of its constraints to get fast algorithms. Using Theorem 2, the primal optimization problem (15) can be reformulated as the semidefinite programming problem

$$
\begin{aligned}
\min & \langle T(c), Y\rangle \\
\text { s.t. } & \left\langle T\left(a_{i}\right), Y\right\rangle=b_{i}, i=0, \ldots, k-1, . \\
& Y \in \mathcal{H}_{+}^{n+1} .
\end{aligned}
$$

An interpolation constraint on the trigonometric polynomial $p$ corresponds to

$$
p\left(\theta_{i}\right)=\sum_{k=0}^{n}\left[a_{k} \cos \left(k \theta_{i}\right)+b_{k} \sin \left(k \theta_{i}\right)\right]=b_{i} \geq 0, \quad \theta_{i} \in[0,2 \pi],
$$

and is equivalent to the linear constraint

$$
\begin{equation*}
\left\langle a_{i}, p\right\rangle \doteq p\left(z_{i}\right)=\left\langle p, \pi_{n}\left(z_{i}\right)\right\rangle=b_{i}, \quad z_{i}=\mathrm{e}^{\mathrm{i} \theta_{i}} . \tag{17}
\end{equation*}
$$

Note that the identity

$$
T\left(\pi_{2 n}(z)\right)=\pi_{n}(z) \pi_{n}(z)^{*}, \quad \forall z \in \mathbb{T}
$$

holds for the Toeplitz structure. If all linear constraints of (15) are interpolation constraints, the dual can therefore be written as

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } T(c)-V \operatorname{diag}(y) V^{*} \succeq 0, \tag{18}
\end{align*}
$$

where the Vandermonde matrix $V$ is defined by the points $\left\{z_{0}, \ldots, z_{k-1}\right\}$, i.e.

$$
V=\left[\begin{array}{ccc}
1 & \ldots & 1 \\
z_{0} & \ldots & z_{k-1} \\
\vdots & & \vdots \\
z_{0}^{n} & \ldots & z_{k-1}^{n}
\end{array}\right]
$$

As before, we make the next non-restrictive assumption.
Assumption 2. The components of vector $b$ are strictly positive.

## 4 Solving the Optimization Problem

In this section, we focus on problems with interpolation conditions, see (13) and (17). We discuss the interpretation of the so-called "strict feasibility" assumption in our context of polynomials. Then we give the explicit solution of three particular optimization problems (one interpolation constraint, two interpolation constraints, property of the objective function). In the general setting, we show that solving the dual problem can be done very efficiently, provided that strict feasibility holds.

### 4.1 Strict Feasibility

The standard assumption on the primal and dual problems is the so-called "strict feasibility" assumption. This assumption is necessary in order to properly define the primal and dual central-paths and thus to solve our pair of primal and dual problems [11]. Moreover, it ensures that the optimal values of both problems coincide, which is an important property to solve our class of problem efficiently.

Assumption 3 (Strict feasibility). There exist points $\tilde{p} \in \operatorname{int} \mathcal{K}$, $\tilde{s} \in \operatorname{int} \mathcal{K}^{\star}$ and $\tilde{y} \in \mathbb{R}^{k}$ that satisfy the following linear systems

$$
\begin{aligned}
\left\langle a_{i}, \tilde{p}\right\rangle & =b_{i}, \quad 0 \leq i \leq k-1, \\
\hat{s}+\sum_{i=0}^{k-1} a_{i} \tilde{y}_{i} & =c
\end{aligned}
$$

As mentioned in Table 1, the interiors of the primal and dual cones are characterized in terms of polynomials and structured matrices, respectively. However, our particular problem classes allow us to further discuss the interpretation of the previous assumption. More specifically, we shall see that some information about strict feasibility of our problems is known in advance.

Table 1. Interiors of primal and dual cones

|  | $\mathcal{K}=\mathcal{K}_{\mathbb{R}}$ | $\mathcal{K}=\mathcal{K}_{\mathbb{C}}$ |
| :---: | :---: | :---: |
| $p \in \operatorname{int} \mathcal{K}$ | $p(t)>0, \forall t \in \mathbb{R}$ and $p_{2 n}>0$ | $p(z)>0, \forall\|z\|=1$ |
| $s \in \operatorname{int} \mathcal{K}^{\star}$ | $H(s)$ is positive definite | $T(s)$ is positive definite |

## Real Line

First, we analyze strict feasibility of the primal constraints. If the number of interpolation points is less or equal to $n+1$, i.e. $k \leq n+1$, it is clear that there exists a strictly positive polynomial $\tilde{p}$ such that $A \tilde{p}=b$. Assume that $k=n+1$ and let $\left\{l_{i}(x)\right\}_{i=0}^{n}$ be the set of Lagrange polynomials of degree $n$ associated with the interpolation points. By definition, these polynomials satisfy the identities

$$
l_{i}\left(x_{j}\right)=\delta_{i j}, \quad 0 \leq i, j \leq n
$$

where $\delta_{i j}$ is the well-known Kronecker delta. The polynomial

$$
\tilde{p}(x)=\sum_{i=0}^{n} b_{i}\left(l_{i}(x)\right)^{2}
$$

clearly satisfies all our interpolation constraints and belongs to int $\mathcal{K}_{\mathbb{R}}$. For the case $k<n+1$, we can add $n+1-k$ "extra" interpolation constraints and check that the (original) primal problem is always strictly feasible. If the number of interpolation points is strictly greater that $n+1$, we cannot say anything in advance about primal strict feasibility.

Let us now analyze strict feasibility of the dual constraints. Because of the structure of our interpolation constraints, the interior of the dual space is the set of vectors $s=c-A^{T} y$ such that

$$
H(s)=H\left(c-A^{T} y\right)=H(c)-\sum_{i=0}^{k-1} y_{i} \pi_{n}\left(x_{i}\right) \pi_{n}\left(x_{i}\right)^{T} \succ 0
$$

If $k \geq n+1$, we conclude from this inequality that there always exists $s=c-$ $A^{T} y \in \operatorname{int} \mathcal{K}_{\mathbb{R}}^{\star}$. Another simple situation arises when $c \in \operatorname{int} \mathcal{K}_{\mathbb{R}}^{\star}$, i.e $H(c) \succ 0$. Then the dual problem is always strictly feasible. For instance, this situation occurs when minimizing the integral of the polynomial $p(x)$ on a finite interval $I \subseteq(-\infty,+\infty):$

$$
\langle c, p\rangle=\int_{I} p(x) d x=\sum_{i=0}^{2 n} p_{i}\left(\int_{I} x^{i} d x\right)
$$

subject to interpolation constraints. This situation is frequent in practice and one easily checks that $c \in \operatorname{int} \mathcal{K}_{\mathbb{R}}^{\star}$ in this case. Indeed, the inner product $\langle c, p\rangle$ is positive for all non-zero $p \in \mathcal{K}_{\mathbb{R}}$.

Remark 4. If the dual problem is strictly feasible, one can always reformulate the problem in order to ensure that $c \in \operatorname{int} \mathcal{K}_{\mathbb{R}}^{\star}$.

We have summarized our discussion on Figure 1. Let us point out a remarkable property of our class of problems, which is clearly exhibited on this figure. If the number of constraints is equal to $n+1$, both primal and dual problems are strictly feasible and this property is independent of the data. Except for this particular case, there usually exists a trade-off between strict primal and dual feasibility.

## Unit Circle

Using exactly the same argument, one can show that the primal problem is always strictly feasible if the number of interpolation constraints is less or equal to $n+1$. As in the real line, there exists a trade-off between strict


Fig. 1. Generic strict feasibility as a function of the number of interpolation constraints
feasibility of the primal and dual constraints unless $k=n+1$. If $c \in \operatorname{int} \mathcal{K}_{\mathbb{C}}^{\star}$, i.e $T(c) \succ 0$, the dual problem is always strictly feasible.

Therefore, the largest class of interpolation problems on non-negative polynomials (degree $2 n$ or $n$, in the real line or unit circle setting, respectively) for which strict feasibility holds and does not depend on the interpolation points, satisfies the following assumption.

Assumption 4. The number $k$ of interpolation constraints is less or equal to $n+1$ and the objective vector $c$ satisfies $H(c) \succ 0$ (real line setting) or $T(c) \succ 0$ (unit circle setting), i.e. $c \in \operatorname{int} \mathcal{K}^{\star}$.

From now on, we focus on problems that fulfil this assumption. First, we consider several problems for which explicit solutions are easily computed from the data.

### 4.2 One Interpolation Constraint

## Real Line

Suppose that one wants to solve the primal problem

$$
\min \left\{\langle c, p\rangle: p(\bar{x})=b, p \in \mathcal{K}_{\mathbb{R}}\right\}
$$

The dual problem reads as follows

$$
\begin{aligned}
& \max b y \\
& \text { s.t. } H(c) \succeq y \pi_{n}(\bar{x})\left[\pi_{n}(\bar{x})\right]^{T} .
\end{aligned}
$$

Without loss of generality, the scalar $b$ is assumed to be equal to 1 . Therefore, the optimal value of this problem

$$
\frac{1}{\left\langle H(c)^{-1} \pi_{n}(\bar{x}), \pi_{n}(\bar{x})\right\rangle},
$$

is equal to the optimal value of $y$. Using Assumption 4, the optimal vector $p$ is thus given by

$$
p=H^{*}\left(q q^{T}\right), \quad q=\frac{H(c)^{-1} \pi_{n}(\bar{x})}{\left\langle H(c)^{-1} \pi_{n}(\bar{x}), \pi_{n}(\bar{x})\right\rangle} .
$$

One can check that

$$
\begin{gathered}
p(\bar{x})=\left\langle\pi_{2 n}(\bar{x}), p\right\rangle=\left\langle\pi_{n}(\bar{x}) \pi_{n}(\bar{x}), q q^{T}\right\rangle=\left(\left\langle\pi_{n}(\bar{x}), q\right\rangle\right)^{2}=1, \\
\langle c, p\rangle=\left\langle H(c), q q^{T}\right\rangle=\frac{1}{\left\langle H(c)^{-1} \pi_{n}(\bar{x}), \pi_{n}(\bar{x})\right\rangle} .
\end{gathered}
$$

As $p$ is feasible and the corresponding objective value $\langle c, p\rangle$ is equal to the dual optimal one, the polynomial $p(x)=\left\langle p, \pi_{2 n}(x)\right\rangle$ is optimal.

## Unit Circle

Let us now solve the primal problem

$$
\begin{equation*}
\min \left\{\langle c, p\rangle: p(\bar{z})=\left\langle p, \pi_{n}(\bar{z})\right\rangle_{\mathbb{R}}=b, p \in \mathcal{K}_{\mathbb{C}}\right\} \tag{19}
\end{equation*}
$$

As in the real line setting, both primal and dual optimal solutions are computed explicitly by making use of Assumption 4. They are equal to :

$$
\begin{gathered}
y=\frac{1}{\left\langle T(c)^{-1} \pi_{n}(\bar{z}), \pi_{n}(\bar{z})\right\rangle} \\
p=T^{*}\left(q q^{*}\right), \quad q=\frac{T(c)^{-1} \pi_{n}(\bar{z})}{\left\langle T(c)^{-1} \pi_{n}(\bar{z}), \pi_{n}(\bar{z})\right\rangle}
\end{gathered}
$$

Example 1 (Moving average system, [14]). Let $h[n]$ be a discrete time signal and $\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)$ be its Fourier transform. The function $\left|\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2}$ is known as the energy density spectrum because it determines how the energy is distributed in frequency. Let us compute the signal that has the minimum energy

$$
2 \pi E=\int_{-\pi}^{\pi}\left|\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2} d \omega
$$

and satisfies $\left|\mathcal{H}\left(\mathrm{e}^{\mathrm{i} 0}\right)\right|=1$.
This is exactly an example of the problem class (19). Since $p\left(\mathrm{e}^{\mathrm{i} \omega}\right)=$ $\left|\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2}$ is a trigonometric polynomial, $\int_{-\pi}^{\pi} p\left(\mathrm{e}^{\mathrm{i} \omega}\right) d \omega=p_{0}$. The vector $c$ that defines the objective function is thus equal to $c=[1,0, \ldots, 0]^{T}=e_{0}$. The interpolation constraint is obviously defined by $\bar{z}=\pi_{n}\left(\mathrm{e}^{\mathrm{i} 0}\right)=e$ and $b=1$.

Therefore, the optimal primal solution is given by

$$
p=T^{*}\left(q q^{*}\right), \quad q=\frac{[1, \ldots, 1]^{T}}{n+1}
$$

and the corresponding Fourier transform $\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)$ can be set to

$$
\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)=\sum_{i=0}^{n} \frac{1}{n+1} \mathrm{e}^{-\mathrm{i} \omega}
$$

Note that $\left|\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2}$ is an approximation of a low-pass filter, see Figure 2. The corresponding signal is exactly the impulse response of the moving average system :

$$
h[k]= \begin{cases}\frac{1}{n+1}, & 0 \leq k \leq n+1 \\ 0, & \text { otherwise }\end{cases}
$$

Since convolution of a discrete signal $x[n]$ with $h[n]$ returns a signal $y[n]$ such that

$$
y[k]=\frac{1}{n+1} \sum_{l=0}^{n} x[k-l]
$$

$y[n]$ is the "moving average" of $x[n]$.


Fig. 2. Energy density spectrum $\left(\left|\mathcal{H}\left(\mathrm{e}^{\mathrm{i} \omega}\right)\right|^{2}-\mathrm{n}=7\right)$

### 4.3 Two Interpolation Constraints

Before investigating problems with two interpolation constraints, we need to solve explicitly a 2 -dimensional semidefinite programming problem.
Proposition 1. Let $b_{0}, b_{1} \in \operatorname{int} \mathbb{R}_{+}$and $\alpha, \gamma \in \mathbb{R}$ and $\beta \in \mathbb{C}$. The optimal value of the optimization problem

$$
\begin{align*}
& \max b_{0} y_{0}+b_{1} y_{1} \\
& \text { s.t. }\left[\begin{array}{ll}
\alpha & \bar{\beta} \\
\beta & \gamma
\end{array}\right] \succeq\left[\begin{array}{cc}
y_{0} & 0 \\
0 & y_{1}
\end{array}\right] \tag{20}
\end{align*}
$$

is reached at the optimal point

$$
y_{0}=\alpha-|\beta| \sqrt{\frac{b_{1}}{b_{0}}}, \quad y_{1}=\gamma-|\beta| \sqrt{\frac{b_{0}}{b_{1}}}
$$

and it is equal to $b_{0} \alpha+b_{1} \gamma-2|\beta| \sqrt{b_{0} b_{1}}$.

Proof. The constraints are equivalent to

$$
\alpha-y_{0} \geq 0, \quad \gamma-y_{1}-\frac{|\beta|^{2}}{\alpha-y_{0}} \geq 0
$$

Maximizing the linear function $b_{0} y_{0}+b_{1} y_{1}$ on this 2-dimensional convex region is straightforward (see Figure 3). Clearly, the system of equations

$$
\frac{|\beta|^{2}}{\left(\alpha-y_{0}\right)^{2}}=\frac{b_{0}}{b_{1}}, \quad y_{1}=\gamma-\frac{|\beta|^{2}}{\alpha-y_{0}},
$$

provides us with the optimal point $\left(y_{0}, y_{1}\right)$.


Fig. 3. Feasibility region of (20) with $\alpha=3, \beta=(1+\mathrm{i}) / \sqrt{2}$ and $\gamma=2$

## Real Line

If the number of interpolation constraints is equal to 2 , the dual problem (12) is given by

$$
\begin{aligned}
& \max \langle b, y\rangle \\
& \text { s.t. } H(c) \succeq y_{0} \pi_{n}\left(x_{0}\right)\left[\pi_{n}\left(x_{0}\right)\right]^{T}+y_{1} \pi_{n}\left(x_{1}\right)\left[\pi_{n}\left(x_{1}\right)\right]^{T} .
\end{aligned}
$$

Equivalently, the dual constraint can be recast as

$$
H(c)-\left[\pi_{n}\left(x_{0}\right) \pi_{n}\left(x_{1}\right)\right]\left[\begin{array}{cc}
y_{0} & 0 \\
0 & y_{1}
\end{array}\right]\left[\pi_{n}\left(x_{0}\right) \pi_{n}\left(x_{1}\right)\right]^{T} \succeq 0
$$

Let us define the matrix $M_{H}\left(c ; x_{0}, x_{1}\right)$ by

$$
M_{H}\left(c ; x_{0}, x_{1}\right)=\left[\begin{array}{l}
\left\langle H(c)^{-1} \pi_{n}\left(x_{0}\right), \pi_{n}\left(x_{0}\right)\right\rangle\left\langle H(c)^{-1} \pi_{n}\left(x_{1}\right), \pi_{n}\left(x_{0}\right)\right\rangle \\
\left\langle H(c)^{-1} \pi_{n}\left(x_{0}\right), \pi_{n}\left(x_{1}\right)\right\rangle\left\langle H(c)^{-1} \pi_{n}\left(x_{1}\right), \pi_{n}\left(x_{1}\right)\right\rangle
\end{array}\right] .
$$

If $\operatorname{diag}(y)$ is positive definite at the optimum, then the previous linear matrix inequality can be recast as

$$
M_{H}\left(c ; x_{0}, x_{1}\right)^{-1} \succeq \operatorname{diag}(y)
$$

Indeed, this reformulation follows from the Schur complement formula. Otherwise, our hypothesis on the objective function, $c \in \operatorname{int} \mathcal{K}_{\mathbb{R}}^{\star}$, can be used so as to obtain the same reformulation. We delay the proof of this fact to the general setting, see Proposition 3.

Consequently, Proposition 1 allows us to solve our dual problem explicitly :

$$
\begin{aligned}
& y_{0}=\frac{1}{\operatorname{det}\left(M_{H}\right)}\left[\left\langle H(c)^{-1} \pi_{n}\left(x_{1}\right), \pi_{n}\left(x_{1}\right)\right\rangle-\left|\left\langle H(c)^{-1} \pi_{n}\left(x_{0}\right), \pi_{n}\left(x_{1}\right)\right\rangle\right| \sqrt{\frac{b_{1}}{b_{0}}}\right], \\
& y_{1}=\frac{1}{\operatorname{det}\left(M_{H}\right)}\left[\left\langle H(c)^{-1} \pi_{n}\left(x_{0}\right), \pi_{n}\left(x_{0}\right)\right\rangle-\left|\left\langle H(c)^{-1} \pi_{n}\left(x_{0}\right), \pi_{n}\left(x_{1}\right)\right\rangle\right| \sqrt{\frac{b_{0}}{b_{1}}}\right]
\end{aligned}
$$

with $\operatorname{det}\left(M_{H}\right)=\operatorname{det}\left(M_{H}\left(c ; x_{0}, x_{1}\right)\right)$.
Our primal optimization problem can also be solved explicitly. To see this, define the vector $v=\left[\begin{array}{ll}v_{1} & v_{2}\end{array}\right]^{T}$ as the solution of the linear system

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & \sigma
\end{array}\right] M_{H}\left(c ; x_{0}, x_{1}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & \sigma
\end{array}\right]\left[\begin{array}{l}
v_{0} \\
v_{1}
\end{array}\right]=\left[\begin{array}{c}
\sqrt{b_{0}} \\
\sqrt{b_{1}}
\end{array}\right]
$$

where $\sigma \in\{-1,+1\}$ is the sign of $\left\langle H(c)^{-1} \pi_{n}\left(x_{0}\right), \pi_{n}\left(x_{1}\right)\right\rangle$. Then the vector

$$
p=H^{*}\left(q q^{*}\right), \quad q=H(c)^{-1}\left[\pi_{n}\left(x_{0}\right) \pi_{n}\left(x_{1}\right)\right]\left[\begin{array}{ll}
1 & 0 \\
0 & \sigma
\end{array}\right]\left[\begin{array}{l}
v_{0} \\
v_{1}
\end{array}\right]
$$

defines a non-negative polynomial $p(x)=\left(\left\langle q, \pi_{n}(x)\right\rangle\right)^{2}$ that satisfies $p\left(x_{0}\right)=$ $b_{0}$ and $p\left(x_{1}\right)=b_{1}$. Indeed, we have

$$
\left[\begin{array}{l}
q\left(x_{0}\right) \\
q\left(x_{1}\right)
\end{array}\right]=\left[\pi_{n}\left(x_{0}\right) \pi_{n}\left(x_{1}\right)\right]^{T} q=\left[\begin{array}{c}
\sqrt{b_{0}} \\
\sigma \sqrt{b_{1}}
\end{array}\right]
$$

Moreover, the inner product $\langle c, p\rangle$ is equal to the optimal dual value : the vector $p$ is thus optimal.

## Unit Circle

As in the real line setting, the dual problem can be rewritten as

$$
\begin{aligned}
& \max \langle b, y\rangle \\
& \text { s.t. } M_{T}\left(c ; z_{0}, z_{1}\right)^{-1} \succeq \operatorname{diag}(y)
\end{aligned}
$$

where

$$
M_{T}\left(c ; z_{0}, z_{1}\right)=\left[\begin{array}{l}
\left\langle T(c)^{-1} \pi_{n}\left(z_{0}\right), \pi_{n}\left(z_{0}\right)\right\rangle\left\langle T(c)^{-1} \pi_{n}\left(z_{1}\right), \pi_{n}\left(z_{0}\right)\right\rangle \\
\left\langle T(c)^{-1} \pi_{n}\left(z_{0}\right), \pi_{n}\left(z_{1}\right)\right\rangle\left\langle T(c)^{-1} \pi_{n}\left(z_{1}\right), \pi_{n}\left(z_{1}\right)\right\rangle
\end{array}\right]
$$

The optimal dual solution is now equal to

$$
\begin{aligned}
& y_{0}=\frac{1}{\operatorname{det}\left(M_{T}\right)}\left[\left\langle T(c)^{-1} \pi_{n}\left(z_{1}\right), \pi_{n}\left(z_{1}\right)\right\rangle-\left|\left\langle T(c)^{-1} \pi_{n}\left(z_{0}\right), \pi_{n}\left(z_{1}\right)\right\rangle\right| \sqrt{\frac{b_{1}}{b_{0}}}\right], \\
& y_{1}=\frac{1}{\operatorname{det}\left(M_{T}\right)}\left[\left\langle T(c)^{-1} \pi_{n}\left(z_{0}\right), \pi_{n}\left(z_{0}\right)\right\rangle-\left|\left\langle T(c)^{-1} \pi_{n}\left(z_{0}\right), \pi_{n}\left(z_{1}\right)\right\rangle\right| \sqrt{\frac{b_{0}}{b_{1}}}\right],
\end{aligned}
$$

with $\operatorname{det}\left(M_{T}\right)=\operatorname{det}\left(M_{T}\left(c ; z_{0}, z_{1}\right)\right)$. Let us define the vector $\left[v_{0} v_{1}\right]^{T}$ as the solution of the linear system

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & \sigma
\end{array}\right]^{*} M_{T}\left(c ; z_{0}, z_{1}\right)\left[\begin{array}{ll}
1 & 0 \\
0 & \sigma
\end{array}\right]\left[\begin{array}{l}
v_{0} \\
v_{1}
\end{array}\right]=\left[\begin{array}{c}
\sqrt{b_{0}} \\
\sqrt{b_{1}}
\end{array}\right]
$$

where $\sigma$ is equal to $\mathrm{e}^{-\mathrm{i} \arg \left\langle T(c)^{-1} \pi_{n}\left(z_{1}\right), \pi_{n}\left(z_{0}\right)\right\rangle \text {. The vector }{ }^{2} \text {. }{ }^{2} \text {. }}$

$$
p=T^{*}\left(q q^{*}\right), \quad q=T(c)^{-1}\left[\pi_{n}\left(z_{0}\right) \pi_{n}\left(z_{1}\right)\right]\left[\begin{array}{ll}
1 & 0 \\
0 & \sigma
\end{array}\right]\left[\begin{array}{l}
v_{0} \\
v_{1}
\end{array}\right]
$$

corresponds to a trigonometric polynomial $p(z)=|q(z)|^{2}$ that satisfies our interpolation constraints and such that $\langle c, p\rangle=\langle b, y\rangle$. This vector $p$ is thus the (primal) optimal one.

### 4.4 More Interpolation Constraints $(k \leq n+1)$

If Assumption 4 holds and $k \leq n+1$, the previous analysis can always be carried out. We first focus on the unit circle setting and show the connection with spectral factorization of trigonometric polynomials. The real line problem is then solved using a similar methodology. Let us start with two preliminary results.

## Preliminary Results

Proposition 2. Let $C \in \operatorname{int} \mathcal{H}_{+}^{n}$ be a positive definite matrix and $V=$ $\left[\begin{array}{ll}V_{0} & V_{1}\end{array}\right] \in \mathbb{C}^{n \times n}$ be a nonsingular matrix. If the matrix $W=\left[\begin{array}{l}W_{0} \\ W_{1}\end{array}\right]$ is the (left) inverse of $V$ with compatible partitions, i.e. $\left[\begin{array}{lll}W_{0} V_{0} & W_{0} V_{1} \\ W_{1} V_{0} & W_{1} V_{1}\end{array}\right]=\left[\begin{array}{ll}I & 0 \\ 0 & I\end{array}\right]$, then we have

$$
\left(V_{1}^{*} C^{-1} V_{1}\right)^{-1}=W_{1} C W_{1}^{*}-W_{1} C W_{0}^{*}\left(W_{0} C W_{0}^{*}\right)^{-1} W_{0} C W_{1} .
$$

Proof. Let us apply the well-known Schur complement identity

$$
\left[\begin{array}{ll}
E & F \\
G & H
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
G \mathrm{e}^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
E & 0 \\
0 & H-G \mathrm{e}^{-1} F
\end{array}\right]\left[\begin{array}{cc}
I \mathrm{e}^{-1} F \\
0 & I
\end{array}\right], \quad \operatorname{det}(E) \neq 0
$$

to the matrix product

$$
W C W^{*}=\left[\begin{array}{lll}
W_{0} C W_{0}^{*} & W_{0} C W_{1}^{*} \\
W_{1} C W_{0}^{*} & W_{1} C W_{1}^{*}
\end{array}\right]
$$

Clearly, we obtain that

$$
\begin{aligned}
W C W^{*}= & {\left[\begin{array}{cc}
I & 0 \\
\left(W_{1} C W_{0}^{*}\right)\left(W_{0} C W_{0}^{*}\right)^{-1} & I
\end{array}\right] } \\
& {\left[\begin{array}{cc}
W_{0} C W_{0}^{*} & 0 \\
0 & W_{1} / W_{0}
\end{array}\right]\left[\begin{array}{l}
I\left(W_{0} C W_{0}^{*}\right)^{-1}\left(W_{0} C W_{1}^{*}\right) \\
0
\end{array}\right] }
\end{aligned}
$$

with $W_{1} / W_{0}=W_{1} C W_{1}^{*}-\left(W_{1} C W_{0}^{*}\right)\left(W_{0} C W_{0}^{*}\right)^{-1}\left(W_{0} C W_{1}^{*}\right)$. Because the matrix $W C W^{*}$ is nonsingular (by assumption), we have

$$
\begin{aligned}
\left(W C W^{*}\right)^{-1}= & {\left[\begin{array}{cc}
I-\left(W_{0} C W_{0}^{*}\right)^{-1}\left(W_{0} C W_{1}^{*}\right) \\
0 & I
\end{array}\right] } \\
& {\left[\begin{array}{cc}
W_{0} C W_{0}^{*} & 0 \\
0 & W_{1} / W_{0}
\end{array}\right]^{-1}\left[\begin{array}{cc}
I & 0 \\
-\left(W_{1} C W_{0}^{*}\right)\left(W_{0} C W_{0}^{*}\right)^{-1} & I
\end{array}\right] . }
\end{aligned}
$$

Hence, the lower right block of the identity

$$
\left(W C W^{*}\right)^{-1}=V^{*} C^{-1} V=\left[\begin{array}{lll}
V_{0}^{*} C^{-1} V_{0} & V_{0}^{*} C^{-1} V_{1} \\
V_{1}^{*} C^{-1} V_{0} & V_{1}^{*} C^{-1} V_{1}
\end{array}\right]
$$

is exactly equivalent to

$$
V_{1}^{*} C^{-1} V_{1}^{*}=\left(W_{1} C W_{1}^{*}-\left(W_{1} C W_{0}^{*}\right)\left(W_{0} C W_{0}^{*}\right)^{-1}\left(W_{0} C W_{1}^{*}\right)\right)^{-1} .
$$

Proposition 3. Let $C \in \operatorname{int} \mathcal{H}_{+}^{n}$ be a positive definite matrix and $V_{1} \in \mathbb{C}^{n \times k}$ be a matrix with full column rank $(k \leq n)$. Then the linear matrix inequality

$$
\begin{equation*}
C \succeq V_{1} \operatorname{diag}(y) V_{1}^{*} \tag{21}
\end{equation*}
$$

is equivalent to

$$
\begin{equation*}
\left(V_{1}^{*} C^{-1} V_{1}\right)^{-1} \succeq \operatorname{diag}(y) . \tag{22}
\end{equation*}
$$

Proof. If $k=n$, the proof is trivial. Indeed, both inequalities (21) and (22) are congruent. This congruence is defined by the nonsingular matrix $V_{1}^{-1}$. If $k<n$, Proposition 2 must be used. Let $V_{0} \in \mathbb{C}^{n \times(n-k)}$ be a matrix such that $V=\left[V_{0} V_{1}\right] \in \mathbb{C}^{n \times n}$ is nonsingular. The (left) inverse of $V$ is denoted by $W=\left[\begin{array}{l}W_{0} \\ W_{1}\end{array}\right]$. If the rows of $W$ are partitioned according to the partition of $V$, we have

$$
W V=\left[\begin{array}{ll}
W_{0} V_{0} & W_{0} V_{1} \\
W_{1} V_{0} & W_{1} V_{1}
\end{array}\right]=\left[\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right] .
$$

The linear matrix inequality (21), which can be rewritten as

$$
C-\left[\begin{array}{ll}
V_{0} & V_{1}
\end{array}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & \operatorname{diag}(y)
\end{array}\right]\left[\begin{array}{l}
V_{0}^{*} \\
V_{1}^{*}
\end{array}\right] \succeq 0,
$$

is thus equivalent to

$$
\left[\begin{array}{l}
W_{0}  \tag{23}\\
W_{1}
\end{array}\right] C\left[W_{0}^{*} W_{1}^{*}\right]-\left[\begin{array}{cc}
0 & 0 \\
0 \operatorname{diag}(y)
\end{array}\right] \succeq 0
$$

by congruence. Because $W_{0} C W_{0}^{*}$ is positive definite by assumption, the previous inequality is equivalent to positive semidefiniteness of its Schur complement in (23),

$$
W_{1} C W_{1}^{*}-\left(W_{1} C W_{0}^{*}\right)\left(W_{0} C W_{0}^{*}\right)^{-1}\left(W_{0} C W_{1}^{*}\right) \succeq \operatorname{diag}(y)
$$

We complete the proof by making use of Proposition 2.

## Unit Circle

Remember that the optimization problem of interest is

$$
\begin{align*}
\min & \langle c, p\rangle_{\mathbb{R}} \\
\text { s.t. } & \left\langle p, \pi_{n}\left(z_{i}\right)\right\rangle_{\mathbb{R}}=b_{i}, i=0, \ldots, k-1  \tag{24}\\
& p \in \mathcal{K}_{\mathbb{C}} .
\end{align*}
$$

If the non-negative trigonometric polynomial $p(z)$ is written as a square by making use of an arbitrary spectral factor $q(z)$, i.e. $p(z)=|q(z)|^{2}$ or $p=$ $T^{*}\left(q q^{*}\right)$, the primal optimization problem can be rewritten as

$$
\begin{align*}
& \min \langle T(c) q, q\rangle \\
& \text { s.t. }\left\langle q, \pi_{n}\left(z_{i}\right)\right\rangle=\sqrt{b_{i}} \mathrm{e}^{\mathrm{i} \theta_{i}}, i=0, \ldots, k-1, \tag{25}
\end{align*}
$$

where $\left\{\theta_{i}\right\}_{i=0}^{k-1}$ is a set of phases.
Define the vector $\sigma$ by $\sigma_{i}=\sqrt{b_{i}} \mathrm{e}^{\mathrm{i} \theta_{i}}, i=0, \ldots, k-1$ and the matrix $M_{T}$ by

$$
\begin{aligned}
& M_{T}\left(c ; z_{0}, \ldots, z_{k-1}\right)=\left[\pi_{n}\left(z_{0}\right) \cdots \pi_{n}\left(z_{k-1}\right)\right]^{*} \\
& \\
& T(c)^{-1}\left[\pi_{n}\left(z_{0}\right) \cdots \pi_{n}\left(z_{k-1}\right)\right] .
\end{aligned}
$$

As a function of $\sigma$, the optimal solution of (25) is equal to

$$
\begin{equation*}
q=T(c)^{-1}\left[\pi_{n}\left(z_{0}\right) \cdots \pi_{n}\left(z_{k-1}\right)\right] M_{T}\left(c ; z_{0}, \ldots, z_{k-1}\right)^{-1} \sigma \tag{26}
\end{equation*}
$$

and the corresponding optimal value is

$$
\langle T(c) q, q\rangle=\left\langle M_{T}\left(c ; z_{0}, \ldots, z_{k-1}\right)^{-1} \sigma, \sigma\right\rangle
$$

Remark 5. A direct consequence of (26) is that our spectral factor $q(z)$ is decomposed as a sum of "Lagrange-like" polynomials :

$$
q(z)=\left\langle q, \pi_{n}(z)\right\rangle_{\mathbb{C}}=\sum_{i=0}^{k-1} \mathrm{e}^{\mathrm{i} \theta_{i}} \sigma_{i} l_{i}(z)
$$

where $l_{i}\left(z_{j}\right)=\delta_{i j}, \forall i, j$.

Finally, the optimal solution of problem (25) is obtained by minimizing over the vector $\sigma$,

$$
\begin{align*}
& \min \left\langle M_{T}\left(c ; z_{0}, \ldots, z_{k-1}\right)^{-1} \sigma, \sigma\right\rangle \\
& \text { s.t. }\left|\sigma_{i}\right|^{2}=b_{i}, \quad i=0, \ldots, k-1 . \tag{27}
\end{align*}
$$

If $m>2$, an explicit solution is difficult to obtain easily from this new formulation. However, we can solve the semidefinite relaxation of problem (27) :

$$
\begin{align*}
& \min \left\langle M_{T}^{-1}\left(z_{0}, \ldots, z_{k-1}\right), X\right\rangle, \\
& \text { s. t. } \operatorname{diag}(X)=b,  \tag{28}\\
& X \in \mathcal{H}_{+}^{k},
\end{align*}
$$

where $\operatorname{diag}(X)$ is the vector defined by the diagonal elements of $X$. In general, a quadratic problem of the form (27) is NP-hard to solve, see the Appendix. Nevertheless, the particular structure of the quadratic objective function yields an extremely interesting result.

Theorem 3. If Assumption 4 holds, relaxation (28) of quadratically constrained quadratic problem (27) is exact.

Proof. Using standard convex duality theory, the dual of problem (28) is

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } M_{T}^{-1}\left(z_{0}, \ldots, z_{k-1}\right) \succeq \operatorname{diag}(y), \tag{29}
\end{align*}
$$

which is exactly the dual of the original problem (24) :

$$
\begin{gather*}
\max \langle b, y\rangle \\
\text { s. t. } T(c) \succeq\left[\pi_{n}\left(z_{0}\right) \ldots \pi_{n}\left(z_{k-1}\right)\right] \operatorname{diag}(y)\left[\pi_{n}\left(z_{0}\right) \ldots \pi_{n}\left(z_{k-1}\right)\right]^{*} . \tag{30}
\end{gather*}
$$

To see this, we define the matrix $V_{1}$ as $V_{1}=\left[\pi_{n}\left(z_{0}\right) \ldots \pi_{n}\left(z_{k-1}\right)\right]$ and we apply Proposition 3 with $C=T(c)$. Because the (dual) constraints of (29) and (30) are equivalent, both problems are identical.

By assumption the original problem (24) has no duality gap. Since both problems (24) and (28) have the same dual, the relaxation has also a zero duality gap. This last observation completes our proof.

The optimal coefficients $p$ can be obtained from the solution $X$ of (28) via the identity

$$
p=T^{*}\left(T(c)^{-1} V_{1} M_{T}^{-1} X M_{T}^{-1} V_{1}^{*} T(c)^{-1}\right)
$$

where $V_{1}=\left[\pi_{n}\left(z_{0}\right) \ldots \pi_{n}\left(z_{k-1}\right)\right]$ and $M_{T}=M_{T}\left(c ; z_{0}, \ldots, z_{k-1}\right)$. To see this, note that

$$
\begin{aligned}
\langle c, p\rangle & =\left\langle T(c), T(c)^{-1} V_{1} M_{T}^{-1} X M_{T}^{-1} V_{1}^{*} T(c)^{-1}\right\rangle \\
& =\left\langle T(c)^{-1} V_{1} M_{T}^{-1} X M_{T}^{-1} V_{1}^{*}, I\right\rangle \\
& =\left\langle V_{1}^{*} T(c)^{-1} V_{1} M_{T}^{-1} X M_{T}^{-1}, I\right\rangle \\
& =\left\langle X, M_{T}^{-1}\right\rangle
\end{aligned}
$$

and that, for all $i$,

$$
\begin{aligned}
\left\langle p, \pi_{n}\left(z_{i}\right)\right\rangle & =\left\langle T\left(\pi_{n}\left(z_{i}\right)\right), T(c)^{-1} V_{1} M_{T}^{-1} X M_{T}^{-1} V_{1}^{*} T(c)^{-1}\right\rangle \\
& =\left\langle\pi_{n}\left(z_{i}\right) \pi_{n}\left(z_{i}\right)^{*}, T(c)^{-1} V_{1} M_{T}^{-1} X M_{T}^{-1} V_{1}^{*} T(c)^{-1}\right\rangle \\
& =\left\langle\left(\pi_{n}\left(z_{i}\right)^{*} T(c)^{-1} V_{1} M_{T}^{-1}\right) X\left(M_{T}^{-1} V_{1}^{*} T(c)^{-1} \pi_{n}\left(z_{i}\right)\right), I\right\rangle \\
& =\left\langle e_{i} e_{i}^{*}, X\right\rangle=b_{i} .
\end{aligned}
$$

## Real Line

Remember that the optimization problem of interest is

$$
\begin{align*}
\min & \langle c, p\rangle \\
\text { s.t. } & \left\langle p, \pi_{2 n}\left(x_{i}\right)\right\rangle=b_{i}, i=0, \ldots, k-1, .  \tag{31}\\
& p \in \mathcal{K}_{\mathbb{R}} .
\end{align*}
$$

If we use any complex spectral factor $q(x)$ of our unknown polynomial $p(x)=$ $|q(x)|^{2}$ as a variable, the previous analysis can be carried out in the real line setting. It leads exactly to the same formulae provided that the following substitutions are performed :

1. $T(c)$ is replaced by $H(c)$;
2. the interpolation points $\left\{z_{i}\right\}_{i=0}^{k-1}$ are replaced by $\left\{x_{i}\right\}_{i=0}^{k-1}$;
3. the matrix $M_{T}\left(c ; z_{0}, \ldots, z_{k-1}\right)$ is replaced by its "Hankel counterpart"

$$
\left[M_{H}\left(c ; x_{0}, \ldots, x_{k-1}\right)\right]_{i j}=\pi_{n}\left(x_{i}\right)^{*} H(c)^{-1} \pi_{n}\left(x_{j}\right)
$$

Let us summarize the most important steps. First, the primal optimization problem (31) is reformulated as

$$
\begin{align*}
& \min \langle H(c) q, q\rangle \\
& \text { s.t. }\left\langle q, \pi_{n}\left(x_{i}\right)\right\rangle=\sqrt{b_{i}} \mathrm{e}^{\mathrm{i} \theta_{i}}, i=0, \ldots, k-1, \tag{32}
\end{align*}
$$

which is equivalent to

$$
\begin{align*}
& \min \left\langle M_{H}\left(c ; x_{0}, \ldots, x_{k-1}\right)^{-1} \sigma, \sigma\right\rangle \\
& \text { s.t. }\left|\sigma_{i}\right|^{2}=b_{i}, \quad i=0, \ldots, k-1 . \tag{33}
\end{align*}
$$

In practice, this last optimization problem is solved using the following relaxation

$$
\begin{align*}
& \min \left\langle M_{H}^{-1}\left(x_{0}, \ldots, x_{k-1}\right), X\right\rangle, \\
& \text { s.t. } \operatorname{diag}(X)=b,  \tag{34}\\
& \quad X \in \mathcal{H}_{+}^{k} .
\end{align*}
$$

As before, the structure of quadratic problem (33) leads to an exact semidefinite relaxation.

Theorem 4. If Assumption 4 holds, relaxation (34) of quadratically constrained quadratic problem (33) is exact.

Proof. Using standard convex duality theory, the dual of problem (28) is

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } M_{H}^{-1}\left(x_{0}, \ldots, x_{k-1}\right) \succeq \operatorname{diag}(y), \tag{35}
\end{align*}
$$

which is exactly the dual of the original problem (31) :

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } H(c) \succeq\left[\pi_{n}\left(x_{0}\right) \ldots \pi_{n}\left(x_{k-1}\right)\right] \operatorname{diag}(y)\left[\pi_{n}\left(x_{0}\right) \ldots \pi_{n}\left(x_{k-1}\right)\right]^{*} . \tag{36}
\end{align*}
$$

To see this, we define the matrix $V_{1}$ as $V_{1}=\left[\pi_{n}\left(z_{0}\right) \ldots \pi_{n}\left(z_{k-1}\right)\right]$ and we apply Proposition 3 with $C=T(c)$ and $V_{1}$. Because the (dual) constraints of (35) and (36) are equivalent, both problems are identical.

By assumption the original problem (31) has no duality gap. Since both problems (31) and (34) have the same dual, the relaxation has also a zero duality gap. This last observation completes our proof.

## Complexity

The complexity of solving relaxation (34) or (28) is only a function of the desired accuracy $\epsilon$ and the number of interpolation constraints $k$. If Assumption 4 holds and if the original problem has been pre-processed, it can be solved in a number of iterations that does not depend on the degree $n$. Indeed, solving the dual problem (35) or (29) using a standard path-following scheme requires $\mathcal{O}\left(\sqrt{k} \log \frac{1}{\epsilon}\right)$ Newton steps. At each iteration, computing the gradient and the Hessian of a barrier function of the type

$$
f(y)=-\log \operatorname{det}\left(M^{-1}-\operatorname{diag}(y)\right)
$$

requires $\mathcal{O}\left(k^{3}\right)$ flops. Note that the pre-processing can be done via fast Hankel or Toeplitz solvers, see [9].

### 4.5 Still More Interpolation Constraints $(m>n+1)$

If the number of interpolation constraints is strictly greater than $n+1$, strict feasibility of the primal problem depends on the data. Therefore, a general procedure that solves efficiently the primal problem and uses the structure of the interpolation constraints is not likely to exist. Indeed, the primal problem might be infeasible! Let us illustrate this fact by a simple example.

Example 2. Consider the set of polynomials of degree $2 n=4$, non-negative on the real line, and four interpolation points $x=[-2,-1,1,2]$. The vector
$b=[1,1,1,1]$ gives a strictly feasible primal problem. Indeed, the polynomial $p(x)=\frac{1}{3}\left(x^{4}-5 x^{2}+7\right)$ satisfies our interpolation constraints and belongs to int $\mathcal{K}_{\mathbb{R}}$. If the vector $b$ is equal to $[1,10,1,1]$, the polynomial family that satisfies our interpolation constraints is $p(x ; \lambda)=\frac{1}{4}\left((\lambda-7) x^{4}+6 x^{3}+(29-\right.$ $\left.5 \lambda) x^{2}-24 x+4 \lambda\right), \lambda \in \mathbb{R}$. If $p(x ; \lambda)$ belonged to int $\mathcal{K}_{\mathbb{R}}, \lambda$ would be greater than 7 . As $p\left(\frac{5}{4} ; \lambda\right)=\frac{1}{1024}(-371 \lambda-3255), \forall \lambda>0$, these data correspond to an infeasible primal set...

Of course, the dual structure can still be exploited to try reducing the computational cost. For instance, consider a problem on the unit circle with $m>n+1$ interpolation constraints. Clearly, the corresponding Vandermonde matrix $V$ can be divided into a nonsingular square Vandermonde matrix $V_{0}$ and a rectangular one $V_{1}$

$$
V=\left[V_{0} V_{1}\right], \quad \operatorname{det} V_{0} \neq 0 .
$$

If the dual vector is divided accordingly, the dual constraint can be recast as $T(c) \succeq V_{0} \operatorname{diag}\left(y_{0}\right) V_{0}^{*}+V_{1} \operatorname{diag}\left(y_{1}\right) V_{1}^{*}$. Since $V_{0}$ is nonsingular, it is equivalent to

$$
\left.V_{0}^{-1} T(c) V_{0}^{-*}-V_{0}^{-1} V_{1} \operatorname{diag}\left(y_{1}\right) V_{1}^{*}\right) V_{0}^{-*} \succeq \operatorname{diag}\left(y_{0}\right) .
$$

Therefore, an appropriate preprocessing leads to the following dual constraint

$$
\hat{C}-\hat{V} \operatorname{diag}\left(y_{1}\right) \hat{V}^{*} \succeq \operatorname{diag}\left(y_{0}\right) .
$$

Since the Toeplitz structure of the dual is lost, the resulting algorithm cannot use the underlying displacement operator nor a divide-and-conquer strategy to evaluate the gradient and the Hessian of the self-concordant barrier function. This strategy will thus be slower than the one designed in [6]

### 4.6 Property of the Objective Function

If $H(c)$ or $T(c)$ is not positive definite, the corresponding dual problem can sometimes be solved explicitly.

## Real Line

If the vector $c$ is such that $H(c)$ can be factorized as

$$
H(c)=\left[\begin{array}{ll}
V & W
\end{array}\right]\left[\begin{array}{cc}
\operatorname{diag}\left(\lambda_{v}\right) & 0  \tag{37}\\
0 & \operatorname{diag}\left(\lambda_{w}\right)
\end{array}\right]\left[\begin{array}{c}
V^{T} \\
W^{T}
\end{array}\right]
$$

where $V \in \mathbb{R}^{k \times(n+1)}$ is the Vandermonde matrix defined by the interpolation constraints and $W \in \mathbb{R}^{(n+1-k) \times(n+1)}$ is such that $[V W]$ is full rank, one can easily compute an explicit solution of the optimization. From a theoretical point of view, there exist vectors $c$ such that the proposed factorization does
not exist. From a computational point of view, it may also be difficult to compute accurately.

The dual constraints now reads as follows

$$
\left[\begin{array}{cc}
\operatorname{diag}\left(\lambda_{v}-y\right) & 0 \\
0 & \operatorname{diag}\left(\lambda_{w}\right)
\end{array}\right] \succeq 0
$$

If $\operatorname{diag}\left(\lambda_{w}\right)$ is not positive semidefinite, the dual optimization problem is infeasible and the primal problem is unbounded. Otherwise, the solution is obtained by setting the dual variables $y_{i}$ to their upper bounds, i.e. $y=\lambda_{v}$. This provides us with either a lower bound or the exact value of the optimization problem, depending on whether the problem has a duality gap.

## Unit Circle

The same factorization technique can be applied to $T(c)$, i.e.

$$
T(c)=\left[\begin{array}{ll}
V & W
\end{array}\right]\left[\begin{array}{cc}
\operatorname{diag}\left(\lambda_{v}\right) & 0  \tag{38}\\
0 & \operatorname{diag}\left(\lambda_{w}\right)
\end{array}\right]\left[\begin{array}{c}
V^{*} \\
W^{*}
\end{array}\right]
$$

and leads to the same results and drawbacks.

## 5 Matrix Polynomials

In this section, we show that most of the previous results still holds in the context of non-negative matrix polynomials. As before, these non-negative polynomials could be defined on the real line, on the imaginary axis and on the unit circle. To avoid redundancies, we only consider the cone of matrix polynomials non-negative on the real line, which is again denoted by $\mathcal{K}_{\mathbb{R}}$,

$$
\begin{equation*}
0 \preceq P(x)=\sum_{k=0}^{2 n} P_{k} x^{k}, \forall x \in \mathbb{R} ; \quad P_{k}=P_{k}^{*} \in \mathbb{R}^{q \times q}, \forall k . \tag{39}
\end{equation*}
$$

Theorem 1 can then be extended to the matrix case [6].
Theorem 5. A matrix polynomial $P(x)$ is non-negative on the real axis if and only if there exists a positive semidefinite symmetric block matrix $Y=$ $\left\{Y_{i j}\right\}_{i, j=0}^{n}$ such that ( $Y_{i j}=0$ for $i$ or $j$ outside their definition range)

$$
\begin{equation*}
P_{k}=\sum_{i+j=k} Y_{i j}, \quad \text { for } k=0, \ldots, 2 n \tag{40}
\end{equation*}
$$

As shown in [6], the dual cone is the set of Hermitian matrix coefficients $S=\left[S_{0} S_{1} \ldots S_{2 n}\right]$ such that the corresponding block Hankel matrix

$$
H(S)=\left[\begin{array}{cccc}
S_{0} & S_{1} & \cdots & S_{n}  \tag{41}\\
S_{1} & . & . & . \\
\vdots & & \vdots \\
\vdots & \cdot & . & S_{2 n-1} \\
S_{n} & \cdots & S_{2 n-1} & S_{2 n}
\end{array}\right]
$$

is positive semidefinite, i.e. $\mathcal{K}_{\mathbb{R}}^{\star}=\{S: H(S) \succeq 0\}$.

### 5.1 The Optimization Problem

Using matrix interpolation constraints, our optimization problem (11) could be extended to

$$
\begin{align*}
\min & \langle C, P\rangle \equiv \sum_{\ell=0}^{2 n}\left\langle C_{\ell}, P_{\ell}\right\rangle \\
\text { s. t. } & P\left(x_{i}\right)=\sum_{\ell=0}^{2 n} P_{\ell} x_{i}^{\ell}=B_{i}, i=0, \ldots, k-1  \tag{42}\\
& P(x) \succeq 0, \forall x \in \mathbb{R}
\end{align*}
$$

where $\left\{B_{i}\right\}_{i=0}^{k-1}$ is a set of positive definite matrices. Its dual is readily seen to be equal to

$$
\begin{align*}
\max & \langle B, Y\rangle \equiv \sum_{i=0}^{k-1}\left\langle B_{i}, Y_{i}\right\rangle \\
\text { s.t. } & S_{\ell}+\sum_{i=0}^{k-1} x_{i}^{\ell} Y_{i}=C_{\ell}, \quad \ell=0, \ldots, 2 n .  \tag{43}\\
& H(S) \succeq 0
\end{align*}
$$

### 5.2 Strict Feasibility

As before, primal strict feasibility holds if the number $k$ of matrix interpolation constraints is less or equal to $n+1$. To see this, consider $n+1$ distinct interpolation points $\left\{x_{i}\right\}_{i=0}^{n}$ and the associated Lagrange polynomials $\left\{L_{i}(x)\right\}_{i=0}^{n}$ of degree $n$. These polynomials are defined by the identities

$$
L_{j}\left(x_{i}\right)=\delta_{i j} I_{m}, \quad 0 \leq i, j \leq n
$$

Then the polynomial

$$
P(x)=\sum_{i=0}^{n} L_{i}(x) P\left(x_{i}\right) L_{i}^{T}(x)=\sum_{i=0}^{n} L_{i}(x) B_{i} L_{i}^{T}(x)
$$

can be rewritten as

$$
P(x)=\left\langle L \operatorname{diag}\left(\left\{P\left(x_{i}\right)\right\}_{i=0}^{k-1}\right) L^{T} \Pi_{n}(x), \Pi_{n}(x)\right\rangle
$$

where $L$ is nonsingular, $\operatorname{diag}\left(\left\{P\left(x_{i}\right)\right\}_{i=0}^{k-1}\right)$ is positive definite and $\Pi_{n}(x)=$ $\pi_{n}(x) \otimes I_{m}$. By construction, we see that $P(x) \in \operatorname{int} \mathcal{K}_{\mathbb{R}}$ and $P\left(x_{i}\right)=B_{i}, \forall i$.

Since the dual constraints (43) are equivalent to

$$
H(C) \succeq \sum_{i=0}^{k-1} \Pi_{n}\left(x_{i}\right) Y_{i} \Pi_{n}\left(x_{i}\right)^{T}
$$

the dual is strictly feasible if $k \geq n+1$.
Let us state the matrix counterpart of Assumption 4 for future use.

Assumption 5. The number $k$ of interpolation constraints is less or equal to $n+1$ and the objective block vector $C$ satisfies $H(C) \succ 0$.

Hereafter, we focus on problems satisfying this assumption.

### 5.3 One Interpolation Constraint

Let us consider a matrix interpolation problem with one constraint :

$$
\begin{aligned}
\min & \langle C, P\rangle \\
\text { s.t. } & P(\bar{x})=\sum_{\ell=0}^{2 n} P_{\ell} \bar{x}^{\ell}=B \succ 0, . \\
& P(x) \succeq 0, \forall x \in \mathbb{R}
\end{aligned}
$$

Without loss of generality, $B$ is assumed to be the identity matrix, i.e. $B=I_{m}$. Using the dual matrix variable $Y$, the dual problem reads

$$
\begin{aligned}
& \max \langle I, Y\rangle \\
& \text { s. t. } H(C) \succeq \Pi_{n}(\bar{x}) Y \Pi_{n}(\bar{x})^{T} .
\end{aligned}
$$

Because $H(C) \succ 0$, a standard Schur complement approach shows that the optimal dual variable is

$$
Y=\left[\Pi_{n}(\bar{x})^{T} H(C)^{-1} \Pi_{n}(\bar{x})\right]^{-1}
$$

The spectral factor

$$
Q=H(C)^{-1} \Pi_{n}(\bar{x})\left[\Pi_{n}(\bar{x})^{T} H(C)^{-1} \Pi_{n}(\bar{x})\right]^{-1}
$$

allows us to compute the optimal primal variable $P$

$$
P(x)=Q(x) Q(x)^{*} \quad \text { ifandonlyif } \quad P=H^{*}\left(Q Q^{*}\right) .
$$

It is easy to check that this value of $P$ is optimal, i.e.
$\langle C, P\rangle=\sum_{\ell=0}^{2 n}\left\langle C_{\ell}, P_{\ell}\right\rangle=\langle H(C) Q, Q\rangle=\left\langle I,\left[\Pi_{n}(\bar{x})^{T} H(C)^{-1} \Pi_{n}(\bar{x})\right]^{-1}\right\rangle=\langle I, Y\rangle$
and

$$
P(\bar{x})=\Pi_{n}(\bar{x})^{T} Q Q^{*} \Pi_{n}(\bar{x})=I_{m}=B .
$$

### 5.4 More Interpolation Constraints

If the number of matrix interpolation constraints is less or equal to $n+1$, we can again use an arbitrary spectral factor to get an efficient algorithm, the complexity of which mainly depends on $k$ and $m$.

Indeed, let $Q(x)$ be an arbitrary spectral factor $Q(x)$ of our unknown polynomial $P(x)$, i.e $P(x)=Q(x) Q(x)^{*}$. Then the optimization problem can be rewritten as

$$
\begin{align*}
& \min \langle H(C) Q, Q\rangle \\
& \text { s.t. } Q\left(x_{i}\right)=\sum_{\ell=0}^{2 n} Q_{\ell} x_{i}^{\ell}=B_{i}^{1 / 2} U_{i}, i=0, \ldots, k-1 \tag{44}
\end{align*}
$$

where $\left\{U_{i}\right\}_{i=0}^{k-1}$ is a set of unitary matrices, i.e. $U_{i}^{*} U_{i}=I_{m}, \forall i$.
If the definition of $M_{H}$ is adapted to the matrix case,

$$
\left[M_{H}\left(C ; x_{0}, \ldots, x_{k-1}\right)\right]_{i j}=\Pi_{n}\left(x_{i}\right)^{*} H(C)^{-1} \Pi_{n}\left(x_{j}\right)
$$

then the optimal solution of (44), written as a function of

$$
U=\left[\begin{array}{c}
U_{0} \\
\vdots \\
U_{k-1}
\end{array}\right]
$$

is equal to

$$
\begin{aligned}
& Q=H(C)^{-1}\left[\Pi_{n}\left(x_{0}\right) \cdots \Pi_{n}\left(x_{k-1}\right)\right] \\
& \quad M_{H}\left(C ; x_{0}, \ldots, x_{k-1}\right)^{-1} \operatorname{diag}\left(\left\{B_{i}^{1 / 2}\right\}_{i=0}^{k-1}\right) U
\end{aligned}
$$

As in the scalar case, the optimal solution of the original problem is obtained via the quadratic optimization problem

$$
\begin{align*}
& \min \left\langle\operatorname{diag}\left(\left\{B_{i}^{1 / 2}\right\}_{i=0}^{k-1}\right) M_{H}\left(C ; x_{0}, \ldots, x_{k-1}\right)^{-1} \operatorname{diag}\left(\left\{B_{i}^{1 / 2}\right\}_{i=0}^{k-1}\right) U, U\right\rangle  \tag{45}\\
& \text { s.t. } U_{i}^{*} U_{i}=I_{m}, \quad i=0, \ldots, k-1 .
\end{align*}
$$

The associated semidefinite relaxation is

$$
\begin{array}{ll}
\min & \left\langle M_{H}\left(C ; x_{0}, \ldots, x_{k-1}\right)^{-1}, X\right\rangle \\
\text { s. t. } & X_{i i}=B_{i},  \tag{46}\\
\quad & X \in \mathcal{H}_{+}^{m k}
\end{array}
$$

where $X_{i i}$ is the $i$ th $m \times m$ diagonal block of $X$. Its dual is given by

$$
\begin{align*}
& \max \langle B, Y\rangle \\
& \text { s.t. } M_{H}\left(C ; x_{0}, \ldots, x_{k-1}\right)^{-1} \succeq \operatorname{diag}\left(\left\{Y_{i}\right\}_{i=0}^{k-1}\right) \tag{47}
\end{align*}
$$

and is equal to the dual of the original problem. Therefore, we could proceed as before to obtain the following theorem :

Theorem 6. If Assumption 5 holds, relaxation (46) of quadratically constrained quadratic problem (45) is exact.

Provided that the original problem has been pre-processed, solving the dual problem (47) does not depend on the degree $2 n$ of $P(x)$. This result is similar to the scalar case. As Assumption 5 guarantees that strict feasibility holds, we obtain an efficient algorithm to solve our problem class.

## 6 Interpolation Conditions on the Derivatives

In this section, we present the straightforward extension of our previous results to interpolation conditions on the derivatives. We only consider the scalar case to keep our equations as small as possible.

### 6.1 Real Line

In the real line setting, interpolation constraints on the derivatives are formulated as

$$
p^{(\ell)}\left(x_{i}\right)=\left\langle p, \pi_{2 n}^{(\ell)}\left(x_{i}\right)\right\rangle=b_{i}
$$

where $\pi_{2 n}^{(\ell)}(\cdot)$ is the component-wise $\ell$ th derivative of $\pi_{2 n}(\cdot)$. Such constraints will be called "interpolation-like" constraints.

If all the linear constraints of (11) are interpolation-like constraints, i.e.

$$
\left\langle a_{i}, p\right\rangle \doteq\left\langle\pi_{2 n}^{\left(\ell_{i}\right)}\left(x_{i}\right), p\right\rangle=b_{i}, \quad i=0, \ldots, k-1
$$

the dual problem (12) reads now as follows

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } H(c)-\sum_{i=0}^{k-1} y_{i} H\left(\pi_{2 n}^{\left(\ell_{i}\right)}\left(x_{i}\right)\right) \succeq 0 . \tag{48}
\end{align*}
$$

Let us now prove that $H\left(\pi_{2 n}^{\left(\ell_{i}\right)}\left(x_{i}\right)\right)$ has a special structure.
Proposition 4. Let $\ell \geq 0$. Then

$$
\begin{equation*}
H\left(\pi_{2 n}^{(\ell)}(x)\right)=\sum_{r=0}^{\ell}\binom{\ell}{r} \pi_{n}^{(r)}(x)\left(\pi_{n}^{(\ell-r)}(x)\right)^{T}, \quad \forall x \in \mathbb{R} \tag{49}
\end{equation*}
$$

and the rank of this matrix is $\min \{\ell, 2 n-\ell\}+1$.

Proof. Since $H\left(\pi_{2 n}(x)\right)=\pi_{n}(x) \pi_{n}(x)^{T}$ and $H(\cdot)$ is a linear operator, equation (49) is a direct consequence of the chain rule. The rank condition originates from the fact that $\pi_{n}^{(n+1)}(x)=0$.

This proposition allows us to improve the formulation (48) of the dual problem. First of all, assume that the interpolation points are distinct and that $\ell_{i} \leq n, \forall i$. Let us define a block diagonal matrix

$$
\Delta(y)=\operatorname{diag}\left(\left\{\Delta_{0}(y), \ldots, \Delta_{k-1}(y)\right\}\right)
$$

where $\Delta_{i}(y)$ is a $\left(\ell_{i}+1\right) \times\left(\ell_{i}+1\right)$ matrix defined by

$$
\Delta_{i}(y)=\left[\begin{array}{ccc}
0 & & \binom{\ell_{i}}{\ell_{i}} y_{i} \\
& . & . \\
\binom{\ell_{i}}{0} y_{i} & 0
\end{array}\right], \quad i=0, \ldots, k-1
$$

Using the above proposition, the dual problem can be written as

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } H(c)-V \Delta(y) V^{T} \succeq 0 \tag{50}
\end{align*}
$$

where $V$ is the non-square confluent matrix

$$
V=\left[\pi_{n}^{(0)}\left(x_{0}\right) \ldots \pi_{n}^{\left(\ell_{1}\right)}\left(x_{0}\right)|\ldots| \pi_{n}^{(0)}\left(x_{m}\right) \ldots \pi_{n}^{\left(\ell_{m}\right)}\left(x_{m}\right)\right]
$$

If the interpolation points are not distinct or if there exists at least one index $i$ such that $\ell_{i}>n$, the matrix $V$ and the block-diagonal matrix $\Delta(y)$ must be redefined in order to get a dual problem similar to (50). Because the appropriate reformulation is evident, but cumbersome, it has been omitted.

If $H(c) \succ 0$ and the numbers of rows of $V$ is greater than its number of columns, the dual constraint (50) is easily recast using Proposition 3 :

$$
\left(V^{T} H(c)^{-1} V\right)^{-1} \succeq \Delta(y)
$$

The complexity of solving the dual problem (50) depends mostly on the dimension of $\Delta(y)$. That is, an appropriate preprocessing tends to eliminate the dependence on the degree $2 n$. Because primal strict feasibility cannot be guaranteed from the knowledge of $k$, we cannot guarantee that the semidefinite relaxation is exact.

### 6.2 Unit Circle

In the unit circle setting, interpolation constraints on the derivatives, $p^{\left(\ell_{i}\right)}\left(\theta_{i}\right)=$ $b_{i}$, are equivalent to the linear constraints

$$
\begin{equation*}
p^{\left(\ell_{i}\right)}\left(z_{i}\right)=\left\langle(-\mathrm{i} N)^{\ell_{i}} p, \pi_{n}\left(z_{i}\right)\right\rangle=\left\langle p,(\mathrm{i} N)^{\ell_{i}} \pi_{n}\left(z_{i}\right)\right\rangle=b_{i}, \quad z_{i}=\mathrm{e}^{\mathrm{i} \theta_{i}} \tag{51}
\end{equation*}
$$

where $N=\operatorname{diag}(0,1, \ldots, n)$.
If all linear constraints of (15) are interpolation-like constraints, i.e.

$$
\left\langle a_{i}, p\right\rangle \doteq\left\langle p,(\mathrm{i} N)^{\ell_{i}} \pi_{n}\left(z_{i}\right)\right\rangle=b_{i}, \quad z_{i}=\mathrm{e}^{\mathrm{i} \theta_{i}}, \quad i=0, \ldots, k-1
$$

the dual problem (16) reads now as follows

$$
\begin{align*}
& \max \langle b, y\rangle \\
& \text { s.t. } T(c)-\sum_{i=0}^{k-1} y_{i} T\left((\mathrm{i} N)^{\ell_{i}} \pi_{n}\left(z_{i}\right)\right) \succeq 0 . \tag{52}
\end{align*}
$$

Note that $T\left((\mathrm{i} N)^{l_{i}} \pi_{n}(z)\right)$ has a special structure.

Proposition 5. Let $\ell \geq 0$. Then

$$
\begin{equation*}
T\left((\mathrm{i} N)^{\ell} \pi_{n}(z)\right)=\sum_{r=0}^{\ell}\binom{\ell}{r}(\mathrm{i} N)^{r} \pi_{n}(z)\left[(\mathrm{i} N)^{\ell-r} \pi_{n}(z)\right]^{*} \tag{53}
\end{equation*}
$$

and the rank of this matrix is $\min \{\ell, n\}+1$.

Proof. Since $T\left(\pi_{n}(z)\right)=\pi_{n}(z) \pi_{n}(z)^{*}, \frac{\partial}{\partial \theta}\left(\left.\pi_{n}(z)\right|_{z=\mathrm{e}^{\mathrm{i} \theta}}\right)=\mathrm{i} N\left(\left.\pi_{n}(z)\right|_{z=\mathrm{e}^{\mathrm{i} \theta}}\right)$ and $T(\cdot)$ is a linear operator, it is straightforward to check equation (53).

Assume that the interpolation points are distinct and define the block diagonal matrix

$$
\Delta(y)=\operatorname{diag}\left(\left\{\Delta_{0}(y), \ldots, \Delta_{k-1}(y)\right\}\right)
$$

as before. Using the above proposition, the dual problem can be written as

$$
\begin{aligned}
& \max \langle b, y\rangle \\
& \text { s.t. } T(c)-W \Delta(y) W^{*} \succeq 0 .
\end{aligned}
$$

where $W$ is the non-square matrix

$$
\begin{aligned}
& W=\left[(\mathrm{i} N)^{0} \pi_{n}^{(0)}\left(z_{0}\right), \ldots,(\mathrm{i} N)^{\ell_{1}} \pi_{n}^{\left(\ell_{1}\right)}\left(z_{0}\right)|\ldots|\right. \\
& \left.\quad(\mathrm{i} N)^{0} \pi_{n}^{(0)}\left(z_{k-1}\right), \ldots,(\mathrm{i} N)^{\ell_{k-1}} \pi_{n}^{\left(\ell_{k-1}\right)}\left(x_{k-1}\right)\right] .
\end{aligned}
$$

If $\ell_{i} \leq 1, \forall i$, the matrix $W$ is the product of a confluent Vandermonde matrix $V$ and a diagonal scaling $D$, i.e. $W=V D$. If $T(c) \succ 0$ and the numbers of rows of $V$ is greater than its number of columns, the complexity of solving the reformulated dual problem

$$
\begin{aligned}
& \max \langle b, y\rangle \\
& \text { s.t. }\left(W^{*} T(c)^{-1} W\right)^{-1} \succeq \Delta(y),
\end{aligned}
$$

depends mostly on the dimension of $\Delta(y)$. That is, an appropriate preprocessing tends to eliminate the dependence on the degree $n$. However, primal strict feasibility cannot be guaranteed from the knowledge of $k$ so that the exact semidefinite relaxation cannot be certified in general.

## 7 Conclusion

Conic optimization problems on several cones of non-negative polynomials, with linear constraints generated by interpolation-like constraints, are studied in this chapter. They naturally induce semidefinite programming problems

$$
\begin{align*}
\min & \langle C, X\rangle \\
\text { s.t. } & \left\langle A_{i}, X\right\rangle=b_{i} i=1, \ldots, m  \tag{54}\\
& X \succeq 0
\end{align*}
$$

with low-rank matrices $\left\{A_{i}\right\}_{i=1}^{m}$. Conditions which guarantee that strict feasibility holds are investigated, see Assumption 3 and the associated discussion. Using Proposition 3, the associated dual problems can be reformulated efficiently; the complexity of solving the reformulated duals is almost independent of the primal space dimension. Finally, new classes of quadratically constrained quadratic programs with exact semidefinite relaxation are described.

## Appendix

The proof presented in Appendix is based on ideas of A. Nemirovskii.
Proposition 6. Let $A=A^{*}$ be a Hermitian matrix of order $2 n+1$. Then the quadratic optimization problem

$$
\begin{align*}
& \min \langle A z, z\rangle \\
& \text { s.t. }\left|z_{i}\right|=1, i=0, \ldots, 2 n \tag{55}
\end{align*}
$$

is NP-hard.

Proof. Let $\left\{a_{i}\right\}_{i=0}^{n} \subseteq \mathbb{Z}$ be a finite set of integers. Checking whether there exist $\left\{x_{i}\right\}_{i=0}^{n} \subseteq\{-1,+1\}$ such that the equality

$$
\begin{equation*}
\sum_{i=0}^{2 n} a_{i} x_{i}=0 \tag{56}
\end{equation*}
$$

holds is related to the subset sum problem [4, SP13] and is thus NP-complete.
Let $\left\{z_{\ell}\right\}_{\ell=0}^{2 n} \subseteq \mathbb{C}$ be a finite set of complex numbers of modulus one and define the quadratic functions

$$
P_{\ell}(z)=\left|z_{0}-z_{2 \ell-1}\right|^{2}+\left|z_{2 \ell-1}-z_{2 \ell}\right|^{2}+\left|z_{0}-z_{2 \ell}\right|^{2}, \quad \ell=1, \ldots, n
$$

Assume that $z_{0}$ is equal to 1 without loss of generality. Then the optimization problem

$$
\max \left\{\sum_{\ell=1}^{n} P_{\ell}(z):\left|z_{i}\right|=1, \forall i\right\}
$$

can be solved explicitly, see Figure 4. Note that the inequality

$$
\begin{aligned}
\max \left\{\sum_{\ell=1}^{n} P_{\ell}(z)-\left|\sum_{\ell=0}^{n} a_{\ell}\left(z_{2 \ell+1}-z_{2 \ell+2}\right)\right|^{2}\right. & \left.:\left|z_{i}\right|=1, \forall i\right\} \\
& \leq \max \left\{\sum_{\ell=1}^{n} P_{\ell}(z):\left|z_{i}\right|=1, \forall i\right\}
\end{aligned}
$$



Fig. 4. Solution of $\max \left\{P_{\ell}(z):\left|z_{i}\right|=1, \forall i\right\}$
is tight if and only if Problem (56) is solvable. Since its left hand side is an instance of (55), this quadratic problem is hard to solve.
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In this chapter we present SOSTOOLS, a third-party MATLAB toolbox for formulating and solving sum of squares optimization problems. Sum of squares optimization forms a basis for formulating convex relaxations to computationally hard problems such as some that appear in systems and control. Currently, sum of squares programs are solved by casting them as semidefinite programs, which can in turn be solved using interior-point based numerical methods. SOSTOOLS helps this translation in such a way that the underlying computations are abstracted from the user. Here we give a brief description of the toolbox, its features and capabilities (with emphasis on the recently added ones), as well as show how it can be applied to solving problems of interest in systems and control.

## 1 Introduction

There has been a great interest recently in sum of squares polynomials and sum of squares optimization $[34,1,31,17,18,13,11]$, partly due to the fact that these techniques provide convex polynomial time relaxations for many hard problems such as global, constrained, and Boolean optimization, as well as various problem in systems and control. The observation that the sum of squares decomposition can be computed efficiently using semidefinite programming [17] has initiated the development of software tools that facilitate the formulation of the semidefinite programs from their sum of squares equivalents. One such a software is SOSTOOLS [24, 25, 26], a free third-party MATLAB ${ }^{4}$ toolbox for solving sum of squares programs.

A multivariate polynomial $p\left(x_{1}, \ldots, x_{n}\right) \triangleq p(x)$ is a sum of squares (SOS), if there exist polynomials $f_{1}(x), \ldots, f_{m}(x)$ such that

[^4]\[

$$
\begin{equation*}
p(x)=\sum_{i=1}^{m} f_{i}^{2}(x) \tag{1}
\end{equation*}
$$

\]

It follows from the definition that the set of sums of squares polynomials in $n$ variables is a convex cone. The existence of an SOS decomposition (1) can be shown to be equivalent to the existence of a positive semidefinite matrix $Q$ such that

$$
\begin{equation*}
p(x)=Z^{T}(x) Q Z(x) \tag{2}
\end{equation*}
$$

where $Z(x)$ is the vector of monomials of degree less than or equal to $\operatorname{deg}(p) / 2$, i.e., its entries are of the form $x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}$, where the $\alpha$ 's are nonnegative integers and $\alpha_{1}+\ldots+\alpha_{n} \leq \operatorname{deg}(p) / 2$. Expressing an SOS polynomial as a quadratic form in (2) has also been referred to as the Gram matrix method $[1,20]$. The decomposition (1) can be easily converted into (2) and vice versa. This equivalence makes an SOS decomposition computable using semidefinite programming, since finding a symmetric matrix $Q \succeq 0$ subject to the affine constraint (2) is nothing but a semidefinite programming problem.

It is clear that a sum of squares polynomial is globally nonnegative. This is a property of SOS polynomials that is crucial in many control applications, where we replace various polynomial inequalities with SOS conditions. However, it should be noted that not all nonnegative polynomials are necessarily sums of squares. The equivalence between nonnegativity and sum of squares is only guaranteed in three cases, those of univariate polynomials of any even degree, quadratic polynomials in any number of indeterminates, and quartic polynomials in three variables [31]. Indeed nonnegativity is NP-hard to test [12], whereas the SOS conditions are polynomial time verifiable through solving appropriate semidefinite programs. Despite this, in many cases we are able to obtain solutions to computational problems that are otherwise at the moment unsolvable, simply by replacing the nonnegativity conditions with SOS conditions.

A sum of squares program is a convex optimization problem of the following form:

$$
\begin{equation*}
\text { Minimize } \sum_{j=1}^{J} w_{j} c_{j} \tag{3}
\end{equation*}
$$

subject to

$$
\begin{equation*}
a_{i, 0}(x)+\sum_{j=1}^{J} a_{i, j}(x) c_{j} \text { is SOS, for } i=1, \ldots, I \tag{4}
\end{equation*}
$$

where the $c_{j}$ 's are the scalar real decision variables, the $w_{j}$ 's are given real numbers, and the $a_{i, j}(x)$ are given polynomials (with fixed coefficients). See also another equivalent canonical form of SOS programs in [24, 25]. While the conversion from SOS programs to semidefinite programs (SDPs) can be manually performed for small size instances or tailored for specific problem


Fig. 1. Diagram depicting relations between sum of squares program (SOSP), semidefinite program (SDP), SOSTOOLS, and SeDuMi or SDPT3.
classes, such a conversion can be quite cumbersome to perform in general. It is therefore desirable to have a computational aid that automatically performs this conversion for general SOS programs. This is exactly what SOSTOOLS is useful for. It automates the conversion from SOS program to SDP, calls the SDP solver, and converts the SDP solution back to the solution of the original SOS program (see Figure 1). The current version of SOSTOOLS uses either SeDuMi [35] or SDPT3 [37], both of which are free MATLAB add-ons, as the SDP solver. The user interface of SOSTOOLS has been designed to be as simple, as easy to use, and as transparent as possible, while keeping a large degree of flexibility.

In addition to the optimization problems mentioned above (a related recent software in this regard is GloptiPoly [8], which solves global optimization problems over polynomials, based on the method in [11]), sum of squares polynomials and SOSTOOLS find applications in several control theory problems. These problems include stability analysis of nonlinear, hybrid, and time-delay systems $[17,15,23,14]$, robustness analysis $[17,15,23]$, estimation of domain of attraction [17, 33], LPV analysis and synthesis [39], nonlinear synthesis [9, 28, 27], safety verification [22], and model validation [21]. Other areas in which SOSTOOLS is applicable are, for instance, geometric theorem proving [19] and quantum information theory [2].

In Section 2, we present the main features of SOSTOOLS and point out improvements that have been made in the user interface, custom-made functions, and modularity with respect to the choice of semidefinite programming solver. Some control oriented application examples will then be provided in Section 3. In particular, we will consider nonlinear stability analysis, parametric robustness analysis, analysis of time-delay systems, safety verification, and
nonlinear controller synthesis. We show how sum of squares programs corresponding to these problems can be formulated, which in turn can be solved using SOSTOOLS.

## 2 SOSTOOLS Features

It has been mentioned in the introduction that the main purpose of SOSTOOLS is to efficiently transform SOS programs of the form (3)-(4) into semidefinite programs (SDPs), which can then be solved using an SDP solver. The solution is then retrieved from the solver and translated into the original polynomial variables. In this way, the details of the reformulation are abstracted from the user, who can work at the polynomial object level.

Polynomial variables in SOSTOOLS can be defined in two different ways: as a symbolic object through the use of the MATLAB Symbolic Math Toolbox, or as a custom-built polynomial object using the integrated Multivariate Polynomial Toolbox. The former option provides to the user the benefit of making use of all the features in the Symbolic Math Toolbox, which range from simple arithmetic operations to differentiation, integration and polynomial manipulation. On the other hand, the Multivariate Polynomial Toolbox allows users that do not have access to the Symbolic Math Toolbox to use SOSTOOLS. Some basic polynomial manipulation functions are also provided in this toolbox.

To define and solve an SOS program using SOSTOOLS, the user simply needs to follow these steps:

1. Initialize the SOS program.
2. Declare the SOS program variables.
3. Define the SOS program constraints, namely Eq. (4).
4. Set the objective function, namely Eq. (3).
5. Call solver.
6. Get solutions.

We will give a short illustration of these steps in Section 2.1. However, we will not entail in a discussion of how each of these steps is performed nor the SOSTOOLS commands relevant to this. A detailed description can be found in the SOSTOOLS user's guide [25].

In many cases, the SOS program we wish to solve have certain structural properties, such as sparsity, symmetry, and so on. The formulation of the SDP in this case should take into account these properties. This will not only reduce significantly the computational burden of solving it, as the size of the SDP will reduce considerably, but also it removes numerical ill-conditioning. With regard to this, provision has been taken in SOSTOOLS for exploitation of polynomial sparsity when formulating the SDP. The details will be described in Section 2.2.

The frequent use of certain sum of squares programs, such as those corresponding to

- finding the sum of squares decomposition of a polynomial,
- finding lower bounds on polynomial minima, and
- constructing Lyapunov functions for systems with polynomial vector fields
are reflected in the inclusion of customized functions in SOSTOOLS. Some of these customized functions will be discussed at the end of the section.


### 2.1 Formulating Sum of Squares Programs

In the original release of SOSTOOLS, polynomials were implemented solely as symbolic objects, making full use of the capabilities of the MATLAB Symbolic Math Toolbox. This gives to the user the benefit of being able to do all polynomial manipulations using the usual arithmetic operators: $+,-, *, /$, ${ }^{\wedge}$; as well as operations such as differentiation, integration, point evaluation, etc. In addition, it provides the possibility of interfacing with the Maple ${ }^{5}$ symbolic engine and the Maple library (which is very advantageous). On the other hand, this prohibited those without access to the Symbolic Toolbox (such as those using the student edition of MATLAB) from using SOSTOOLS. In the current SOSTOOLS release, the user has the option of using an alternative custom-built polynomial object, along with some basic polynomial manipulation methods to represent and manipulate polynomials.

Using the Symbolic Toolbox, a polynomial is created by declaring its independent variables as symbolic variables in the symbolic toolbox and constructing it in a similar way. For example, to create the polynomial $p(x, y)=2 x^{2}+3 x y+4 y^{4}$, one declares the variables $x$ and $y$ by typing

```
>> syms x y
```

and constructs $p(x, y)$ as follows:

```
>> p = 2*x^2 + 3*x*y + 4*y^4
```

In a similar manner, one can define this polynomial using the Multivariate Polynomial Toolbox, a freely available toolbox that has been integrated in SOSTOOLS for constructing and manipulating multivariate polynomials. Polynomial variables are created with the pvar command. Here the same polynomial can be constructed by declaring first the variables:

```
>> pvar x y
```

Note that pvar is used to replace the command syms. New polynomial objects can now be created from these variables, and manipulated using standard addition, multiplication, and integer exponentiation functions:

$$
\gg p=2 * x^{\wedge} 2+3 * x * y+4 * y \wedge 4
$$

[^5]Matrices of polynomials can also be created from polynomials using horizontal/vertical concatenation and block diagonal augmentation. A few additional operations exist in this initial version of the toolbox such as trace, transpose, determinant, differentiation, logical equal, and logical not equal.

The input to the SOSTOOLS commands can be specified using either the symbolic objects or the new polynomial objects. There are some minor variations in performance depending on the degree/number of variables of the polynomials, due the fact that the new implementation always keeps an expanded internal representation, but for most reasonable-sized problems the difference is minimal.

For an illustration, let us now consider the problem of finding a lower bound for the global minimum of the Goldstein-Price test function [5]

$$
\begin{aligned}
f(x)= & {\left[1+\left(x_{1}+x_{2}+1\right)^{2}\left(19-14 x_{1}+3 x_{1}^{2}-14 x_{2}+6 x_{1} x_{2}+3 x_{2}^{2}\right)\right] \ldots } \\
& \ldots\left[30+\left(2 x_{1}-3 x_{2}\right)^{2}\left(18-32 x_{1}+12 x_{1}^{2}+48 x_{2}-36 x_{1} x_{2}+27 x_{2}^{2}\right)\right]
\end{aligned}
$$

The SOS program for this problem is

$$
\begin{aligned}
& \text { Minimize }-\gamma \text {, } \\
& \text { such that } \\
& \qquad(f(x)-\gamma) \text { is SOS. }
\end{aligned}
$$

It is clear that any value of $\gamma$ for which $f(x)-\gamma$ is an SOS will serve as a lower bound for the polynomial, since in that case $f(x)-\gamma$ is nonnegative. By maximizing $\gamma$ (or equivalently, minimizing $-\gamma$ ), a tighter lower bound can be computed.

In this example, the SOS program is initialized and the decision variable $\gamma$ is declared using the following commands (assuming that we use the polynomial objects)

```
>> pvar x1 x2 gam;
>> prog = sosprogram([x1; x2],gam);
```

The function $f(x)$ is constructed as follows

```
>> f1 = x1+x2+1;
>> f2 = 19-14*x1+3*x1^2-14*x2+6*x1*x2+3*x2^2;
>> f3 = 2*x1-3*x2;
>> f4 = 18-32*x1+12*x1^2+48*x2-36*x1*x2+27*x2^2;
>> f = (1+f1^2*f2)*(30+f3^2*f4);
```

Then the SOS program constraint " $f(x)-\gamma$ is SOS" and the objective function are set, and the SOS program is solved using the following commands

```
>> prog = sosineq(prog,f-gam);
>> prog = sossetobj(prog,-gam);
>> prog = sossolve(prog);
```

The optimal lower bound is then retrieved by

```
>> gam = sosgetsol(prog,gam);
```

The result given by SOSTOOLS is $\gamma=3$. This is in fact the global minimum of $f(x)$, achieved at $x_{1}=0, x_{2}=-1$. The same example can also be solved using the customized function findbound as follows

```
>> [gam,vars,xopt] = findbound(f);
```


### 2.2 Exploiting Sparsity

The complexity of computing a sum of squares decomposition for a polynomial $p(x)$ depends on two factors: the dimension of the independent variable $x$ and the degree of the polynomial. As mentioned previously, when $p(x)$ has special structural properties, the computation effort can be notably simplified through the reduction of the size of the semidefinite program, removal of degeneracies, and better numerical conditioning.

The first type of simplification can be performed when $p(x)$ is sparse. The notion of sparseness for multivariate polynomials is stronger than the one commonly used for matrices. While in the matrix case this word usually means that many coefficients are zero, in the polynomial case the specific vanishing pattern is also taken into account. This idea is formalized by the concept of Newton polytope [36], defined as the convex hull of the set of exponents, considered as vectors in $\mathbb{R}^{n}$. It was shown by Reznick in [30] that $Z(x)$ need only contain monomials whose squared degrees are contained in the convex hull of the degrees of monomials in $p(x)$. Consequently, for sparse $p(x)$ the size of the vector $Z(x)$ and matrix $Q$ appearing in the sum of squares decomposition can be reduced which results in a decrease of the size of the semidefinite program.

Since the initial version of SOSTOOLS, Newton polytopes techniques have been available via the optional argument 'sparse' to the function sosineq, and in the new release, the support for sparse polynomials has been improved. SOSTOOLS takes the sparse structure into account, and chooses an appropriate set of monomials for the sum of squares decompositions with the convex hull computation performed either by the native MATLAB command convhulln (which is based on the software QHULL), or the specialized external package CDD [3]. Special care is taken with the case when the set of exponents has lower affine dimension than the number of variables (this case occurs for instance for homogeneous polynomials, where the sum of the degrees is equal to a constant), in which case a projection to a lower dimensional space is performed prior to the convex hull computation.

A special sparsity structure that appears frequently in robust control theory when considering, for instance, Lyapunov function analysis for linear systems with parametric uncertainty (see Section 3.2), is called the multipartite structure (see [26] for a definition). Such a structure also appears when considering infinitely constrained linear matrix inequalities (LMIs) of the form:

$$
\operatorname{Minimize} \sum_{j=1}^{J} w_{j} c_{j}
$$

subject to

$$
A_{0}(x)+\sum_{j=1}^{J} A_{j}(x) c_{j} \succeq 0 \quad \forall x \in \mathbb{R}^{n}
$$

where the $c_{j}$ 's and $w_{j}$ 's are again the decision variables and given real numbers, respectively, and the $A_{j}(x)$ 's are given symmetric polynomial matrices. By introducing a new set of indeterminates $y$, defining $p_{j}(x, y)=y^{T} A_{j}(x) y$, and replacing the positive semidefiniteness condition $A_{0}(x)+\sum A_{j}(x) c_{j} \succeq 0$ by sum of squares condition

$$
\begin{equation*}
p(x, y)=p_{0}(x, y)+\sum_{j=1}^{J} p_{j}(x, y) c_{j} \quad \text { is SOS } \tag{5}
\end{equation*}
$$

obviously the original LMIs can be computationally relaxed to an SOS program (a positive semidefinite matrix $A(x)$ for which $y^{T} A(x) y$ is an SOS is called an SOS matrix in [4]). The resulting polynomial (5) has the multipartite structure (in this case it is actually bipartite): its independent variable can be naturally partitioned into two sets $x$ and $y$, where the degree of the polynomial in $x$ can be arbitrary, and the degree in $y$ is always equal to two. What distinguishes this case from a general sparsity, is that the Newton polytope of $p(x, y)$ is the Cartesian product of the individual Newton polytopes corresponding to the blocks of variables. Because of this structure, only monomials of the form $x^{\alpha} y_{i}$ will appear in the monomial vector $Z(x, y)$. The current version of SOSTOOLS provides a support for the multipartite structure via the argument 'sparsemultipartite' to the function sosineq, by computing a reduced set of monomials in an efficient manner.

To illustrate the benefit of using the sparse multipartite option, consider the problem of checking whether a polynomial matrix inequality

$$
F(x)=F^{T}(x) \succeq 0 \quad \forall x \in \mathbb{R}^{n}
$$

holds, where $F \in \mathbb{R}[x]^{m \times m}$. A sufficient test for positive semidefiniteness of $F(x)$ is obtained by showing that the bipartite polynomial $\mathbf{y}^{T} F(x) \mathbf{y}$ is a sum of squares (equivalently, showing that $F(x)$ is an SOS matrix). We denote the degree of $F$ by $d$. For various values of ( $m, n, d$ ), the sizes of the resulting semidefinite programs are depicted in Table 1.

### 2.3 Customized Functions

The SOSTOOLS package includes several "ready-made" customized functions that solve specific problems directly, by internally reformulating them as SOS

Table 1. Sizes of the semidefinite programs for proving $F(x) \succeq 0$, where $F \in$ $\mathbb{R}[x]^{m \times m}$ has degree $d$ and $x \in \mathbb{R}^{n}$, with and without the sparse multipartite option.

| $(m, n, d)$ | Without multipartite option | With multipartite option |
| :---: | :---: | :---: |
| $(3,2,2)$ | $15 \times 15,90$ constraints | $9 \times 9,36$ constraints |
| $(4,2,2)$ | $21 \times 21,161$ constraints | $12 \times 12,60$ constraints |
| $(3,3,2)$ | $21 \times 21,161$ constraints | $12 \times 12,60$ constraints |
| $(4,3,2)$ | $28 \times 28,266$ constraints | $16 \times 16,100$ constraints |
| $(3,2,4)$ | $35 \times 35,279$ constraints | $18 \times 18,90$ constraints |
| $(4,2,4)$ | $53 \times 53,573$ constraints | $24 \times 24,150$ constraints |
| $(3,3,4)$ | $59 \times 59,647$ constraints | $30 \times 30,210$ constraints |
| $(4,3,4)$ | $84 \times 84,1210$ constraints | $40 \times 40,350$ constraints |

programs. One of these functions is findbound, a function for finding a lower bound of a polynomial, whose usage we have seen at the end of Section 2.1. In the new version, these customized functions have been updated and several new capabilities have been added. For instance, the customized function findbound, which previously could only handle unconstrained global polynomial optimization problems, can now be used to solve constrained polynomial optimization problems of the form:

$$
\begin{aligned}
& \operatorname{minimize} f(x) \\
& \text { subject to } g_{i}(x) \geq 0, \quad i=1, \ldots, M \\
& \quad h_{j}(x)=0, \quad j=1, \ldots, N
\end{aligned}
$$

A lower bound for $f(x)$ can be computed using Positivstellensatz-based relaxations. Assume that there exists a set of sums of squares $\sigma_{j}(x)$ 's, and a set of polynomials $\lambda_{i}(x)$ 's, such that

$$
\begin{align*}
f(x)-\gamma= & \sigma_{0}(x)+\sum_{j} \lambda_{j}(x) h_{j}(x)+\sum_{i} \sigma_{i}(x) g_{i}(x)+ \\
& +\sum_{i_{1}, i_{2}} \sigma_{i_{1}, i_{2}}(x) g_{i_{1}}(x) g_{i_{2}}(x)+\cdots \tag{6}
\end{align*}
$$

then it follows that $\gamma$ is a lower bound for the constrained optimization problem stated above. This specific kind of representation corresponds to Schmüdgen's theorem [32]. By maximizing $\gamma$, we can obtain a lower bound that becomes increasingly tighter as the degree of the expression (6) is increased.

Another new feature can be found in the customized function findsos, which is used for computing an SOS decomposition. For certain applications, it is particularly important to ensure that the SOS decomposition found numerically by SDP methods actually corresponds to a true solution, and is not the result of roundoff errors. This is specially true in the case of ill-conditioned problems, since SDP solvers can sometimes produce in this case unreliable results. There are several ways of doing this, for instance using backwards error
analysis, or by computing rational solutions, that we can fully verify symbolically. Towards this end, we have incorporated an experimental option to round to rational numbers a candidate floating point SDP solution, in such a way to produce an exact SOS representation of the input polynomial (which should have integer or rational coefficients). The procedure will succeed if the computed solution is "well-centered," far away from the boundary of the feasible set; the details of the rounding procedure will be explained elsewhere. Currently, this facility is available only through the customized function findsos, by giving an additional input argument 'rational'. On future releases, we may extend this to more general SOS program formulations.

## 3 Control Applications

We will now see how sum of squares programs can be formulated to solve several problems arising in systems and control, such as nonlinear stability analysis, parametric robustness analysis, stability analysis of time-delay systems, safety verification, and nonlinear controller synthesis.

### 3.1 Nonlinear Stability Analysis

The Lyapunov stability theorem (see e.g. [10]) has been a cornerstone of nonlinear system analysis for several decades. In principle, the theorem states that a system $\dot{x}=f(x)$ with equilibrium at the origin is stable if there exists a positive definite function $V(x)$ such that the derivative of $V$ along the system trajectories is non-positive.

We will now show how the search for a Lyapunov function can be formulated as a sum of squares program. Readers are referred to $[17,15,23]$ for more detailed discussions and extensions. For our example, consider the system

$$
\left[\begin{array}{c}
\dot{x}_{1}  \tag{7}\\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]=\left[\begin{array}{c}
-x_{1}^{3}-x_{1} x_{3}^{2} \\
-x_{2}-x_{1}^{2} x_{2} \\
-x_{3}-\frac{3 x_{3}}{x_{3}^{2}+1}+3 x_{1}^{2} x_{3}
\end{array}\right],
$$

which has an equilibrium at the origin. Notice that the linearization of (7) has zero eigenvalue, and therefore cannot be used to analyze local stability of the equilibrium. Now assume that we are interested in a quadratic Lyapunov function $V(x)$ for proving stability of the system. Then $V(x)$ must satisfy

$$
\begin{align*}
V-\epsilon\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right) & \geq 0 \\
-\frac{\partial V}{\partial x_{1}} \dot{x}_{1}-\frac{\partial V}{\partial x_{2}} \dot{x}_{2}-\frac{\partial V}{\partial x_{3}} \dot{x}_{3} & \geq 0 \tag{8}
\end{align*}
$$

The first inequality, with $\epsilon$ being any constant greater than zero (in what follows we will choose $\epsilon=1$ ), is needed to guarantee positive definiteness of
$V(x)$. We will formulate an SOS program that computes a Lyapunov function for this system, by replacing the above nonnegativity conditions with SOS conditions. However, notice that $\dot{x}_{3}$ is a rational function, and therefore (8) is not a polynomial expression. But since $x_{3}^{2}+1>0$ for any $x_{3}$, we can just reformulate (8) as

$$
\left(x_{3}^{2}+1\right)\left(-\frac{\partial V}{\partial x_{1}} \dot{x}_{1}-\frac{\partial V}{\partial x_{2}} \dot{x}_{2}-\frac{\partial V}{\partial x_{3}} \dot{x}_{3}\right) \geq 0
$$

Next, we parameterize the candidate quadratic Lyapunov function $V(x)$ by some unknown real coefficients $c_{1}, \ldots, c_{6}$ :

$$
V(x)=c_{1} x_{1}^{2}+c_{2} x_{1} x_{2}+c_{3} x_{2}^{2}+\ldots+c_{6} x_{3}^{2}
$$

and the following SOS program (with no objective function) can be formulated
Find a polynomial $V(x)$, (equivalently, find $c_{1}, \ldots, c_{6}$ )
such that

$$
\begin{aligned}
& V(x)-\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right) \text { is SOS } \\
& \left(x_{3}^{2}+1\right)\left(-\frac{\partial V}{\partial x_{1}} \dot{x}_{1}-\frac{\partial V}{\partial x_{2}} \dot{x}_{2}-\frac{\partial V}{\partial x_{3}} \dot{x}_{3}\right) \text { is SOS. }
\end{aligned}
$$

In this example, SOSTOOLS returns $V(x)=5.5489 x_{1}^{2}+4.1068 x_{2}^{2}+1.7945 x_{3}^{2}$ as a Lyapunov function that proves the stability of the system.

### 3.2 Parametric Robustness Analysis

When the vector field of the system is uncertain, e.g., dependent on some unknown but bounded parameters $p$, robust stability analysis can be performed by finding a parameter dependent Lyapunov function, which serves as a Lyapunov function for the system for all possible parameter values. Details on computation of such Lyapunov functions can be found in $[15,39]$.

We will illustrate such robustness analysis by considering the system:

$$
\frac{d}{d t}\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{ccc}
-p_{1} & 1 & -1 \\
2-2 p_{2} & 2 & -1 \\
3 & 1 & -p_{1} p_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

where $p_{1}$ and $p_{2}$ are parameters. The region in the parameter space $\left(p_{1}, p_{2}\right)$ for which stability is retained is shown in Figure 2. Operating conditions for this system are $p_{1} \in\left[\underline{p_{1}}, \overline{p_{1}}\right]$ and $p_{2} \in\left[\underline{p_{2}}, \overline{p_{2}}\right]$, where $\underline{p_{i}}, \overline{p_{i}}$ are real numbers and $\underline{p_{i}} \leq \overline{p_{i}}$. We capture this parameter set by constructing two inequalities:

$$
\begin{aligned}
& a_{1}(p) \triangleq\left(p_{1}-\underline{p_{1}}\right)\left(p_{1}-\overline{p_{1}}\right) \leq 0 \\
& a_{2}(p) \triangleq\left(p_{2}-\underline{p_{2}}\right)\left(p_{1}-\overline{p_{2}}\right) \leq 0
\end{aligned}
$$

We assume that the nominal parameter value is $(2.7,7)$, which is the center of the rectangular regions shown in Figure 2. The robust stability of this system will be verified by constructing a Lyapunov function. We look for a parameter dependent Lyapunov function of the form $V(x ; p)$ that is bipartite: quadratic in the state $x$ and any order in $p$. To ensure that the two Lyapunov inequalities are satisfied in the region of interest, we will adjoint the parameter constraint $a_{i}(p) \leq 0$ multiplied by sum of squares multipliers $q_{i, j}(x ; p)$ to the two Lyapunov inequalities, using a technique that can be considered as an extension of the S-procedure [40]. In this way, the search for a parameter dependent Lyapunov function can be formulated as the following SOS program:

Find $V(x ; p)$, and $q_{i, j}(x, p)$,
such that

$$
\begin{aligned}
& V(x ; p)-\|x\|^{2}+\sum_{j=1}^{2} q_{1, j}(x ; p) a_{i}(p) \text { is SOS } \\
& -\dot{V}(x ; p)-\|x\|^{2}+\sum_{j=1}^{2} q_{2, j}(x ; p) a_{i}(p) \text { is SOS, } \\
& q_{i, j}(x ; p) \text { is SOS, for } i, j=1,2
\end{aligned}
$$

In this case, the Lyapunov function candidate $V(x ; p)$ and the sum of squares multiplier $q_{i, j}(x, p)$ 's are linearly parameterized by some unknown coefficients, which are the decision variables of our SOS program. We choose the $q_{i, j}(x, p)$ 's to be bipartite sums of squares, quadratic in $x$ and of appropriate order in $p$.

When the Lyapunov function $V(x ; p)$ is of degree zero in $p$, we can prove stability for $p_{1} \in[2.19,3.21]$ and $p_{2} \in[6.47,7.53]$. When $V(x ; p)$ is affine in $p$, then we can prove stability for $p_{1} \in[1.7,3.7]$ and $p_{2} \in[5.16,8.84]$. When it is quadratic in $p$, we can prove stability for the maximum rectangular region centered at the nominal parameter value, i.e., $p_{1} \in[1.7,3.7]$ and $p_{2} \in[5,9]$. See Figure 2.

This example also illustrates the benefit of exploiting the bipartite structure. In the case of quadratic parameter dependence, if the bipartite structure of the conditions is not taken into account then the dimension of the vector $Z(x ; p)$ corresponding to a non-structured $V(x ; p)$ is 279 ; taking into account the bipartite structure this number is reduced to 90 .

### 3.3 Stability Analysis of Time-Delay Systems

The stability analysis of time-delay systems, i.e., systems described by functional differential equations (FDEs), can be done by constructing appropriate Lyapunov certificates, which are in the form of functionals instead of the well known Lyapunov functions that are used in the case of systems described by ordinary differential equations (ODEs). This difference is due to the fact


Fig. 2. The full stability region (shaded) and the regions for which stability can be proven by constructing bipartite Lyapunov functions using SOSTOOLS. Bigger regions require higher order certificates, which nonetheless can be easily computed because of their structure.
that the state-space in the case of FDEs is the space of functions and not an Euclidean space [7].

Consider a time delay system of the form:

$$
\begin{equation*}
\dot{x}=f\left(x_{t}\right) \tag{9}
\end{equation*}
$$

where $x_{t}=x(t+\theta), \theta \in[-\tau, 0]$ is the state. In order to obtain stability conditions for this system, we use the Lyapunov-Krasovskii functional:

$$
\begin{align*}
V\left(x_{t}\right)= & a_{0}(x(t))+\int_{-\tau}^{0} \int_{-\tau}^{0} a_{1}(\theta, \xi, x(t), x(t+\theta), x(t+\xi)) d \theta d \xi+ \\
& +\int_{-\tau}^{0} \int_{t+\theta}^{t} a_{2}(x(\zeta)) d \zeta d \theta+\int_{-\tau}^{0} \int_{t+\xi}^{t} a_{2}(x(\zeta)) d \zeta d \xi \tag{10}
\end{align*}
$$

where by $a_{1}(\theta, \xi, x(t), x(t+\theta), x(t+\xi))$ we mean a polynomial in $(\theta, \xi, x(t), x(t+$ $\theta), x(t+\xi))$. In the case in which the time delay system is linear, of the form

$$
\begin{equation*}
\dot{x}(t)=A_{0} x(t)+A_{1} x(t-\tau)=f\left(x_{t}\right) \tag{11}
\end{equation*}
$$

the above functional (10) resembles closely the complete Lyapunov functional presented in [6] and we can further restrict ourselves to specially structured kernels, i.e., the polynomial $a_{1}$ need only be bipartite - quadratic in
$(x(t), x(t+\theta), x(t+\xi))$ but any order in $(\theta, \xi)$. The polynomials $a_{0}$ and $a_{2}$ are also quadratic in their arguments. There is also a symmetric structure that should be taken into account:

$$
a_{1}(\theta, \xi, x(t), x(t+\theta), x(t+\xi))=a_{1}(\xi, \theta, x(t), x(t+\xi), x(t+\theta))
$$

Here we present the Lyapunov-Krasovskii conditions for stability for concreteness:

Theorem 1 ([6]). The system described by Eq. (11) is asymptotically stable if there exists a bounded quadratic Lyapunov functional $V\left(x_{t}\right)$ such that for some $\epsilon>0$, it satisfies

$$
\begin{equation*}
V\left(x_{t}\right) \geq \epsilon\|x(t)\|^{2} \tag{12}
\end{equation*}
$$

and its derivative along the system trajectory satisfies

$$
\begin{equation*}
\dot{V}\left(x_{t}\right) \leq-\epsilon\|x(t)\|^{2} . \tag{13}
\end{equation*}
$$

The Lyapunov-Krasovskii conditions for stability can be satisfied by imposing sums of squares conditions on the kernels of the corresponding conditions. There are also extra constraints that have to be added, in the sense that the kernels need to be non-negative only in the integration interval:

$$
\begin{aligned}
& g_{1}(\theta)=\theta(\theta+\tau) \leq 0 \\
& g_{2}(\xi)=\xi(\xi+\tau) \leq 0
\end{aligned}
$$

Such constraints can be adjoined to the Lyapunov conditions as in the previous example. This yields the following SOS program:

Find polynomials $a_{0}(x(t)), a_{1}(\theta, \xi, x(t), x(t+\theta), x(t+\xi)), a_{2}(x(\zeta)), \epsilon>0$ and sums of squares $q_{i, j}(\theta, \xi, x(t), x(t+\theta), x(t+\xi))$ for $i, j=1,2$ such that

$$
\begin{aligned}
& a_{0}(x(t))-\epsilon\|x\|^{2} \text { is SOS, } \\
& a_{1}(\theta, \xi, x(t), x(t+\theta), x(t+\xi))+\sum_{j=1}^{2} q_{1, j} g_{j} \text { is SOS, } \\
& a_{2}(x(\zeta)) \text { is SOS, } \\
& -\left\{\begin{array}{c}
\frac{d a_{0}}{d x(t)} f\left(x_{t}\right)+\tau^{2} \frac{\partial a_{1}}{\partial x(t)} f\left(x_{t}\right)-\tau^{2} \frac{\partial a_{1}}{\partial \theta}-\tau^{2} \frac{\partial a_{1}}{\partial \xi}+ \\
+\tau a_{1}(0, \xi, x(t), x(t), x(t+\xi))-\tau a_{1}(-\tau, \xi, x(t), x(t-\tau), x(t+\xi))+ \\
+\tau a_{1}(\theta, 0, x(t), x(t+\theta), x(t))-\tau a_{1}(\theta,-\tau, x(t), x(t+\theta), x(t-\tau))+ \\
+2 \tau a_{2}(x(t))-\tau a_{2}(x(t+\theta))-\tau a_{2}(x(t+\xi))
\end{array}\right\}+\ldots \\
& -\epsilon\|x\|^{2}+\sum_{j=1}^{2} q_{2, j} g_{j} \text { is SOS. }
\end{aligned}
$$

The first three conditions guarantee positive definiteness of the functional (10) and the last condition guarantees negative definiteness of its time derivative.

Table 2. The maximum delay $\tau_{\text {max }}$ for different degree polynomials $a_{1}$ in $\theta$ and $\xi$ corresponding to the example in Section 3.3.

| Order of polynomial $a$ in $\theta$ and $\xi$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau$ | 4.472 | 4.973 | 5.421 | 5.682 | 5.837 | 5.993 | 6.028 |

In order to keep the symmetric and sparse structure in the corresponding sum of squares conditions we have to make a judicious choice for the multipliers $q_{i, j}$.

As an example, consider the following time delay system:

$$
\begin{aligned}
& \dot{x}_{1}(t)=-2 x_{1}(t)-x_{1}(t-\tau) \triangleq f_{1} \\
& \dot{x}_{2}(t)=-0.9 x_{2}(t)-x_{1}(t-\tau)-x_{2}(t-\tau) \triangleq f_{2}
\end{aligned}
$$

The system is asymptotically stable for $\tau \in[0,6.17]$. The best bound on $\tau$ that can be obtained with a simple LMI condition is $\tau \in[0,4.3588]$ in [16]. More complicated LMI conditions that yield better bounds and which are based on a discretization procedure can be found in [6]. Using the Lyapunov functional (10) we get the bounds given in Table 2, where we see that as the order of $a$ with respect to $\theta$ and $\xi$ is increased, better bounds are obtained that approach the analytical one.

The symmetric structure and sparsity of the kernels should be taken into account in the construction of the functionals, as this not only reduces the size of the corresponding semidefinite programs but also removes numerical errors. This can be done using the 'sparsemultipartite' feature in SOSTOOLS. The construction of Lyapunov functionals can also be extended to uncertain nonlinear systems where delay-dependent and delay-independent conditions can be obtained in a similar manner [14].

### 3.4 Safety Verification

Complex behaviors that can be exhibited by modern engineering systems make the safety verification of such systems both critical and challenging. It is often not enough to design a system to be stable, but a certain bad region in the state space must be completely avoided. Safety verification or reachability analysis aims to show that starting at some initial conditions, a system cannot evolve to an unsafe region in the state space. Here we will show how safety verification can be performed by solving an SOS program, based on what is termed barrier certificates. See [22] for detailed discussions and extensions.

For example, let us consider the system (from [22]),

$$
\begin{aligned}
& \dot{x}_{1}=x_{2} \\
& \dot{x}_{2}=-x_{1}+\frac{1}{3} x_{1}^{3}-x_{2}
\end{aligned}
$$



Fig. 3. Phase portrait of the system in Section 3.4. Solid patches are (from the left) $\mathcal{X}_{u}$ and $\mathcal{X}_{0}$, respectively. Dashed curves are the zero level set of $B(x)$, whereas solid curves are some trajectories of the system.
whose safety we want to verify, with initial set $\mathcal{X}_{0}=\left\{x: g_{\mathcal{X}_{0}}(x)=\left(x_{1}-1.5\right)^{2}+\right.$ $\left.x_{2}^{2}-0.25 \leq 0\right\}$ and unsafe set $\mathcal{X}_{u}=\left\{x: g_{\mathcal{X}_{u}}(x)=\left(x_{1}+1\right)^{2}+\left(x_{2}+1\right)^{2}-0.16 \leq\right.$ $0\}$. Here we will find a barrier certificate $B(x)$ which satisfy the following three conditions: $B(x)<0 \quad \forall x \in X_{0}, B(x)>0 \quad \forall x \in X_{u}$, and $\frac{\partial B}{\partial x_{1}} \dot{x}_{1}+\frac{\partial B}{\partial x_{2}} \dot{x}_{2} \leq 0$. It is clear that the existence of such a function guarantees the safety of the system, and the zero level set of $B(x)$ will separate an unsafe region from all system trajectories starting from a given set of initial conditions. By using the higher degree S-procedure and replacing nonnegativity by SOS conditions, we can formulate the following SOS program:

$$
\begin{aligned}
& \text { Find } B(x) \text {, and } \sigma_{i}(x) \\
& \text { such that }-B(x)-0.1+\sigma_{1}(x) g_{\mathcal{X}_{0}}(x) \text { is SOS, } \\
& \qquad \begin{array}{c}
B(x)-0.1+\sigma_{2}(x) g_{\mathcal{X}_{u}}(x) \text { is SOS, } \\
\\
-\frac{\partial B}{\partial x_{1}} \dot{x}_{1}+\frac{\partial B}{\partial x_{2}} \dot{x}_{2} \text { is SOS, } \\
\\
\sigma_{i}(x) \text { is SOS, for } i=1,2 .
\end{array}
\end{aligned}
$$

In this example, we are able to find a quartic barrier certificate $B(x)$ proving the safety of the system, whose zero level set is shown in Figure 3.

### 3.5 Nonlinear Controller Synthesis

For a system $\dot{x}=f(x)+g(x) u$, where $f(x)$ and $g(x)$ are polynomials, application of the SOS technique to the state feedback synthesis problem amounts to finding a polynomial state feedback law $u=k(x)$ and a polynomial Lyapunov function $V(x)$ such that $V(x)-\phi(x)$ and $-\frac{\partial V}{\partial x}(f(x)+g(x) k(x))$ are sums of squares, for some positive definite $\phi(x)$. Yet the set of $V(x)$ and $k(x)$ satisfying these conditions is not jointly convex, and hence a simultaneous search for such $V(x)$ and $k(x)$ is hard - it is equivalent to solving some bilinear matrix inequalities (BMIs). Because of this, a dual approach to the state feedback synthesis based on density functions [29] has also been proposed, which has a better convexity property. The idea in this case is to find a density function $\rho(x)$ and a controller $k(x)$ such that $\rho(x) f(x) /|x|$ is integrable on $\left\{x \in \mathbb{R}^{n}:|x| \geq 1\right\}$ and

$$
\begin{equation*}
[\nabla \cdot(\rho(f+g k)](x)>0 \quad \text { for almost all } x \tag{14}
\end{equation*}
$$

If such $\rho(x)$ and $k(x)$ can be found, then for almost all initial states $x(0)$ the trajectory $x(t)$ of the closed-loop system exists for $t \in[0, \infty)$ and tends to zero as $t \rightarrow \infty$. See [28] for details. It is interesting to note that even if the system is not asymptotically stabilizable, it is sometimes possible to design a controller which makes the zero equilibrium almost globally attractive.

Consider for example the system (taken from [28]).

$$
\begin{aligned}
& \dot{x}_{1}=-6 x_{1} x_{2}^{2}-x_{1}^{2} x_{2}+2 x_{2}^{3} \\
& \dot{x}_{2}=x_{2} u
\end{aligned}
$$

whose zero equilibrium is not asymptotically stabilizable, since any state with $x_{2}=0$ is necessarily an equilibrium. Using the following parameterization

$$
\rho(x)=\frac{a(x)}{\left(x_{1}^{2}+x_{2}^{2}\right)^{\alpha}} ; \quad \rho(x) k(x)=\frac{c(x)}{\left(x_{1}^{2}+x_{2}^{2}\right)^{\alpha}}
$$

the positivity of $\rho(x)$ and the divergence condition (14) can be formulated as the following SOS program:

$$
\begin{aligned}
& \text { Find } a(x) \text { and } c(x) \\
& \text { such that } \\
& \qquad \quad a(x)-1 \text { is } \mathrm{SOS} \\
& \quad[b \nabla \cdot(f a+g c)-\alpha \nabla b \cdot(f a+g c)](x) \text { is } \mathrm{SOS},
\end{aligned}
$$

where $b(x)=x_{1}^{2}+x_{2}^{2}$. For $\alpha=3$, we find that the SOS conditions are fulfilled for $a(x)=1$ and $c(x)=2.229 x_{1}^{2}-4.8553 x_{2}^{2}$. Since the integrability condition is also satisfied, we conclude that the controller $u(x)=\frac{c(x)}{a(x)}=2.229 x_{1}^{2}-4.8553 x_{2}^{2}$ renders the origin almost globally attractive. The phase portrait of the closed loop system is shown in Figure 4.


Fig. 4. Phase portrait of the closed-loop system in Section 3.5. Solid curves are trajectories; dashed line is the set of equilibria.

## 4 Conclusions

In this chapter we have presented some of the features of SOSTOOLS, a free MATLAB toolbox for formulating and solving SOS programs. We have shown how it can be used to solve some control problems, such as nonlinear stability analysis, parametric robustness analysis, stability analysis of timedelay systems, safety verification, and nonlinear controller synthesis. Future improvements to SOSTOOLS will incorporate symmetry reduction and SOS over quotients, e.g., to handle the case where an SOS decomposition is sought for a polynomial $p(x)$ that is invariant under the action of a finite group.
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GloptiPoly is a Matlab/SeDuMi add-on to build and solve convex linear matrix inequality (LMI) relaxations of non-convex optimization problems with multivariate polynomial objective function and constraints, based on the theory of moments. In contrast with the dual sum-of-squares decompositions of positive polynomials, the theory of moments allows to detect global optimality of an LMI relaxation and extract globally optimal solutions. In this report, we describe and illustrate the numerical linear algebra algorithm implemented in GloptiPoly for detecting global optimality and extracting solutions. We also mention some related heuristics that could be useful to reduce the number of variables in the LMI relaxations.

## 1 Introduction

Consider the global optimization problem

$$
\begin{align*}
& p^{\star}=\min _{x} g_{0}(x) \\
& \quad \text { s.t. } g_{i}(x) \geq 0, \quad i=1,2 \ldots, m \tag{1}
\end{align*}
$$

where the mappings $g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=0,1, \ldots, m$ are real-valued polynomials, that is, $g_{i} \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ for all $i=1, \ldots, m$. Depending on its parity, let $\operatorname{deg} g_{i}=2 d_{i}-1$ or $2 d_{i}$, and denote $d=\max _{i} d_{i}$. Define
$v_{k}(x)=\left[\begin{array}{lllllllllllll}1 & x_{1} & x_{2} & \ldots & x_{n} & x_{1}^{2} & x_{1} x_{2} & \ldots & x_{1} x_{n} & x_{2}^{2} & x_{2} x_{3} & \ldots & x_{n}^{2}\end{array} \ldots x_{1}^{k} \ldots x_{n}^{k}\right]^{T}$
as a basis for the space of polynomials of degree at most $k$.
A polynomial $g \in \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ can be written

$$
x \mapsto g(x)=\sum_{\alpha \in \mathbb{N}^{n}} g_{\alpha} x^{\alpha}
$$

where

$$
x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}
$$

is a monomial of degree $|\alpha|=\sum_{i=1}^{n} \alpha_{i}$.
Following the methodology described in [12], we define for (generally nonconvex) problem (1) a hierarchy $\left\{\mathbb{Q}_{k}\right\}$ of (convex) LMI relaxations

$$
\mathbb{Q}_{k} \quad\left\{\begin{align*}
p_{k}^{*}=\min _{y} & \sum_{\alpha}\left(g_{0}\right)_{\alpha} y_{\alpha}  \tag{3}\\
\text { s.t. } & M_{k}(y) \succeq 0 \\
& M_{k-d_{i}}\left(g_{i} y\right) \succeq 0, \quad i=1,2, \ldots, m
\end{align*}\right.
$$

where

- each decision variable $y_{\alpha}$ of $y=\left\{y_{\alpha}\right\}$ corresponds to a monomial $x^{\alpha}$,
- $M_{k}(y)$ is the positive semidefinite moment matrix of order $k$, and
- $M_{k-d_{i}}(y)$ is the positive semidefinite localizing matrix of order $k-d_{i}$ associated with the polynomial $g_{i}$, for all $i=1, \ldots, m$.

Solving the sequence $\left\{\mathbb{Q}_{k}\right\}$ of LMI relaxations (3) of increasing orders $k=d, d+1, \ldots$, it is proved in [12] that under some mild assumptions on the polynomials $\left\{g_{i}\right\}$, we obtain a monotone sequence of optimal values $p_{k}^{*}$ converging asymptotically to the global optimal value $p^{*}$ of the original optimization problem in (1), i.e. $p_{k}^{*} \uparrow p^{*}$ as $k \rightarrow \infty$. Experimental results reveal that in practice $p_{k}^{*}$ is very close to $p^{*}$ for relatively small values of $k$. In addition, in many cases the exact optimal value $p^{*}$ is obtained at some particular relaxation $\mathbb{Q}_{k}$, that is, $p^{*}=p_{k}^{*}$ for some relatively small $k$.

GloptiPoly is a user-friendly Matlab/SeDuMi add-on to build and solve these LMI relaxations, see [10] and

```
www.laas.fr/~henrion/software/gloptipoly.
```

In this report we describe the algorithm used in GloptiPoly to detect whether the global optimum $p^{*}$ in (1) has been reached at some LMI relaxation $\mathbb{Q}_{k}$ in (3), i.e. whether $p_{k}^{*}=p^{*}$ for some index $k$. We also describe how to extract (one or several) global minimizers $x^{*} \in \mathbb{R}^{n}$ to original problem (1), given a solution $y^{*}$ of the LMI relaxation $\mathbb{Q}_{k}$ in (3).

Note that there exist a dual approach to build hierarchy of LMI relaxations, based on real algebraic geometry and sum-of-squares (SOS) decompositions of positive polynomials [16]. In contrast with the theory of moments which works in the space of measures on the primal space of solutions $x \in \mathbb{R}^{n}$, the SOS approach rather works in a (dual) space of polynomials, to obtain certificates ensuring validity of bounds on the objective function. As a result, and so far, in the latter approach there is no sufficient condition to check whether the exact optimal value is obtained, and no solution extraction mechanism.

In section 2 we state an algebraic condition ensuring global optimality of an LMI relaxation, and we describe the numerical linear algebra algorithm used to extract globally optimal solutions. In section 3 we mention some heuristics based on this algorithm that can used to reduce significantly the number
of variables in the LMI relaxations. Finally, in section 4 we comment on a numerical behavior of GloptiPoly on unconstrained minimization problems. Illustrative numerical examples are inserted throughout the text.

## 2 Extracting Globally Optimal Solutions

### 2.1 Global Optimality Condition

Let $y^{*}$ be an optimal solution of the LMI relaxation $\mathbb{Q}_{k}$ in (3) (of order $k$ ). A sufficient rank condition ensuring global optimality of the LMI relaxation is

$$
\begin{equation*}
\operatorname{rank} M_{k}\left(y^{*}\right)=\operatorname{rank} M_{k-d}\left(y^{*}\right) \tag{4}
\end{equation*}
$$

This condition can be checked numerically with the help of the singular value decomposition [8]. Note however that the rank condition (4) is not necessary, i.e. the global optimum $p^{*}$ may have been reached at some LMI relaxation of order $k$ (i.e., $p^{*}=p_{k}$ ), and yet $\operatorname{rank} M_{k}\left(y_{k}^{*}\right)>\operatorname{rank} M_{k-d}\left(y_{k}^{*}\right)$.

That condition (4) is sufficient to ensure that $p^{*}=p_{k}$ is a consequence of a deep result of Curto and Fialkow [6]. In our present context, if condition (4) is true, then by Theorem 1.6 in [6], $y^{*}$ is the vector of moments of a $\operatorname{rank} M_{k}\left(y^{*}\right)$ atomic measure supported on the feasible set $\mathbb{K}=\left\{x \in \mathbb{R}^{n} \mid g_{i}(x) \geq 0, i=\right.$ $1, \ldots, m\}$.

In the important special case where the feasible set $\mathbb{K}$ can be writen

$$
\mathbb{K}=\left\{x \in \mathbb{R}^{n} \mid \quad g_{i}(x)=0, i=1, \ldots, n ; g_{n+j}(x) \geq 0, j=1, \ldots, m\right\}
$$

and the polynomial ideal $I=\left\langle g_{1}, \ldots, g_{n}\right\rangle \subset \mathbb{R}\left[x_{1}, \ldots, x_{n}\right]$ is zero-dimensional and radical, then condition (4) is guaranteed to hold at some index $k$. For instance this is the case for boolean (or 0-1) optimization problems, and more generally, bounded discrete optimization problems. For more details the interested reader is referred to $[13,14,15,17]$.

### 2.2 Extraction Algorithm

Assume that the LMI relaxation $\mathbb{Q}_{k}$ in (3) has been solved, producing a vector $y^{*}$. Assume further that the rank condition (4) is satisfied. Then the main steps of the extraction algorithm can be sketched as follows.

## Cholesky Factorization

As condition (4) holds, $y^{*}$ is the vector of a $\operatorname{rank} M_{k}\left(y^{*}\right)$-atomic measure supported on $\mathbb{K}$. Hence, by construction of the moment matrix $M_{k}\left(y^{*}\right)$, we have

$$
M_{k}\left(y^{*}\right)=\sum_{j=1}^{r} v_{k}\left(x^{*}(j)\right)\left(v_{k}\left(x^{*}(j)\right)^{T}=V^{*}\left(V^{*}\right)^{T}\right.
$$

where

$$
\begin{equation*}
r=\operatorname{rank} M_{k}\left(y^{*}\right) \tag{5}
\end{equation*}
$$

and

$$
V^{*}=\left[v_{k}\left(x^{*}(1)\right) v_{k}\left(x^{*}(2)\right) \cdots v_{k}\left(x^{*}(r)\right)\right]
$$

where $v_{k}(x)$ is as in (2), and $\left\{x^{*}(j)\right\}_{j=1}^{r}$ are $r$ global minimizers of (1).
Extract a Cholesky factor $V$ of the positive semidefinite moment matrix $M_{k}\left(y^{*}\right)$, i.e. a matrix $V$ with $r$ columns satisfying

$$
\begin{equation*}
M_{k}\left(y^{*}\right)=V V^{T} . \tag{6}
\end{equation*}
$$

Such a Cholesky factor can be obtained via singular value decomposition, or any cheaper alternative [8].

Matrices $V$ and $V^{*}$ span the same linear subspace, so the solution extraction algorithm consists in transforming $V$ into $V^{*}$ by suitable column operations. This is described in the sequel.

## Column Echelon Form

Reduce matrix $V$ to column echelon form

$$
U=\left[\begin{array}{llllll}
1 & & & & \\
x & & & & \\
0 & 1 & & & \\
0 & 0 & 1 & & & \\
x & x & x & & & \\
& \vdots & & \ddots & \\
0 & 0 & 0 & \cdots & 1 \\
x & x & x & \cdots & x \\
& \vdots & & & & \\
x & x & x & \cdots & x
\end{array}\right]
$$

by Gaussian elimination with column pivoting [8]. By construction of the moment matrix, each row in $U$ corresponds to a monomial $x_{\alpha}$ in polynomial basis $v$. Pivot elements in $U$ (i.e. the first non-zero elements in each column) correspond to monomials $x_{\beta_{j}}, j=1,2, \ldots, r$ of the basis generating the $r$ solutions. In other words, if

$$
w=\left[\begin{array}{llll}
x_{\beta_{1}} & x_{\beta_{2}} \ldots & x_{\beta_{r}} \tag{7}
\end{array}\right]^{T}
$$

denotes this generating basis, then it holds

$$
\begin{equation*}
v=U w \tag{8}
\end{equation*}
$$

for all solutions $x=x^{*}(j), j=1,2, \ldots, r$.
In summary, extracting the solutions amounts to solving polynomial system of equations (8).

## Solving the Polynomial System of Equations

Once a generating monomial basis is available, it turns out that extracting solutions of polynomial system of equations (8) amounts to solving a linear algebra problem.

As pointed out to us by Monique Laurent, this fact has been rediscovered many times. It is called Stickelberger theorem in textbook [19], and it is credited to Stetter and Müller in [4], see also the recent work [9]. The method can be sketched as follows.

## Multiplication Matrices

For each first degree monomial $x_{i}, i=1,2, \ldots, n$ extract from $U$ the $r$-by$r$ multiplication matrix $N_{i}$ containing coefficients of monomials $x_{i} x_{\beta_{j}}, j=$ $1,2, \ldots, r$ in generating basis (7), i.e. such that

$$
\begin{equation*}
N_{i} w=x_{i} w, \quad i=1,2, \ldots, n \tag{9}
\end{equation*}
$$

## Common Eigenvalues

As shown in [19], the entries of solutions $x^{*}(j), j=1,2, \ldots, r$ are common eigenvalues of multiplication matrices $N_{i}, i=1,2, \ldots, n$.

In order to compute these eigenvalues, we follow [4] and build a random combination of multiplication matrices

$$
N=\sum_{i=1}^{n} \lambda_{i} N_{i}
$$

where the $\lambda_{i}, i=1,2, \ldots, n$ are non-negative real numbers summing up to one. Then, compute the ordered Schur decomposition [8]

$$
\begin{equation*}
N=Q T Q^{T} \tag{10}
\end{equation*}
$$

where

$$
Q=\left[\begin{array}{llll}
q_{1} & q_{2} & \cdots & q_{r}
\end{array}\right]
$$

is an orthogonal matrix (i.e. $q_{i}^{T} q_{i}=1$ and $q_{i}^{T} q_{j}=0$ for $i \neq j$ ) and $T$ is uppertriangular with eigenvalues of $N$ sorted increasingly along the diagonal.

Finally, the $i$-th entry $x_{i}^{*}(j)$ of $x^{*}(j) \in \mathbb{R}^{n}$ is given by

$$
\begin{equation*}
x_{i}^{*}(j)=q_{j}^{T} N_{i} q_{j}, \quad i=1,2, \ldots, n, \quad j=1,2, \ldots, r . \tag{11}
\end{equation*}
$$

### 2.3 Example

Consider the non-convex quadratic optimization problem [12, Ex. 5]

$$
\begin{aligned}
p^{*}=\min _{x} & -\left(x_{1}-1\right)^{2}-\left(x_{1}-x_{2}\right)^{2}-\left(x_{2}-3\right)^{2} \\
\text { s.t. } & 1-\left(x_{1}-1\right)^{2} \geq 0 \\
& 1-\left(x_{1}-x_{2}\right)^{2} \geq 0 \\
& 1-\left(x_{2}-3\right)^{2} \geq 0 .
\end{aligned}
$$

Applying the first $(k=1)$ LMI relaxation we obtain $p_{1}^{*}=-3$ and $\operatorname{rank} M_{1}\left(y^{*}\right)=3$.

With the second $(k=2)$ LMI relaxation we obtain $p_{2}^{*}=-2$ and $\operatorname{rank} M_{1}\left(y^{*}\right)=\operatorname{rank} M_{2}\left(y^{*}\right)=3$. Rank condition (4) ensures global optimality, so $p^{*}=p_{2}^{*}=-2$.

The moment matrix of order $k=2$ reads

$$
M_{2}\left(y^{*}\right)=\left[\begin{array}{rrrrrr}
1.0000 & 1.5868 & 2.2477 & 2.7603 & 3.6690 & 5.2387 \\
1.5868 & 2.7603 & 3.6690 & 5.1073 & 6.5115 & 8.8245 \\
2.2477 & 3.6690 & 5.2387 & 6.5115 & 8.8245 & 12.7072 \\
2.7603 & 5.1073 & 6.5115 & 9.8013 & 12.1965 & 15.9960 \\
3.6690 & 6.5115 & 8.8245 & 12.1965 & 15.9960 & 22.1084 \\
5.2387 & 8.8245 & 12.7072 & 15.9960 & 22.1084 & 32.1036
\end{array}\right]
$$

and the monomial basis (2) is

$$
v_{2}(x)=\left[\begin{array}{llllll}
1 & x_{1} & x_{2} & x_{1}^{2} & x_{1} x_{2} & x_{2}^{2}
\end{array}\right]^{T} .
$$

The Cholesky factor (6) of the moment matrix is given by

$$
V=\left[\begin{array}{rrr}
-0.9384 & -0.0247 & 0.3447 \\
-1.6188 & 0.3036 & 0.2182 \\
-2.2486 & -0.1822 & 0.3864 \\
-2.9796 & 0.9603 & -0.0348 \\
-3.9813 & 0.3417 & -0.1697 \\
-5.6128 & -0.7627 & -0.1365
\end{array}\right]
$$

whose column echelon form reads (after rounding)

$$
U=\left[\begin{array}{cccc}
1 & & \\
0 & 1 & \\
0 & 0 & 1 \\
-2 & 3 & 0 \\
-4 & 2 & 2 \\
-6 & 0 & 5
\end{array}\right]
$$

Pivot entries correspond to the following generating basis (7)

$$
w=\left[\begin{array}{lll}
1 & x_{1} & x_{2}
\end{array}\right]^{T} .
$$

From the subsequent rows in matrix $U$ we deduce from (8) that all the globally optimal solutions $x$ satisfy the polynomial equations

$$
\begin{aligned}
x_{1}^{2} & =-2+3 x_{1} \\
x_{1} x_{2} & =-4+2 x_{1}+2 x_{2} \\
x_{2}^{2} & =-6+5 x_{2} .
\end{aligned}
$$

Multiplication matrices (9) of monomials $x_{1}$ and $x_{2}$ in generating basis $w$ are readily extracted from rows in $U$ :

$$
N_{1}=\left[\begin{array}{rrr}
0 & 1 & 0 \\
-2 & 3 & 0 \\
-4 & 2 & 2
\end{array}\right], \quad N_{2}=\left[\begin{array}{rrr}
0 & 0 & 1 \\
-4 & 2 & 2 \\
-6 & 0 & 5
\end{array}\right] .
$$

Then choose e.g.

$$
N=0.6909 N_{1}+0.3091 N_{2}=\left[\begin{array}{rrr}
0 & 0.6909 & 0.3091 \\
-2.6183 & 2.6909 & 0.6183 \\
-4.6183 & 1.3817 & 2.9274
\end{array}\right]
$$

as a random combination of matrices $N_{1}$ and $N_{2}$. The orthogonal matrix in Schur decomposition (10) is given by

$$
Q=\left[\begin{array}{rrr}
0.4082 & 0.1826 & -0.8944 \\
0.4082 & -0.9129 & -0.0000 \\
0.8165 & 0.3651 & 0.4472
\end{array}\right]
$$

From equations (11), we derive the 3 optimal solutions

$$
x^{*}(1)=\left[\begin{array}{l}
1 \\
2
\end{array}\right], \quad x^{*}(2)=\left[\begin{array}{l}
2 \\
2
\end{array}\right], \quad x^{*}(3)=\left[\begin{array}{l}
2 \\
3
\end{array}\right] .
$$

### 2.4 Numerical Stability

As shown in [8], all the operations of the solution extraction algorithm are numerically stable, except the Gaussian elimination step with column pivoting. Practical experiments with GloptiPoly however reveal that ill-conditioned problem instances leading to a failure of Gaussian elimination with column pivoting are very scarce. This experimental property of Gaussian elimination was already noticed in [8].

### 2.5 Number of Extracted Solutions

In virtue of relation (5), the number of solutions extracted by the algorithm is equal to the rank of the moment matrix. Up to our knowledge, when solving an LMI relaxation there is no easy way to control the rank of the moment matrix, hence the number of extracted solutions.

If there is no objective function in problem (1), by default GloptiPoly minimizes the trace of the moment matrix. As a result, its rank is indirectly minimized as well. Note however that, in constrast with trace minimization, rank minimization under LMI constraints is a difficult non-convex problem. Practical experiments reveal that low rank moment matrices are preferable from the numerical point of view: they ensure faster convergence to the global optimum. See also example 3.1 for an illustration of the impact of the trace minimization heuristic on the number of extracted solutions.

## 3 Applications of the Extraction Algorithm

When rank condition (4) is not satisfied, then we still can attempt to apply the extraction algorithm described in section 2. If the algorithm is successful and returns feasible solutions reaching the relaxed optimal value $p_{k}^{*}$, then by definition of the relaxation $\mathbb{Q}_{k}$, these solutions are global minimizers. This is the topic of section 3.1. Unfortunately, this heuristic does not work systematically, and extracted solutions can be infeasible, as illustrated with a counterexample in section 3.2.

If the algorithm is not successful, the column echelon form of the Cholesky factor of the moment matrix may contain useful information that can sometimes be exploited to reduce significantly the number of variables, hence the computational burden, in subsequent LMI relaxations. This heuristic is described in section 3.3.

### 3.1 Rank Condition Non Satisfied but Global Optimum Reached

Even though rank condition (4) is not satisfied, the extraction algorithm can be applied successfully, as shown by the following example.

## Trace Minimization Heuristic

With the help of this example we also return to the comments of section 2.5 on the number of extracted solutions and the trace minimization heuristic.

Consider the polynomial system of equations [4, Ex. 5.2]

$$
\begin{aligned}
x_{1}^{2}+x_{2}^{2}-1 & =0 \\
x_{1}^{3}+\left(2+x_{3}\right) x_{1} x_{2}+x_{2}^{3}-1 & =0 \\
x_{3}^{2}-2 & =0
\end{aligned}
$$

There is no objective function to be minimized, so as indicated above GloptiPoly solves the LMI relaxations by minimizing the trace of the moment matrix.

Applying the least order $(k=2)$ LMI relaxation we obtain $\operatorname{rank} M_{1}\left(y^{*}\right)=4$ and $\operatorname{rank} M_{2}\left(y^{*}\right)=7$, so global optimum cannot be ensured via rank condition (4).

With the third LMI relaxation $(k=3)$ we obtain $\operatorname{rank} M_{1}\left(y^{*}\right)=$ $\operatorname{rank} M_{2}\left(y^{*}\right)=\operatorname{rank} M_{3}\left(y^{*}\right)=2$, so rank condition (4) ensures global optimality.

From the extraction algorithm we derive the two globally optimal solutions

$$
x^{*}(1)=\left[\begin{array}{r}
0.5826 \\
-0.8128 \\
-1.4142
\end{array}\right], \quad x^{*}(2)=\left[\begin{array}{r}
-0.8128 \\
0.5826 \\
-1.4142
\end{array}\right] .
$$

Now replacing the minimum trace LMI objective function in GloptiPoly with a zero objective function, the third LMI relaxation returns $\operatorname{rank} M_{1}\left(y^{*}\right)=$ 4 and rank $M_{2}\left(y^{*}\right)=\operatorname{rank} M_{3}\left(y^{*}\right)=6$, so rank condition (4) cannot ensure global optimality.

However, by applying the extraction algorithm, we are able to extract 6 solutions

$$
\begin{aligned}
& x^{*}(1)=\left[\begin{array}{r}
-0.8128 \\
0.5826 \\
-1.4142
\end{array}\right], \quad x^{*}(2)=\left[\begin{array}{r}
0.5826 \\
-0.8128 \\
-1.4142
\end{array}\right], \quad x^{*}(3)=\left[\begin{array}{r}
0.0000 \\
1.0000 \\
-1.4142
\end{array}\right], \\
& x^{*}(4)=\left[\begin{array}{r}
1.0000 \\
0.0000 \\
-1.4142
\end{array}\right], \quad x^{*}(5)=\left[\begin{array}{l}
0.0000 \\
1.0000 \\
1.4142
\end{array}\right], \quad x^{*}(6)=\left[\begin{array}{l}
1.0000 \\
0.0000 \\
1.4142
\end{array}\right]
\end{aligned}
$$

thus proving global optimality of the LMI relaxation.

### 3.2 Infeasible Extracted Solutions

When rank condition (4) is not satisfied, it may happen that solutions extracted by the algorithm are infeasible for the original optimization problem. Since solutions are extracted from a convex LMI relaxation, they may be feasible for a subset of the original constraints only.

## Example

We consider the polynomial systems of equations arising from a test for numerical bifurcation, originally described in [11] and listed in problem collection [2]:

$$
\begin{aligned}
5 x_{1}^{9}-6 x_{1}^{5} x_{2}+x_{1} x_{2}^{4}+2 x_{1} x_{3} & =0 \\
-2 x_{1}^{6} x_{2}+2 x_{1}^{2} x_{2}^{3}+2 x_{2} x_{3} & =0 \\
x_{1}^{2}+x_{2}^{2} & =0.265625 .
\end{aligned}
$$

This system has 8 distinct real solutions.
The lowest order $(k=5)$ LMI relaxation yields rank $M_{1}\left(y^{*}\right)=3$ and $\operatorname{rank} M_{2}\left(y^{*}\right)=\operatorname{rank} M_{3}\left(y^{*}\right)=\operatorname{rank} M_{4}\left(y^{*}\right)=\operatorname{rank} M_{5}\left(y^{*}\right)=4$. Since $d=5$, rank condition (4) cannot ensure global optimality.

The extraction algorithm on moment matrix $M_{2}\left(y^{*}\right)$ returns 4 solutions

These solutions satisfy the second and third equations of the original problem, but not the first equation. Indeed, since the solutions are extracted from a convex relaxation of the original problem, they may be infeasible for a subset of the original constraints.

Proceeding with the 6 th order LMI relaxation, we obtain $\operatorname{rank} M_{i}\left(y^{*}\right)=2$ for all $i=1,2, \ldots, 6$, hence ensuring global optimality. The two extracted solutions are

$$
x^{*}(1)=\left[\begin{array}{r}
-0.2619 \\
0.4439 \\
-0.0132
\end{array}\right], \quad x^{*}(2)=\left[\begin{array}{r}
0.2619 \\
0.4439 \\
-0.0132
\end{array}\right] .
$$

### 3.3 Reducing the Number of LMI Variables

Suppose that at the LMI relaxation of order $k$, equation (8) holds for the solutions to be extracted, i.e. some monomials in standard basis (2) are expressed as linear combinations of monomials of generating basis (7).

If constraints of the original optimization problem become redundant when replacing linearly dependent monomials with combinations of generating monomials, then this results in a reduction of the monomial basis over which subsequent LMI relaxations are built. A similar idea is used in 0-1 quadratic problems to reduce the number of variables in successive LMI relaxations, see [14].

In summary, application of the reduction algorithm at earlier LMI relaxations - at which global optimality cannot be ensured with rank condition (4) - may result in a significant reduction of the problem dimensions. This can be seen as a (heuristic) alternative to the (systematic) algebraic reduction techniques of [7].

## Example with Continuous Variables

Consider the following non-convex quadratic optimization problem suggested by Etienne de Klerk and Radina Dontcheva:

$$
\begin{gather*}
p^{*}=\min _{x}-\left(x_{1}-1\right)^{2}-\left(x_{2}-1\right)^{2}-\left(x_{3}-1\right)^{2} \\
\text { s.t. } 1-\left(x_{1}-1\right)^{2} \geq 0 \\
1-\left(x_{2}-1\right)^{2} \geq 0  \tag{12}\\
1-\left(x_{3}-1\right)^{2} \geq 0
\end{gather*}
$$

whose global optimum is $p^{*}=-3$.

At the first $(k=1)$ LMI relaxation, the 4 x 4 moment matrix $M_{1}\left(y^{*}\right)$ has rank 4 , so obviously no solution can be extracted. However, we obtain $p_{1}^{*}=-3$, so the global optimum is reached.

When $k=2$, we have rank $M_{1}\left(y^{*}\right)=4$ and $\operatorname{rank} M_{2}\left(y^{*}\right)=7$, and the column echelon form of the Cholesky factor of the 10 x 10 moment matrix $M_{2}\left(y^{*}\right)$ is given by

$$
U=\left[\begin{array}{llllllll}
1 & & & & & & \\
0 & 1 & & & & & \\
0 & 0 & 1 & & & & \\
0 & 2 & 0 & & & & \\
0 & 0 & 0 & 0 & 1 & & \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 2 & 0 & 0 & 0 & \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 2 & 0 & 0 & 0
\end{array}\right]
$$

in the monomial basis (2)

$$
v_{2}(x)=\left[\begin{array}{llllllllll}
1 & x_{1} & x_{2} & x_{3} & x_{1}^{2} & x_{1} x_{2} & x_{1} x_{3} & x_{2}^{2} & x_{2} x_{3} & x_{3}^{2}
\end{array}\right]^{T} .
$$

Pivot entries in matrix $U$ correspond to the following generating basis (7)

$$
w(x)=\left[\begin{array}{lllllll}
1 & x_{1} & x_{2} & x_{3} & x_{1} x_{2} & x_{1} x_{3} & x_{2} x_{3}
\end{array}\right]^{T}
$$

which has 7 monomials.
From the rows in matrix $U$ we deduce from (8) that solutions $x$ to be extracted satisfy the polynomial equations

$$
\begin{align*}
& x_{1}^{2}=2 x_{1} \\
& x_{2}^{2}=2 x_{2}  \tag{13}\\
& x_{3}^{2}=2 x_{3} .
\end{align*}
$$

The extraction algorithm fails however, because third degree monomials are missing in $U$ to build multiplication matrices (9).

Note however that when substituting monomials as in (13), constraints of the original problem (12) become redundant since $1-\left(x_{i}-1\right)^{2}=-x_{i}^{2}+2 x_{i}=$ $0 \geq 0$, for $i=1,2,3$. We can therefore replace monomials $x_{i}^{2}$ with $2 x_{i}$ and remove constraints in the next LMI relaxation.

So when $k=3$, instead of having a basis (2) with 20 monomials of degree 3, we can use only 8 monomials to build the third LMI relaxation - with respect to the previous basis of the second LMI relaxation, the only new element is the third degree monomial $x_{1} x_{2} x_{3}$. Using 8 monomials instead of 20 reduces significantly the computational burden when solving the LMI relaxation. A further reduction is achieved since redundant constraints can be removed and the third LMI relaxation does not feature any localizing matrix.

When applying the reduction algorithm on the moment matrix $M_{3}\left(y^{*}\right)$ of rank 8 , we obtain that monomial $x_{1} x_{2} x_{3}$ belongs to the generating basis. Multiplication matrices are readily obtained, and the 8 expected globally optimal solutions are extracted

$$
\begin{array}{ll}
x^{*}(1)=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right], & x^{*}(2)=\left[\begin{array}{l}
2 \\
0 \\
0
\end{array}\right],
\end{array} \quad x^{*}(3)=\left[\begin{array}{l}
0 \\
2 \\
0
\end{array}\right], \quad x^{*}(4)=\left[\begin{array}{l}
2 \\
2 \\
0
\end{array}\right], .
$$

## Example with Discrete Variables

Consider the Max-Cut problem

$$
\begin{aligned}
& \min -\frac{1}{2} \sum_{i<j} w_{i j}\left(1-x_{i} x_{j}\right) \\
& \text { s.t. } x_{i} \in\{-1,+1\}
\end{aligned}
$$

in the case of a complete K5 graph with adjacency matrix

$$
W=\left[\begin{array}{lllll}
0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0
\end{array}\right]
$$

The first $(k=1)$ LMI relaxation yields $p_{1}^{*}=-6.25$ and $\operatorname{rank} M_{1}\left(y^{*}\right)=5$.
When $k=2$ we obtain $p_{2}^{*}=-6.25$ and $\operatorname{rank} M_{1}\left(y^{*}\right)=5, \operatorname{rank} M_{2}\left(y^{*}\right)=10$.
When $k=3$, we get $p_{3}^{*}=-6$ and $\operatorname{rank} M_{1}\left(y^{*}\right)=5, \operatorname{rank} M_{2}\left(y^{*}\right)=10$, rank $M_{3}\left(y^{*}\right)=20$. The extraction algorithm returns
so that linearly dependent monomials in polynomial system of equations (9) are as follows

$$
\begin{aligned}
x_{4} x_{5} & =-2-x_{1} x_{2}-x_{1} x_{3}-x_{1} x_{4}-x_{1} x_{5}-x_{2} x_{3}-x_{2} x_{4}-x_{2} x_{5}-x_{3} x_{4}-x_{3} x_{5} \\
x_{1} x_{2} x_{3} & =x_{4} x_{5} \\
x_{1} x_{2} x_{4} & =x_{1} x_{2} x_{3} \\
x_{1} x_{2} x_{5} & =x_{1} x_{2} x_{4} \\
x_{1} x_{3} x_{4} & =x_{1} x_{2} x_{5} \\
x_{1} x_{3} x_{5} & =x_{1} x_{3} x_{4} \\
x_{1} x_{4} x_{5} & =-2 x_{1}-x_{2}-x_{3}-x_{4}-x_{5}-x_{4} x_{5}-x_{1} x_{2} x_{3}-x_{1} x_{2} x_{4}-x_{1} x_{2} x_{5}-x_{1} x_{3} x_{4} \\
x_{2} x_{3} x_{4} & =-x_{1}-x_{2}-x_{3}-x_{4}-x_{4} x_{5}-x_{1} x_{2} x_{3}-x_{1} x_{2} x_{5} \\
x_{2} x_{3} x_{5} & =-x_{1}-x_{2}-x_{3}-x_{5}-x_{4} x_{5}-x_{1} x_{2} x_{4}-x_{1} x_{3} x_{4} \\
x_{2} x_{4} x_{5} & =x_{1}+x_{3}+x_{4} x_{5}+x_{1} x_{2} x_{5}+x_{1} x_{3} x_{4} \\
x_{3} x_{4} x_{5} & =x_{1}+x_{2}+x_{4} x_{5}+x_{1} x_{2} x_{3}+x_{1} x_{2} x_{4} .
\end{aligned}
$$

From these relations, fourth degree monomials can be expressed in generating basis (7)

$$
\begin{aligned}
x_{1} x_{2} x_{3} x_{4} & =\left(x_{1} x_{2} x_{3}\right) x_{4}=\left(x_{4} x_{5}\right) x_{4}=x_{5} \\
x_{1} x_{2} x_{3} x_{5} & =\left(x_{1} x_{2} x_{3}\right) x_{5}=\left(x_{4} x_{5}\right) x_{5}=x_{4} \\
x_{1} x_{2} x_{4} x_{5} & =\left(x_{1} x_{2} x_{4}\right) x_{5}=\left(x_{1} x_{2} x_{3}\right) x_{5}=\left(x_{4} x_{5}\right) x_{4}=x_{5} \\
x_{1} x_{3} x_{4} x_{5} & =\left(x_{1} x_{3} x_{4}\right) x_{5}=\left(x_{1} x_{2} x_{5}\right) x_{5}=x_{1} x_{2} \\
x_{2} x_{3} x_{4} x_{5} & =\left(x_{2} x_{3} x_{4}\right) x_{5}=\left(-x_{1}-x_{2}-x_{3}-x_{4}-x_{4} x_{5}-x_{1} x_{2} x_{3}-x_{1} x_{2} x_{5}\right) x_{5} \\
& =-x_{1} x_{5}-x_{2} x_{5}-x_{3} x_{5}-x_{4} x_{5}-2 x_{4}-x_{1} x_{2}
\end{aligned}
$$

and the only fifth degree monomial readily follows

$$
x_{1} x_{2} x_{3} x_{4} x_{5}=\left(x_{1} x_{2} x_{3} x_{4}\right) x_{5}=1
$$

At this stage, it is useless to proceed with higher order LMI relaxations since no more linearly independent monomials of higher degree can be produced.

Consequently, the global optimum $p^{*}=p_{3}^{*}=-6$ has been reached and 20 globally optimal solutions can be extracted from the above matrix $U$.

## 4 A Remark on the Numerical Behavior of GloptiPoly

Finally, we want to comment on a nice and surprising behavior of GloptiPoly that we observed on some examples of unconstrained minimization.

In the case of unconstrained global minimization, that is when $\mathbb{K}$ is $R^{n}$, only one LMI relaxation is useful, namely $M_{k}(y)$ if $\operatorname{deg} g_{0}=2 k$ or $2 k-1$. Indeed,
(a) either $g_{0}-p^{*}$ is SOS and then $p_{k}^{*}=p^{*}$, or
(b) $g_{0}-p^{*}$ is not SOS and then $p_{k+j}^{*}=p_{k}^{*}<p^{*}$ for all $j=1,2, \ldots$

Therefore there is no need to try relaxations with orders higher than $k$. However, in case (b) it may be worthy to still try higher order relaxations! Indeed, because of the numerical inaccuracies involved in the solving procedure, one may obtain convergence in a finite number of steps to a value and minimizers, very close to the exact value and the exact minimizers respectively! Let us try to explain why.

If the space of polynomials $x \mapsto g(x)=\sum_{\alpha} g_{\alpha} x^{\alpha}$ is equipped with the norm $\|g\|=\sum_{\alpha}\left|g_{\alpha}\right|$, then the cone $\Sigma_{n}$ of SOS polynomials is dense in the set of polynomials nonnegative over the multidimensional box $[-1,1]^{n}$, see e.g. [1].

Therefore, consider a nonnegative polynomial $g_{0}$ that is not SOS, and assume that $g_{0}$ has a global minimizer $x^{*} \in[-1,1]^{n}$ with $g_{0}\left(x^{*}\right)=p^{*}$. Then, one may hope that an SOS polynomial $g_{k}$, close to $g_{0}$ (i.e., with $\left\|g_{k}-g_{0}\right\|<\epsilon$ ) will provide a global minimizer close to $x^{*}$. Observe that for all $x \in[-1,1]^{n}$,

$$
\left|g_{k}(x)-g_{0}(x)\right|=\left|\sum_{\alpha}\left[\left(g_{k}\right)_{\alpha}-\left(g_{0}\right)_{\alpha}\right] x^{\alpha}\right| \leq\left\|g_{k}-g_{0}\right\| \leq \epsilon
$$

However, one does not know how to construct such a sequence of SOS polynomials $\left\{g_{k}\right\}$ with $\left\|g_{k}-g_{0}\right\| \rightarrow 0$.

But let us see how GloptiPoly behaves on the following well-known example of a non-negative polynomial which is not SOS, namely the polynomial obtained by dehomogenization of Motzkin's form:

$$
g_{0}(x)=\frac{1}{27}+x_{1}^{2} x_{2}^{2}\left(x_{1}^{2}+x_{2}^{2}-1\right)
$$

This polynomial is nonnegative $\left(p^{*}=\min _{x} g_{0}(x)=0\right.$ attained at $\left|x_{1}\right|=\left|x_{2}\right|=$ $\sqrt{3} / 3)$ but is not SOS.

- The least order $(k=3)$ LMI relaxation is unbounded, returning no useful information. In principle one should stop here; we have detected that $g_{0}$ is not SOS.
- when $k=4$ the LMI relaxation is unbounded too.
- when $k=5$ the LMI relaxation returns $p_{5}^{*}=-0.4036$ and all the moment matrices have full rank (in GloptiPoly we use a relative threshold of $10^{-3}$ to evaluate the numerical rank of a matrix)
- when $k=6$ the LMI relaxation returns $p_{6}^{*}=-0.08241$ and all the moment matrices have full rank
- when $k=7$ the LMI relaxation returns $p_{7}^{*}=-0.01675$ and all the moment matrices have full rank
- when $k=8$ the LMI relaxation returns an almost zero optimum $p_{8}^{*}=$ $3.022 \cdot 10^{-10}$, and $\operatorname{rank} M_{1}\left(y^{*}\right)=3$, $\operatorname{rank} M_{2}\left(y^{*}\right)=\operatorname{rank} M_{3}\left(y^{*}\right)=4$, thus proving global optimality.

The moment matrix of second order reads

$$
M_{2}\left(y^{*}\right)=\left[\begin{array}{cccccc}
1.0000 & 0.0000 & 0.0000 & 0.3333 & 0.0000 & 0.3333 \\
0.0000 & 0.3333 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.3333 & 0.0000 & 0.0000 & 0.0000 \\
0.3333 & 0.0000 & 0.0000 & 0.1111 & 0.0000 & 0.1111 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.1111 & 0.0000 \\
0.3333 & 0.0000 & 0.0000 & 0.1111 & 0.0000 & 0.1111
\end{array}\right]
$$

from which we readily extract the four globally optimal solutions

$$
\begin{array}{ll}
x^{*}(1)=\left[\begin{array}{r}
-0.5773 \\
-0.5773
\end{array}\right], \quad x^{*}(2)=\left[\begin{array}{r}
0.5773 \\
-0.5773
\end{array}\right] \\
x^{*}(3)=\left[\begin{array}{r}
-0.5773 \\
0.5773
\end{array}\right], \quad x^{*}(4)=\left[\begin{array}{r}
0.5773
\end{array}\right]
\end{array}
$$

From the dual LMI $[12,16]$, we can obtain the SOS decomposition

$$
g_{8}(x)=\sum_{i=1}^{32} a_{i}^{2} q_{i}^{2}(x)+\varepsilon r(x) \approx g_{0}(x) \quad \text { on }[-1,1]^{2}
$$

where

- polynomials $q_{i}(x)$ and $r(x)$ are normalized such that their coefficient vectors have unit Euclidean norm,
- $\varepsilon \leq 10^{-8}<a_{i}^{2}$, i.e. positive scalar parameter $\varepsilon$ is less than a given threshold, and positive scalar coefficients $a_{i}^{2}$ in the decomposition are greater than the threshold,
- $\operatorname{deg} q_{i}(x) \leq 8$, since GloptiPoly solved the eighth LMI relaxation,
- there are 32 (!) terms in the SOS decomposition.

The above SOS decomposition is approximate in the sense that parameter $\varepsilon$ is small, but non-zero. It turns out that in GloptiPoly numerical inaccuracy (roundoff errors) helped to find a higher degree SOS polynomial $g_{8}$ close to Motzkin polynomial on $[-1,1]^{2}$.

Thus, everything looks like if in the solving procedure of the dual relaxation $\mathbb{Q}_{k}^{*}$ (see [12] for notations) the constraints

$$
\left\langle X, B_{\alpha}\right\rangle=\left(g_{0}\right)_{\alpha}, \quad|\alpha| \leq 2 k,
$$

are replaced automatically by

$$
\left\langle X, B_{\alpha}\right\rangle=\left(g_{0}\right)_{\alpha}+\epsilon_{\alpha}, \quad|\alpha| \leq 2 k,
$$

with appropriate small perturbations $\left\{\epsilon_{\alpha}\right\}$, chosen by the solver!
In a similar vein, it can be useful to add a redundant constraint of the type

$$
g_{1}(x)=R^{2}-\|x\|_{2}^{2} \geq 0
$$

and consider the optimization problem $\min \left\{g_{0}(x) \mid g_{1}(x) \geq 0\right\}$, to obtain guaranteed convergence of the successive associated LMI relaxations.

Now consider problem (1) where $g_{0}(x)$ is the above Motzkin polynomial and $g_{1}(x)$ is the above radius constraint with $R=1$ (to include the 4 global minima). With GloptiPoly we obtain already at the third LMI relaxation the SOS decomposition

$$
g_{0}(x)=\sum_{i=1}^{6} a_{i}^{2} q_{i}^{2}(x)+g_{1}(x) \sum_{i=1}^{2} b_{i}^{2} r_{i}^{2}(x)
$$

with only 6 and 2 terms such that $\operatorname{deg} q_{i} \leq 3$ and $\operatorname{deg} r_{i} \leq 2$, respectively.

## 5 Conclusion

Solution extraction is straightforward when the moment matrix has rank-one: in this case the solution vector is equal to the first order moment vector. When the moment matrix has rank greater than one, we have proprosed in section 2 a systematic extraction procedure, implemented in version 2.2 of the GloptiPoly software.

The extraction algorithm is applied when moment matrices satisfy rank condition (4), in which case it is always successful and yields globally optimal solutions. However, as pointed out in section 3, when the rank condition is not satisfied, a heuristic consists in applying the extraction algorithm anyway. Either the algorithm is successful and we are done (see section 3.1) or the algorithm fails, but still some information can be exploited to reduce the number of variables in subsequent LMI relaxations (see section 3.3). Note however that these ideas are not currently implemented in GloptiPoly.

Note finally that an incomplete extraction procedure was sketched in [3] in the case of LMI relaxations for polynomial systems of equations, and partly motivated us to devise a more general algorithm. A specific extraction procedure was also described in [18, Section 5] in the case of quadratic optimization problems with one (possibly non-convex) quadratic constraint, or one linear constraint jointly with one concave quadratic constraint.
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