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Introduction

But, in the further development of a branch of mathematics, the human
mind, encouraged by the success of its solutions, becomes conscious of
its independence. It evolves from itself alone, often without appreciable
influence from without, by means of logical combination, generalization,
specialization, by separating and collecting ideas in fortunate new ways,
new and fruitful problems, and appears then itself as the real questioner.

David Hilbert, Mathematical Problems

The study of locally nipotent derivations and Ga-actions has recently emerged
from the long shadows of other branches of mathematics, branches whose
provenance is older and more distinguished. The subject grew out of the rich
environment of Lie theory, invariant theory, and differential equations, and
continues to draw inspiration from these and other fields.

At the heart of the present exposition lie sixteen principles for locally
nilpotent derivations, laid out in Chapter 1. These provide the foundation
upon which the subsequent theory is built. As a rule, we would like to distin-
guish which properties of a locally nilpotent derivation are due to its being a
“derivation”, and which are special to the condition “locally nilpotent”. Thus,
we first consider general properties of derivations. The sixteen First Principles
which follow can then be seen as belonging especially to the locally nilpotent
derivations.

Of course, one must choose one’s category. While Ga-actions can be in-
vestigated in a characteristic-free environment, locally nilpotent derivations
are, by nature, objects belonging to rings of characteristic zero. Most of the
basic results about derivations found in Chap. 1 are stated for a commutative
k-domain B, where k is a field of characteristic zero. Chapter 2 establishes
further properties of locally nilpotent derivations when certain additional di-
visorial properties are assumed. The main such properties are the ascending
chain condition on principal ideals, the highest common factor property, and
unique factorization into irreducibles.

In discussing geometric aspects of the subject, it is also generally assumed
that B is affine, and that the underlying field k is algebraically closed. The
associated geomtery falls under the rubric of affine algebraic geometry. Miyan-
ishi writes: “There is no clear definition of affine algebraic geometry. It is one
branch of algebraic geometry which deals with the affine spaces and the poly-
nomial rings, hence affine algebraic varieties as subvarieties of the affine spaces
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and finitely generated algebras as the residue rings of the polynomial rings”
[208]. Due to their obvious importance, special attention is given throughout
the book to polynomial rings and affine spaces A

n
k .

Chapter 3 explores the case of polynomial rings over k. Here, the jacobian
derivations are of central importance. Makar-Limanov’s Theorem asserts that
every locally nilpotent derivation of a polynomial ring is a rational kernel
multiple of a jacobian derivation. The set of polynomials which define the
jacobian derivation then give a transcendence basis for the kernel. The reader
will also find in this chapter a wide range of examples, from that of Bass and
Nagata originating in the early 1970s, up to the important new examples of
de Bondt discovered in late 2004.

Chapter 4 looks at the case of polynomial rings in two variables, first over
a field k, and then over other base rings. An elementary proof of Rentschler’s
Theorem is given, which is then applied to give proofs for Jung’s Theorem and
the Structure Theorem for the planar automorphism group. This effectively
classifies all locally nilpotent derivations of k[x, y], and likewise all algebraic
Ga-actions on the plane A

2. Chapter 5 documents the tremendous progress in
our understanding of the three-dimensional case which has been made over the
past two decades, beginning with the Bass-Nagata example and Miyanishi’s
Theorem. We now have a large catalogue of interesting and instructive exam-
ples, in addition to the impressive Daigle-Russell classification in the homo-
geneous case, and Kaliman’s classification of the free Ga-actions. These feats
notwithstanding, a meaningful classification of the locally nilpotent deriva-
tions of k[x, y, z] remains elusive. A promising tool toward such classification
is the local slice construction.

Chapter 6 examines the case of linear actions of Ga on affine spaces, and
it is here that the oldest literature on the subject of Ga-actions can be found.
One of the main results of the chapter is the Maurer-Weitzenböck Theorem,
a classical result showing that a linear action of Ga on A

n has a finitely
generated ring of invariants.1

Nagata’s famous counterexamples to the Fourteenth Problem of Hilbert
showed that the Maurer-Weitzenböck Theorem does not generalize to higher-
dimensional groups, i.e., it can happen that a linear G

m
a -action on affine space

has a non-finitely generated ring of invariants when m > 1. It can also happen
that a non-linear Ga-action has non-finitely generated invariant ring, and these
form the main topic of Chapter 7. The key examples are due to P. Roberts
in dimension seven (1990), and to the author and Daigle in dimension five
(1998). The chapter features a proof of non-finiteness for both of these.

Chapter 8 discusses various algorithms associated with locally nilpotent
derivations, most importantly, the van den Essen algorithm for calculating
kernels of finite type. Then, Chapter 9 introduces the Makar-Limanov and
1 This result is commonly attributed only to R. Weitzenböck, but after reading

Armand Borel’s Essays in the History of Lie Groups and Algebraic Groups, it
becomes clear that L. Maurer should receive at least equal credit.
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Derksen invariants of a ring, and illustrates how they can be applied. The
concluding chapter, Chapter 10, shows how locally nilpotent derivations can
be found and used in a variety of important problems, such as the Cancel-
lation Problem and Embedding Problem. In particular, the reader will find
in this chapter a relatively short proof that, for an affine surface X, the con-
dition X × C = C

3 implies X = C
2. This proof is due to Crachiola and

Makar-Limanov, and is further evidence of the power and importance of lo-
cally nilpotent derivations in the study of affine algebraic geometry.

In addition to the numerous articles found in the Bibliography, there are
four larger works which I used in preparing this manuscript. These are the
books of Nowicki (1994) and van den Essen (2000), and the extensive lecture
notes written by Makar-Limanov (1998) and Daigle (2003). I have also received
preliminary versions of two monographs whose aim is to survey recent progress
in affine algebraic geometry, with particular attention to the role of locally
nilpotent derivations and Ga-actions. These are due to Kaliman [155] and
Miyanishi [208]. In addition, I found in the books of Kraft (1985), Popov
(1992), Grosshans (1997), Borel (2001), Derksen and Kemper (2002), and
Dolgachev (2003) a wealth of pertinent references and historical background
regarding invariant theory.

The reader will find that this book focuses on the algebraic aspects of lo-
cally nilpotent derivations, as the book’s title indicates. The subject is simply
too large and diverse to include a complete geometric treatment in a volume
of this size. The manuscripts of Kaliman and Miyanishi mentioned in the
preceding paragraph will serve to fill this void.

It is my intention that the material of this book appeal to as wide an
audience as possible, and I believe that the style of writing and choice of
topics reflect this intention. In particular, I have endeavored to make the
exposition reasonably “self-contained”. It is my hope that the reader will find
as much fascination and reward in the subject as have I.

Historical Overview

The study of locally nilpotent derivations in its present form appears to have
emerged in the 1960s, and was first made explicit in the work of several math-
ematicians working in France, including Dixmier, Gabriel and Nouazé, and
Rentschler. Their motivation came from the areas of Lie algebras and Lie
groups, where the connections between derivations, vector fields, and group
actions were well-explored.

The study of linear Ga-actions goes back at least as far as Hilbert in the
late Nineteenth Century, who already calculated the invariants of the basic
actions up to integral closure (see [131], §10, Note 1). In 1899, Maurer outlined
his proof showing the finite generation of invariant rings for one-dimensional
group actions. In 1932, Weitzenböck gave a more complete version of Maurer’s
proof, which used ideas of P. Gordan and M. Roberts dating to 1868 and
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1871, respectively, in addition to the theory developed by Hilbert (see Chap.
6). Remarkably, in their paper dating to 1876, Gordan and M. Nöther studied
certain systems of differential operators, and were led to investigate special
kinds of non-linear Ga-actions on C

n, though they did not use this language.
See Chap. 3 and Chap. 6 below.

It seems that the appearance of Nagata’s counterexamples to Hilbert’s
Fourteenth Problem in 1958 spurred a renewed interest in Ga-actions and
more general unipotent actions, since the theorem of Maurer and Weitzenböck
could then be seen in sharp contrast to the case of higher-dimensional vector
group actions. It was shortly thereafter, in 1962, that Seshadri published his
well-known proof of the Maurer-Weitzenböck result. Nagata’s 1962 paper [237]
contains significant results about connected unipotent groups acting on affine
varieties, and his classic Tata lecture notes [238] appeared in 1965. The case
of algebraic Ga-actions on affine varieties was considered by Bialynicki-Birula
in the mid-1960s [20, 21, 22]. In 1966, Hadziev published his famous theo-
rem [138], which is a finiteness result for the maximal unipotent subgroups
of reductive groups. The 1969 article of Horrocks [146] considered connect-
edness and fundamental groups for certain kinds of unipotent actions, and
the 1973 paper of Hochschild and Mostow [144] remains a standard reference
for unipotent actions. Grosshans began his work on unipotent actions in the
early 1970s; his 1997 book [131] provides an excellent overview of the subject.
Another notable body of research from the 1970s is due to Fauntleroy, whose
focus was on invariant theory associated to Ga-modules in arbitrary charac-
teristic [105, 106, 107, 108]. The papers of Pommerening also began to appear
in the late 1970s (see [131, 250]), and Tan’s algorithm for computing invari-
ants of basic Ga-actions apppeared in 1989. These developments are traced in
Chap. 6 below.

In a famous paper published in 1968, Rentschler classified the locally nilpo-
tent derivations of the polynomial ring in two variables over a field of charac-
teristic zero, and pointed out how this gives the equivalent classification of all
the algebraic Ga-actions on the plane A

2 (see Chap. 4). This article is highly
significant, in that it was the first publication devoted to the study of certain
locally nilpotent derivations (even though its title mentions only Ga-actions).
Indeed, Rentschler’s landmark paper crystallized the definitions and concepts
for locally nilpotent derivations in their modern form, and further provided a
compelling illustration of their importance, namely, a simple proof of Jung’s
Theorem using locally nilpotent derivations.

It must be noted that the classification of planar Ga-actions in character-
istic zero was first given by Ebey in 1962 [93]. Ebey’s paper clearly deserves
more recognition than it receives. Of the more than 300 works listed in the
Bibliography of this book, only the 1966 paper of Shafarevich [276] cites it
(and this is where I recently discovered it). The paper was an outgrowth of
Ebey’s thesis, written under the direction of Max Rosenlicht. Rather than
using the standard theorems of Jung (1942) or van der Kulk (1953) on planar
automorphisms, the author used an equivalent result of Engel, dating to 1958.
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The crucial Slice Theorem appeared in the 1967 paper of Gabriel and
Nouazé [125], which is cited in Rentschler’s paper. This result is foreshadowed
in the 1965 paper of Lipman [187] (Thm. 2). Other proofs of the Slice Theorem
were given by Dixmier in 1974 ([86], 4.7.5), Miyanishi in 1978 ([213], 1.4) and
Wright in 1981 ([311], 2.1). In Dixmier’s proof we find the implicit definition
and use of what is herein referred to as the Dixmier map. Wright’s proof
also uses such a construction. The first explicit definition and use of this
map is found in van den Essen [98], 1993, and in Deveney and Finston [74],
1994. Arguably, the Dixmier map is to unipotent actions what the Reynolds
operator is to reductive group actions (see [100], 9.2).

Certainly, one main source of interest for the study of locally nilpotent
derivations was, and continues to be, the Jacobian Conjecture. This famous
problem and its connection to derivations is briefly described in Chap. 3 below,
and is thoroughly investigated in the book of van den Essen [100]. It seems
likely that the conjecture provided, at least partly, the motivation behind
Vasconcelos’s Theorem on locally nilpotent derivations, which appeared in
1969; see Chap. 1. In Wright’s paper (mentioned above), locally nilpotent
derivations also play a central role in his discussion of the conjecture.

There are not too many papers about locally nilpotent derivations or Ga-
actions from the decade of the 1970s. A notable exception is found in the work
of Miyanishi, who was perhaps the first researcher to systematically investi-
gate Ga-actions throughout his career. Already in 1968, his paper [209] dealt
with locally finite higher iterative derivations. These objects were first defined
by Hasse and Schmidt [141] in 1937, and serve to generalize the definition of
locally nilpotent derivations in order to give a correspondence with Ga-actions
in arbitrary characteristic. Miyanishi’s 1971 paper [210] is about planar Ga-
actions in positive characteristic, giving the analogue of Rentschler’s Theorem
in this case. His 1973 paper [211] uses Ga-actions to give a proof of the can-
cellation theorem of Abhyankar, Eakin and Heinzer. In his 1978 book [213],
Miyanishi entitled the first section “Locally nilpotent derivations” (Sect. 1.1).
In these few pages, Miyanishi organized and proved many of the fundamen-
tal properties of locally nilpotent derivations: The correspondence of locally
nilpotent derivations and exponential automorphisms (Lemma 1.2); the fact
that the kernel is factorially closed (Lemma 1.3.1); the Slice Theorem (Lemma
1.4), and its local version (Lemma 1.5). While these results already existed
elsewhere in the literature, this publication constituted an important new re-
source for the study of locally nilpotent derivations. A later section of the
book, called “Locally nilpotent derivations in connection with the cancella-
tion problem” (Sect. 1.6), proved some new cases in which the cancellation
problem has a positive solution, based on locally nilpotent derivations. In ad-
dition, Miyanishi’s 1980 paper [214] and 1981 book [215] include some of the
earliest results about Ga-actions on A

3. Ultimately, his 1985 paper [217] out-
lined the proof of his well-known theorem about invariant rings of Ga-actions
on A

3 (see Chap. 5 below). In many other papers, Miyanishi used Ga-actions
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extensively in the classification of surfaces, characterization of affine spaces,
and the like.

In 1984, Bass produced a non-triangularizable Ga-action on A
3, based on

the automorphism published by Nagata in 1972 (see Chap. 5 below). This
example, together with the 1985 theorem of Miyanishi, marked the begin-
ning of the current generation of research on Ga-actions and locally nilpotent
derivations. The entire subject seems to have gathered momentum in the late
1980s, with important new results of Popov, Snow, M. Smith, Winkelmann,
and Zurkowski [253, 281, 282, 283, 306, 315, 316]. 2 This trend continued in
the early 1990s, especially in several papers due to van den Essen, and De-
veney and Finston, who began a more systematic approach to the study of
locally nilpotent derivations. Paul Roberts’ counterexample to the Fourteenth
Problem of Hilbert appeared in 1990, and it was soon realized that his exam-
ple was the invariant ring of a Ga-action on A

7. The 1994 book of Nowicki
[247] included a chapter about locally nilpotent derivations. The book of van
den Essen, published in 2000, is about polynomial automorphisms and the Ja-
cobian Conjecture, and takes locally nilpotent derivations as one of its central
themes.

By the mid-1990s, Daigle, Kaliman, Makar-Limanov, and Russell began
making significant contributions to our understanding of the subject. The
introduction by Makar-Limanov in 1996 of the ring of absolute constants
(now called the Makar-Limanov invariant) brought widespread recognition to
the study of locally nilpotent derivations as a powerful tool in understanding
affine geometry and commutative ring theory. Extensive (unpublished) lecture
notes on the subject of locally nilpotent derivations from Makar-Limanov and
from Daigle were written in 1998 and 2003, respectively. Papers of Kaliman
which appeared in 2004 contain important new results about C

+-actions on
threefolds, bringing to bear a wide range of tools from topology and algebraic
geometry.

The Makar-Limanov invariant is currently one of the central themes in the
classification of algebraic surfaces. In particular, families of surfaces having a
trivial Makar-Limanov invariant have been classified by Bandman and Makar-
Limanov, Daigle and Russell, Dubouloz, and Gurjar and Miyanishi [8, 61, 92,
134]. Already in 1983, Bertin [17] had studied surfaces which admit a C

+-
action.

By the late-1990s, locally nilpotent derivations also began to appear in
some thesis work, especially from the Nijmegen School, i.e., students of van den
Essen at the University of Nijmegen: Berson, Bikker, de Bondt (in progress),
Derksen, Eggermont, Holtackers, Hubbers, Ivanenko, Janssen, Maubach, van
Rossum, and Willems (in progress). Two students of Daigle at the University
of Ottawa, Khoury and Z. Wang, wrote their dissertations on the subject of
locally nilpotent derivations. It appears that Wang’s 1999 PhD thesis holds
the distinction of being the first devoted to the subject of locally nilpotent
2 My own work in this area began in 1993, and I “went to school” on these papers.
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derivations. Likewise, Crachiola wrote his thesis under the direction of Makar-
Limanov at Wayne State University; and the thesis of Jorgenson was super-
vised by Finston at New Mexico State University. These, at least, are the ones
of which I am aware.

As mentioned, the study of locally nilpotent derivations is also motivated
by certain problems in differential equations. El Kahoui writes:

A classical application of derivations theory is the study of various
questions such as first integrals and invariant algebraic sets for or-
dinary polynomial differential systems over the reals or the com-
plexes....Very often, the study of practical questions, arising for exam-
ple from differential equations, leads to dealing with derivations over
abstract rings, sometimes even nonreduced, of characteristic zero. One
of the fundamental questions in this topic is to describe their rings of
constants. ([94], Introduction)

It was proved by Coomes and Zurkowski [38] that, over k = C, a polynomial
vector field f = (f1, ..., fn) has a polynomial flow if and only if the corre-
sponding derivation f1 ∂

∂x1
+ · · · + fn ∂

∂xn
is locally finite. (See also [99, 247].)

The foregoing brief overview is by no means a complete account of the sub-
ject’s development. Significant work in this area from many other researchers
can be found in the Bibliography, much of which is discussed in the follow-
ing chapters. In a conversation with the author in 2003 concerning locally
nilpotent derivations and Ga-actions, A. Bialynicki-Birula remarked: “I be-
lieve that we are just at the beginning of our understanding of this wonderful
subject.”



1

First Principles

Let B denote a commutative k-domain, where k is any field of characteristic
zero. Then B∗ denotes the group of units of B and frac(B) denotes the field
of fractions of B. Further, Aut(B) denotes the group of ring automorphisms
of B, and Autk(B) denotes the group of automorphisms of B as a k-algebra.
If S ⊂ B is any subset, then SC denotes the complement B − S. If A ⊂ B is
a subring, then tr.deg.AB denotes the transcendence degree of frac(B) over
frac(A). Given x ∈ B, the principal ideal of B generated by x will be denoted
by either xB or (x); the ideal generated by x1, ..., xn ∈ B is (x1, ..., xn). The
ring of n×n matrices with entries in B is indicated by Mn(B). The transpose
of a matrix M is MT .

The term affine k-domain will mean a commutative k-domain which
is finitely generated as a k-algebra. The standard notations Q,R and C are
used throughout to denote the fields of rational, real, and complex numbers,
respectively. Likewise, Z denotes the integers, N is the set of non-negative
integers, and Z+ is the set of positive integers. Sn will denote the symmetric
group on n letters.

1.1 Basic Definitions for Derivations

This section endeavors to catalog all the basic definitions and notations com-
monly found in the literature relating to locally nilpotent derivations.

By a derivation of B, we mean any function D : B → B which satisfies
the following conditions: For all a, b ∈ B,

(C.1) D(a+ b) = Da+Db
(C.2) D(ab) = aDb+ bDa

Condition (C.2) is usually called the Leibniz rule or product rule. The
set of all derivations of B is denoted by Der(B). If A is any subring of B,
then DerA(B) denotes the subset of all D ∈ Der(B) with D(A) = 0. The set
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kerD = {b ∈ B|Db = 0} is the kernel of D. Given D ∈ Der(B), four facts of
fundamental importance can be seen immediately.

(C.3) kerD is a subring of B for any D ∈ Der(B).
(C.4) The subfield Q ⊂ k has Q ⊂ kerD for any D ∈ Der(B).
(C.5) Aut(B) acts on Der(B) by conjugation: α ·D = αDα−1.
(C.6) Given b ∈ B and D,E ∈ Der(B), if [D,E] = DE − ED, then bD,
D + E, and [D,E] are again in Der(B).

Verification of properties (C.3)-(C.6) is an easy exercise.
We are especially interested in Derk(B), called the k-derivations of B.

For k-derivations, the conditions above imply that D is uniquely defined by
its image on any set of generators of B as a k-algebra, and that Derk(B) forms
a Lie algebra over k. If A is a subring of B containing k, then DerA(B) is a
Lie subalgebra of Derk(B).

Given D ∈ Der(B), let A = kerD. We define several terms and notations
for D.

• Given n ≥ 0, Dn denotes the n-fold composition of D with itself, where it
is understood that D0 is the identity map.

• A commonly used alternate term for the kernel of D is the ring of con-
stants of D, with alternate notation BD.

• The image of D is denoted DB.
• The B-ideal generated by the image DB is denoted (DB).
• The A-ideal A ∩ DB is the plinth ideal1 of D, denoted pl(D). (See

Prop. 1.8.)
• An ideal I ⊂ B is an integral ideal for D if and only if DI ⊂ I [220].

(Some authors call such I a differential ideal, e.g. [247].)
• An element f ∈ B is an integral element for D if and only if fB is an

integral ideal for D.
• D is reducible if and only if there exists a non-unit b ∈ B such that
DB ⊂ b ·B. Otherwise, D is irreducible.

• Any element s ∈ B with Ds = 1 is called a slice for D. Any s ∈ B such
that Ds ∈ kerD and Ds �= 0 is called a local slice for D. (Some authors
use the term pre-slice instead of local slice, e.g. [100].)

• Given b ∈ B, we say D is nilpotent at b if and only if there exists n ∈ Z+

with Dnb = 0.
• The set of all elements of B at which D is nilpotent is denoted Nil(D).

1.1.1 Polynomial Rings and Algebraic Elements

For a ring A, the polynomial ring in one variable t over A is defined in the
usual way, and is denoted by A[t]. It is also common to write A[1] for this ring.
More generally, polynomial rings over a coefficient ring are defined as follows:
If A is any commutative ring, then A[0] := A, and for n ≥ 0, A[n+1] := A[n][t],
1 The term plinth commonly refers to the base of a column or statue.
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where t is a variable over A[n]. We say that R is a polynomial ring in n
variables over A if and only if A ⊂ R and R is A-isomorphic to A[n]. In this
case, we simply write R = A[n].

Given a subring A ⊂ B, an element t ∈ B is algebraic over A if there
exists nonzero P ∈ A[1] such that P (t) = 0. If P can be chosen to be monic
over A, then t is an integral element over A. The algebraic closure of A
in B is the subring Ā of B consisting of all t ∈ B which are algebraic over
A. A is said to be algebraically closed in B if Ā = A. B is an algebraic
extension of A if Ā = B. The terms integrally closed subring, integral
closure, and integral extension are defined analogously.

Recall that a subring A ⊂ B is factorially closed in B if and only if, given
nonzero f, g ∈ B, the condition fg ∈ A implies f ∈ A and g ∈ A. Other terms
used for this property are saturated and inert. Note that the condition “in
B” is important in this definition. For example, if B is an integral domain and
f ∈ B − A, then ff−1 = 1 ∈ A, but f �∈ A. Nonetheless, when the ambient
ring B is understood, we will often say simply that A is factorially closed.
When A is factorially closed in B, then A∗ = B∗, A is algebraically closed
in B, and every irreducible element of A is irreducible in B. As we will see,
factorially closed subrings play an important role in the subject at hand.

1.1.2 Localizations

Let S ⊂ B−{0} be any multiplicatively closed subset. Then S−1B ⊂ frac(B)
denotes the localization of B at S, i.e.,

S−1B = {ab−1 ∈ frac(B) | a ∈ B , b ∈ S} .
In case S = {f i}i≥0 for some nonzero f ∈ B, then Bf denotes S−1B. Likewise,
if S = B − p for some prime ideal p of B, then Bp denotes S−1B.

1.1.3 Degree Functions

A degree function on B is any map deg : B → N ∪ {−∞} such that, for all
f, g ∈ B, the following conditions are satisfied.

(1) deg(f) = −∞ ⇔ f = 0
(2) deg(fg) = deg(f) + deg(g)
(3) deg(f + g) ≤ max{deg(f),deg(g)}
Here, it is understood that (−∞) + (−∞) = −∞, and (−∞) + n = −∞ for
all n ∈ N. Likewise, −∞ < n for all n ∈ N. It is an easy exercise to show:

• equality holds in condition (3) if deg(f) �= deg(g).
• B0 := {b ∈ B|deg(b) ≤ 0} is a factorially closed subring of B.
• B∗ ⊂ B0

Remark 1.1. In some cases, it is advantageous to use a degree function which
takes values in Z ∪ {−∞}. In such cases, however, the degree zero elements
may no longer form a factorially closed subring or contain all units.
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1.1.4 Homogeneous Derivations

Suppose B is a graded ring B = ⊕i∈IBi, where I is an ordered abelian semi-
group, each Bi is a Q-module, and BiBj ⊂ Bi+j for every i, j ∈ I. If we label
the given grading of B by ω, then elements of the submodules Bi are called
ω-homogeneous elements of B, and if f ∈ Bi, then the ω-degree of f is
i.

A derivation D ∈ Der(B) which respects this grading is called an ω-
homogeneous derivation. Specifically, we mean that there exists d ∈ I
such that DBi ⊂ Bi+d for each i ∈ I. The element d ∈ I is called the ω-
degree of D. Observe that if D is ω-homogeous and f ∈ B decomposes as
f =

∑
i∈I fi for fi ∈ Bi, then Df = 0 if and only if Dfi = 0 for every i. This

is because the decomposition of Df into homogeneous summands is
∑

i∈I Dfi
when D is ω-homogeneous.

Our main interest lies in the case I = Z
n or I = N

n for some n ≥ 1.

1.1.5 The Graded Ring Associated to a Filtration

If B (a commutative k-domain) admits a Z-filtration by k-vector subspaces,
then it is possible to construct from B a Z-graded ring Gr(B), together with a
natural function B → Gr(B). In addition, each D ∈ Derk(B) respecting this
filtration is associated to a homogeneous derivation gr(D) ∈ Derk(Gr(B)),
and it is often easier to work with gr(D) than with D. The present treatment
of these ideas follows closely their presentation by Makar-Limanov in [190].

By a Z-filtration of B we mean a collection {Bi}i∈Z of subsets of B with
the following properties.

1. Each Bi is a vector space over k.
2. Bj ⊂ Bi whenever j ≤ i.
3. B = ∪i∈ZBi

4. BiBj ⊂ Bi+j for all i, j ∈ Z.

The filtration will be called a proper Z-filtration if the following two prop-
erties also hold.

5. ∩i∈ZBi = {0}
6. If a ∈ Bi ∩BC

i−1 and b ∈ Bj ∩BC
j−1, then ab ∈ Bi+j ∩BC

i+j−1.

Note that any degree function on B will give a proper Z-filtration. Note also
that we could define filtrations with Z replaced by any ordered abelian semi-
group.

For k-vector spaces W ⊂ V , the notation V/W will denote the k-vector
space V modulo W in the usual sense. Suppose B = ∪Bi is a proper Z-
filtration, and define the associated graded algebra Gr(B) as follows. The
k-additive structure on Gr(B) is given by

Gr(B) = ⊕n∈ZBn/Bn−1 .
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Consider elements a + Bi−1 belonging to Bi/Bi−1, and b + Bj−1 belonging
to Bj/Bj−1, where a ∈ Bi and b ∈ Bj . Their product is the element of
Bi+j/Bi+j−1 defined by

(a+Bi/Bi−1)(b+Bj/Bj−1) = ab+Bi+j−1 .

Now extend this multiplication to all of Gr(B) by the distributive law.
Note that, because of axiom 6, Gr(B) is a commutative k-domain.
Because of axiom 5, for each nonzero a ∈ B, the set {i ∈ Z|a ∈ Bi} has a

minimum, which will be denoted ι(a). The natural map ρ : B → Gr(B) is the
one which sends each nonzero a ∈ B to its class in Bi/Bi−1, where i = ι(a).
We also define ρ(0) = 0.

Given a ∈ B, observe that ρ(a) = 0 if and only if a = 0. Note further that
ρ is a multiplicative map, but is not an algebra homomorphism, since it does
not generally respect addition.

In case B is already a Z-graded ring, then B admits a filtration relative
to which B and Gr(B) are canonically isomorphic via ρ. In particular, if
B = ⊕i∈ZAi, then a proper Z-filtration is defined by Bi = ⊕j≤iAj .

Example 1.2. Let B = k[x], a univariate polynomial ring over k, and let Bi

consist of polynomials of degree at most i (i ≥ 0). Then k[x] = ∪Bi is a
Z-filtration (with Bi = {0} for i < 0), and Gr(k[x]) = ⊕i≥0kx

i ∼= k[x].

Example 1.3. Let B = k(x), a univariate rational function field over k. Given
nonzero p(x), q(x) ∈ k[x], define the degree of p(x)/q(x) to be deg p(x) −
deg q(x). Let Bi consist of functions of degree at most i. Then Gr(k(x)) =
k[x, x−1], the ring of Laurent polynomials.

Now suppose B = ∪Bi is a proper Z-filtration. Given D ∈ Derk(B), we
say that D respects the filtration if there exists an integer t such that, for
all i ∈ Z, D(Bi) ⊂ Bi+t. Define a function gr(D) : Gr(B) → Gr(B) as follows.

If D = 0, then gr(D) is the zero map.
If D �= 0, choose t to be the least integer such that D(Bi) ⊂ Bi+t for all

i ∈ Z. Then given i ∈ Z, define

gr(D) : Bi/Bi−1 → Bi+t/Bi+t−1

by the rule gr(D)(a+Bi−1) = Da+Bi+t−1. Now extend gr(D) to all of Gr(B)
by linearity. It is an easy exercise to check that gr(D) satisfies the product rule,
and is therefore a homogeneous k-derivation of Gr(B). The reader should note
that gr(D) = 0 if and only if D = 0. In addition, observe that, by definition,

ρ(kerD) ⊂ ker (gr(D)) .

Remark 1.4. Given a ∈ B, the notation gr(a) is commonly used to denote
the image ρ(a). In doing so, one must be careful to distinguish gr(D)(a) from
gr(Da).
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1.1.6 Locally Finite and Locally Nilpotent Derivations

A derivation D ∈ Der(B) is said to be locally finite if and only if for each
f ∈ B, the Q-vector space spanned by the images {Dnf |n ≥ 0} is finite dimen-
sional. Equivalently, there exists a monic polynomial p(t) ∈ Q[t] (depending
on f) such that p(D)(f) = 0.

A derivation D ∈ Der(B) is said to be locally nilpotent if and only if to
each f ∈ B, there exists n ∈ Z+ (depending on f) such that Dnf = 0, i.e.,
if and only if Nil(D) = B. Thus, the locally nilpotent derivations are special
kinds of locally finite dervivations. Let LND(B) denote the set of all D ∈
Der(B) which are locally nilpotent. Important examples of locally nilpotent
derivations are the familiar partial derivative operators on a polynomial ring.
If A is a subring of B, define LNDA(B) := DerA(B) ∩ LND(B).

As mentioned in the Introduction, the derivations investigated in this book
are the locally nilpotent derivations. Apart from being an interesting and
important topic in its own right, the study of locally nilpotent derivations
is motivated by their connection to algebraic group actions. Specifically, the
condition “locally nilpotent” imposed on a derivation corresponds precisely to
the condition “algebraic” imposed on the corresponding group action. This is
explained in Sect. 1.5 below.

For a discussion of derivations in a more general setting, the reader is
referred to the books of Northcott [245] and Nowicki [247]. The topic of locally
finite derivations is explored in Chap. 9 of Nowicki’s book; in Chap. 1.3 of van
den Essen’s book [100]; and in papers of Zurkowski [315, 316].

1.1.7 The Degree Function Induced by a Derivation

The degree function νD induced by a derivation D is a simple yet indispens-
able tool in working with D, especially in the locally nilpotent case. Given
D ∈ Der(B) and f ∈ Nil(D), we know that Dnf = 0 for n 
 0. If f �= 0,
define

νD(f) = min{n ∈ N | Dn+1f = 0} .
In addition, define νD(0) = −∞. It is shown in Prop. 1.9 that Nil(D) is a
subalgebra of B and νD is a degree function on Nil(D). Thus, if D is locally
nilpotent, νD induces a proper Z-filtration B = ∪i∈NBi which D respects,
where Bi = {f ∈ B|νD(f) ≤ i}. In this case, note that B0 = kerD, and that
each element of B1 ∩BC

0 is a local slice.
Another common notation for νD is degD. One reason for choosing not

to use the latter notation here is that one often uses several degree functions
simultaneously while working with derivations, and it can be awkward to keep
track of the meaning of the deg symbol. The notation νD is similar to that
introduced earlier by Zurkowski.
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1.1.8 The Exponential and Dixmier Maps

Given D ∈ LND(B), the exponential function determined by D is expD :
B → B, where

expD(f) =
∑

i≥0

1
i!
Dif .

Likewise, for any local slice r ∈ B of D, the Dixmier map induced by r is
πr : B → BDr, where

πr(f) =
∑

i≥0

(−1)i

i!
Dif

ri

(Dr)i
.

Here, BDr denotes localization at Dr. Note that, since D is locally nilpotent,
both expD and πr are well-defined. These definitions rely on the fact that B
contains Q.

1.1.9 The Derivative of a Polynomial

If A is a subring of B, and B = A[t] ∼= A[1] for some t ∈ B, the derivative
of B relative to the pair (A, t) is the derivation ( d

dt )A ∈ DerA(B) uniquely
defined by ( d

dt )A(t) = 1. (As mentioned, a derivation is uniquely determined
by its image on a generating set.) Usually, if the subring A is understood, we
denote this derivation more simply by d

dt ; in this case, given P (t) ∈ A[t], we
also define

P ′(t) :=
d

dt
(P (t)) .

Likewise, given n ≥ 0, the notations

P (n)(t) and
dnP

dtn

each denotes the n-fold composition
(
d

dt

)n

(P (t)) .

Note that it is possible that B = Ã[t] = A[t] for subrings A �= Ã (or even
A �∼= Ã), in which case ( d

dt )A �= ( d
dt )Ã. It can also happen that B = A[t] = A[s]

for elements s �= t, in which case ( d
dt )A �= ( d

ds )A. So one must be careful. See
[2].

1.2 Basic Facts about Derivations

At the beginning of this chapter, two defining conditions (C.1) and (C.2) for
a k-derivation D of B are given, which imply further conditions (C.3)-(C.6).
We now examine the next layer of consequences implied by these conditions.



16 1 First Principles

Proposition 1.5. Let D ∈ Der(B) be given, and let A = kerD.

(a) D(ab) = aDb for all a ∈ A, b ∈ B. Therefore, D is an A-module endo-
morphism of B.

(b) power rule: For any t ∈ B and n ≥ 1, D(tn) = ntn−1Dt.
(c) quotient rule: If g ∈ B∗ and f ∈ B, then D(fg−1) = g−2(gDf −fDg).
(d) higher product rule: For any a, b ∈ B and any integer m ≥ 0,

Dm(ab) =
∑

i+j=m

(
m
i

)

DiaDjb .

Proof. Property (a) is immediately implied by (C.1) and (C.2).
To prove (b), proceed by induction on n, the case n = 1 being clear. Given

n ≥ 2, assume by induction that D(tn−1) = (n − 1)tn−2Dt. By the product
rule (C.2),

D(tn) = tD(tn−1) + tn−1Dt = t · (n− 1)tn−2Dt+ tn−1Dt = ntn−1Dt .

So (b) is proved. Part (c) follows from the equation

Df = D(g · fg−1) = gD(fg−1) + fg−1Dg .

Finally, (d) is easily proved by inductive application of the product rule (C.2),
together with (C.1) and (C.4). ��

Proposition 1.6. Suppose A is a subring of B and t ∈ B is transcendental
over A. If P (t) ∈ A[t] is given by P (t) =

∑
0≤i≤m ait

i for ai ∈ A, then

P ′(t) =
∑

1≤i≤m

iait
i−1 .

where P ′(t) = ( d
dt )A(P (t)).

Proof. By parts (a) and (b) above, we have, for 1 ≤ i ≤ m,

d

dt
(ait

i) = ai
d

dt
(ti) = ai(iti−1) .

By now applying the additive property (C.1), the desired result follows. ��

The proof of the following corollary is an easy exercise.

Corollary 1.7. (Taylor’s Formula) Let A be a subring of B. Given s, t ∈ B,
and P ∈ A[1] of degree n ≥ 0,

P (s+ t) =
n∑

i=0

P (i)(s)
i!

ti .

Proposition 1.8. Let D ∈ Der(B) and let A = kerD.
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(a) DB ∩ kerD is an ideal of kerD (the plinth ideal).
(b) Any ideal of B generated by elements of A is an integral ideal for D.
(c) chain rule: If P ∈ A[1] and t ∈ B, then D(P (t)) = P ′(t)Dt.
(d) A is an algebraically closed subring of B.

Proof. For (a), since D : B → B is an A-module homomorphism, both A and
DB are A-submodules of B. Thus, A ∩DB is an A-submodule of A, i.e., an
ideal of A. Part (b) is immediately implied by Prop. 1.5 (a). Likewise, part
(c) is easily implied by Prop. 1.5 (a,b,c).

For (d), suppose t ∈ B is an algebraic element over A, and let P ∈ A[1]

be a nonzero polynomial of minimal degree such that P (t) = 0. Then part
(b) implies 0 = D(P (t)) = P ′(t)Dt. If Dt �= 0, then P ′(t) �= 0 as well,
by minimality of P . Since B is a domain, this is impossible. Therefore,
Dt = 0. ��

Note that P ′(t) in part (b) above means evaluation of P ′ as defined on A[1].

Proposition 1.9. (See also [246]) Let D ∈ Der(B) be given.

(a) νD(Df) = νD(f) − 1 whenever f ∈ Nil(D) − ker (D).
(b) Nil(D) is a Q-subalgebra of B.
(c) νD is a degree function on Nil(D).

Proof. For the given elements f and g, setm = νD(f) and n = νD(g). Assume
fg �= 0, so that m ≥ 0 and n ≥ 0. Since 0 = Dm+1f = Dm(Df), it follows
that Df ∈ Nil(D). Assertion (a) now follows by definition of νD.

In addition, if µ = max{m,n}, then Dµ+1(f + g) = Dµ+1f +Dµ+1g = 0.
So Nil(D) is closed under addition. This equation also implies that, for all
f, g ∈ Nil(D), νD(f + g) ≤ max{νD(f), νD(g)}.

By the higher product rule, we also see that

Dm+n+1(fg) =
∑

i+j=m+n+1

(
m+ n+ 1

i

)

DifDjg .

If i + j = m + n + 1 for non-negative i and j, then either i > m or j > n.
Thus, DifDjg = 0, implying Dm+n+1(fg) = 0. Therefore, Nil(D) is closed
under multiplication, and forms a subalgebra of B, and (b) is proved.

The reasoning above shows that νD(fg) ≤ m+ n, and further shows that
Dm+n(fg) = (m+n)!

m!n! D
mfDng �= 0. Therefore, νD(fg) = m + n, and (c) is

proved. ��

Note that the converse of part (c) in Prop. 1.8 above is also true for fields:

Proposition 1.10. (See Nowicki [247], 3.3.2) Let K ⊂ L be fields of charac-
teristic zero. The following are equivalent.

(a) There exists d ∈ Der(L) such that K = ker d.
(b) K is algebraically closed in L.
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From this Nowicki further characterizes all k-subalgebras of B which are ker-
nels of k-derivations.

Proposition 1.11. ([247], 4.1.4) Let B be an affine k-domain, and A ⊂ B a
k-subalgebra. The following are equivalent.

(a) There exists D ∈ Derk(B) such that A = kerD.
(b) A is integrally closed in B and frac(A) ∩B = A.

We also have:

Proposition 1.12. Suppose B is an algebraic extension of the subring B′. If
D,E ∈ Der(B) and Df = Ef for every f ∈ B′, then D = E.

Proof. We have that D−E ∈ Der(B), and that ker (D−E) contains B′. Since
ker (D − E) is algebraically closed in B, it contains the algebraic closure of
B′ in B, i.e., B ⊂ ker (D − E). This means D − E = 0, and thus D = E. ��

The following classical result is due to Seidenberg. The reader is referred
to [272] or [100], 1.2.15, for its proof.

Proposition 1.13. (Seidenberg’s Theorem) If B is a noetherian domain,
let K = frac(B) and let B ⊂ K be the integral closure of B in K. Given
D ∈ Der(K), if DB ⊂ B, then DB ⊂ B.

Seidenberg’s theorem indicates the relation between derivations and integral
extensions. One also encounters derivations in relation to localizations, quo-
tients, completions, extensions of the base field, tensor products, etc.

Let S be any multiplicatively closed subset of B not containing 0, and
let D ∈ Derk(B). Then D extends uniquely to a localized derivation
S−1D on the localization S−1B via the quotient rule above. Note that
(S ∩ kerD)−1(kerD) ⊂ ker (S−1D), with equality when S ⊂ kerD.

As a matter of notation, if S = {f i}i≥0 for some nonzero f ∈ B, then Df

denotes the induced derivation S−1D on Bf . Likewise, if S = B − p for some
prime ideal p of B, then Dp denotes the induced derivation S−1D on Bp.

Similarly, suppose D ∈ Derk(B) and I ⊂ B is an integral ideal of D.
Then the pair (D, I) induces a well-defined quotient derivation D/I on
the quotient B/I in an obvious way: D/I([b]) = [Db], where [b] denotes the
congruence class of b ∈ B, modulo I. Conversely, any ideal I ⊂ B for which
D/I is well-defined is an integral ideal of D. Miyanishi gives the following
basic properties of integral ideals for derivations.

Proposition 1.14. (Lemma 1.1 of [220]) Suppose that B is a commutative
noetherian k-domain, and let δ ∈ Derk(B). If I, J ⊂ B are integral ideals for
δ, then:

(a) I + J , IJ , and I ∩ J are integral ideals for δ.
(b) Every prime divisor p of I is an integral ideal for δ.
(c) The radical

√
I is an integral ideal for δ.
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As to extension of scalars, Nowicki gives:

Proposition 1.15. ([247], 5.1.1 and 5.1.3) Let D ∈ Derk(B) be given, and
suppose k ⊂ k′ is a field extension. Let B′ = B ⊗k k

′ and D′ = D ⊗ 1 ∈
Derk′(B′). Then

(a) BD ⊗k k
′ and (B′)D′

are isomorphic as k′-algebras.
(b) BD is a finitely generated k-algebra if and only if (B′)D′

is a finitely
generated k′-algebra.

This same result in the context of group actions is given by Nagata in [240],
8.9 and 8.10. See also [100], 1.2.7.

Remark 1.16. Regarding more general tensor products, suppose that R1 and
R2 are commutative k-algebras, and Di ∈ Derk(Ri) (i = 1, 2). Then D1 ⊗D2

is defined in the standard way as a k-module endomorphism of R1 ⊗kR2, but
it is not generally a derivation.

Remark 1.17. Observe that, while kerD is algebraically closed in B for D ∈
Der(B), Nil(D) may fail to be. For example, if δ is the extension of the deriv-
ative d

dx on k[x] to the field k(x), then Nil(δ) = k[x] in k(x). As another
example (due to Daigle), consider the power series ring B = Q[[x]] and its
natural derivation D = d

dx : we have kerD = Q and Nil(D) = Q[x]. Thus,
Nil(D) is not even integrally closed in B, since

√
1 + x �∈ Nil(D), whereas

1 + x ∈ Nil(D).

1.3 Group Actions

In the purely algebraic situation, it is advantageous to consider the general
category of commutative k-domains. In the geometric setting, however, our
primary interest relates to affine k-varieties X over an algebraically closed
field k. The classical case is when k = C.

So assume in this section that k is an algebraically closed field (of char-
acteristic zero). We will consider affine varieties X over k, endowed with the
Zariski topology. The coordinate ring of X, or ring of regular functions, is in-
dicated by either k[X] or O(X). If B is an affine k-domain, then X = Spec(B)
is the corresponding affine variety. In particular, affine n-space over k will be
denoted by A

n
k , or simply A

n when the ground field k is understood. We also
wish to consider algebraic groups G over k. The reader can find these standard
definitions in many sources, some of which are given at the end of this section.

Suppose that G is an algebraic k-group, and that G acts algebraically
on the affine k-variety X.2 In this case, X is called a G-variety. G acts by
automorphisms on the coordinate ring B = k[X], and the ring of invariants
for the action is
2 Note that the terms regular action and rational action are also used in the

literature to indicate algebraic actions.
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BG = {f ∈ B|g · f = f for all g ∈ G} .

Some authors also refer to BG as the fixed ring of the action. An element
f ∈ BG is called an invariant function for the action. Likewise, f ∈ B is
called a semi-invariant for the action if there exists a character χ : G→ k∗

such that g ·f = χ(g)f for all g ∈ G. In this case, χ is the weight of the semi-
invariant f . Certain important groups, like the special linear group SL2(k)
and the additive group k+ of the field k, have no nontrivial characters.

The set of fixed points for the action is

XG = {x ∈ X|g · x = x for all g ∈ G} .

The action is fixed point free, or simply free, if XG is empty.
The orbit of x ∈ X is {g · x|g ∈ G}, denoted by G · x or Ox. The con-

sideration of orbits leads naturally to the important (and subtle) question
of forming quotients. Questions about orbits are at the heart of Geometric
Invariant Theory.

Since we wish to navigate within the category of affine varieties, we define
the categorical quotient for the action (if it exists) to be an affine variety
Z, together with a morphism π : X → Z, satisying: (a) π is constant on the
orbits, and (b) for any other affine variety Z ′ with morphism φ : X → Z ′

which is constant on the orbits, φ factors uniquely through π. The categorical
quotient is commonly denoted by X//G.

A categorical quotient is a geometric quotient if the points of the un-
derlying space correspond to the orbits of G on X. The geometric quotient is
commonly denoted by X/G. Dolgachev writes:

The main problem here is that the quotient space X/G may not exist
in the category of algebraic varieties. The reason is rather simple. Since
one expects that the canonical projection f : X → X/G is a regular
map of algebraic varieties and so has closed fibres, all orbits must be
closed subsets in the Zariski topology of X. This rarely happens when
G is not a finite group. (Introduction to [87])

A third kind of quotient is the algebraic quotient Y = Spec(BG). While
BG is not necessarily an affine ring, Winkelmann has shown that it is always
at least quasi-affine, i.e., the ring of regular functions on an open subset of an
affine variety [307]. The function X → Y induced by the inclusion BG ↪→ B
is the algebraic quotient map.

In many situations, BG is indeed an affine ring, and the algebraic quotient
map is a morphism of affine k-varieties. In this case, the categorical quotient
X//G exists and equals the algebraic quotient Y = Spec(BG). (This is easily
verified using the universal mapping property of X//G, and the fact that the
inclusion map BG → B is injective.) So hereafter in this book, the terms
quotient and quotient map will mean the algebraic/categorical quotient
and its associated morphism, with the underlying assumption that BG is
finitely generated.



1.3 Group Actions 21

Of course, it may happen that the invariant functions BG do not separate
orbits, so that even when O(X/G) exists, it may not equal BG, since the
geometric and algebraic quotients may not admit a bijective correspondence.
Dolgachev points out the simple example of G = GLn(k) acting on A

n in the
natural way: This action has two orbits, whereas BG = k.

If G acts on two varieties X and X ′, then a morphism φ : X → X ′ is called
equivariant relative to these two actions if and only if φ(g · x) = g · φ(x) for
all g ∈ G and x ∈ X.

The G-action ρ : G×X → X is called proper if and only if the morphism
G × X → X × X, (g, x) �→ (x, ρ(g, x)), is proper as a map of algebraic k-
varieties (see [87], 9.2). If k = C, then properness has its usual topological
meaning, i.e., the inverse image of a compact set is compact.

The action ρ is called locally finite if and only if the linear span of the
orbit of every f ∈ k[X] is a finite-dimensional vector space over k.

In case the underlying space X is a k-vector space X = V and G acts
by vector space automorphisms G → GL(V ), then ρ is said to be a linear
action, and V is called a G-module.

Given n ≥ 1, let Un denote the subgroup of GLn(k) consisting of upper
triangular matrices with each diagonal entry equal to 1. A linear algebraic
group G ⊂ GLn(k) is called unipotent if and only if it is conjugate to a
subgroup of Un; equivalently, the only eigenvalue of G is 1. G is reductive
if and only if G is connected and contains no nontrivial connected normal
unipotent subgroup. It is well-known that, when G is a reductive group acting
on X, then k[X]G is affine (so the categorical and algebraic quotients are the
same), and the quotient map is always surjective and separates closed orbits
(see Kraft [174]).

Regarding group actions, our primary interest is in algebraic Ga-actions,
where Ga denotes the additive group of the field k. Also important are the
algebraic Gm-actions, where Gm denotes the multiplicative group of units
of k. Other common notations are Ga(k) or k+ for Ga, and Gm(k),k×, or k∗

for Gm. Under the assumption k is algebraically closed, Ga and Gm are the
only irreducible algebraic k-groups of dimension 1 (20.5 of [147]). For non-
algebraically closed fields, there may be other such groups, for example, the
circle group S1 over the field R of real numbers (which is reductive).

Any group G
n
m (n ≥ 1) is called an algebraic torus of dimension n.

Likewise, the group G
n
a (n ≥ 1) is called the vector group of dimension n.

The algebraic tori G
n
m are reductive, and the vector groups G

n
a are unipotent.

Suppose ρ : Ga×X → X is an algebraic Ga-action on the algebraic variety
X, noting that Ga

∼= A
1. Then Ga also acts on the coordinate ring k[X].

• ρ is equivariantly trivial or globally trivial if and only if there exists
an affine variety Y and an equivariant isomorphism φ : X → Y × A

1,
where Ga acts trivially on Y , and Ga acts on A

1 by t · x = x+ t.
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• ρ is locally trivial if and only if there exists a covering X = ∪n
i=1Xi by

Zariski open sets such that the action restricts to an equivariantly trivial
action on each Xi.

Observe that these definitions can be extended to other categories. For ex-
ample, we are assuming Ga acts by algebraic automorhisms, with φ being an
algebraic isomorphism; but when k = C, Ga may act by holomorphic auto-
morphisms, with φ being a holomorphic isomorphism.

On the subject of affine k-varieties, there are a number of good references,
including Harris [139], Hartshorne [140], Kunz [178], or Miyanishi [219]. For
references to actions of algebraic groups and classical invariant theory, the
reader should see Bass [13], Derksen and Kemper [71], Dieudonné and Carrell
[83], Dolgachev [87], Humphreys [147], Kraft [174], Kraft and Procesi [177],
Popov [254], together with the nice review of Popov’s book written by Schwarz
[271], or van den Essen [100], Chap. 9. The article of Greuel and Pfister [129]
and the book of Grosshans [131] focus on the invariant theory of unipotent
groups. The latter includes a wealth of historical references.

If X is an affine variety, elements of the Lie algebra Derk(k[X]) can be
viewed as vector fields on X with polynomial coefficients, and can be used
to study X; see the article of Siebert [280]. For a discussion of locally finite
group actions relative to derivations and vector fields, see Drensky and Yu
[90], Draisma [88], or Cohen and Draisma [36].

1.4 First Principles for Locally Nilpotent Derivations

We next turn our attention to the locally nilpotent case, with the ongoing
assumption that k is any field of characteristic zero, and B is a commutative
k-domain.

Principle 1. Suppose D ∈ LND(B).

(a) kerD is factorially closed.
(b) B∗ ⊂ kerD. In particular, LND(B) = LNDk(B).
(c) If D �= 0, then D admits a local slice r ∈ B.
(d) Autk(B) acts on LND(B) by conjugation.

Proof. By Prop. 1.9, νD is a degree function, and it was observed earlier that
for any degree function, the set of degree-zero elements forms a factorially
closed subring containing B∗. This is the content of (a) and (b).

For (c), choose b ∈ B such that Db �= 0, and set n = νD(b) ≥ 1. Then
Dnb �= 0 and Dn+1b = 0, so we may take r := Dn−1b.

Part (d) is due to the observation that (αDα−1)n = αDnα−1 for any
α ∈ Autk(B) and n ≥ 0. ��
Note that, while derivations of fields are of interest and importance, the fore-
going result shows that the only locally nilpotent derivation of a field is the
zero derivation.
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Corollary 1.18. If K is a field of characteristic 0, then LND(K) = {0}.

Remark 1.19. The kernel of a locally finite derivation may fail to be factorially
closed. For example, on the polynomial ring k[x, y] define a k-derivation D
by Dx = y and Dy = x. Then D(x2 − y2) = 0, whereas neither D(x − y)
nor D(x+ y) is 0. Likewise, there are factorially closed subrings A ⊂ B with
tr.deg.AB = 1 which are not the kernel of any locally nilpotent derivation.
For example, we may take A = k[x2 − y3] in B = k[x, y] (see [49] p.226, first
remark).

Principle 2. Let S be any subset of B which generates B as k-algebra, and
let D ∈ Derk(B). Then

D ∈ LND(B) ⇔ S ⊂ Nil(D) .

Proof. This follows immediately from the fact that Nil(D) is a subalgebra
(Prop. 1.9(b)). ��

Suppose B is finitely generated over A = kerD, namely, B = A[x1, ..., xn].
Then this result implies that D ∈ LND(B) if and only if there exists N ∈ Z

such that DNxi = 0 for each i.

Principle 3. Suppose D ∈ LND(B) is nonzero, and set A = kerD. If P ∈
A[1] and t ∈ B are such that neither t nor P (t) is zero, then

νD(P (t)) = (degP ) · νD(t) .

Proof. The case νD(t) = 0 is trivial, so assume νD(t) > 0. For each a ∈ A
(a �= 0) and i ∈ N we have νD(ati) = iνD(t). Thus, the nonzero terms in P (t)
have distinct νD-degrees, and the desired conclusion follows. ��

Principle 4. Given an ideal I of B, and given D ∈ LND(B), D �= 0, D
induces a well-defined element D/I ∈ LND(B/I) if and only if I is an integral
ideal of D. In addition, if I is an integral ideal of D which is a maximal ideal
of B, then DB ⊂ I.

Proof. Only the second assertion requires demonstration. If I is a maximal
ideal, then B/I is a field, and thus LND(B/I) = {0}. In particular, D/I = 0,
so DB ⊂ I. ��

Principle 5. Let D ∈ LND(B) and f1, ..., fn ∈ B (n ≥ 1) be given. Suppose
there exists a permutation σ ∈ Sn such that Dfi ∈ fσ(i)B for each i. Then in
each orbit of σ there is an i with Dfi = 0.

Proof. Suppose Dfi �= 0 for each i, and choose a1, ..., an ∈ B such that Dfi =
aifσ(i). Then νD(fi) ≥ 1 and νD(ai) ≥ 0 for each i. It follows that, for each i,

νD(fi) − 1 = νD(Dfi) = νD(aifσ(i)) = νD(ai) + νD(fσ(i)) ≥ νD(fσ(i)) .
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Therefore, ∑

1≤i≤n

νD(fi) − n ≥
∑

1≤i≤n

νD(fσ(i)) ,

which is absurd, since the two summations have the same value. Therefore,
Dfi = 0 for at least one i. Now apply this result to the decomposition of σ
into disjoint cycles, and the desired result follows. ��

The case n = 1 above is especially important.

Corollary 1.20. If Df ∈ fB for D ∈ LND(B) and f ∈ B, then Df = 0.

Principle 6. (Prop. 1 of [116]) Suppose B is a commutative k-domain, and
D ∈ LND(B). Assume that D is extended to a derivation D∗ of the ring
B[t] = B[1]. Then D∗ is locally nilpotent if and only if D∗t ∈ B.

Proof. If D∗t ∈ B, then since B ⊂ Nil(D∗), it follows that t ∈ Nil(D∗). So in
this case, D∗ is locally nilpotent by Princ. 2 above.

Conversely, assume D∗ is locally nilpotent, but that D∗t �∈ B. Choose
N such that (D∗)N t �∈ B, but (D∗)N+1t ∈ B, which is possible since D∗

is locally nilpotent. Then P (t) := (D∗)N t is of positive t-degree. Suppose
degt P (t) = m ≥ 1 and degtD

∗t = n ≥ 1, and write P (t) =
∑

i bit
i for

bi ∈ B. Then
D∗(P (t)) = P ′(t)D∗t+

∑

i

(Dbi)ti ,

which belongs to B, and thus has t-degree 0. It follows that (m− 1)+n ≤ m,
so n = 1, i.e., D∗t is linear in t. This implies that degt(D∗)it ≤ 1 for all i ≥ 0,
and in particular we must havem = 1. Write P (t) = at+b andD∗t = ct+d for
a, b, c, d ∈ B and a, c �= 0. ThenD∗(at+b) = (ac+Da)t+ad+Db belongs to B,
meaning that ac+Da = 0. But then Da ∈ aB, so by the preceding corollary,
Da = 0. But then ac = 0 as well, a contradiction. Therefore, D∗t ∈ B. ��

Principle 7. Given D ∈ Derk(B), and given nonzero f ∈ B,

fD ∈ LND(B) ⇔ D ∈ LND(B) and f ∈ kerD .

Proof. Suppose fD ∈ LND(B) but Nil(D) �= B. Then D �= 0. Set N =
νfD(f) ≥ 0, and choose g ∈ B − Nil(D). It follows that g �= 0, νfD(g) ≥ 0,
and νfD(Dng) ≥ 0 for all n ≥ 1. On the one hand, we have

νfD(f ·Dng) = νfD((fD)(Dn−1g)) = νfD(Dn−1g) − 1 .

On the other hand, we see that

νfD(f ·Dng) = νfD(f) + νfD(Dng) = N + νfD(Dng) .

Therefore,

νfD(Dng) = νfD(Dn−1g) − (N + 1) for all n ≥ 1 .
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This implies
νfD(Dng) = νfD(g) − n(N + 1) ,

which is absurd since it means νfD has values in the negative integers. There-
fore, D ∈ LND(B). To see that f ∈ kerD, note that (fD)(f) ∈ fB. By Cor.
1.20, it follows that f ∈ ker (fD); and since B is a domain, ker (fD) = kerD.

The converse is immediate. ��
Remark 1.21. Nowicki gives an example to show that the result above may
fail for a non-reduced ring. Let R = Q[x]/(x3) = Q[x̄], and let d ∈ DerQ(R)
be defined by dx̄ = x̄2. Then d, x̄d ∈ LND(R), but x̄ �∈ ker d ([247], 8.1.3).

Principle 8. Suppose B = A[t], where A is a subring of B and t is transcen-
dental over A. Then

(a) d
dt ∈ LNDA(A[t])

(b) ker ( d
dt ) = A

(c) LNDA(A[t]) = A · d
dt

Proof. Part (a) is an immediate consequence of Prop. 1.6, since this shows
that each application of d

dt reduces degree in A[t] by one.
By definition, A ⊂ ker ( d

dt ). Conversely, suppose P (t) ∈ ker ( d
dt ). If degP ≥

1, then since this kernel is algebraically closed, it would follow that t ∈ ker ( d
dt ),

a contradiction. Therefore, ker ( d
dt ) = A.

For (c), let D ∈ LNDA(B) be given, D �= 0. By Prop. 1.8(c), for any
p(t) ∈ A[t], D(p(t)) = p′(t)Dt. Consequently, D = Dt d

dt . Since both D and d
dt

are locally nilpotent, Princ. 7 implies that Dt ∈ A. Therefore, LNDA(A[t]) ⊆
A · d

dt . The reverse inclusion is implied by Princ. 7. ��
Principle 9. Let S ⊂ B − {0} be a multiplicatively closed set, and let D ∈
Derk(B) be given. Then

S−1D ∈ LND(S−1B) ⇔ D ∈ LND(B) and S ⊂ kerD .

In this case, ker (S−1D) = S−1(kerD).

Proof. Suppose S−1D is locally nilpotent, noting that D is clearly locally
nilpotent in this case. Since S ⊂ (S−1B)∗ ⊂ ker (S−1D), it follows that S ⊂
kerD.

Conversely, suppose D is locally nilpotent and S ⊂ kerD. Let f/g ∈ S−1B
be given. Since g ∈ kerD, it follows immediately from the quotient rule that
g−1 ∈ ker (S−1D). Thus,

(S−1D)n(f/g) = g−1(S−1D)n(f) = g−1Dnf = 0 for n
 0 .

Therefore, S−1D is locally nilpotent.
Assuming S ⊂ kerD, it follows that

S−1D(f/g) = 0 ⇔ (1/g)Df = 0 ⇔ Df = 0 ⇔ f/g ∈ S−1(kerD) .

��
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Principle 10. Suppose D ∈ LND(B).

(a) expD ∈ Autk(B)
(b) If [D,E] = 0 for E ∈ LND(B), then D + E ∈ LND(B) and

exp(D + E) = expD ◦ expE .

(c) The subgroup of Autk(B) generated by {expD|D ∈ LND(B)} is normal.

Proof. Since every function Di is additive, expD(f) =
∑

i≥0
1
i!D

if is an
additive function. To see that expD respects multiplication, suppose f, g ∈ B
are nonzero, with νD(f) = m and νD(g) = n. Then Dif = Djg = 0 for i > m
and j > n, and

(expD)(f) · (expD)(g) =




∑

0≤i≤m

1
i!
Dif



 ·




∑

0≤j≤n

1
j!
Djg





=
∑

0≤i+j≤m+n

1
i!j!
DifDjg

=
∑

0≤i+j≤m+n

1
(i+ j)!

(
i+ j
j

)

DifDjg

=
∑

0≤t≤m+n

1
t!




∑

i+j=t

(
i+ j
j

)

DifDjg





=
∑

0≤t≤m+n

1
t!
Dt(fg)

= (expD)(fg) .

The penultimate line follows from the preceding line by the higher product
rule. Thus, expD is an algebra homomorphism.

Next, let f ∈ B be given, and choose m ≥ 0 so that Dmf = Emf = 0. Set
n = 2m. Since D and E commute,

(D + E)n(f) =
∑

i+j=n

(
n
i

)

DiEj(f) .

For each term of this sum, either i ≥ m or j ≥ m, and it follows that
DiEj(f) = EjDi(f) = 0 for each pair i, j. Therefore, D+E ∈ LND(B). Fur-
ther, by using this same expansion for (D+E)n, the proof that exp(D+E) =
expD ◦ expE now follows formally exactly as above. Thus, (b) is proved.

In addition, note that by Princ. 7, −D ∈ LND(B). Thus, by part (b), it
follows that

expD ◦ exp(−D) = exp(−D) ◦ expD = exp 0 = I .
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Therefore, expD is an automorphism, and (a) is proved.
Finally, part (c) follows from the observation that

α(expD)α−1 = exp(αDα−1)

for any α ∈ Autk(B), and that αDα−1 is again locally nilpotent. ��

Principle 11. Let D ∈ LND(B) be given, D �= 0, and set A = kerD. Choose
a local slice r ∈ B of D, and let πr : B → BDr denote the Dixmier map
defined by r.

(a) πr(B) ⊂ ADr

(b) πr is a k-algebra homomorphism.
(c) kerπr = rBDr ∩B
(d) BDr = ADr[r]
(e) The transcendence degree of B over A is 1.

Proof. Consider first the case Ds = 1 for some s ∈ B.
For (a), recall the definition

πs(h) =
∑

i≥0

(−1)i

i!
Dihsi .

From this, one verifies immediately thatD(πs(h)) = 0 for all h ∈ B. Therefore,
πs(B) ⊂ A = ADs.

For (b), let t be transcendental over B, and extend D to B[t] via Dt = 0.
Let ι : B ↪→ B[t] be inclusion, and let ε : B[t] → B be the evaluation map
ε(t) = s. By principles 7 and 10, exp(−tD) is an automorphism of B[t]. In
addition, πs = ε ◦ exp(−tD) ◦ ι. Therefore, πs is a homomorphism.

For (c), note that πs(s) = s−(Ds)s = 0. Therefore, π(sB) = 0. Conversely,
if πs(f) = 0, then since πs(f) = f + sb for some b ∈ B, we conclude that
f ∈ sB. Therefore, ker (πs) = sB when Ds = 1.

Next, since the kernel of D on B[t] equals A[t], πs extends to a homo-
morphism πs : B[t] → A[t]. Define the homomorphism φ : B → A[s] by
φ = ε ◦ πs ◦ exp(tD) ◦ ι. Specifically, φ is defined by

φ(g) =
∑

n≥0

1
n!
πs(Dng)sn .

Then φ is a surjection, since φ(a) = a for a ∈ A, and φ(s) = s. Also, if φ(g) =
0, then since s is transcendental over A by Prop. 1.8, it follows that each
coefficient of φ(g) ∈ A[s] is zero. If g �= 0, then the highest-degree coefficient of
φ(g) equals (1/n!)πs(Dng), where n = νD(g) ≥ 0. Thus, Dng ∈ kerπs = sB,
and since also Dng ∈ A − 0, we conclude that s ∈ A (since A is factorially
closed). But s �∈ A, so it must be that g = 0. Therefore, φ is an isomorphism,
and (d) is proved.

We have now proved (a)-(d) in the special case Ds = 1.
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For the general case, suppose that, for the local slice r, Dr = f ∈ A. Let
Df denote the extension of D to Bf . Then s := r/f is a slice of Df . Since πr is
the restriction to B of the homomorphism πs : Bf → Bf , it follows that πr is
a homomorphism. The kernel is sBf ∩B = rBf ∩B, and Bf = Af [s] = Af [r].
Therefore, results (a)-(d) hold in the general case.

Finally, (e) follows immediately from (d). ��

Several important corollaries are implied by this result.

Corollary 1.22. (Slice Theorem) Suppose D ∈ LND(B) admits a slice
s ∈ B, and let A = kerD. Then:

(a) B = A[s] and D = d
ds

(b) A = πs(B) and kerπs = sB
(c) If B is affine, then A is affine.

Proof. Immediate. ��

Corollary 1.23. Let B be any commutative k-domain, and let D ∈ LND(B).
Let δ denote the extension of D to a derivation of the field frac(B) (so δ is
not locally nilpotent if D �= 0). Then ker δ = frac(kerD).

Proof. Let A = kerD. If r is a local slice of D and f = Dr, then B ⊂
Bf = Af [r]. We therefore have frac(B) ⊂ frac(A)(r) ⊂ frac(B), which implies
frac(B) = frac(A)(r). Now suppose δg = 0 for g ∈ frac(B), and write g = P (r)
for the rational function P having coefficients in frac(A). Then 0 = P ′(r)δr,
and since δr �= 0, P ′(r) = 0. It follows that g = P (r) ∈ frac(A), which shows
ker δ ⊂ frac(kerD). The reverse containment is obvious. ��

Corollary 1.24. If S is a commutative k-domain such that tr.deg.kS = 1
and LND(S) �= {0}, then S = K [1], where K is a field algebraic over k. If, in
addition, k is algebraically closed, then S = k[1].

Proof. Suppose δ ∈ LND(S) is nonzero, and set K = ker δ. We have k ⊂ K ⊂
S, where tr.deg.KS = 1. Therefore, tr.deg.kK = 0, i.e., K is an algebraic field
extension of k. If r ∈ S is a local slice of δ, then δr ∈ K∗, so s = (δr)−1r is a
slice of δ. It follows that S = K[s]. ��

Another immediate implication of Princ. 11, combined with Prop. 1.9, is the
following degree formula. (See also Cor. 2.2 of [74] and 1.3.32 of [100].)

Corollary 1.25. Given D ∈ LND(B), set L = frac(B) and K = frac(BD).
If b ∈ B and b �∈ BD, then νD(b) = [L : K(b)].

The next result examines the case in which two kernels coincide, and is
due to Daigle.

Principle 12. (Lemma 1.1 of [49]) Suppose D,E ∈ LND(B) are such that
A := kerD = kerE. Then there exist nonzero a, b ∈ A such that aD = bE.
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Proof. We may assume D,E �= 0. By Princ. 11 (d), there exists c ∈ A and t ∈
B such that Bc = Ac[t]. By Princ. 9, ker (Dc) = ker (Ec) = Ac. Therefore, by
Princ. 8, Dc = β ·(d/dt) and Ec = α·(d/dt) for some α, β ∈ Ac. Consequently,
αDc = βEc. Choose n ∈ Z+ so that a := cnα and b := cnβ belong to A. Then
aDc = bEc. Restriction to B gives the desired result. ��

A second result of Daigle is the following. In case B is an affine ring, it
characterizes those subrings of B which occur as the kernel of some locally
nilpotent derivation.

Principle 13. (Prop. 1.4 of [49]) Let A be a subalgebra of B other than B
itself, S = A− {0}, and K = S−1A, the field of fractions of A. Consider the
following statements.

1. A = kerD for some D ∈ LND(B).
2. S−1B = K [1] and A = K ∩B.

In all cases, (1) implies (2). If, in addition, B is finitely generated over A,
then (2) implies (1).

Proof. That (1) implies (2) follows immediately from part (d) of Princ. 11,
together with Princ. 9. Conversely, assume (2) holds and that B = A[b1, ..., bn]
for some bi ∈ B. Since d

dt (bi) ∈ K[t] for each i, there exists s ∈ S so that
s d

dt (B) ⊂ B. Since s ∈ K, s d
dt is locally nilpotent. If D denotes the restriction

of s d
dt to B, it follows that D is also locally nilpotent, and kerD = B ∩

ker (s d
dt ) = B ∩K = A. ��

Principle 14. (Compare to Princ. II of [97]) Suppose B is the graded ring
B = ⊕i∈ZBi, and let D ∈ LND(B) be given. Suppose that, for integers m ≤ n,
D admits a decomposition D =

∑
m≤i≤nDi, where each Di ∈ Derk(B) is

homogeneous of degree i relative to this grading, and where Dm �= 0 and
Dn �= 0.

(a) Dm,Dn ∈ LND(B)
(b) If f ∈ kerD and f =

∑
u≤i≤v fi for fi ∈ Bi, then fu ∈ kerDm and

fv ∈ kerDn.

Proof. Given t ∈ Z+, the function Dt is a sum of functions of the form
Di1Di2 · · ·Dit

, where m ≤ ij ≤ n for each j. In particular, every such “mono-
mial” is a homogeneous function on B, and the highest degree summand
appearing in Dt is (Dn)t.

Suppose F ∈ B is homogeneous but not 0, and set t = νD(F ) + 1 ≥ 1.
Then the highest-degree homogeneous summand of DtF equals (Dn)tF , and
since 0 = DtF , it follows that (Dn)tF = 0. Therefore, the subalgebra Nil(Dn)
contains every homogeneous element of B, and it follows that Nil(Dn) = B.
Likewise, the lowest-degree homogeneous summand of DtF is (Dm)tF = 0,
which implies Dm is locally nilpotent. So (a) is proved.
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Similarly, we have
0 = Df =

∑

m≤i≤n
u≤j≤v

Difj .

Each term Difj is homogeneous, and the degree of Dnfv exceeds that of any
other term. Therefore, Dnfv = 0. Likewise, the term of least degree is Dmfu,
which must also be zero. ��
Principle 15. (Lemma 4 of [193], and Lemma 3 of [190]) Let B = ∪i∈ZBi be
a proper Z-filtration, and suppose D ∈ LND(B) respects this filtration. Then
gr(D) ∈ LND(Gr(B)).

Proof. We may assume D �= 0. Let δ denote the derivation gr(D) on Gr(B),
and let ρ denote the natural mapping of B into Gr(B). It suffices to show that
δ is locally nilpotent on the generating sets Bi/Bi−1 of Gr(B).

Because D respects the filtration, we may consider the least integer t so
that DBi ⊂ Bi+t for every i. Given nonzero a ∈ B, let ι(a) = i, which
means that a ∈ Bi ∩ BC

i−1. By hypothesis, Da ∈ Bi+t, so ι(Da) ≤ i + t.
If ι(Da) < i + t, then Da ∈ Bi+t−1 and δ(a + Bi−1) = Da + Bi+t−1 = 0.
Otherwise, ι(Da) = i + t, meaning δ(ρ(a)) = ρ(Da)). By iteration, we have
that either δn(ρ(a)) = 0, or δn(ρ(a)) = ρ(Dna)). Since D is locally nilpotent,
we conclude that δn+1(ρ(a)) = 0 for n = νD(a). ��

The final basic principle in our list is due to Vasconcelos; the reader is
referred to [300] for its proof. (Note: Vasconcelos’s definition of “locally finite”
is the same as the present definition of locally nilpotent.) Other proofs appear
in van den Essen [100], 1.3.37; and in Wright [311], Prop. 2.5.

Principle 16. (Vasconcelos’s Theorem) Suppose R ⊂ B is a subring over
which B is integral. If D ∈ Derk(B) restricts to a locally nilpotent derivation
of R, then D ∈ LND(B).

The proof given by Vasconcelos shows that if L = frac(kerD) and K =
frac(kerD|R), then L is a finite extension of K. Thus, if T is the set of nonzero
elements of kerD, and S is the set of nonzero elements of ker (D|R), then
T−1B = L[t] and S−1R = K[t], where t ∈ R is a local slice, and D = d

dt in
each case.

Observe that the condition “integral” in Vasconcelos’s theorem cannot be
weakened to “algebraic”, since B may be a nontrivial algebraic extension of
Nil(D).

1.4.1 Remarks

Remark 1.26. For any derivation D, an exponential map exp(tD) : B[[t]] →
B[[t]] can be defined by exp(tD)(f) =

∑
i≥0(1/i!)(D

if)ti, where t is transcen-
dental over B. Again, this is a ring automorphism, and the proof is identical
to the one above. This map can be useful in proving that a given derivation
is locally finite or locally nilpotent, as for example in [300].
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Remark 1.27. One difficulty in working with locally nilpotent derivations is
that LND(B) admits no obvious algebraic structure. For example, for the
standard derivative d

dt on the polynomial ring k[t], we have seen that d
dt is

locally nilpotent, whereas t d
dt is not. Thus, LND(B) is not closed under mul-

tiplication by elements of B, and does not form a B-module.
Likewise, if k[x, y] is a polynomial ring in two variables over k, the deriva-

tions D1 = y(∂/∂x) and D2 = x(∂/∂y) are locally nilpotent, where ∂/∂x
and ∂/∂y denote the usual partial derivatives. However, neither D1 +D2 nor
[D1,D2] is locally nilpotent. So LND(B) is also not closed under addition or
bracket multiplication.

1.5 Ga-Actions

In this section, assume that the field k is algebraically closed (still of char-
acteristic zero). Let B be an affine k-domain, and let X = Spec(B) be the
corresponding affine variety.

Given D ∈ LND(B), by combining Princ. 7 and Princ. 10, we obtain a
group homomorphism

η : (kerD,+) → Autk(B) , η(f) = exp(fD) .

In addition, if D �= 0, then η is injective. Restricting η to the subgroup
Ga = (k,+), we obtain the algebraic representation η : Ga ↪→ Autk(B).
Geometrically, this means that D induces the faithful algebraic Ga-action
exp(tD) on X (t ∈ k).

Conversely, let ρ : Ga ×X → X be an algebraic Ga-action over k. Then ρ
induces a derivation ρ′(0), where differentiation takes places relative to t ∈ Ga.

To be more precise, at the level of coordinate rings, ρ∗ : B → B[t] is a k-
algebra homomorphism (since ρ is a morphism of algebraic k-varieties). Given
t ∈ k and f ∈ B, denote the action of t on f by t · f . Define δ : B → B by the
composition

B
ρ∗

−→ B[t]
d/dt−→ B[t] t=0−→ B

i.e., δ = ε d
dtρ

∗, where ε denotes evaluation at t = 0.

Proposition 1.28. δ ∈ LND(B).

Proof. To see this, we first verify conditions (C.1) and (C.2). Condition (C.1)
holds, since δ is composed of k-module homomorphisms. For (C.2), observe
that, given a ∈ B, if ρ∗(a) = P (t) ∈ B[t], then for each t0 ∈ k, t0 · a = P (t0).
In particular, a = 0 · a = P (0) = ερ∗(a). Therefore, given a, b ∈ B:

δ(ab) = ε
d

dt
(ρ∗(a)ρ∗(b)) = ε

(

ρ∗(a)
d

dt
ρ∗(b) + ρ∗(b)

d

dt
ρ∗(a)

)

= aδb+ bδa

So condition (C.2) holds, and δ is a derivation.
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To see that δ is locally nilpotent, let f ∈ B be given, and suppose ρ∗(f) =
P (t) =

∑
0≤i≤n fit

i for fi ∈ B. For general s, t ∈ k, we have

(s+ t) · f = s · (t · f) =
∑

0≤i≤n

(s · fi)ti .

On the other hand, it follows from Taylor’s formula that

(s+ t) · f = P (s+ t) =
∑

0≤i≤n

P (i)(s)
i!

ti .

Equating coefficients yields: s · fi = (1/i!)P (i)(s) for all s ∈ k.
We now proceed by induction on the t-degree of ρ∗(f). If the degree is zero,

then δ(f) = P ′(0) = 0, and thus f ∈ Nil(δ). Assume g ∈ Nil(δ) whenever the
degree of ρ∗(g) is less than n. Then δ(f) = P ′(0) = f1 and deg ρ∗(f1) =
degP ′(s) = n− 1. Thus, δ(f) ∈ Nil(δ), which implies f ∈ Nil(δ) as well. ��

The reader can check that D = (exp(tD))′(0), and conversely ρ = exp(tρ′(0)).
For other proofs, see [131], §8; [100], 9.5.2; and [47], §4.

In summary, there is a bijective correspondence between LND(B) and the
set of all algebraic Ga-actions on X = Spec(B), where D ∈ LND(B) induces
the action exp(tD), and where the action ρ induces the derivation δ = ρ′(0),
as described above. In addition, the kernel of the derivation coincides with
the invariant ring of the corresponding action:

kerD = BGa ,

since Df = 0 if and only if exp(tD)(f) = f for all t ∈ k.
With this, many of the algebraic results we have established can be trans-

lated into geometric language. For example, Cor. 1.24 becomes:

Corollary 1.29. Let C be an affine curve over k (an algebraically closed field
of characteristic zero). If C admits a nontrivial algebraic Ga-action, then
C = A

1.

Note that this result is also implied by a classical theorem of Rosenlicht,
which asserts that every orbit of a unipotent group acting algebraically on a
quasiaffine algebraic variety is closed [265]. For a short proof of Rosenlicht’s
theorem, see [28], Prop. 4.10.

Consider the algebraic Ga-action exp(tD) on the variety X = Spec(B).
Note that, since Ga

∼= A
1, the orbit of the Ga-action Ox = {t · x|t ∈ k} for

x ∈ X is either a line A
1 or a single point. By Rosenlicht’s theorem, these

orbits are closed in X, and when the action is nontrivial, the union of the
one-dimensional orbits forms a Zariski-dense open subset of X. As to the
fixed points of the Ga-action, it is easy to see that these are defined by the
ideal (DB) generated by the image of D; we denote this set by either FixD
or XGa . The Ga-action is fixed-point free if and only if 1 ∈ (DB). At the
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opposite extreme, suppose D is reducible, meaning DB ⊂ fB for some non-
unit f ∈ B. Then V (f) ⊂ XGa ⊂ X, where V (f) denotes the hypersurface of
X defined by f . This means that D has the form fD′ for some D′ ∈ LND(B)
and f ∈ kerD (Princ. 7).

An early and important result on the fixed points of Ga-actions is due to
Bia�lynicki-Birula.

Theorem 1.30. [22] If X is irreducible and affine, and dimX ≥ 1, then the
algebraic action of any connected unipotent group G on X has no isolated
fixed points.

See also [20, 21, 123, 146] for related results.
Consider the geometric implications of Princ. 11. If D ∈ LND(B) has local

slice r ∈ B, set A = kerD and f = Dr. Then Bf = Af [r] and the extension
of D to Bf equals d

dr . Thus, the induced Ga-action exp(tD) on X = SpecB
restricts to an equivariantly trivial action on the principal open set Uf defined
by f . Likewise, if f1, ..., fn ∈ pl(D) = A∩DB and satisfy f1B+· · ·+fnB = B,
then the principal open sets Ufi

cover X, and the Ga-action on X is locally
trivial (hence fixed-point free) relative to these open sets. And finally, if D
admits a slice, then X = Y × A

1 for Y = SpecA, and the action of Ga on X
is equivariantly trivial relative to this decomposition: t · (y, z) = (y, z + t).

To summarize these algebro-geometric connections:

• free Ga-action ⇔ 1 ∈ (DB)
• locally trivial Ga-action ⇔ 1 ∈ (pl(D))
• equivariantly trivial Ga-action ⇔ 1 ∈ DB
Here, (pl(D)) denotes the B-ideal generated by the A-ideal pl(D) = A∩DB.
See also Thm. 2.5 of [81].

Remark 1.31. The bijection between locally nilpotent derivations and Ga-
actions described above remains valid over any field k of characteristic zero.
The proofs would require a more general geometric setting.

Remark 1.32. A general fact connecting derivations to group actions should be
mentioned, namely, the result of Nowicki [248], which asserts that for a poly-
nomial ring B, if G is a connected algebraic group which acts algebraically on
B, then there exists D ∈ Derk(B) with kerD = BG. In particular, this means
BG is an algebraically closed subring of B. Derksen [66] constructed a deriva-
tion whose kernel coincides with the fixed ring of the group action in Nagata’s
famous counterexample to Hilbert’s Fourteenth Problem (see Chap. 6).

Remark 1.33. An early result of Nagata (Thm. 4.1 of [237], 1962) is that the
invariant ring of a Ga-action on a factorial affine variety V has the following
property: If every unit of k[V ] belongs to k[V ]Ga , and if f ∈ k[V ]Ga , then each
prime factor of f belongs to k[V ]Ga . In particular, k[V ]Ga is a UFD. Here, the
characteristic of the field k is arbitrary. See also Lemma 1 of [210].
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Further Properties of Locally Nilpotent
Derivations

In this chapter, the purpose of the first three sections is to investigate deriva-
tions in the case B has one or more nice divisorial properties, in addition
to the on-going assumption that B is a commutative k-domain, where k is a
field of characteristic zero. Subsequent sections discuss the defect of a deriva-
tion, exponential automorphisms, and construction of kernel elements. The
term unique factorization domain is abbreviated by UFD, and principal ideal
domain by PID.

2.1 Irreducible Derivations

First, B is said to satisfy the ascending chain condition (ACC) on prin-
cipal ideals if and only if every infinite chain (b1) ⊂ (b2) ⊂ (b3) ⊂ · · · of
principal ideals of B eventually stabilizes. Note that every UFD and every
commutative noetherian ring satisfies this condition.

Lemma 2.1. If B satisfies the ACC on principal ideals, so does B[n] for every
n ≥ 0.

Proof. By induction, it suffices to show that B[1] has the ACC on principal
ideals. Suppose

(p1(t)) ⊂ (p2(t)) ⊂ (p3(t)) ⊂ · · ·
is an infinite chain of of principal ideals, where pi(t) ∈ B[t] (t an indeterminate
over B). Since B is a domain, the degrees of the pi(t) must stabilize, so we
may assume (truncating the chain if necessary) that for some positive integer
d, degt pi(t) = d for all i. (If d = 0 this is already a chain in B.) Thus, given i,
there exist ei ∈ B with pi(t) = eipi+1(t). For each integer m with 0 ≤ m ≤ d,
let p(m)

i denote the coefficient of tm in pi(t). Equating coefficients, we have
p
(m)
i = eip

(m)
(i+1), which yields

(p(m)
1 ) ⊂ (p(m)

2 ) ⊂ (p(m)
3 ) ⊂ · · ·



36 2 Further Properties

and this is an ascending chain of principal ideals in B. By the ACC, each
such chain stabilizes, and since there are only finitely many such chains, we
conclude that the given chain in B[t] also stabilizes. ��

Next, we say that B is a highest common factor ring, or HCF-ring, if
and only if the intersection of any two principal ideals of B is again principal.
Examples of HCF-rings are: a UFD, a valuation ring, or a polynomial ring
over a valuation ring.

Note that a UFD is an HCF-ring which also satisfies the ACC on principal
ideals.

Recall that D ∈ Derk(B) is irreducible if and only if DB is contained
in no proper principal ideal. We will show that for commutative k-domains
satisfying the ACC on principal ideals, a derivation is always a multiple of an
irreducible derivation.

Proposition 2.2. (See also [47], Lemma 2.18) Let δ ∈ Derk(B) and δ �= 0.

(a) If B satisfies the ACC for principal ideals, then there exists an irreducible
D ∈ Derk(B) and a ∈ B such that δ = aD.

(b) If B is an HCF-ring, and if aD = bE for a, b ∈ B and irreducible k-
derivations D and E, then (a) = (b).

(c) If B is a UFD and δ = aD for irreducible D and a ∈ B, then D is unique
up to multiplication by a unit.

Proof. Note first that, for any commutative k-domain B, if D ∈ Derk(B) has
DB ⊂ aB for a ∈ B and a �= 0, then there exists D′ ∈ Derk(B) such that
D = aD′. To see this, let ∆ ∈ Derk(fracB) be given by ∆ = 1

aD. Then ∆ is
well-defined, and restricts to B, so we may take D′ to be the restriction of ∆
to B.

To prove part (a), suppose δ is not irreducible. Then δB ⊂ a1B for some
non-unit a1 ∈ B. So there exists D1 ∈ Derk(B) with δ = a1D1, and since
B is a domain, ker δ = kerD1. If D1 is irreducible, we are done. Otherwise,
continue in this way to obtain a sequence of derivations Di, and non-units
ai ∈ B, such that kerDi = ker δ for each i, and

δ = a1D1 = a1a2D2 = a1a2a3D3 = · · · .

The process terminates after n steps if any Dn is irreducible, and part (a) will
follow.

Otherwise this chain is infinite, with the property that every ai is a non-
unit of B. In this case, choose f ∈ B not in ker δ. By the ACC on principal
ideals, the chain

(δf) ⊂ (D1f) ⊂ (D2f) ⊂ (D3f) ⊂ · · ·

eventually stabilizes: (Dnf) = (Dn+1f) for all n
 0. Therefore, there exists
a sequence of units ui ∈ B with unDn+1f = Dnf = an+1Dn+1f . Since
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Dn+1f �= 0, this implies un = an+1, i.e., every an is a unit for n 
 0. We
arrive at a contradiction, meaning this case cannot occur. So part (a) is proved.

For part (b), set T = aD = bE. Since B is an HCF-ring, there exists c ∈ B
with aB ∩ bB = cB. Therefore, TB ⊂ cB, and there exists a k-derivation F
of B such that T = cF . Write c = as = bt for s, t ∈ B. Then cF = asF = aD
implies D = sF (since B is a domain), and likewise cF = btF = bE implies
E = tF . By irreducibility, s and t are units of B, and thus (a) = (b). So part
(b) is proved.

Finally, part (c) follows immediately from parts (a) and (b), and the unique
factorization hypothesis, since a UFD is both a ring satisfying the ACC on
principal ideals and an HCF-ring. ��

Corollary 2.3. If B is a UFD, D ∈ LND(B) is irreducible, and A = kerD,
then LNDA(B) = {aD|a ∈ A}.

See Ex. 2.16 and 2.17 in [47] for examples in which the conclusions of these
results fail for other rings.

2.2 Minimal Local Slices

Minimal local slices for a locally nilpotent derivation D are defined, and their
basic properties discussed. The number of equivalence classes of minimal local
slices can be a useful invariant of D. This number is closely related to the
plinth ideal DB ∩ kerD of D.

We assume throughout this section that B is a commutative k-domain
which satisfies the ACC on principal ideals.

Fix D ∈ LND(B), D �= 0, and set A = kerD. Let B = ∪i≥0Bi be the
filtration of B induced by D, i.e., nonzero elements f ∈ Bi have νD(f) ≤ i.
Note that the set of local slices for D is B1 − B0. An equivalence relation is
defined on B1 via:

r ∼ s ⇔ A[r] = A[s] .

In particular, all kernel elements are equivalent.

Proposition 2.4. (a) B satisfies the ACC on subalgebras of the form A[r],
r ∈ B1 −B0.

(b) Given r0 ∈ B1 −B0, the set

{A[r] | r ∈ B1 −B0, A[r0] ⊆ A[r]} ,

partially ordered by set inclusion, contains at least one maximal element.
Moreover, if A[r] is maximal for this set, then A[r] is also a maximal ele-
ment of the superset {A[s] | s ∈ B1−B0}, partially ordered by set inclusion.

Proof. Suppose A[r1] ⊆ A[r2] ⊆ A[r3] ⊆ · · · for ri ∈ B1 − B0. Given i ≥ 1,
since ri ∈ A[ri+1] ∼= A[1], the degree of ri as a polynomial in ri+1 (over A)
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equals 1: otherwise Dri �∈ A (Princ. 3). For each i ≥ 1, write ri = airi+1 + bi
for some ai, bi ∈ A. Then, for each i ≥ 1, Dri = ai ·Dri+1. We thus obtain an
ascending chain of principal ideals,

(Dr1) ⊆ (Dr2) ⊆ (Dr3) ⊆ · · · .

Since this chain must eventually stabilize, we conclude that all but finitely
many of the ai are units of B. It follows that A[rn] = A[rn+1] for n
 0. This
proves (a).

To prove (b), just use (a), and apply Zorn’s Lemma. ��
We say that r ∈ B1 is a minimal local slice for D if and only if A[r] is a
maximal element of the set {A[s] | s ∈ B1}. The set of minimal local slices of
D is denoted min(D), which by the proposition is non-empty if D �= 0.

Proposition 2.5. Let σ ∈ B1 −B0 be given. Then σ ∈ min(D) if and only if
every s ∼ σ is irreducible.

Proof. If σ ∈ min(D) factors as σ = ab, then 1 = νD(ab) = νD(a) + νD(b),
which implies either νD(a) = 0 and νD(b) = 1, or νD(a) = 1 and νD(b) = 0.
Thus, either a ∈ A and b ∈ B1, or a ∈ B1 and b ∈ A. Assuming a ∈ A and
b ∈ B1, if a is not a unit of B, then A[σ] is properly contained in A[b], which
is impossible. Therefore a ∈ B∗, and σ is irreducible. Since every s ∼ σ is also
in min(D), every such s is also irreducible.

Suppose σ �∈ min(D). Then there exists r ∈ B1 such that A[σ] is properly
contained in A[r]. Since both σ and r are local slices, σ has degree 1 as a
polynomial in r, i.e., σ = ar+b for a, b ∈ A, a �= 0, and a �∈ B∗. Thus, σ ∼ ar,
which is reducible. ��
Proposition 2.6. Let r ∈ B1 − B0 be given. If Dr is irreducible in B, then
either r ∈ min(D) or D admits a slice (or both).

Proof. If r �∈ min(D), then r = as+b for some s ∈ min(D) and some non-unit
a ∈ A. Thus, Dr = a ·Ds, and since Dr is irreducibile, Ds ∈ B∗. ��
Proposition 2.7. Given D ∈ LND(B) with A = kerD, the following are
equivalent.

1. D has a unique minimal local slice (up to equivalence).
2. The plinth ideal DB ∩A is a principal ideal of A.

Proof. Suppose that D has only one minimal local slice r ∈ B, up to equiv-
alence, and let a ∈ DB ∩ A be given. Then there exists a local slice p of D
such that Dp = a. By hypothesis, there exist b, c ∈ A with p = br + c. Thus,
a = Dp = bDr ∈ (Dr)A. Therefore, DB ∩A = Dr ·A.

Conversely, suppose DB∩A = fA for some f ∈ A, and let a minimal local
slice r be given. Since, in particular f ∈ DB, there exists s ∈ B with Ds = f .
Clearly, s is also a local slice. If Dr = fg for some g ∈ A, then r − sg ∈ A,
which implies A[r] ⊂ A[s]. Since r is minimal, A[r] = A[s], i.e., r and s are
equivalent. ��
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2.3 Three Lemmas about UFDs

The following three lemmas about UFDs are recorded here for future use. The
first lemma and its proof seem to be well-known, although I could not find a
reference.

Notice that the first lemma is valid in any characteristic. In addition, notice
that we do not need to assume that B is an affine ring for the second and
third lemmas.

Lemma 2.8. Suppose k is an algebraically closed field. If B is an affine UFD
over k with tr.deg.kB = 1 and B∗ = k∗, then B = k[1].

Proof. LetX denote the curve Spec(B). Since B is a UFD,X is normal (hence
smooth), and its class group Cl(X) is trivial (see, for example, [140], II.6.2).
Embed X in a complete nonsingular algebraic curve Y as an open subset.
Then there are points Pi ∈ Y , 1 ≤ i ≤ n, such that Y − X = {P1, ..., Pn}.
Since X is affine, n ≥ 1.

Let F dentote the subgroup of Cl(Y ) generated by the divisor classes
[P1], ..., [Pn]. Then {0} = Cl(X) = Cl(Y )/F , meaning Cl(Y ) is finitely gener-
ated. It is known that if C is any complete nonsingular curve over k which is
not rational, then Cl(C) is not finitely generated. (This follows from the fact
that the jacobian variety of C is a divisible group; see Mumford [232], p. 62.)
Therefore, Y is rational, which implies Y = P

1 (the projective line over k).
It follows that X is the complement of n points in P

1, which is isomorphic
to the complement of n− 1 points of A

1. Therefore, B = O(X) has the form
k[t]f(t) for some f ∈ k[t] ∼= k[1]. Since B∗ = k∗, it follows that B = k[t]. ��

Lemma 2.9. Suppose k is an algebraically closed field of characteristic zero.
If B is a UFD over k with tr.deg.kB = 2, then every irreducible element of
LND(B) has a slice.

Proof. Suppose D ∈ LND(B) is irreducible, and set A = kerD. By Prop. 2.4,
D has a minimal local slice y.

Suppose Dy �∈ B∗. Then there exists irreducible x ∈ B dividing Dy. Since
A is factorially closed, x ∈ A.

Let D̄ = D (mod x) on B̄ = B (mod x). Since D is irreducible, D̄ �= 0. In
addition, tr.deg.kB̄ = 1. By Cor. 1.24, it follows that B̄ = k[1] and ker D̄ = k.
Since D̄ȳ = 0, we have that y ∈ xB + k. Write y = xz + λ for some z ∈ B
and λ ∈ k. Then y − λ = xz is irreducible, by Prop. 2.5. But this implies
z ∈ B∗ ⊂ A, and thus y = xz + λ ∈ A, a contradiction.

Therefore Dy ∈ B∗, and D has a slice. ��

Lemma 2.10. Suppose k is an algebraically closed field of characteristic zero.
If B is a UFD over k with degree function deg such that B0 = k, where B0

is the subring of elements of degree at most 0, and if t ∈ B is of minimal
positive degree, then k[t] is factorially closed in B.
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Proof. Given λ ∈ k, suppose t−λ = ab for a, b ∈ B. Then deg a+deg b = deg t,
which implies that either deg a = 0 or deg b = 0 by minimality of deg t.
Therefore, either a ∈ k∗ or b ∈ k∗, meaning t− λ is irreducible.

Now suppose cd ∈ k[t] for c, d ∈ B. Then there exist µ, λi ∈ k (1 ≤ i ≤ n)
such that cd = µ

∏
i(t−λi). Since this is a factorization of cd into irreducibles,

it follows that every irreducible factor of c and d is of the form t−λi. Therefore,
c, d ∈ k[t]. ��

2.4 The Defect of a Derivation

The main purpose of this section is to prove the following property for locally
nilpotent derivations, which is due to Daigle (unpublished).

Theorem 2.11. Suppose that B is a commutative k-domain, of finite tran-
scendence degree over k. Then for any pair D ∈ Derk(B) and E ∈ LND(B),
D respects the filtration of B induced by E. Consequently, gr(D) is a well-
defined derivation of Gr(B) relative to this filtration, which is locally nilpotent
if D is locally nilpotent.

It should be noted that a similar and likewise important result is given by
Wang in his thesis.

Theorem 2.12. ([302], Cor. 2.2.7) Suppose B is a finitely generated commu-
tative k-domain which is Z-graded. Then for any D ∈ LND(B), D respects
the induced Z-filtration of B.

Suppose B is a commutative k-domain equipped with a degree function
deg : B → N ∪ {−∞}, and let B0 denote the set of degree-zero elements,
together with 0. Recall that B0 is a factorially closed k-subalgebra of B, with
B∗ ⊂ B0.

In addition to the degree function, let D ∈ Der(B) be given. Together,
these define an associated defect function def : B → Z ∪ {−∞}, namely,

def(b) = deg(Db) − deg(b) for b �= 0 , and def(0) = −∞ .

Likewise, for any non-empty subset S ⊂ B, def(S) is defined by supb∈S def(b).
Note that def(S) takes its values in Z ∪ {±∞}. The defect of D relative to
deg is then defined to be def(B), and is denoted by def(D).

The reason for defining the defect of a derivation is that, if B = ∪i∈ZBi is
the filtration of B induced by the degree function deg, then D (nonzero) re-
spects this filtration if and only if def(D) is finite. The defect has the following
basic properties.

Lemma 2.13. Let a, b ∈ B, and let S be a non-empty subset of B.

(a) def(S) = −∞ if and only if S ⊂ kerD.
(b) def(D) = −∞ if and only if D = 0.
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(c) D is homogeneous relative to deg if and only if def is constant on B− 0.
(d) def(ab) ≤ max{def(a),def(b)}, with equality when def(a) �= def(b).
(e) def(an) = def(a) for all positive integers n.
(f) If a ∈ kerD, then def(ab) = def(b).
(g) If deg(a) < deg(b), then def(a+ b) ≤ max{def(a),def(b)}.
(h) If a, b ∈ B0, then def(a+ b) ≤ max{def(a),def(b)}.

Proof. Following is a proof of item (g); verification of the others is left to the
reader.

def(a+ b) = deg(D(a+ b)) − deg(a+ b)
= deg(Da+Db) − deg(b)
≤ max{deg(Da),deg(Db)} − deg(b)
= max{deg(Da) − deg(b),deg(Db) − deg(b)}
≤ max{deg(Da) − deg(a),deg(Db) − deg(b)}
= max{def(a),def(b)} .

��

The defect was used by Makar-Limanov in [189] to study locally nilpotent
derivations, and independently by Wang in his thesis, which also contains the
following result. (As above, B0 denotes the subalgebra of degree-0 elements.)

Proposition 2.14. ([302], Lemma 2.2.5, (4)) For any transcendence basis S
of B0 over k,

def(B0) = def(S) .

In particular, if B0 is finitely generated over k, then def(B0) <∞.

Proof. Note first that, since S ⊂ k[S], we have def(S) ≤ def(k[S]). Conversely,
let f ∈ k[S] be given. Then there exist t1, ..., tn ∈ S such that f is a finite
sum of monomials of the form ate1

1 · · · ten
n , where a ∈ k∗ and ei ∈ N. From the

properties in the lemma above, it follows that

def(f) ≤ max
1≤i≤n

def(ti) ≤ def(S) .

Therefore, def(k[S]) ≤ def(S), meaning def(k[S]) = def(S). So if B0 = k[S],
we are done.

Otherwise, choose x ∈ B0 not in k[S]. By hypothesis, there exist a0, ..., an ∈
k[S] such that, if T is indeterminate over k[S] and P (T ) =

∑
i aiT

i, then
P (x) = 0. Choose P of minimal positive T -degree with this property, so
that P ′(x) �= 0, and set Q(T ) =

∑
i(Dai)T i. Then by the product rule,

0 = D(P (x)) = Q(x) + P ′(x)Dx, which implies

deg(Dx) = deg(P ′(x)Dx) = degQ(x) ≤ max{deg(Da0), ...,deg(Dan)} .

Since def(b) = deg(Db) for elements b of B0, it follows that
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def(x) ≤ max{def(a0), ...,def(an)} ≤ def(k[S]) = def(S) .

Therefore, def(B0) ≤ def(S), meaning def(B0) = def(S). ��

Corollary 2.15. Suppose B = A[T ] = A[1] for some subring A of B which is
of finite transcendence degree over k. Then, relative to T -degrees, def(D) is
finite for every nonzero D ∈ Derk(B).

Proof. Let M = max{def(A),def(T )}, which is finite by the result above.
Suppose f(T ) ∈ A[T ] has degree n ≥ 1, and write f =

∑
i aiT

i for ai ∈ A. By
property (g) from the lemma above, we have def(f) ≤ max0≤i≤n def(aiT

i).
Using the other properties in the lemma, it follows that

def(f) ≤ max{def(a0), ...,def(an),def(T )} ≤M .

Therefore, def(D) ≤M <∞. ��

Finally, we turn our attention to the case in which the degree function on
B is determined by a locally nilpotent derivation E :

deg(b) = νE(b) for b ∈ B .

We can now prove the result of Daigle given at the beginning of this section.

Proof of Thm. 2.11. We need to prove that, relative to the degree function νE
on B defined by E, the defect def(D) < ∞ for every D ∈ Derk(B). In case
D = 0, this is clear, so assume D �= 0. If A = kerE, and if r ∈ B is a local
slice of D, then Bf = Af [r], where f = Dr. Let Df denote the extension of
D to Bf , and let Def denote the defect on Bf defined by degrees in r and the
derivation Df . Then by Cor. 2.15 above, Def(Df ) is finite.

Note that for any b ∈ B, νE(b) equals the r-degree of b as an element of
Af [r]. It follows that, for every nonzero b ∈ B,

def(b) = νE(Db) − νE(b) = degr(Dfb) − degr(b) = Def(b) ≤ Def(Df ) .

Therefore, def(D) ≤ Def(Df ) <∞. ��
In fact, even more can be said. The following result is implicit in the work

of Makar-Limanov; see [189], Lemma 2, and its proof. To paraphrase, it says
that the defect, which measures the jump in degree after applying D, achieves
its maximum already on the subalgebra of degree-0 elements.

Corollary 2.16. Suppose B is of finite transcendence degree over k. Let D ∈
Derk(B) and E ∈ LND(B) be nonzero, such that kerD �= kerE. If a defect
function on B is defined by

def(b) = νE(Db) − νE(b) ,

then def(D) = def(kerE) <∞.



2.4 The Defect of a Derivation 43

Proof. Let A = kerE, noting that A �⊂ kerD (otherwise A = kerD by consid-
ering transcendence degrees and algebraic closure). By Thm. 2.11, we conclude
that

−∞ < def(A) ≤ def(B) <∞ .

We will show that if def(A) < def(B), then def(A) < def(b) for every b �∈
A, which is patently absurd, since def(b) = −∞ when b ∈ kerD. We will
repeatedly use the properties of defect stated in the lemma above.

Assume def(A) < def(B), and choose a local slice r of E. We first need to
establish that def(r) > def(A).

By hypothesis, there exists β ∈ B such that def(A) < def(β). For n ≥ 1,
there exist c, c0, c1, ..., cn ∈ A such that cβ = c0+c1r+· · · cnrn. Since def(c) <
def(β), we have def(cβ) = def(β). Therefore,

def(β) = def(cβ) = def(c0 + c1r + · · · + cnrn) ≤ max
i

{def(ciri)} ,

since these terms are strictly increasing in degree. Therefore, there exists at
least one i ≥ 1 such that def(β) ≤ def(ciri). It follows that

def(A) < def(β) ≤ def(ciri) ≤ max{def(ci),def(ri)} ≤ max{def(A),def(r)} ,

meaning def(A) < def(r).
Next, let P (T ) ∈ A[T ] = A[1] be given, where degT P (T ) = m ≥ 1.

Suppose

P (T ) = a0+a1T+· · ·+amT
m and Q(T ) = (Da0)+(Da1)T+· · ·+(Dam)Tm ,

where a0, ..., am ∈ A. Set b = P (r), which is not in A. Since νE(b) =
νE(P (r)) = m, we have

def(b) = def(P (r)) = νE(D(P (r))) −m = νE(Q(r) + P ′(r)Dr) −m .

Since νE(r) = 1,

νE(P ′(r)Dr) = νE(P ′(r))+νE(Dr) = (m−1)+def(r)+νE(r) = def(r)+m .

On the other hand, for each i (0 ≤ i ≤ m), we have

νE((Dai)ri) = νE(Dai) + νE(ri) = def(ai) + νE(ai) + i ≤ def(A) +m ,

since each νE(ai) = 0. Since def(A) < def(r), it follows that νE(Q(r)) <
νE(P ′(r)Dr). Consequently,

def(b) = νE(P ′(r)Dr) −m
= νE(P ′(r)) + νE(Dr) −m
= (m− 1) + def(r) + νE(r) −m
= def(r) > def(A) .
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Finally, let γ ∈ B be given, γ �∈ A. Then for some a ∈ A and some P (T ) ∈ A[T ]
of T -degree at least one, aγ = P (r). From the preceding discussion, we have

def(A) < def(r) = def(aγ) ≤ max{def(a),def(γ)} ≤ max{def(A),def(γ)} ,

which implies def(γ) > def(A). This completes the proof. ��
In order to illustrate the necessity of assuming that the ring is of finite

transcendence degree over k, consider B = k[x1, x2, ...], the ring of polynomials
in a countably infinite number of variables xi. Define D ∈ Derk(B) and E ∈
LND(B) by Dxn = x2n for all n ≥ 1; and by Ex1 = 0, and Exn = xn−1 for
n ≥ 2. Then using degrees determined by E, we see that for all n ≥ 1,

def(xn) = νE(Dxn) − νE(xn) = 2n− n = n .

See also Remark 5 (p.21) of [302].

2.5 Exponential Automorphisms

Given an automorphism ϕ ∈ Autk(B), ϕ is an exponential automorphism
if and only if ϕ = expD for some D ∈ LND(B). It is natural to ask whether a
given automorphism is exponential. A complete answer to this question, with
detailed proofs, is given by van den Essen in Sect. 2.1 of [100]; see also the
article of Gabriel and Nouazé [125], Sect. 3.5, and the book of Nowicki [247],
6.1.4. Here is a brief summary of van den Essen’s treatment.

Given a ring homomorphism f : B → B, define the map E : B → B by
E = f − I, where I denotes the identity map. Then for any a, b ∈ B,

E(ab) = aEb+ bEa+ (Ea)(Eb) = aEb+ f(b)Ea .

We say that E is an f-derivation of B. E is said to be locally nilpotent if
and only if to each b ∈ B, there exists a positive integer n with Enb = 0.

In case E is locally nilpotent, define the map log(I + E) : B → B by

log(I + E) =
∑

n≥1

(−1)n+1

n
En ,

which is well-defined since E is a locally nilpotent f -derivation.

Proposition 2.17. (Prop. 2.1.3 of [100]) Let f : B → B be a ring homomor-
phism, and set E = f − I.
(a) f is an exponential automorphism if and only if E is a locally nilpotent
f-derivation.

(b) If E is locally nilpotent and D = log(I + E), then D ∈ LND(B) and
f = expD.

Of course, there may be simpler criteria showing that an automorphism ϕ
is not an exponential automorphism. For example, expD cannot have finite
order when D �= 0, since (expD)n = exp(nD).



2.6 Wronskians and Kernel Elements 45

2.6 Wronskians and Kernel Elements

In this section, Wronskian determinants associated to a derivation are defined,
and some of their basic properties are given. They are especially useful for con-
structing constants for derivations. The proofs for this section are elementary,
and most are left to the reader. The assumption that B is a commutative
k-domain continues.

Given D ∈ Derk(B) with A = kerD, and given f = (f1, ..., fn) ∈ Bn, let
Df = (Df1, ...,Dfn) ∈ Bn. The Wronskian of f relative to D is

WD(f) = det







f
Df
...

Dn−1f





 .

Observe that WD is A-linear in each argument fi.

Proposition 2.18. Let M be a square matrix of order n with entries in B,
and let M1, ...,Mn denote the rows of M . Then

D|M | =
n∑

i=1

det










M1
...

DMi
...
Mn










.

Corollary 2.19. (See [37], 7.3, ex.8)

DWD(f) = det









f
Df
...

Dn−2f
Dnf









Corollary 2.20. If Dn+1fi = 0 for each i, then for 1 ≤ i ≤ n,

Dn−iWD(f) = det












f
Df
...
D̂if
...
Dnf












Corollary 2.21. If Dnfi = 0 for each i, then WD(f) ∈ A.
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Corollary 2.22. If Dnfi = 0 for i = 1, ..., n− 1, then

DWD(f) = Dnfn ·WD(f1, ..., fn−1) .

Proposition 2.23. For any g ∈ B, WD(g f) = gnWD(f).

Proof. From the generalized product rule,

Dn(fg) =
n∑

i=0

(
n
i

)

DifDn−ig

Thus, the matrix

H =







gf1 · · · gfn
D(gf1) · · · D(gfn)

...
...

Dn−1(gf1) · · · Dn−1(gfn)







may be factored as H = GF , where

G =











g 0 0 0 · · · 0
Dg g 0 0 · · · 0
D2g 2Dg g 0 · · · 0
D3g 3D2g 3Dg g · · · 0

...
...

...
...

. . .
...

Dn−1g c1D
n−2g c2D

n−3g c3D
n−4g · · · g











, F =







f
Df
...

Dn−1f





 ,

and ci denotes the binomial coefficient
(
n− 1
i

)

. It follows that

WD(g f) = |H| = |G| · |F | = gnWD(f) .

��

Note that Wronskians were used in [120] to construct certain kernel elements,
as in Cor. 2.21.

The following variant of the Wronskian can also be used to construct kernel
elements. It is especially useful when a derivation admits a large number of
inequivalent local slices.

Suppose D ∈ Derk(B) has local slices zij ∈ B (1 ≤ i ≤ n − 1, 1 ≤ j ≤ n)
which satisfy the following additional condition: If zi = (zi1, ..., zin) for 1 ≤
i ≤ n − 1, there exist a1, ..., an, y1, ..., yn ∈ BD such that Dzi = aiy, where
y = (y1, ..., yn). Then for the matrix

M =









z11 z12 · · · z1n

z21 z22 · · · z2n
...

...
. . .

...
zn−1,1 zn−1,2 · · · zn−1,n−1

y1 y2 · · · yn








,
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we have detM ∈ BD. This fact is immediate from Prop. 2.18.
This method is used in Chap. 6 below to construct certain homogeneous

invariants for G
2
a-actions of Nagata type.

2.7 The Star Operator

As mentioned, there is generally no clear algebraic structure for LND(B). It
will be remembered that Autk(B) acts on LND(B) by conjugation. Thus, one
obvious binary operation to consider on this set is

(D1,D2) → (expD2)D1(exp(−D2)) .

But since this does not take one outside the conjugacy class of D1, it is not
particularly useful.

However, a rational automorphism of B might conjugate D ∈ LND(B) to
another element of LND(B), and herein lies a chance to get something new.
The star operator ∗ defined below makes use of this idea. It is not defined on
all LND(B), but rather on subsets LNDf (B), where f ∈ B. (Here, LNDf (B)
denotes elements D ∈ LND(B) with Df = 0.) We also require that B is affine.

To define this operation, let f ∈ B be such that LNDf (B) contains a
nonzero element, and let d, δ ∈ LNDf (B) be given. Extend d and δ to deriva-
tions d̂, δ̂ ∈ LND(Bf ).

• Set α = exp(f−1δ̂) ∈ Autk(Bf )
• Set ∆ = αd̂α−1 ∈ LNDk(Bf )
• Choose n ≥ 0 minimal so that fn∆(B) ⊂ B. This is possible, since B is

finitely generated.

We now define d ∗ δ to be the restriction of fn∆ to B. It follows that:

• d ∗ δ ∈ LNDf (B)
• ker (d ∗ δ) = α(ker d̂) ∩B
• d ∗ δ is irreducible if d is irreducible.

Observe that, in general, d ∗ 0 = d, whereas 0 ∗ d = 0.



3

Polynomial Rings

This chapter investigates locally nilpotent derivations in the case B is a poly-
nomial ring in a finite number of variables over a field k of characteristic zero.
Equivalently, we are interested in the algebraic actions of Ga on A

n
k .

3.1 Variables, Automorphisms, and Gradings

If B = k[n], then there exist polynomials x1, ..., xn ∈ B such that B =
k[x1, ..., xn]. Any such set {x1, ..., xn} is called a system of variables or
a coordinate system for B. Any subset {x1, ..., xi} of a system of variables
is called a partial system of variables for B (1 ≤ i ≤ n). A polynomial
f ∈ B is called a variable or coordinate function for B if and only if f
belongs to some system of variables for B. Quite often, we will write k[x] in
place of k[x1, ..., xn], where x = (x1, ..., xn).
k(n) denotes the field of rational functions in n variables over

k, which is the quotient field of k[n]. If k[n] = k[x1, ..., xn], then k(n) =
k(x1, ..., xn).

The group of algebraic k-automorphisms of B = k[n] is called the general
affine group or affine Cremona group in dimension n, and is denoted
GAn(k). This group may be viewed as an infinite-dimensional algebraic group
over k (see [168]). If B = k[x1, ..., xn] then the familiar general linear group
GLn(k) can be realized as a subgroup of GAn(k), namely, as those elements
which restrict to a linear transformation of the k-vector subspace

V = kx1 ⊕ · · · ⊕ kxn ⊂ B .

Elements of GLn(k) are called the linear automorphisms of B. Note that
linearity depends on the choice of coordinates. However, due to work of Kraft
and Schwarz, it is known that there is only one conjugacy class of GLn(k)
in GAn(k). Thus, we say that a group representation ρ : G → GAn(k) is
linearizable if and only if ρ factors through a rational representation:



50 3 Polynomial Rings

G→ GLn(k) ↪→ GAn(k) .

Given a coordinate system B = k[x1, ..., xn], an automorphism F ∈
GAn(k) is given by F = (F1, ..., Fn), where Fi = F (xi) ∈ B. The trian-
gular automorphisms or Jonquières automorphisms are those of the
form F = (F1, ..., Fn), where Fi ∈ k[x1, ..., xi].1 The triangular automor-
phisms form a subgroup, denoted BAn(k), which is the generalization of the
Borel subgroup in the theory of finite-dimensional representations.

The tame subgroup of GAn(k) is the subgroup generated by GLn(k) and
BAn(k). Its elements are called tame automorphisms. It is known that for
n ≤ 2, every element of GAn(k) is tame (see Chap. 4), whereas non-tame
automorphisms exist in GA3(k) (see [278, 279]).

As to gradings of polynomial rings, we are mainly interested in Z
m-

gradings for some m ≥ 1. In particular, suppose B = k[x1, ..., xn]. Let I = Z
m

for some m ≥ 1, and set J = Z
n. Given a homomorphism α : J → I, define

the function degα on the set of monomials by degα(xe1
1 · · ·xen

n ) = α(e1, ..., en).
Given i ∈ I, let Bi be the k-module generated by monomials µ with
degα(µ) = i (a module over an empty basis is understood to be 0). For
instance, if I = Z and α(e1, ..., en) =

∑
ei, then the induced grading is called

the standard grading of B, relative to the coordinate system (x1, ..., xn).
Likewise, if α(e1, ..., en) = e1 ∈ Z, then B is graded according to its usual
degree relative to x1.

3.2 Derivations of Polynomial Rings

3.2.1 Some Definitions

Given D ∈ Derk(B), define the corank of D to be the maximum integer i
such that there exists a partial system of variables {x1, ..., xi} of B contained
in kerD. In other words, the corank of D is the maximal number of vari-
ables within the same system annihilated by D. Denote the corank of D by
corank(D). Define the rank of D by rank(D) = n−corank(D). By definition,
the rank and corank are invariants of D, in the sense that these values do not
change after conjugation by an element of GAn(k). The rank and corank were
first defined in [116].

A k-derivation D of B is said to be rigid when the following condition
holds: If corank(D) = i, and if {x1, ..., xi} and {y1, ..., yi} are partial systems
of variables of B contained in kerD, then k[x1, ..., xi] = k[y1, ..., yi]. This
definition is due to Daigle [48].
1 Ernest Jean Philippe Fauque de Jonquières (1820-1901) was a career officer in

the French navy, achieving the rank of vice-admiral in 1879. He learned advanced
mathematics by reading works of Poncelet, Chasles, and other geometers. In 1859,

he introduced the planar transformations (x, y) →
(
x, a(x)y+b(x)

c(x)y+d(x)

)
, where ad −

bc �= 0. These were later studied by Cremona.
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By a linear derivation of B = k[x1, ..., xn] we mean any D ∈ Derk(B)
such that D restricts to a linear transformation of the k-vector subspace V =
kx1 ⊕ · · · ⊕ kxn ⊂ B. Equivalently, a linear derivation is homogeneous of
degree zero in the standard sense. Note that linearity depends on the choice
of coordinates on B. By a linearizable derivation of B we mean any D ∈
Derk(B) which is linear relative to some system of coordinates on B, i.e.,
conjugate to a linear derivation.

Likewise, for B = k[x1, ..., xn], set x = (x1, ..., xn). We say that D ∈
Derk(B) is quasi-linear if and only if there exists a matrix M ∈ Mn(kerD)
such that D(x) = Mx. (Here, it is understood that D(x) = (Dx1, ...,Dxn).)
Then D is locally nilpotent if and only if M is a nilpotent matrix.

If B = k[x1, ..., xn], we say D is a triangular derivation of B if and
only if Dxi ∈ k[x1, ..., xi−1] for i = 2, ..., n and Dx1 ∈ k. Note that trian-
gularity depends on the choice of coordinates on B. By a triangularizable
derivation of B we mean any D ∈ Derk(B) which is triangular relative to
some system of coordinates on B, i.e., conjugate to a triangular derivation. As
we will see, the triangular derivations form a very large and important class
of locally nilpotent derivations of polynomial rings. Several of the main ex-
amples and open questions discussed below involve triangular derivations. In
many respects, the triangular derivations provide an archetype for the study
of LND(k[n]).

For polynomial rings, other natural categories of derivations to study are
the following: Let D be a k-derivation of the polynomial ring B = k[x1, ..., xn].

1. D is a monomial derivation if each image Dxi is a monomial in
x1, ..., xn.

2. D is an elementary derivation if, for some j with 1 ≤ j ≤ n, Dxi = 0
for 1 ≤ i ≤ j, and Dxi ∈ k[x1, ..., xj ] if j + 1 ≤ i ≤ n.

3. D is a nice derivation2 if D2xi = 0 for each i.
4. D is a simple monomial derivation if Dx1 = 0 and Dxi = xei

i−1 for
positive integers ei (2 ≤ i ≤ n).

These definitions depend on the coordinate system chosen. Note that any nice
derivation is locally nilpotent, and that any elementary derivation is both
triangular and nice.

3.2.2 Partial Derivatives

Given a system of variables on the polynomial ring B = k[x1, ..., xn], a nat-
ural set of derivations on B is the set of partial derivatives relative to
(x1, ..., xn). In particular, ∂xi

∈ Derk(B) is defined by the rule ∂xi
(xj) = δij

(Kronecker delta). Another common notation for ∂xi
is ∂

∂xi
, and if f ∈ B, fxi

denotes ∂xi
(f).

2 Van den Essen gives a more exclusive definition of a nice derivation. See [100],
7.3.12.
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Note that ∂xi
is locally nilpotent for each i, since B = A[xi] for A =

k[x1, ..., x̂i, ..., xn], and ∂xi
(A) = 0. Note also that the meaning of ∂xi

depends
on the entire system of variables to which xi belongs. For example, in the
two-dimensional case, k[x, y] = k[x, y + x], and ∂x(y + x) = 1 relative to
(x, y), whereas ∂x(y + x) = 0 relative to (x, y + x). In general, we will say
D ∈ LND(B) is a partial derivative if and only if there exists a system of
coordinates (y1, ..., yn) on B relative to which D = ∂y1 .

It is easy to see that, as a B-module, Derk(B) is freely generated by
{∂x1 , ..., ∂xn

}, and that this is a basis of commuting derivations. In particular,
given D ∈ Derk(B),

D =
∑

1≤i≤n

D(xi)∂xi
.

To verify this expression forD, it suffices to check equality for each xi, and this
is obvious. Note that the rank ofD is the minimal number of partial derivatives
needed to express D in this form. Thus, elements of Derk(B) having rank one
are precisely those of the form f∂x1 for f ∈ B, relative to some system of
coordinates (x1, ..., xn) for B.

Example 3.1. On the polynomial ring B = k[n] = k[x1, ..., xn], define the
derivation

D =
n∑

i=1

∂

∂xi
.

If N =
∏n−1

i=1 i
i, then

WD(xn−1
1 , ..., xn−1

n ) = N · det









xn−1
1 · · · xn−1

n

xn−2
1 · · · xn−2

n
...

...
x1 · · · xn

1 · · · 1









= N ·
∏

i>j

(xi − xj) ,

i.e., the Vandermonde determinant of x1, ..., xn may be realized as a Wron-
skian. ��

The partial derivatives ∂xi
also extend (uniquely) to the field K =

k(x1, ..., xn) by the quotient rule, although they are no longer locally nilpotent
on all K:

Nil(∂xi
) = k(x1, ..., x̂i, ..., xn)[xi] .

In this case, we see that Derk(K) is a vector space over K of dimension n,
with basis ∂x1 , ..., ∂xn

. More generally:

Proposition 3.2. If L is a field of finite transcendence degree n over k, then
Derk(L) is a vector space over L of dimension n.
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Proof. Suppose k ⊂ k(x1, ..., xn) ⊂ L for algebraically independent xi, and
set K = k(x1, ..., xn). Suppose D ∈ Derk(L) and t ∈ L are given, and let
P ∈ K[T ] = K [1] be the minimal polynomial of t. Suppose P (T ) =

∑
i aiT

i.
Then 0 = D(P (t)) = P ′(t)Dt+

∑
iD(ai)ti. Since P ′(t) �= 0, this implies

Dt = −(P ′(t))−1
∑

i

D(ai)ti ,

meaning that D is completely determined by its values on K. Conversely, this
same formula shows that every D ∈ Derk(K) can be uniquely extended to L.

In particular, the partial derivatives ∂xi
extend uniquely to L. If f ∈ K

and D ∈ Derk(L), then Df = fx1Dx1 + · · · + fxn
Dxn. We conclude that

Derk(L) = spanL{∂x1 , ..., ∂xn
} .

If a1∂x1 + · · · an∂xn
= 0 for ai ∈ L, then evaluation at xi shows that ai = 0.

Therefore, the partial derivatives are linearly independent over L, and the
dimension of Derk(L) equals n. ��

Proposition 3.3. (Multivariate Chain Rule) Suppose D ∈ Derk(K) for
K = k(x1, ..., xn), and f1, ..., fm ∈ K. Then for any g ∈ k(y1, ..., ym) = k(m),

D
(
g(f1, , , .fm)

)
=
∂g

∂y1
(f1, ..., fm) ·Df1 + · · · + ∂g

∂ym
(f1, ..., fm) ·Dfn .

Proof. By the product rule, it suffices to assume g ∈ k[y1, ..., ym]. In addition,
by linearity, it will suffice to show the formula in the case g is a monomial:
g = ye1

1 · · · yem
m for e1, ..., em ∈ N.

From the product rule and the univariate chain rule, we have that

∂

∂xj
(fe1

1 · · · fem
m ) =

∑

i

(fe1
1 · · · f̂ei

i · · · fem
m )

∂

∂xj
(fei

i )

=
∑

i

ei(fe1
1 · · · fei−1

i · · · fem
m )(fi)xj

.

Since D = Dx1
∂

∂x1
+ · · · +Dxn

∂
∂xn

, we have

D(fe1
1 · · · fem

m ) =
∑

j

∂

∂xj
(fe1

1 · · · fem
m ) ·Dxj

=
∑

j

∑

i

(fi)xj
(eife1

1 · · · fei−1
i · · · fem

m ) ·Dxj

=
∑

i

∑

j

(fi)xj
(eife1

1 · · · fei−1
i · · · fem

m ) ·Dxj

=
∑

i

(eife1
1 · · · fei−1

i · · · fem
m )

∑

j

(fi)xj
·Dxj

=
∑

i

(eife1
1 · · · fei−1

i · · · fem
m )Dfi



54 3 Polynomial Rings

=
∑

i

∂g

∂xi
(fe1

1 · · · fem
m ) ·Dfi .

��

In addition, using partial derivatives, we define for any D ∈ Derk(K), or
or D ∈ Derk(B), the divergence of D:

div(D) =
n∑

i=1

∂xi
(Dxi) .

Nowicki [247] defines D to be special if div(D) = 0.
The use of partial derivatives also allows us to describe homogeneous de-

compositions of derivations relative to Z-gradings of B = k[x1, ..., xn] = k[n].
Given w = (w1, ..., wn) ∈ Z

n, B is naturally Z-graded by B = ⊕i∈ZBi,
where Bi is the k-vector space generated by monomials xa1

1 · · ·xan
n with

a1w1 + · · · anwn = i.

Proposition 3.4. (Prop. 5.1.14 of [100]) Let nonzero w ∈ Z
n be given. Then

every nonzero D ∈ Derk(B) admits a unique decomposition D =
∑

i∈Z
Di,

where Di is homogeneous of degree i relative to the grading of B induced by
w, and Di = 0 for all but finitely many i ∈ Z.

Proof. There exist f1, ..., fn ∈ B such that D =
∑
fi∂xi

. Since each monomial
xi is homogeneous relative to the w-grading, each partial derivative ∂xi

is a
homogeneous derivation (relative to w). Note that generally, the degree of
∂xi

will vary with i. Each coefficient function fi admits a decomposition into
w-homogeneous summands; suppose fi =

∑
j fij . Then each summand fi∂xi

can be decomposed as a finite sum of w-homogeneous derivations, namely,
fi∂xi =

∑
j fij∂xi

. Therefore, D =
∑

i,j fij∂xi
, and by gathering terms of the

same degree, the desired result follows. ��

3.2.3 Jacobian Derivations

Let B = k[x1, ..., xn] = k[n]. The jacobian matrix of f1, ..., fm ∈ B is the
m× n matrix of partial derivatives

J (f1, ..., fm) :=
∂(f1, ..., fm)
∂(x1, ..., xn)

=
(
(fi)xj

)
.

Note that the jacobian matrix depends on the system of coordinates xi. When
m = n, the jacobian determinant of f1, ..., fn ∈ B is detJ (f1, ..., fn) ∈ B.

Suppose k[y1, ..., ym] = k[m], and let F : k[y1, ..., ym] → k[x1, ..., xn]
be a k-algebra homomorphism. Then the jacobian matrix of F is J (F ) =
J (f1, ..., fm), where fi = F (yi), and the jacobian determinant of F is
detJ (F ).3 In addition, suppose A = (aij) is a matrix with entries aij

3 Many authors use DF to denote the jacobian matrix of F , but we prefer to reserve
D for derivations.
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in k[y1, ..., ym]. Then F (A) denotes the matrix (F (aij)) with entries in
k[x1, ..., xm].

Given k-algebra homomorphisms

k[z1, ..., zl]
G→ k[y1, ..., ym] F→ k[x1, ..., xn] ,

the chain rule for jacobian matrices is:

J (G ◦ F ) = F (J (G)) · J (F ) ,

where · denotes matrix multiplication. This follows from the multivariate chain
rule above. Note that if J (G) is a square matrix, then we have

detF (J (G)) = F (detJ (G)) .

Observe that the standard properties of determinants imply:

detJ is a k-derivation of B in each one of its arguments.

In particular, suppose f1, ..., fn−1 ∈ B are given, and set f = (f1, ..., fn−1).
Then f defines ∆f ∈ Derk(B) via

∆f (g) := detJ (f1, ..., fn−1, g) (g ∈ B) .

∆f is called the jacobian derivation of B determined by f .
Observe that the definitions of jacobian matrices and jacobian derivations

also extend to the rational function field K = k(x1, ..., xn).
It is well-known that, if F = (f1, ..., fn) is a system of variables for B, then

detJ (F ) = det
∂(f1, ..., fn)
∂(x1, ..., xn)

= ∆f (fn) ∈ k∗ .

This is easily seen from the chain rule: By definition, F admits a polynomial
inverse F−1, and I = FF−1 implies that

1 = det
(
F (J (F−1)) · J (F )

)
= detF (J (F−1)) detJ (F ) ,

meaning detJ (F ) is a unit of B.
In the other direction lurks the famous Jacobian Conjecture, which can

be formulated in the language of derivations: Suppose f = (f1, ..., fn−1) for
fi ∈ B.

If ∆f has a slice s, then k[f1, ..., fn−1, s] = B. Equivalently, if ∆f has
a slice, then ∆f is locally nilpotent and ker∆f = k[f1, ..., fn−1].

See van den Essen [100], Chap. 2, for further details about the Jacobian Con-
jecture.

Following are several lemmas about jacobian derivations, which will be
used to prove important facts about locally nilpotent derivations of polynomial
rings.
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Lemma 3.5. Given f1, ..., fn−1 ∈ K, set f = (f1, ..., fn−1).

(a) ∆f = 0 if and only if f1, ..., fn−1 are algebraically dependent.
(b) If ∆f �= 0, then ker∆f is the algebraic closure of k(f1, ..., fn−1) in K.
(c) For any g ∈ K, ∆f (g) = 0 if and only if f1, ..., fn−1, g are algebraically

dependent.

Proof. (following [190]) To prove part (a), suppose f1, ..., fn−1 are alge-
braically dependent. Let P (t) be a polynomial with coefficients in the field
k(f2, ..., fn−1) of minimal degree such that P (f1) = 0. Then

0 = ∆(P (f1),f2,...,fn−1) = P ′(f1)∆(f1,f2,...,fn−1) = P ′(f1)∆f .

By minimality of degree, P ′(f1) �= 0, so ∆f = 0.
Conversely, suppose f1, ..., fn−1 are algebraically independent, and choose

fn ∈ K transcendental over k(f1, ..., fn−1). Then for each i, xi is algebraic
over k(f1, ..., fn), and there exists Pi ∈ k[y1, ..., yn+1] = k[n+1] such that
Pi(f1, ..., fn, xi) = 0. Now ∂Pi/∂yn+1 �= 0, since otherwise Pi gives a relation
of algebraic dependence for f1, ..., fn. We may assume the degree of Pi is min-
imal in yn+1, so that ∂Pi/∂yn+1 is nonzero when evaluated at (f1, ..., fn, xi).

By the chain rule, for each i and each j,

0 = ∂xj
Pi(f1, ..., fn, xi) =

∑

1≤s≤n

(Pi)s(fs)xj
+ (Pi)n+1(xi)xj

,

where (Pi)s denotes ∂Pi

∂ys
(f1, ..., fn, xi). In matrix form, this becomes

0 =






(Pi(f1, ..., fn, xi))x1

...
(Pi(f1, ..., fn, xi))xn




 =M






(Pi)1
...

(Pi)n




 +










0
...

(Pi)n+1

...
0










,

where M = J (f1, ..., fn). Let ei = (0, ..., 1, ...0) ∈ Kn be the standard basis
vectors (1 ≤ i ≤ n). The image ofM as a linear operator on Kn is spanned by
(P1)n+1e1, ..., (Pn)n+1en, and since (Pi)n+1 �= 0 for each i, we conclude that
M is surjective. Therefore, detM = ∆f (fn) �= 0. So part (a) is proved.

To prove (b), note first that, under the hypothesis ∆f �= 0, part (a) implies
f1, ..., fn−1 are algebraically independent. This means that the transcendence
degree of k(f1, ..., fn−1) equals n− 1. Since k(f1, ..., fn−1) ⊂ ker∆f , we have
that ker∆f is the algebraic closure of k(f1, ..., fn−1) in K.

To prove (c), suppose first that f1, ..., fn−1, g are algebraically independent.
Then f1, ..., fn−1 are algebraically independent, and ker∆f is an algebraic
extension of k(f1, ..., fn−1). Since g is transcendental over k(f1, ..., fn−1), it is
also transcendental over ker∆f . Therefore, ∆f (g) �= 0.

Conversely, suppose f1, ..., fn−1, g are algebraically dependent. If f1, ..., fn−1

are algebraically independent, the same argument used above shows that
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g ∈ ker∆f . And if f1, ..., fn−1 are algebraically dependent, then ∆f is the
zero derivation, by part (a). ��

Lemma 3.6. (Lemma 6 of [190]) Suppose K = k(x1, ..., xn) = k(n) and D ∈
Derk(K) has tr degk(kerD) = n − 1. Then for any set f = (f1, ..., fn−1)
of algebraically independent elements of kerD, there exists a ∈ K such that
D = a∆f .

Proof. First, kerD = ker∆f , since each is equal to the algebraic closure of
k(f1, ..., fn−1) in K. Choose g ∈ K so that Dg �= 0. Define a = Dg(∆fg)−1.
Then D = a∆f when restricted to the subfield k(f1, ..., fn−1, g). Since Dg �= 0,
g is transcendental over kerD, hence also over k(f1, ..., fn−1). Thus, K is
an algebraic extension of k(f1, ..., fn−1, g). By Prop. 1.12 we conclude that
D = a∆f on all of K. ��

Lemma 3.7. (Lemma 7 of [190]) For n ≥ 2, let K = k(x1, ..., xn) = k(n).
Given f1, ..., fn−1 ∈ K algebraically independent, set f = (f1, ..., fn−1). If
g = (g1, ..., gn−1) for gi ∈ ker∆f , then there exists a ∈ ker∆f such that
∆g = a∆f .

Proof. If ∆g = 0, we can take a = 0. So assume ∆g �= 0, meaning that
g1, ..., gn−1 are algebraically independent. In particular, gi �∈ k for each i.

Since tr.deg.kker∆f = n− 1, the elements f1, ..., fn−1, g1 are algebraically
dependent. Let P ∈ k[T1, ..., Tn] = k[n] be such that P (f , g1) = 0. The nota-
tion Pi will denote the partial derivative ∂P/∂Ti. Then we may assume that
Pn(f , g1) �= 0; otherwise replace P by Pn. Likewise, by re-ordering the fi if
necessary, we may assume that P1(f , g1) �= 0. Since a jacobian determinant is
a derivation in each argument, it follows that

0 = ∆(P (f ,g1),f2,...,fn−1) = P1(f , g1)∆(g1,f2,...,fn−1) + Pn(f , g1)∆(f1,f2,...,fn−1) .

Thus, ∆(g1,f2,...,fn−1) = a∆f for some nonzero a ∈ ker∆f .
If n = 2 we are done. Otherwise n ≥ 3, and we may assume inductively

that for some i with 1 ≤ i ≤ n− 2 we have

∆(g1,...,gi,fi+1...,fn−1) = b∆f

for some nonzero b ∈ ker∆f . Then g1, ..., gi, fi+1..., fn−1 are algebraically inde-
pendent, since the derivation they define is nonzero. Choose Q ∈ k[T1, ..., Tn]
with Q(g1, ..., gi, fi+1, ..., fn−1, gi+1) = 0, noting that Qn �= 0 (otherwise Q is
a dependence relation for g1, ..., gi, fi+1, ..., fn−1). By re-ordering the fi if nec-
essary, we may assume that Qi+1(g1, ..., gi, fi+1, ..., fn−1, gi+1) �= 0. As above,
we have

0 = ∆(g1,...,gi,Q(∗),fi+2,...,fn−1)

= Qi+1(∗)∆(g1,...,gi+1,fi+2,...,fn−1) +Qn(∗)∆(f1,...,fn−1) ,
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where (∗) denotes the input (g1, ..., gi, fi+1, ..., fn−1, gi+1). This together with
the inductive hypothesis allows us to conclude that

∆(g1,...,gi+1,fi+2...,fn−1) = c∆f

for some nonzero c ∈ ker∆f . This completes the proof. ��

Lemma 3.8. If ∆f is a jacobian derivation of k(n), then div(∆f ) = 0.

Proof. Suppose k(n) = k(x1, ..., xn). For given xi, Prop. 2.18 implies that

∂xi

(
∆f (xi)

)
=

n∑

j=1

∆(f1,...,(fj)xi
,...,fn−1)(xi) .

Therefore,
div(∆f ) =

∑

1≤i,j≤n

∆(f1,...,(fj)xi
,...,fn−1)(xi) .

Expanding these determinants, we see that

div(∆f ) =
∑

σ∈Sn

sign(σ)(f1)y1(f2)y2 · · · (fj)yjyn
· · · (fn−1)yn−1 ,

where σ = (y1, ..., yn) is a permutation of (x1, ..., xn). Since (fj)yjyn
=

(fj)ynyj
, terms corresponding to (y1, ..., yj , ..., yn) and (y1, ..., yn, ..., yj) cancel

each other out, their signs being opposite. Therefore, the entire sum is 0. ��

An additional fact about jacobian derivations is due to Daigle. It is based
on the following result; the reader is referred to the cited paper for its proof.

Proposition 3.9. (Cor. 3.10 of [49]) Let f1, ..., fm ∈ B = k[x1, ..., xn] = k[n]

be given. Set A = k[f1, ..., fm] and M = J (f1, ..., fm). Suppose I ⊂ B is the
ideal generated by the d× d minors of M , where d is the transcendence degree
of A over k. If A is factorially closed in B, then height(I) > 1.

Corollary 3.10. (Cor. 2.4 of [49]) Suppose f1, ..., fn−1 ∈ B = k[x1, ..., xn] =
k[n] are algebraically independent, and set f = (f1, ..., fn−1). If k[f1, ..., fn−1]
is a factorially closed subring of B, then ∆f is irreducible, and ker∆f =
k[f1, ..., fn−1].

Proof. Since ∆f �= 0, we have that ker∆f is equal to the algebraic closure of
k[f1, ..., fn−1] in B. By hypothesis, k[f1, ..., fn−1] is factorially closed, hence
also algebraically closed in B. Therefore ker∆f = k[f1, ..., fn−1].

Let I be the ideal generated by the image of ∆f , namely,

I = (∆f (x1), ...,∆f (xn)) .

Since the images∆f (xi) are precisely the (n−1)×(n−1) minors of the jacobian
matrix J (f1, ..., fn−1), the foregoing proposition implies that height(I) > 1.
Therefore, I is contained in no principal ideal other than B itself, and ∆f is
irreducible. ��
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This, of course, has application to the locally nilpotent case, as we will see.
However, not all derivations meeting the conditions of this corollary are lo-
cally nilpotent. For example, it was pointed out in Chap. 1 that k[x2 − y3]
is factorially closed in k[x, y], but is not the kernel of any locally nilpotent
derivation of k[x, y].

Another key fact about jacobians is given by van den Essen.

Proposition 3.11. (1.2.9 of [100]) Let k be a field of characteristic zero and
let F = (F1, ..., Fn) for Fi ∈ k[x1, ..., xn] = k[n]. Then the rank of J (F ) equals
tr degkk(F ).

Here, the rank of the jacobian matrix is defined to be the maximal order of
a nonzero minor of J (F ).

Remark 3.12. It was observed that the jacobian determinant of a system of
variables in a polynomial ring is always a unit of the base field. This fact gives
a very useful way to construct locally nilpotent derivations of polynomial
rings, as follows. Let B = k[x1, ..., xn] for n ≥ 2. Given i with 1 ≤ i ≤ n− 1,
let K = k(x1, ..., xi), and suppose fi+1, ..., fn−1 ∈ B satisfy K[xi+1, ..., xn] =
K[fi+1, ..., fn−1, g] for some g ∈ B. Define D ∈ Derk(B) by

D = ∆(x1,...,xi,fi+1,...,fn−1) ,

and let E denote the extension of D to K[xi+1, ..., xn]. Since E(fj) = 0 for
each j and E(g) ∈ K∗, it follows that E is locally nilpotent. Therefore, D is
also locally nilpotent.

Example 3.13. Let B = C[x, y, z, u] = C
[4], and define

p = yu+ z2 , v = xz + yp , and w = x2u− 2xzp− yp2 .

The Vénéreau polynomials are fn := y+xnv, n ≥ 1. The preceding remark
can be used to prove that fn is an x-variable of B when n ≥ 3.

First, define a C(x)-derivation θ of C(x)[y, z, u] by

θy = 0 , θz = x−1y , θu = −2x−1z ,

noting that θp = 0. Then

y = exp(pθ)(y) , v = exp(pθ)(xz) , and w = exp(pθ)(x2u) .

It follows that, for all n ≥ 1,

C(x)[y, z, u] = C(x)[y, xz, x2u]
= C(x)[y, v, w]
= C(x)[y + xnv, v, w]
= C(x)[fn, v, w] .
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Next, assume n ≥ 3, and define a derivation d of B by d = ∆(x,v,w). Since
C(x)[y, v, w] = C(x)[y, z, u], it follows from the preceding remark that d is
locally nilpotent. And since dx = dv = 0, we have that xn−3vd is also locally
nilpotent. In addition, it is easily checked that dy = x3. Therefore,

exp(xn−3vd)(x) = x and exp(xn−3vd)(y) = y+xn−3vd(y) = y+xnv = fn .

Set Pn = exp(xn−3vd)(z) and Qn = exp(xn−3vd)(u). Then C[x, fn, Pn, Qn] =
C[x, y, z, u].

It remains an open question whether f1 or f2 are x-variables of B, or even
variables. The Vénéreau polynomials are further explored in Chap. 10 below.

3.2.4 Homogenizing a Derivation

Suppose B = k[x1, ..., xn] = k[n], and D ∈ Derk(B) is given, D �= 0. Set
A = kerD. Write Dxi = fi(x1, ..., xn) for fi ∈ B, and set d = maxi deg(Dxi),
where degrees are taken relative to the standard grading of B. The homog-
enization of D is the derivation DH ∈ Derk(B[w]) defined by

DH(w) = 0 and DH(xi) = wdfi(x1
w , ...,

xn

w ) ,

where w is an indeterminate over B. Note that DH is homogeneous of degree
d− 1, relative to the standard grading of B[w], and DH mod (w− 1) = D as
derivations of B. In addition, if D is (standard) homogeneous to begin with,
then DH(xi) = Dxi for every i.

In order to give further properties of DH relative to D, we first extend
D to the derivation D ∈ Derk(B[w,w−1]) defined by Db = Db for b ∈ B,
and Dw = 0. Note that kerD = A[w,w−1], and that if D ∈ LND(B), then
D ∈ LND(B[w,w−1]).

Next, define α ∈ Autk(B[w,w−1]) by α(xi) = xi

w and α(w) = w, noting
that αDα−1 ∈ Derk(B[w,w−1]). In particular,

αDα−1(xi) = αD(wxi) = wα(Dxi) = wfi(x1
w , ...,

xn

w ) .

Therefore, wd−1 · αDα−1(xi) = DH(xi), that is, DH equals the restriction of
wd−1αDα−1 to B[w]. We thus conclude that DH has the following properties.

1. DH is homogeneous of degree d− 1 in the standard grading of B[w].
2. ker (DH) = ker (αDα−1) ∩B[w] = α(A[w,w−1]) ∩B[w]
3. If p : B[w] → B is evaluation at w = 1, then p(kerDH) = kerD.
4. If D is irreducible, then DH is irreducible.
5. If D ∈ LND(B), then DH ∈ LNDw(B[w]).

Since DH ≡ D modulo (w − 1), the assignment D �→ DH is an injective
function from LND(B) into the subset of standard homogeneous elements of
LNDw(B[w]). This is not, however, a bijective correspondence, since DH will
never be of the form wE for E ∈ LNDw(B[w]).

Homogenizations are used in Chap. 8 to calculate kernel elements of D,
especially property (3) above.
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3.2.5 Other Base Rings

Observe that many of the definitions given for k[n] naturally generalize to the
rings A[n] for non-fields A. In this case, we simply include the modifier over
A. For example, if B = A[x1, ..., xn], we refer to variables of B over A as
those f ∈ B such that B = A[f ][n−1]. Likewise, partial derivatives over A,
jacobian derivations over A, linear derivations over A, and triangular
derivations over A are defined as elements of DerA(B) in the obvious way.

3.3 Group Actions on A
n

Given f ∈ B = k[n], the variety in A
n defined by f will be denoted by V (f).

Likewise, if I ⊂ B is an ideal, the variety defined by I is V (I).
The group of algebraic automorphisms of A

n is anti-isomorphic to GAn(k),
in the sense that (F1 ◦ F2)∗ = F ∗

2 ◦ F ∗
1 in GAn(k) when F1 and F2 are auto-

morphisms of A
n. Thus, we identify these two groups with one another.

If an algebraic k-group G acts algebraically on affine space X = A
n, we

also define the rank of the G-action exactly as rank was defined for a deriva-
tion, i.e., the least integer r ≥ 0 for which there exists a coordinate system
(x1, ..., xn) on k[X] such that k[xr+1, ..., xn] ⊂ k[X]G.

The G-action on X = A
n is a linear action if and only if G acts by

linear automorphisms. The action is a triangular action if and only if G
acts by triangular automorphisms. And the action is a tame action if and
only if G acts by tame automorphisms. Similarly, the action is linearizable
if it is conjugate to a linear action, and triangularizable if it is conjugate to
a triangular action.

The case in which the ring of invariants is a polynomial ring over k is quite
important. For example, if H is a normal subgroup of G, and if k[X]H = k[m]

for some m, then G/H acts on the affine space A
m defined by k[X]H , and this

action can be quite interesting. This is the idea behind the main examples of
Chap. 7 and Chap. 10 below.

Following are some particulars when the group Ga acts on affine space.
Let a Ga-action on A

n be given by

ρ : Ga × A
n → A

n where ρ(t,x) = (F1(t,x), ..., Fn(t,x))

for functions Fi, and x = (x1, ..., xn) for coordinate functions xi on A
n.

• ρ is algebraic if and only if Fi ∈ k[t, x1, ..., xn] ∼= k[n+1] for each i.
• ρ is linear if and only if each Fi is a linear polynomial in x1, ..., xn over
k[t].

• ρ is triangular if and only if Fi ∈ k[t, x1, ..., xi] for each i.
• ρ is quasi-algebraic if and only if Fi(t0,x) ∈ k[x1, ..., xn] for each t0 ∈ k

and each i. (See [282].)
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• ρ is holomorphic if and only if k = C and each Fi is a holomorphic
function on C

n+1.

Of course, exp(tD) is a linear algebraic Ga-action if and only if D is a linear
locally nilpotent derivation (i.e., given by a nilpotent matrix), and exp(tD) is
a triangular Ga-action if and only if D is a triangular derivation.

3.3.1 Translations

The simplest algebraic Ga-action on X = A
n is a translation, meaning that

for some system of coordinates (x1, ..., xn), the action is given by

t · (x1, ..., xn) = (x1 + t, x2, ..., xn) = exp(t∂x1) .

Clearly, a translation is fixed-point free, and admits a geometric quotient:
X/Ga = X//Ga

∼= A
n−1.

In case n = 1, the locally nilpotent derivations of k[x] are those of the
form c d

dx for some c ∈ k (Princ. 8). So translations are the only algebraic
Ga-actions on the affine line: t · x = x+ tc.

3.3.2 Planar Actions

The simplest linear Ga-action on the plane comes from the standard repre-
sentation of Ga on V = A

2 via matrices
(

1 0
t 1

)

(t ∈ k) .

The algebraic quotient V//Ga is the line Spec(k[x]). If π : V → V//Ga is the
quotient map, then the fiber π−1(λ) over any λ ∈ V//Ga is the line x = λ,
which is a single orbit if λ �= 0, and a line of fixed points if λ = 0. In this case,
the geometric quotient V/Ga does not exist.

More generally, a triangular action on A
2 is defined by

t · (x, y) = (x, y + tf(x)) = exp(tD)

for any f(x) ∈ k[x], where D = f(x)∂y. In case k = C, define a planar
Ga-action by the orthogonal matrices

(
cos t − sin t
sin t cos t

)

(t ∈ C) .

This is not an algebraic action, although it is quasi-algebraic, locally finite,
and holomorphic. It is the exponential of the locally finite derivation x∂y−y∂x

on C[x, y].
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3.4 Locally Nilpotent Derivations of Polynomial Rings

One of the foundational facts about locally nilpotent derivations of polynomial
rings is the following, which is due to Makar-Limanov (Lemma 8 of [190]).

Theorem 3.14. (Makar-Limanov’s Theorem) Let D ∈ LND(B) be irre-
ducible, where B = k[n]. Let f1, ..., fn−1 be n − 1 algebraically independent
elements of kerD, and set f = (f1, ..., fn−1). Then there exists a ∈ kerD such
that ∆f = aD. In particular, ∆f ∈ LND(B).

In case n ≤ 3, even stronger properties hold; see Thm. 5.6 below.
The proof below follows that of Makar-Limanov, using the lemmas proved

earlier concerning jacobian derivations.

Proof. Let S be the set of nonzero elements of A = kerD, and let K be the
field S−1A. Then D extends to a locally nilpotent derivation S−1D of S−1B.
By Princ. 13, we have that K = ker (S−1D), and S−1B = K[r] = K [1] for
some local slice r of D. Therefore (S−1B)∗ = K∗.

Extend D to a derivation D′ on all frac(B) via the quotient rule. (Note:
D′ is not locally nilpotent.) From Cor. 1.23, we have that kerD′ = K.

By Lemma 3.6, there exists η ∈ frac(B) such that D′ = η∆f . Note that
∆f restricts to a derivation of B.

Suppose η = b/a for a, b ∈ B with gcd(a, b) = 1. Write ∆f = cδ for c ∈ B
and irreducible δ ∈ Derk(B). Then aD = bcδ, and by Prop. 2.3 we have that
(a) = (bc). Since gcd(a, b) = 1, this means b ∈ B∗, so we may just as well
assume b = 1. Therefore, ∆f = aD. The key fact to prove is that a ∈ kerD.

Let g1, ..., gn ∈ S−1B be given, and consider the jacobian determinant
detJ (g1, ..., gn) ∈ frac(B). We claim that detJ (g1, ..., gn) is contained in the
principal ideal aS−1B of S−1B.

Since S−1B = K[r], each gi can be written as a finite sum gi =
∑
aijr

j

for aij ∈ K and j ≥ 0. Therefore, detJ (g1, ..., gn) is a sum of functions of the
form detJ (a1re1 , ..., anr

en) for ai ∈ K and ei ≥ 0. By the product rule, for
each i we also have

detJ (a1re1 , ..., anr
en) =

ai detJ (a1re1 , ..., rei , ..., anr
en) + rei detJ (a1re1 , ..., ai, ..., anr

en).

So detJ (g1, ..., gn) may be expressed as a sum of functions of the form
q detJ (b1, ..., bn), where q ∈ S−1B, and either bi ∈ K or bi = rei for
ei ≥ 1. If every bi ∈ K, then b1, ..., bn are linearly dependent, and this
term will be zero. Likewise, if bi = rei and bj = rej for i �= j, then
b1, ..., bn are linearly dependent, and this term is zero. Therefore, by re-
ordering the bi if necessary, any nonzero summand q detJ (b1, ..., bn) is of
the form q detJ (a1, ..., an−1, r

e) = q∆a(re), where q ∈ S−1B, ai ∈ K,
a = (a1, ..., an−1), and e ≥ 1. By Lemma 3.7, there exists h ∈ ker∆f = K
such that ∆a = h∆f for some h ∈ K. In particular, ∆a resticts to S−1B. Since
∆f (y) ∈ aB for all y ∈ B, it follows that q∆a(re) ∈ ahS−1B = aS−1B (since
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h is a unit). Since detJ (g1, ..., gn) is a sum of such functions, we conclude
that detJ (g1, ..., gn) ∈ aS−1B for any g1, ..., gn ∈ S−1B, as claimed.

In particular, if B = k[x1, ..., xn], then 1 = detJ (x1, ..., xn) ∈ aS−1B,
implying that a ∈ (S−1B)∗ = K∗. But this means a ∈ B ∩K = kerD. ��

Quite recently, Makar-limanov generalized this result in [191] to give a
description of the locally nilpotent derivations of any commutative affine C-
domain. He writes that his goal is “to give a standard form for an lnd on the
affine domains. This form is somewhat analogous to a matrix representation
of a linear operator” (p.2). The theorem he proves is the following.

Theorem 3.15. (Generalized Makar-Limanov Theorem) Let I be a
prime ideal of B = C

[n], and let R be the factor ring B/I, with standard pro-
jection π : B → R. Given D ∈ LND(R), there exist elements f1, ..., fn−1 ∈ B
and nonzero elements a, b ∈ RD such that, for every g ∈ B,

aD(π(g)) = bπ(J (f1, ..., fn−1, g)) .

Another way to express the conclusion of this theorem is that aD = b(∆f/I),
where f = (f1, ..., fn−1). The reader is referred to Makar-Limanov’s paper for
the general proof.

The Makar-Limanov Theorem implies the following.

Corollary 3.16. (Prop. 1.3.51 of [100]) If B = k[n] and D ∈ LND(B), then
div(D) = 0.

Proof. Choose algebraically independent f1, ..., fn−1 ∈ kerD. There exists an
irreducible δ ∈ LND(B) and c ∈ kerD such that D = cδ. According to the
theorem above, there also exists a ∈ kerD such that aδ = ∆f . Therefore,
D = (c/a)∆f , so by the product rule, together with Lemma 3.8, we have

div(D) = (c/a)div(∆f ) +
∑

i

∂xi
(c/a)∆f (xi) = 0 +∆f (c/a) = 0 .

��

The next two results are due to Daigle.

Lemma 3.17. (Prop. 1.2 of [49]) Let A be a subalgebra of B such that B has
transcendence degree 1 over A. If D,E ∈ DerA(B), then there exist a, b ∈ B
for which aD = bE.

Proof. Let K = frac(A) and L = frac(B). By Prop. 3.2, the dimension of
DerK(L) as a vector space over L is equal to one. Therefore, if S is the set of
nonzero elements of B, then S−1D and S−1E are linearly dependent over K,
and consequently aD = bE for some a, b ∈ B. ��

Proposition 3.18. (Cor. 2.5 of [49]) Suppose B = k[n], and D ∈ LND(B)
has kerD ∼= k[n−1]. If kerD = k[f1, ..., fn−1] and f = (f1, .., fn−1), then ∆f is
irreducible and locally nilpotent, and D = a∆f for some a ∈ kerD.
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Proof. Let A = kerD. Since A is factorially closed, the fact that ∆f is irre-
ducible follows from Cor. 3.10 above. By Lemma 3.17, there exist a, b ∈ B
such that bD = a∆f , since D and ∆f have the same kernel. We may assume
gcd(a, b) = 1. Then ∆fB ⊂ bB, implying that b is a unit. So we may assume
b = 1. The fact that ∆f is locally nilpotent and a ∈ A now follows from Princ.
7. ��

In the other direction, we would like to know whether, if f = (f1, ..., fn−1)
for fi ∈ B, the condition that ∆f is irreducible and locally nilpotent always
implies ker∆f = k[f1, ..., fn−1]. But this is a hard question. For example, the
truth of this property for n = 3 would imply the truth of the two-dimensional
Jacobian Conjecture!

To see this, we refer to Miyanishi’s Theorem in Chap. 5, which asserts that
the kernel of any nonzero locally nilpotent derivation of k[3] is isomorphic to
k[2]. Suppose A = k[f, g] is the kernel of a locally nilpotent derivation of k[3].
Let u, v ∈ k[f, g] have the property that det ∂(u,v)

∂(f,g) is a nonzero constant. We
have

∆(u,v) = det
∂(u, v)
∂(f, g)

∆(f,g)

which we know to be irreducible and locally nilpotent. If the above property
were true, it would follow that A = ker∆(u,v) = k[u, v].

The section concludes with facts about rank.

Proposition 3.19. (Lemma 3 of [116]) Suppose B = k[n] and D ∈ Derk(B)
is linear relative to the coordinate system (x1, ..., xn) on B. Set V = kx1 ⊕
· · · ⊕ kxn.

(a) rank(D) equals the rank of D as a linear operator on V .
(b) D ∈ LND(B) if and only if D is nilpotent as a linear operator on V .

Proof. Suppose that corank(D) = m, and let η denote the nullity of D as a
linear operator on V . Let (f1, ..., fn) be a system of variables on B for which
f1, ..., fm ∈ kerD. Suppose the standard Z-grading of B is B = ⊕Bi, and let
Li denote the homogeneous summand of fi coming from B1. In other words,
Li ∈ V is the linear part fi in the usual sense.

Since each Dxi ∈ V , it follows that D is homogeneous of degree 0 in the
standard grading. Thus, since Df1 = · · ·Dfm = 0, we also have DL1 = · · · =
DLm = 0, and it follows that η ≥ m.

Conversely, let v1, ..., vη ∈ V be linearly independent vectors annihilated
by D. Since (v1, ..., vη) is a partial system of variables on B, it follows that
η ≤ m. This proves (a), and (b) is clear. ��

In his thesis, Wang [302] (Lemma 2.3.5) gives the equivalent statement:
With the notation and hypotheses of the proposition above,

dimk(V ∩ kerD) = corank(D) .
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3.5 Slices in Polynomial Rings

Questions about slices are always important. Such questions are discussed in
Chap. 10. But for polynomial rings, we have the following fundamental result.

Proposition 3.20. Suppose B = k[n] and D ∈ LND(B) has Ds = 1 for
s ∈ B.

(a) s is a variable of B[w] = k[n+1].
(b) If B/sB = k[n−1], then D is a partial derivative.

Proof. Let A = kerD ⊂ B. By the Slice Theorem, B = A[s] and πs(B) = A,
where πs is the Dixmier map defined by s. Extend D to D∗ ∈ LND(B[w])
by setting D∗w = 0. Then kerD∗ = A[w]. Since w is transcendental over A,
we have A[w] ∼= A[s] = B = k[n]. So there exist g1, ..., gn ∈ B[w] such that
A[w] = k[g1, ..., gn]. Therefore,

B[w] = A[s][w] = A[w][s] = k[g1, ..., gn, s] ,

and s is a variable of B[w].
In addition, we have that A ∼= B/sB by the Slice Theorem. Thus, if

B/sB = k[n−1], then B = A[s] implies that s is a variable of B. ��

Note that the condition of part (b) holds if s is a variable. Part (a) appears
only as part of a proof in [198], namely, in the proof of Thm. 1.2. But it clearly
deserves to be highlighted. A crucial question is:

If s ∈ B is a variable of B[w], does it follow that s is a variable of B?

A negative answer to this question would imply a negative solution to either
the Embedding Problem or Cancellation Problem. Potential examples of such
phenomena are provided by the Vénéreau polynomials f1, f2 ∈ C

[4]: These
are known to be variables of C

[5], but it is an open question whether they are
variables of C

[4]. See Chap. 10 for details.
In summary, we obtain the following useful principle: Suppose D ∈

LND(k[n]) has a slice s.

(1) kerD is n-generated.
(2) If D∗ extends D trivially to k[n+1], then kerD∗ is n-generated.
(3) If s is a variable of k[n], then kerD is (n− 1)-generated.

3.6 Triangular Derivations and Automoprhisms

Fix a coordinate system B = k[x1, ..., xn]. Define subgroupsHi,Ki ⊂ BAn(k),
i = 1, ..., n, by

Hi = {h ∈ BAn(k)|h(xj) = xj , 1 ≤ j ≤ n− i}
Ki = {g ∈ BAn(k)|g(xj) = xj , i+ 1 ≤ j ≤ n} = BAi(k).
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Then for each i, Ki acts on Hi by conjugation, and BAn(k) = Hi �Kn−i.

Proposition 3.21. Suppose B = k[n] and D ∈ Derk(B) is triangular in some
coordinate system. Then D ∈ LND(B). In addition, if n ≥ 2, then rank(D) ≤
n− 1.

Proof. We argue by induction on n for n ≥ 1, the case n = 1 being obvious.
For n ≥ 2, note that since D is triangular, D restricts to a triangular deriva-
tion of k[x1, ..., xn−1]. By induction, D is locally nilpotent on this subring.
In particular, Dxn ∈ k[x1, ..., xn−1] ⊂ Nil(D), which implies xn ∈ Nil(D).
Therefore, D is locally nilpotent on all B.

Now suppose n ≥ 2. If Dx1 = 0 we are done, so assume Dx1 = c ∈ k∗.
Choose f ∈ k[x1] so that Dx2 = f ′(x1). Then D(cx2 − f(x1)) = 0, and this
is a variable of B. ��

We next describe the factorization of triangular automorphisms into unipo-
tent and semi-simple factors. (See [90] for a related result.)

Proposition 3.22. Every triangular automorphism of k[n] is of the form
expT ◦ L, where L is a diagonal matrix and T is a triangular derivation.

Proof. If F ∈ BAn(k), then F ◦ L is unipotent triangular for some diagonal
matrix L. So it suffices to assume F is unipotent, i.e., of the form

F = (x1, x2 + f2(x1), x3 + f3(x1, x2), ..., xn + fn(x1, ..., xn−1))

for polynomials fi. We show by induction on n that the map F − I =
(0, f2, ..., fn) is locally nilpotent, the case n = 1 being obvious. (Observe that
(F − I)(c) = 0 for c ∈ k.)

Let A = k[x1, ..., xn−1], and suppose by induction that F − I restricts to
a locally nilpotent map on A. Then it suffices to show that F − I is nilpotent
at every polynomial of the form axt

n (a ∈ A). One easily obtains the formula

(F − I)m(axt
n) = (F − I)m(a)xt

n + (lower xn terms) .

By induction, (F−I)m(a) = 0 for m
 0. Since the xn-degree is thus lowered,
we eventually obtain (F − I)M (axt

n) = 0 for M 
 0. It follows that F − I
is locally nilpotent on all B. Thus, Prop. 2.17 implies F = expD for D =
log(I + (F − I)) ∈ LND(B). ��

Observe that, for triangular derivations D1,D2 of B = k[n], D1 +D2 is again
triangular, hence locally nilpotent. In general, however, D1 and D2 do not
commute, and expD1 expD2 �= exp(D1 + D2). Nonetheless, the product on
the left is an exponential automorphism.

Corollary 3.23. If D1 and D2 are triangular k-derivations of B = k[x1, ..., xn],
then there exists a triangular k-derivation E such that expD1 expD2 = expE.
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Proof. Since expD1 expD2 is triangular, it equals expE ◦ L for triangular E
and diagonal L; and it is clear that in this case L = I (identity). ��

See also the proof of Cor. 3 in [90].
The main theorem of this section is the following.

Theorem 3.24. If F ∈ BAn(k) has finite order, then there exists L ∈ GLn(k)
and a triangular D ∈ LND(B) such that F = exp(−D)L expD.

The linearizability of finite-order triangular automorphisms was first proved
by Ivanenko in [151]. The proof presented below makes use of exponential
automorphisms to give a much shorter demonstration. Whether a general
element of finite order in GAn(k) can be linearized remains an open problem.

The proof is based on the following more general fact.

Proposition 3.25. Let R be a UFD containing k, let D ∈ LND(R), and let
λ ∈ Autk(R) have finite order m ≥ 2. Set A = kerD and γ = expD ◦ λ.
Suppose

(1) λ(a) ∈ A for all a ∈ A.
(2) λ(a) = a for all a ∈ A∗.
(3) γ has finite order m

Then there exists E ∈ LND(R) such that kerE = A and γ = exp(−E)λ expE.

Proof. Write D = f∆ for irreducible ∆ ∈ LND(R) and f ∈ A. Since ker∆ =
ker (λ−1∆λ) = A by hypothesis (1), we conclude from Princ. 12, together
with the fact that R is a UFD and ∆ is irreducible, that λ−1∆λ = c∆ for
some c ∈ A∗. By hypothesis, λ(c) = c, and thus λ−i∆λi = ci∆ for each
i ∈ Z. It follows that for each i ∈ Z, λ−iDλi = λm−i(f)ci∆. In particular,
D = λ−mDλm = cmD, so cm = 1.

Set E = g∆ for undetermined g ∈ A. Then

exp(−E)λ exp(E) = (expD)λ if and only if
exp(−E) exp(λEλ−1) = expD if and only if
exp((λ(g)c−1 − g)∆) = exp(f∆).

So we need to solve for g ∈ A which satisfies the equation f = c−1λ(g) − g.
We find a solution g ∈ spank[c]{f, λ(f), λ2(f), ..., λm−1(f)} ⊂ A. (Note that
k[c] is a field.)

First, if γi := λ−i(expD)λi, then

1 = γm = (expD ◦ λ)m = γmγm−1 · · · γ2γ1 .

Since γi = exp(λm−i(f)ci∆), it follows that

exp(h∆) = 1 for h =
m∑

i=1

λm−i(f)ci .

Therefore, h = 0, and we may eliminate λm−1(f) from the spanning set above.
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Next, for undetermined coefficients ai ∈ k[c], consider g = a1f + a2λ(f) +
· · · + am−1λ

m−2(f). Then c−1λ(g) − g equals

−a1f+(c−1a1−a2)λ(f)+· · ·+(c−1am−2−am−1)λm−2(f)+c−1am−1λ
m−1(f) .

Since h = 0, we have that c−1am−1λ
m−1(f) equals

−c−2am−1f − c−3am−1λ(f) − · · · − c−(m−1)am−1λ
m−3(f) − am−1λ

m−2(f) .

Combining these gives that c−1λ(g) − g equals

(−a1 − c−2am−1)f + (c−1a1 − a2 − c−3am−1)λ(f) + · · ·
· · ·+(c−1am−3−am−2−c−(m−1)am−1λ

m−3(f)+(c−1am−2−2am−1)λm−2(f).

So we need to solve for ai such that M(a1, a2, ..., am−1)T = (1, 0, ..., 0)T for

M =











−1 0 0 · · · 0 −c−2

c−1 −1 0 · · · 0 −c−3

0 c−1 −1 · · · 0 −c−4

...
...

...
. . .

...
...

0 0 0 · · · 1 −cm−1

0 0 0 · · · c−1 −2











(m−1)×(m−1)

.

It is easily checked that |M | �= 0. For example, replace row 2 by c−1(row
1)+(row 2); then replace row 3 by c−1(row 2)+(row 3); and so on. Eventually,
we obtain the non-singular upper-triangular matrix

N =









−1 0 0 · · · −c−2

0 −1 0 · · · −2c−3

0 0 −1 · · · −3c−4

...
...

...
. . .

...
0 0 0 · · · −m








.

Therefore, we can solve for g, and thereby conjugate γ to λ. ��
Proof of Theorem 3.24. Let m be the order of F . We have that BAn(k) =
H1 � Kn−1, so we can write F = hg for g ∈ Kn−1 and h ∈ H1. Then
1 = Fm = (gh)m = gmh′ for some h′ ∈ H1, which implies gm = h′ =
1. By induction, there exists a triangular derivation D with Dxn = 0 and
g̃ := exp(−D)g expD ∈ GLn(k) ∩ Kn−1. Thus, exp(−D)F expD = h̃g̃ for
h̃ := exp(−D)h expD ∈ H1. So it suffices to assume from the outset that
F = hg for linear g ∈ Kn−1 and h ∈ H1.

If h = (x1, ..., xn−1, axn + f(x1, ..., xn−1)), then

h = exp
(

f
∂

∂xn

)

◦ (x1, ..., xn−1, axn) .

Thus, F = exp(f ∂
∂xn

)L, where L = (x1, ..., xn−1, axn)g ∈ GLn(k). Note that
L restricts to ker ( ∂

∂xn
) = k[x1, ..., xn−1]. By the preceding proposition, the

theorem now follows. ��
We also have:
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Proposition 3.26. For the polynomial ring B = k[x1, ..., xn], every mono-
mial derivation D ∈ LND(B) is triangular relative to some ordering of
x1, ..., xn.

Proof. We may assume, with no loss of generality, that

νD(x1) ≤ νD(x2) ≤ · · · ≤ νD(xn) .

Given i, write Dxi = axe1
1 · · ·xen

n �= 0 for a ∈ k and ei ≥ 0. If Dxi �= 0, then
νD(xi)− 1 =

∑n
j=1 ejνD(xj). Due to the ordering above, this is only possible

if ej = 0 for j ≥ i. Therefore, Dxi ∈ k[x1, ..., xi−1] for every i. ��

We will see that triangular monomial derivations provide us with important
examples.

3.7 Homogeneous Locally Nilpotent Derivations

The first result of this section will be stated for any commutative k-domain
B, though we are most interested in the case B is a polynomial ring.

Suppose D ∈ LND(B) is homogeneous of degree d relative to some Z-
grading of B. This is equivalent to giving an algebraic action of the group
Ga � Gm on X = Spec(B), where the action of Gm on Ga = Spec(k[x]) is
given by t · x = tdx. This is further equivalent to giving D ∈ LND(B) and
an action Gm → Autk(B), t → λt, such that λ−1

t Dλt = tdD for all t. The
homogeneous polynomials f ∈ Bi are the semi-invariants f ∈ B for which
t · f = tif (t ∈ Gm).

Assume these conditions hold.

Proposition 3.27. Under the hypotheses above, if s ∈ Gm has finite order m
not dividing d, then expD ◦ λs is conjugate to λs. In particular,

(expD ◦ λs)m = 1 .

Proof.

exp
(

sd

1−sdD
)

(expD)λs exp
(
− sd

1−sdD
)

= λs

��

The second result of this section is about kernels of homogeneous derivations.

Proposition 3.28. Suppose D ∈ LND(B), D �= 0, is homogeneous relative
to some N-grading ⊕i∈NBi of B = k[n]. If B0 ∩ kerD = k and kerD is a
polynomial ring, then kerD = k[g1, ..., gn−1] for homogeneous gi.

This is immediately implied by the following more general fact about N-
gradings.
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Proposition 3.29. (Lemma 7.6 of [47]) Let A = k[r] for r ≥ 1 and let A =
⊕i∈NAi be a grading such that A0 = k. If A = k[f1, ..., fm] for homogeneous
fi, then there is a subset {g1, ..., gr} of {f1, ..., fm} with A = k[g1, ..., gr].

Proof. Consider a subset {g1, ..., gs} of {f1, ..., fm} satisfying A = k[g1, ..., gs]
and minimal with respect to this property; in particular, deg gi > 0 for all i.
Let R = k[T1, ..., Ts] = k[s] with grading R = ⊕i∈NRi determined by R0 = k
and deg Ti = deg gi. Then the surjective k-homomorphism e : R→ A, e(ϕ) =
ϕ(g1, ..., gs), is homogeneous of degree zero.

Suppose that the prime ideal p = ker e is not zero. Note that (T1, ..., Ts)
contains p, meaning that the variety V (p) ⊂ A

s contains the origin. Since
the origin is a smooth point (A is smooth over k), and since p is generated
by its homogeneous elements, the jacobian (smoothness) condition implies
that some homogeneous ϕ ∈ p contains a term λTj (λ ∈ k∗). Since ϕ is
homogeneous and deg Ti > 0 for all i, ϕ − λTj ∈ k[T1, ..., Tj−1, Tj+1, ..., Ts].
Thus, gj ∈ k[g1, ..., gj−1, gj+1, ..., gs], contradicting minimality of {g1, ..., gs}.

Therefore, ker e = 0, and e is an isomorphism, implying s = r. ��

Corollary 3.30. If B = k[n] and if Gm acts algebraically on A
n in such a

way that BGm = k, then the action is linearizable.

Proof. The action induces a Z-grading of B for which elements of Bi are semi-
invariants of weight i. In particular, B0 = BGm . If f ∈ Bi and g ∈ Bj for
i < 0 and j > 0, then f jg−i ∈ B0, a contradiction. Therefore, we can assume
any non-constant semi-invariant has strictly positive weight. So the grading
on B induced by the Gm-action is an N-grading: B = ⊕i∈NBi.

SupposeB = k[x1, ..., xn]. Given i (1 ≤ i ≤ n), we can write xi =
∑

j∈N
fij ,

where fij ∈ Bj . SoB is generated as a k-algebra by finitely many homogeneous
polynomials fij . By the preceding result, there exist homogeneous g1, ..., gn ∈
B such that B = k[g1, ..., gn], i.e., (g1, ..., gn) is a system of semi-invariant
variables for B. ��

3.8 Symmetric Locally Nilpotent Derivations

Quite often, a special property belonging to a Ga-action is equivalent to the
condition that that the action can be embedded in a larger algebraic group
action. For example, we saw above how homogeneity equates to an action of
Ga � Gm. Another important condition to consider is symmetry. The sym-
metric group Sn acts naturally on the polynomial ring B = k[x1, ..., xn] by
permutation of the variables xi. Define D ∈ Derk(B) to be fully symmetric
if and only if Dσ = σD for each σ ∈ Sn. To give D ∈ LND(B) fully symmetric
is equivalent to giving an algebraic action of Ga × Sn on A

n, where Sn acts
in the standard way on A

n.
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Example 3.31. E =
∑n

i=1 ∂xi
is fully symmetric and locally nilpotent, and

kerE = k[x1 − x2, x2 − x3, ..., xn−1 − xn]. Note that E is a partial derivative.
If f ∈ kerE ∩BSn , then fE is also fully symmetric and locally nilpotent.

Proposition 3.32. Let Z2 act on B = k[x1, ..., xn] by transposing x1 and
x2, and fixing x3, ..., xn. If D ∈ LND(B) commutes with this Z2-action, then
D(x1 − x2) = 0.

Proof. Let τ ∈ Z2 transpose x1 and x2, fixing x3, ..., xn, and let Dx1 =
F (x1, x2) for F ∈ k[x3, ..., xn][2]. Then Dx2 = D(τx1) = τDx1 = F (x2, x1).
This implies

D(x1 − x2) = F (x1, x2) − F (x2, x1) ∈ (x1 − x2) ·B .

By Cor. 1.20, we conclude that D(x1 − x2) = 0. ��

Now suppose D is a fully symmetric locally nilpotent derivation. Then
D(xi − xj) = 0 for all i, j, so k[x1 − x2, x2 − x3, ..., xn−1 − xn] ⊂ kerD.
Consequently, the derivations fE above are the only fully symmetric locally
nilpotent derivations.

Corollary 3.33. If D ∈ LND(B) is fully symmetric and D �= 0, then
rank(D) = 1.

3.9 Some Important Early Examples

This section illustrates the fact that the triangular derivations of polynomial
rings already provide a rich variety of important examples.

In 1972, Nagata [239] published an example of a polynomial automor-
phism of A

3 which he conjectured is not tame. Later, Bass embedded Na-
gata’s automorphism as an element of a one-parameter subgroup of poly-
nomial automophisms of A

3, gotten by exponentiating a certain non-linear
locally nilpotent derivation of k[x, y, z]. It was known at the time that every
unipotent group of polynomial automorphisms of the plane is triangular in
some coordinate system (see Chap. 4). In sharp contrast to the situation for
the plane, Bass showed that the subgroup he constructed could not be conju-
gated to the triangular subgroup. Then Popov generalized Bass’s construction
to produce non-triangularizable Ga-actions on A

n for every n ≥ 3. These dis-
coveries initiated the exploration of a new world of algebraic representations
Ga ↪→ GAn(k).

Remark 3.34. Some of the examples below exhibit, without explanation, the
kernel of the derivation under consideration. Methods for calculating kernels
of locally nilpotent derivations are discussed in Chap. 8 below.
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3.9.1 Bass’s Example

([12], 1984) The example of Bass begins with the basic linear derivation of
k[x, y, z], namely, ∆ = x∂y + 2y∂z. Then ker∆ = k[x, F ], where F = xz− y2.
Note that D := F∆ is also a locally nilpotent derivation of k[x, y, z], and the
corresponding Ga-action on A

3 is

αt := exp(tD) = (x, y + txF, z + 2tyF + t2xF 2) .

Nagata’s automorphism is α1. The fixed point set of this action is the cone
F = 0, which has an isolated singularity at the origin. On the other hand,
Bass observed that any triangular automorphism (x, y+ f(x), z+ g(x, y)) has
a cylindrical fixed point set, i.e., defined by f(x) = g(x, y) = 0, which (if non-
empty) has the form C × A

1 for some variety C. In general, an affine variety
X is called a cylindrical variety if X = Y × A

1 for some affine variety Y .
Since a cylindrical variety can have no isolated singularities, it follows that αt

cannot be conjugated to any triangular set of automoprhisms.

3.9.2 Popov’s Examples

([253], 1987) Generalizing Bass’s approach, Popov pointed out that the fixed-
point set of any triangular Ga-action on A

n is a cylindrical variety, whereas the
hypersurface defined by a non-degenerate quadratic form is not a cylindrical
variety. So to produce non-triangularizable examples in higher dimensions,
it suffices to find D ∈ LND(k[n]) such that kerD contains a non-degenerate
quadratic form h; then exp(thD) is a non-triangularizable Ga-action. In even
dimensions, let B = k[x1, ..., xn, y1, ..., yn], and define D by

Dx1 = 0, Dx2 = x1, Dx3 = x2, ... ,Dxn = xn−1,
Dy1 = y2, Dy2 = y3, ... ,Dyn−1 = yn, Dyn = 0.

Then D is a triangular (linear) derivation, and Dh = 0 for the non-degenerate
quadratic form h =

∑n
i=1(−1)i+1xiyi. For odd dimensions at least 5, start

with D above, and extend D to trivially to k[x1, ..., xn, y1, ..., yn, z]; that is,
Dz = 0. Then h+ z2 is a non-degenrate quadratic form annihilated by D.

3.9.3 Smith’s Example

([281], 1989) At the conclusion of his paper, Bass asked whether the Ga-action
he gave on A

3 is stably tame, i.e., whether the action becomes tame when
extended trivially to A

4. M. Smith gave a positive answer to this question by
first showing the following.

Lemma 3.35. (Smith’s Formula) Let D ∈ LND(B) for B = k[n] and let
f ∈ kerD be given. Extend D to B[w] by Dw = 0, and define τ ∈ GAn+1(k)
by τ = exp(f∂w). Then

exp(fD) = τ−1 exp(−wD)τ exp(wD) .
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Proof. Since τ fixes B, τD = Dτ , so τ−1(−wD)τ = τ−1(−w)D = (f − w)D.
Applying the exponential now gives

exp(fD) exp(−wD) = exp((f − w)D)
= exp

(
τ−1(−wD)τ

)
= τ−1 exp(−wD)τ .

��

Applying this lemma with f = tF and D = ∆ from Bass’s example yields the
following tame factorization for the example of Bass-Nagata: for t ∈ Ga,

exp(tD) = (x, y + txF, z + 2tyF + t2xF 2, w)
= (x, y, z, w−tF )(x, y−wx, z−2wy+w2x,w)(x, y, z, w+tF )(x, y+wx, z+
2wy + w2x,w).

Lemma 3.36. This Ga-action on A
4 is not triangularizable.

Proof. Note first that the rank of D on k[4] is clearly 2. Let X ⊂ A
4 be the set

of fixed points. Then X = C ×A
1 for a singular cone C, and the singularities

of X form a line. Suppose k[x, y, z, w] = k[a, b, c, d] and that D is triangular
in the latter system of coordinates, with Da = 0 and Db ∈ k[a]. The ideal
defining X is (Db,Dc,Dd), and thus X ⊂ V (Db). If Db �= 0, this is a union of
parallel coordinate hyperplanes, implying X ⊂ H for a coordinate hyperplane
H. Since this is clearly impossible, Db = 0. We also have X ⊂ V (Dc), where
Dc ∈ k[a, b]. If Dc �= 0, this implies X = Y × A

2, where Y is a component
of the curve in Spec(k[a, b]) defined by Dc. But this also cannot occur, since
then the singularities of X would be of dimension 2. Thus, Dc = 0. But this
would imply that the rank of D is 1, a contradiction. Therefore, D extended
to k[x, y, z, w] cannot be conjugated to a triangular derivation by any element
of GA4(k). ��

So in dimension 4 (and likewise in higher dimensions), there exist Ga-actions
which are tame but not triangularizable. It is an important open question
whether every tame Ga-action on A

3 can be triangularized. It goes to the
structure of the tame subgroup. It should by noted that the recent work of
Shestakov and Umirbaev [278, 279] implies that the Nagata automorphism α1

above is not tame as an element of GA3(k).

3.9.4 Winkelmann’s Example 1

([306], 1990) In this groundbreaking paper, Winkelmann investigates C
+-

actions on C
n which are fixed-point free, motivated by questions about the

quotients of such actions. In dimension 4, he defines an action exp(tD), where
D is the triangular derivation on C[x, y, z, w] defined by

Dx = 0 , Dy = x , Dz = y , Dw = y2 − 2xz − 1 .
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Then exp(tD) defines a free algebraic C
+-action on C

4, but the orbit space is
not Hausdorff in the natural topology (Lemma 8).4 In particular, D is not a
partial derivative, i.e., the action is not a translation. Winkelmann calculates
this kernel explicitly: kerD = C[x, f, g, h], where

f = y2 − 2xz , g = xw + (1 − f)y , and xh = g2 − f(1 − f)2 .

In particular, kerD is the coordinate ring of a singular hypersurface in C
4.

This implies rank(D) = 3, since if the rank were 1 or 2, the kernel would be
a polynomial ring (see Chap. 4). In [283], Snow gives the similar example

Ex = 0 , Ey = x , Ez = y , Ew = 1 + y2 .

and also provides a simple demonstration that the topological quotient is non-
Hausdorff (Example 3.5). (It is easy to show that D and E are conjugate.) In
[100], van den Essen considers E, and indicates that E does not admit a slice,
a condition which is a priori independent of the fact that the corresponding
quotient is not an affine space (Example 9.5.25). And in [81], Sect. 3, Deveney,
Finston, and Gehrke consider E as well, showing that the associated C

+-action
exp(tE) on C

4 is not proper.
The properties of a group action being fixed-point free, proper, or locally

trivial are discussed in [76, 81]. In the case Ga acts algebraically on affine space
C

n, these papers provide a simple algebraic characterization of properness,
and show that these three properties are related in the following way:

locally trivial ⇒ proper ⇒ fixed-point free

and these implications are strict. They also point out that for a proper Ga-
action on C

n, the topological space of orbits is necessarily Hausdorff; and that
for a locally trivial action, the orbits can be separated by invariant functions.

3.9.5 Winkelmann’s Example 2

([306], 1990) On B = C[u, v, x, y, z] = C
[5], define the triangular derivation F

by
Fu = Fv = 0 , Fx = u , Fy = v , Fz = 1 + (vx− uy) .

Then Fx, Fy, Fz ∈ kerF and (Fx, Fy, Fz) = (1), which implies exp(tF ) is a
locally trivial C

+-action on C
5. The kernel of F is presented in [81], namely

kerF = C[u, v, vx− uy, x+ x(vx− uy) − uz, y + y(vx− uy) − vz]

To see that the associated C
+-action on C

5 is not globally trivial (i.e., that
F does not admit a slice), note that F is homogeneous of degree 0 relative

4 Winkelmann calls the set of orbits for this action with the quotient topology a
“quotient space”, and uses the notation C

n/G. But this differs from the algebraic
quotient Spec(ker D), and is also not a geometric quotient.



76 3 Polynomial Rings

to the C
∗-action (tu, t−1v, tx, t−1y, z). We thus have an action of C

+ ×C
∗ on

C
5. The invariant ring of the C

∗-action is B0 = C[uv, xy, vx, uy, z], the ring
of degree-0 elements. Therefore F restricts to B0. If F has a slice in B, then
by homogeneity there exists a slice s ∈ B0. But the ideal generated by the
image of F restricted to B0 equals (vx+ uy, uv, 1 + vx− uy), which does not
contain 1, meaning F has no slice in B0. (The fixed-point set of the induced
C

+-action on Spec(B0) is of dimension one.) Therefore F has no slice in B.
In [153], Jorgenson asks: Is there a triangular Ga-action on C

4 that is
locally trivial but not equivariantly trivial? (Question 2)

3.9.6 Example of Deveney and Finston

([77], 1995) Again in dimension 5, define δ on C[u, v, x, y, z] by

δu = δv = 0 , δx = u , δy = v , δz = 1 + uy2 .

The authors show that exp(tδ) is a proper C
+-action on C

5 and that ker δ is
isomorphic to the ring

C[u1, u2, u3, u4, u5]/(u2u5 − u2
1u4 − u3

3 − 3u1u3) ,

which is the coordinate ring of a singular hypersurface Y ⊂ C
5. If p : C

5 → Y
is the quotient morphism, then fibers of p over singular points of Y are two-
dimensional, which clearly implies that the action is not locally trivial.

For another example of a free Ga-action on an affine variety which does
not admit a geometric quotient, see Derksen [67], 4.1.

3.9.7 Bass’s Question

The section concludes with a question of Bass [12], which is still open.

If k is an algebraically closed field, is the automorphism group GAn(k)
generated by one-parameter subgroups, i.e., by images of algebraic
homomorphisms from Ga and Gm?

3.10 The Homogeneous Dependence Problem

In a fascinating paper [128] dating from 1876, Paul Gordan and Max Nöther
investigated the vanishing of the Hessian determinant of an algebraic form,
using the language of systems of differential operators. In particular, the ques-
tion they consider is the following. Suppose h ∈ C[x1, ..., xn] is a homogeneous
polynomial whose Hessian determinant is identically zero:

det
( ∂2h

∂xi∂xj

)

ij
= 0 .
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Does it follow that h is degenerate, i.e., that h ∈ C[Tx1, ..., Txn−1] for some
T ∈ GLn(C)? They prove that the answer is yes when n = 3 and n = 4, and
garner some partial results for the case n = 5.

In the course of their proof, the authors consider changes of coordinates
involving a parameter λ ∈ C:

Die Functionen Φ(x), gebildet für die Argumente x + λξ, sind un-
abhängig von λ:

Φ(x+ λξ) = Φ(x) . (p.550)5

Here, x denotes a vector of coordinates (x1, ..., xn), and ξ a vector of homo-
geneous polynomials. In modern terms, the association λ · x = x+ λξ gives a
C

+-action on C
n (where λ ∈ C), and the functions Φ are its invariants. The

authors continue:

Ist eine solche ganze Function Φ das Product zweier ganzen Functio-
nen

Φ = φ(x) · ψ(x)

so sind auch die Factoren selbst Functionen Φ. (p. 551)6

We recognize this as the property that the ring of invariants of a C
+-action

is factorially closed. In effect, Gordan and Nöther studied an important type
of C

+-action on C
n, which we will now describe in terms of derivations.

Let B = k[x1, ..., xn] = k[n], and let D ∈ LND(B) be given, D �= 0.
The Homogeneous Dependence Problem for locally nilpotent derivations
asks:

If D is standard homogeneous and has the property that D2xi = 0
for each i, is the rank of D always strictly less than n? Equivalently,
does there exist a linear form L ∈ B with DL = 0, i.e., are the images
Dxi linearly dependent?

For such a derivation D, note that the Ga-action is simply

exp(tD) = (x1 + tDx1, ..., xn + tDxn) ,

and these are precisely the kinds of coordinate changes considered by Gordan
and Nöther. Note that, given i,

D ◦ expD(xi) = D(xi +Dxi) = Dxi +D2xi = Dxi .

On the other hand, Dxi ∈ kerD means that expD(Dxi) = Dxi. Therefore, D
and expD commute. This in turn implies that, if we write F = expD = x+H,
5 “The functions Φ(x), constructed for the arguments x + λξ, are independent of

λ.”
6 “If such a function Φ is a product of two entire functions Φ = φ(x)ψ(x), then so

also are the factors themselves functions Φ.”
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where x = (x1, ..., xn) and H = (Dx1, ...,Dxn), then H ◦H = 0. Herein lies
the connection to the work of Gordan and Nöther.

In their paper, Gordan and Nöther effectively proved that the answer to
the Homogeneous Dependence Problem is yes when n = 3 or n = 4. In fact,
they showed that in these cases there exist two independent linear forms, L
and M , with DL = DM = 0, which implies that the rank of D is 1 when
n = 3, and at most 2 when n = 4.

In the modern era, Wang proved in his 1999 thesis (Prop. 2.4.4) that if
D ∈ LND(k[x1, x2, x3]) has the property that D2xi = 0 for each i, then
rank(D) ≤ 1 [302, 303]. So in the case of dimension 3, the homogeneity con-
dition can be removed. A simple proof of Wang’s result is given in Chap. 5
below. Wang further proved that, in dimension 4, the rank of a homogeneous
derivation having D2xi = 0 for each i could not equal 3 (Lemma 2.5.2). Then
in 2000, Derksen constructed an example of such a derivation D in dimension
8 whose rank is 7, thereby showing that the stronger result of Gordan and
Nöther (i.e., that the kernel contains two independent linear forms) does not
generalize. Finally in 2004, de Bondt found a way to construct counterexam-
ples to the Homogeneous Dependence Problem in all dimensions n ≥ 6 by
using derivations of degree 4. So the Homogeneous Dependence Problem re-
mains open only for the case n = 5. The examples of Derksen and de Bondt
are discussed below.

At the time of their work, neither Wang nor Derksen seems to have been
aware of the paper of Gordan and Nöther. Rather, it is an example of an
important question resurfacing. The Gordan-Nöther paper was brought to the
author’s attention only recently by van den Essen, and its existence was made
known to him by S. Washburn. Van den Essen was interested in its connections
to his study of the Jacobian Conjecture; see [23, 24, 25, 104] for a discussion
of these connections, and some new positive results for this conjecture. The
recent article of DeBondt [64] gives a modern proof of the results of Gordan
and Nöther, in addition to some partial results in dimension 5.

3.10.1 Construction of Examples

We construct, for each N ≥ 8, a family of derivations D of the polynomial
ring k[x1, ..., xN ] with the property that D2xi = 0 for each i. The example of
Derksen belongs to this family.

Given m ≥ 1, let B = k[s1, ..., sm] = k[m] and let δ ∈ LND(B) be such
that δ2si = 0 for each i (possibly δ = 0). Let u ∈ Bδ = ker δ be given (u �= 0).
Extend δ to B[t] = B[1] by setting δt = 0.

Next, given n ≥ 3, choose an n×n skew-symmetric matrixM with entries
in B[t]δ, i.e., M ∈ Mn(B[t]δ) and MT = −M . Also, let v ∈ (B[t]δ)n be a
nonzero vector in the kernel of M .

Next, let x = (x1, ..., xn), y = (y1, ..., yn), and z be indeterminates over
B[t], so that B[t,x,y, z] = k[m+2n+2]. Note that m+ 2n+ 2 ≥ 9. Extend δ to
a locally nilpotent derivation of this larger polynomial ring by setting
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δx = uv , δy =Mx and δz = u−1δ(〈x,y〉) .

Here, it is understood that for vectors a = (a1, ..., an) and b = (b1, ..., bn), the
statement δa = b means δai = bi for each i. In addition, 〈a,b〉 denotes the
inner product of a and b. Observe the product rule for inner products:

δ(〈a,b〉) = 〈δa,b〉 + 〈a, δb〉 .

It is clear from the definition that δ2x = 0. In addition,

δ2y = δ(Mx) =M(δx) =M(uv) = uMv = 0 .

Further, since M is skew-symmetric, we have 0 = 〈x,Mx〉 = 〈x, δy〉. There-
fore,

δ(〈x,y〉) = 〈δx,y〉 + 〈x, δy〉 = 〈δx,y〉 − 〈x, δy〉 ∈ ker δ .

It follows that δz is a well-defined polynomial (since u divides δx), and δ2z = 0.
In addition, if F = uz − 〈x,y〉, then δF = 0.

Since F does not involve t, the kernel element t−F is a variable. It follows
that

B[t,x,y, z]/(t− F ) = B[x,y, z] = k[m+2n+1] ,

and that the derivation D := δ mod (t − F ) has the property that D2x =
D2y = D2z = 0.

3.10.2 Derksen’s Example

This example appears in [100], 7.3, Exercise 6. It uses the minimal values
m = 1 and n = 3 from the construction above, so that m + 2n + 1 = 8.
Derksen found this example by considering the exterior algebra associated to
three linear derivations.

First, let δ be the zero derivation of B = k[s] = k[1], and choose u = s.
The extension of δ to k[s, t] is also zero. Choose

v =




t2

s2t
s4



 and M =




0 s4 −s2t

−s4 0 t2

s2t −t2 0



 .

With these choices, we get the derivation D on the polynomial ring

k[s, x1, x2, x3, y1, y2, y3, z] = k[8]

defined by Ds = 0,

Dx =




sF 2

s3F
s5



 , Dy =




0 s4 −s2F

−s4 0 F 2

s2F −F 2 0








x1

x2

x3



 ,

and Dz = F 2y1 + s2Fy2 + s4y3, where F is the quadratic form
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F = sz − (x1y1 + x2y2 + x3y3) .

Observe that D is homogeneous, of degree 4. To check that s is the only linear
form in the kernel of D (up to scalar multiples), let Vi denote the vector space
of forms of degree i in these 8 variables, and let W ⊂ V5 denote the subspace
generated by the monomials appearing in the image of D : V1 → V5. Then
it suffices to verify that the linear map D : V1 → W has a one-dimensional
kernel, and this is easily done with standard methods of linear algebra. We
conclude that the rank of D is 7. ��

3.10.3 De Bondt’s Examples

Theorem 3.37. (De Bondt [65]) For n ≥ 3, let B = k[2n] = k[x1, y1, ..., xn, yn],
and define D ∈ Derk(B) by

Dxi = fgxi − g2yi and Dyi = f2xi − fgyi ,

where f = x1y2 − x2y1 and g = x1y3 − x3y1. Then:

(a) D is standard homogeneous of degree 4.
(b) f, g ∈ kerD
(c) D2xi = D2yi = 0 for each i, and therefore D ∈ LND(B).
(d) rank(D) = 2n.

Proof. Let R = k[a, b] = k[2] and let N ∈ M2(R) be given by

N =
(
ab −b2
a2 −ab

)

.

Then N2 = 0.
Let B = R[x1, y1, ..., xn, yn] = k[2n+2]. Define R-linear D ∈ LNDR(B) by

D =







N 0 · · · 0
0 N · · · 0
...

...
. . .

...
0 0 · · · N







(2n×2n)

.

Then for each i,

Dxi = abxi − b2yi , Dyi = a2xi − abyi , and D2xi = D2yi = 0 .

In addition, for every pair i, j, we have

D(xiyj) = xi(a2xj − abyj) + yj(abxi − b2yi) = a2xixj − b2yiyj = D(xjyi) ,

which implies xiyj − xjyi ∈ kerD for each pair i, j.
Set f = x1y2 − x2y1 and g = x1y3 − x3y1. The crucial observation is

that f and g are kernel elements not involving a or b. Thus, (a − f, b −
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g, x1, ..., yn) is a triangular system of coordinates on B. If I ⊂ B is the ideal
I = (a− f, b− g), then B := Bmod I is isomorphic to k[2n], and we may take
B = k[x1, y1, ..., xn, yn]. Since a − f and b − g belong to kerD, the ideal I is
an integral ideal of D, and we have that D := Dmod I is well-defined, locally
nilpotent, and homogeneous on B.

It remains to show that rank(D) = 2n. If Dv = 0 for a variable v ∈ B,
then by homogeneity, there exists a linear form L =

∑
(aixi + biyi) for scalars

ai, bi such that DL = 0. But then
∑

(aiDxi + biDyi) = 0. So it suffices to
show that the images Dx1,Dy1, ...,Dxn,Dyn are linearly independent.

To this end, define a vector of univariate polynomials

t = (t, t2, t3, t4 − 1, t5 − 1, t6, ..., t2n) ,

noting that f(t) = −t and g(t) = −t2. Then for each i,

degtDyi(t) = 2i+ 3 and degtDxi(t) = 2i+ 4 .

Since these degrees are all distinct for 1 ≤ i ≤ n, it follows that these polyno-
mials are linearly independent. ��

Note that de Bondt’s derivations are quasi-linear, in addition to being nice
derivations.

In order to exhibit an example in odd dimension 2n + 1 for n ≥ 3, let
k[2n+1] = B[z], and extend D to this ring. In particular, Dz should satisfy:
(1) Dz ∈ kerD, (2) degDz = 5, and (3) Dz is not in the span of Dx1, ...,Dyn.
For example, h = x2y3 − x3y2 ∈ kerD, so we may take Dz = h(fxn − gyn).
Then Dz ∈ kerD and degDz = 5. Moreover, degtDz(t) = 2n + 7, so Dz is
independent of the other images.

3.10.4 A Rank-4 Example in Dimension 5

In the notation of de Bondt’s examples, consider the case n = 2: Let B =
k[a, b, x1, y1, x2, y2] = k[6] and R = k[a, b]. In this case, replace the matrix N
with

N ′ =
(
ab2 −b4
a2 −ab2

)

.

This defines an R-linear D ∈ LNDR(B), namely,

D =
(
N ′ 0
0 N ′

)

4×4

.

Note that we still have f = x1y2 − x2y1 ∈ kerD. Set E = Dmod (a − f) on
B = Bmod (a− f) = k[5]. Then E is standard homogeneous of degree 4, and
satisfies

E2b = E2x1 = E2y1 = E2x2 = E2y2 = 0 .
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In addition, the rank of E is 4. To see this, it suffices to show that the im-
ages Ex1, Ey1, Ex2, Ey2 are linearly independent. As above, evaluate these
polynomials at t = (1, t, t2 − 1, t3, t4). Then

Ex1(t) = t4−t2+1 , Ey1(t) = t7−t5+t3 , Ex2(t) = t6−t4 , Ey2(t) = t9−t7 .

Therefore, Ex1, Ey1, Ex2, Ey2 are linearly independent.



4

Dimension Two

In this chapter, we examine locally nilpotent R-derivations of R[x, y] = R[2]

for certain rings R containing Q. This set is denoted LNDR(R[x, y]).
We begin with the case R is a field, and here the main fact is due to

Rentschler from 1968 [260].

Theorem 4.1. (Rentschler’s Theorem) Let k be a field of characteristic
zero. If D ∈ LND(k[x, y]) is nonzero, then there exists f ∈ k[x] and a tame
automorphism α ∈ GA2(k) such that αDα−1 = f(x)∂y.

Geometrically, this says that every planar Ga-action is conjugate, by a tame
automorphism, to a triangular action t · (x, y) = (x, y + tf(x)).1 Rentschler
also showed that his theorem implies Jung’s Theorem, which appeared in
1942 [154], and which asserts that every plane automorphism is tame in the
characteristic zero case. Rentschler’s proof of Jung’s Theorem is a compelling
illustration of the importance of locally nilpotent derivations and Ga-actions
in the study of affine algebraic geometry.

Jung’s Theorem was the predecessor of the well-known Structure Theorem
for the group GA2(k). Recall that GA2(k) denotes the full group of algebraic
automorphisms of the plane A

2
k; Af2(k) is the affine linear subgroup, whose

elements are products of linear maps L ∈ GL2(k) and translations T = (x+
a, y + b), a, b ∈ k; and BA2(k) is the subgroup of triangular automorphisms
α = (ax + b, cy + f(x)), a, c ∈ k∗, b ∈ k, f ∈ k[x]. A tame automorphism is
composed of linear and triangular factors.

Theorem 4.2. (Structure Theorem) For any field k, GA2(k) has the
amalgamated free product structure

GA2(k) = Af2(k) ∗B BA2(k) ,

where B = Af2(k) ∩BA2(k).
1 As noted in the Introduction, this description of the planar Ga-actions was first

given by Ebey in 1962 [93]. The statement about tame automorphisms is not
explicit in his paper, but can be inferred from the proof.
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In his 1992 paper [312], Wright gives the following description of the evolution
of this result.

That GA2 is generated by Af and BA was first proved by Jung [154]
for k of characteristic zero. Van der Kulk [298] generalized this to
arbitary characteristic and proved a factorization theorem which es-
sentially gives the amalgamated free product structure, although he
did not state it in this language. Nagata [239] seems to be the first to
have stated and proved the assertion as it appears above. The tech-
niques in these proofs require that k be algebraically closed. However,
it is not hard to deduce the general case from this (see [308]).
Some fairly recent proofs have been given which use purely algebraic
techniques, and for which it is not necessary to assume k is alge-
braically closed [82, 207]. (p. 283)

In this same paper, Wright gives another proof of the Structure Theorem,
based on Serre’s tree theory [274].

While the paper of Nagata mentioned by Wright dates to 1972, it should
be noted that the Structure Theorem was stated without proof in the well-
known 1966 paper of Shafarevich [276], Thm. 7. It should also be noted that
another early proof of Jung’s Theorem was given by Engel [96]. Moreover,
Jung’s Theorem is implied by the famous Embedding Theorem of Abhyankar
and Moh [3], and Suzuki [289]. Makar-Limanov has recently given a new proof
of the Embedding Theorem, using jacobian derivations [188].

Combining the Structure Theorem with Serre’s theory gives a complete
description of all planar group actions: If G is an algebraic group acting al-
gebraically on A

2, given by φ : G → GA2(k), then φ(G) is conjugate to
a subgroup of either GL2(k) or BA2(k) (see [283]). The key fact used here
comes from combinatorial group theory: Any subgroup of an amalgamated
free product A ∗C B having bounded length can be conjugated into either A
or B (Thm. 8 of [274]). If G is an algebraic subgroup of GA2(k), then it is
of bounded degree; and Wright pointed out that, in GA2(k), bounded degree
implies bounded length (see Kambayashi [168], Lemma 4.1 and Thm. 4.3).
Earlier results on planar group actions appear in [20, 93, 135, 149, 210, 310].

In particular, planar actions of reductive groups can be conjugated to
linear actions, and actions of unipotent groups can be conjugated to triangular
actions. This is true regardless of the characteristic of k. We thus recover
Rentschler’s Theorem from the Structure Theorem. We also get the following
description of planar Ga-actions in any characteristic.

Theorem 4.3. For any field k, an algebraic action of Ga on A
2
k is conjugate

to a triangular action.

Section 1 gives a self-contained proof of Rentschler’s Theorem, Jung’s The-
orem, and the Structure Theorem (in the case k is of characteristic 0). Sec-
tion 2 then discusses LNDR(R[x, y]) for integral domains R containing Q. In
contrast to Rentschler’s Theorem, it turns out that when R is not a field,
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most elements of LNDR(R[x, y]) are not triangularizable, i.e., not conjugate
to f(x)∂y for f ∈ R[x] via some R-automorphism (see Sect. 5.3 of Chap. 5).
However, we show that if R is a highest common factor (HCF) ring, then it
is still true that the kernel of a locally nilpotent R-derivation of R[x, y] is
isomorphic to R[1].

We are especially interested in how this theory applies to polynomial rings
over k. We consider locally nilpotent derivations of k[x1, ..., xn] ∼= k[n] of rank
at most 2: If we suppose Dx1 = · · ·Dxn−2 = 0, and if R = k[x1, ..., xn−2],
then D ∈ LNDR(R[xn−1, xn]). Of particular importance is Thm. 4.16, which
implies that a fixed-point free Ga-action on A

n of rank at most 2 must be
conjugate to a coordinate translation: t · (x1, ..., xn) = (x1, ..., xn−1, xn + t).

Section 2 is largely a generalization of the work of Daigle and Freudenburg
found in [54]. Bhatwadekar and Dutta [18] have studied LNDR(R[x, y]) for a
different class of rings R, namely, R is a noetherian integral domain containing
Q. In contrast to the situation for HCF-rings, their work shows that the kernel
of such a derivation need not be isomorphic to R[1], or even finitely generated
over R.

Example 4.4. (Example 3.6 of [18]) Let R = C[x, y, z](x,y,z)/(F ), where F =
y2z − x3 + xz2, and C[x, y, z](x,y,z) denotes homogeneous localization at the
ideal (x, y, z). Note that F defines a nonsingular elliptic curve in the projective
plane. The authors show that there exists D ∈ LNDR(R[x, y]) whose kernel
is isomorphic to the symbolic Rees algebra ⊕n≥0P

(n)Tn, where P is a height-
one prime of R for which no symbolic power P (n) is principal (n ≥ 1). In
particular, kerD is not finitely generated over R.

A simpler pathological example is the following (Example 2.5 of [14], Example
3.2.3 of [205], and Example 6.3 of [47]).

Example 4.5. Take R = C[t2, t3] ⊂ C[t] and define the R-derivation D on
R[x, y] by Dx = t2 and Dy = t3. Then D ∈ LNDR(R[x, y]), but the kernel of
D is not finitely generated over C. To see this, note that D is the restriction
of a derivation of C[t, x, y] whose kernel is C[t, f ], where f = y − tx. Thus,
kerD = C[t, f ] ∩R[x, y] = R[ft2, f2t2, ...], which is not finitely generated.

The convention used for composing elements of GA2(k) is:
(
f1(x, y), f2(x, y)

)
◦

(
g1(x, y), g2(x, y)

)

=
(
f1(g1(x, y), g2(x, y)), f2(g1(x, y), g2(x, y))

)
.

Throughout this chapter, a generalized notion of partial derivative will be
useful. Relative to the ring R[x, y], the notation ∂x and ∂y will mean the
R-derivations uniquely defined by

∂x(x) = 1 , ∂x(y) = 0 and ∂y(x) = 0 , ∂y(y) = 1 .

It is easy to see that ∂x and ∂y are locally nilpotent. Likewise, if R[x, y] =
R[u, v], we have ∂u, ∂v, and so on. Notice that ∂x depends not only on x, but
on the choice of y as well. In other words, if R[x, y] = R[x, y′], then ∂x relative
to (x, y′) may differ from ∂x relative to (x, y).
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4.1 The Polynomial Ring in Two Variables over a Field

The main goal of this section is to give a self-contained elementary proof of
Rentschler’s Theorem. The proof presented here is a modified version of the
proof of Makar-Limanov in [190].

Rentschler’s original proof uses the Newton polygon of a derivation relative
to the standard grading of k[x, y], and deals first with the fixed-point free case.
Other proofs along the same lines as Rentschler’s proof are given in [91, 100].
The proof given below differs from these in several significant ways: It does
not use Newton polygons, it exploits non-standard gradings of k[x, y], and
the fixed-point free case is not treated separately. A discussion of Newton
polygons is given at the end of this chapter.

For the remainder of this section, let A = k[x, y], the polynomial ring in
two variables over a field k of characteristic zero. We argue only from first
principles. In particular, recall the following four properties from Chap. 1:
Suppose D ∈ LND(A) and D �= 0.

(P1) kerD is a factorially closed subring of A. (Princ. 1)

(P2) Any pair a, b ∈ Z determines a Z-grading ω on A via degω(xiyj) =
ai+bj. Let f ∈ kerD be given. If D̄ is the highest homogeneous summand
of D relative to ω, and if f̄ is the highest homogeneous summand of f ,
then D̄ ∈ LND(A) and f̄ ∈ ker D̄. (Princ. 14)

(P3) LNDk[x](A) = k[x] · ∂y (Princ. 8)

(P4) If Df ∈ gA and Dg ∈ fA for f, g ∈ A, then either Df = 0 or
Dg = 0. (Princ. 5)

In addition to these properties, we require the following fact about bivariate
polynomials.

Lemma 4.6. Let a and b be positive integers such that aZ+bZ = Z, and define
a grading ω on A = k[x, y] by degω(x) = a and degω(y) = b. Then f ∈ A is
ω-homogeneous if and only if there exists a standard homogeneous polynomial
g ∈ A such that f = xiyjg(xb, ya) for integers i and j with 0 ≤ i < b and
0 ≤ j < a.

Proof. If a = b = 1, there is nothing to prove, so assume ab > 1. Let G denote
the cyclic group Za×Zb = Zab, and suppose G is generated by t. Then G acts
on A by t·(x, y) = (tax, tby), and AG = k[xb, ya]. Viewing A as an AG-module,
we can decompose A into semi-invariant spaces

A = ⊕ 0≤i<b
0≤j<a

xiyjAG ,

where the weight of an element of xiyjAG is ai+bj. If f ∈ A is ω-homogeneous,
it is a semi-invariant of this G-action, and thus f = xiyjg(xb, ya) for some
i, j ≥ 0 and some g ∈ A. Since f is ω-homogeneous, g must be standard
homogeneous. ��
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4.1.1 Proof of Rentschler’s Theorem

Suppose D ∈ LND(A) is given, where D �= 0.
Consider first the case that Dx �= 0 and Dy �= 0. In this case, choose non-

constant f ∈ kerD. We may assume f belongs to the maximal ideal (x, y);
otherwise replace f by f(x, y) − f(0, 0). We will show:

(∗) There exists an N-grading of A relative to which the highest-degree homo-
geneous summand f̄ of f has the form f̄ = d(x+ cyr)s or f̄ = d(y+ cxr)s

(c, d ∈ k∗, r, s ∈ N).

To prove this, write f = p(x)+q(y)+xyF for some p(x) ∈ xk[x], q(y) ∈ yk[y],
and F ∈ A. If p = 0 or q = 0, then either f ∈ yA or f ∈ xA. By (P1), we would
have either Dy = 0 or Dx = 0, a contradiction. Therefore, ifm = deg p(x) and
n = deg q(y), thenm ≥ 1 and n ≥ 1. Set e = gcd(m,n), a = n/e, and b = m/e.
Define a grading ω on A by declaring that degω(x) = a and degω(y) = b. Then
degω p(x) = am = bn = degω q(y), and it follows that degω f ≥ am. Let f̄ , F̄ ,
and D̄ denote the highest-degree homogeneous summands of f, F , and D,
respectively, relative to ω. Then f̄ �= 0 and D̄ �= 0. By (P2), D̄ is locally
nilpotent, and D̄f̄ = 0.

If degω f > am, then f̄ = xyF̄ . Since F̄ �= 0 in this case, it follows
from (P1) that D̄x = D̄y = 0, and thus D̄ = 0, a contradiction. Therefore,
degω f = am, which implies that f̄ = uxm + vyn + xyF̄ for some u, v ∈ k. In
addition, u �= 0 and v �= 0, since these are the highest-degree coefficients of
p(x) and q(y). It follows that D̄x �= 0 and D̄y �= 0. For example, if D̄x = 0,
then D̄(f̄ − uxm) = 0. But f̄ − uxm is not zero and belongs to yA, meaning
that D̄y = 0 as well, a contradiction.

Combining this form with that of Lemma 4.6 above, we conclude that f̄ =
g(xb, ya) for some g ∈ A which is non-constant and standard homogeneous.
Let K denote the algebraic closure of k. In K[x, y], g(x, y) factors as a product
of linear polynomials, and thus f̄ factors as f̄ =

∏e
i=1(cix

b + diy
a) for some

ci, di ∈ K. (If any ci or di were 0, then either u or v above would also be 0.)
Let δ be the extension of D̄ to K[x, y]. Then δ is locally nilpotent, since

δtx = D̄tx and δty = D̄ty for all t ≥ 0. By (P1), we have that δ(cixb +diy
a) =

0 for each i. If any two of these are linearly independent, then δ(xb) = δ(ya) =
0, which would imply δx = δy = 0, a contradiction. Therefore, there exist
c, d ∈ K∗ such that f̄ = d(cxb + ya)e. Since δ(cxb + ya) = 0, it follows that

cbxb−1δx = −aya−1δy ⇒ c = −ay
a−1δy

bxb−1δx
∈ k(x, y) ∩K = k .

Therefore, cxb + ya ∈ A and D̄(cxb + ya) = 0. If a > 1 and b > 1, this implies
D̄x ∈ yA and D̄y ∈ xA. By (P4), either D̄x = 0 or D̄y = 0, a contradiction.
Therefore, either a = 1 or b = 1, and (∗) is proved.

Next, suppose f̄ = d(y + cxb)e, and define a triangular automorphism
α = (x, y − cxb). Set D′ = αDα−1. Then D′ is a locally nilpotent derivation
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containing α(f) in its kernel, and α(f) belongs to the ideal (x, y). The crucial
observation is that degx α(f) < degx f , whereas degy α(f) = degy f .

In the same way, if f̄ = d(x+ cya)e, let D′ = βDβ−1 for β = (x− cya, y).
In this case, degy β(f) < degy f and degx α(f) = degx f .

Now if D′x �= 0 and D′y �= 0, then the same argument given above can be
applied to the derivation D′ and the polynomial α(f), in order to lower the
degree of the kernel element in either x or y. Since this process of lowering de-
gree cannot continue indefinitely, we eventually obtain a tame automorphism
γ such that either γDγ−1(x) = 0 or γDγ−1(y) = 0. By applying the trans-
position (y, x) in the latter case, we may assume γ is a tame automorphism
such that γDγ−1(x) = 0.

It follows by (P3) that γDγ−1 ∈ LNDk[x](A) = k[x] · ∂y. This completes
the proof of Rentschler’s Theorem. ��

Recall that, for f ∈ k[x, y], ∆f denotes the derivation ∆fh = fxhy − fyhx

for h ∈ k[x, y].

Corollary 4.7. Let D ∈ Derk(k[x, y]) be given. Then D ∈ LND(k[x, y]) if
and only if D is of the form D = ∆f , where f ∈ k[v] for some variable v of
k[x, y].

Proof. Assume D is locally nilpotent. If D = 0, then D = ∆0. If D �= 0,
then by Rentschler’s Theorem, there exists a system of variables (u, v) for
k[x, y] relative to which D = g(v)∂u for some g(v) ∈ k[v]. Since (u, v) is
an automorphism of k[x, y], ∂(u,v)

∂(x,y) = c for some c ∈ k∗. We may assume
c = −1: otherwise replace v by −c−1v. It follows that ∆vv = 0 and ∆vu = 1.
Choose f(v) ∈ k[v] so that f ′(v) = g(v). Then ∆f = f ′(v)∆v, which implies
∆fu = Du = g(v) and ∆fv = Dv = 0. Therefore D = ∆f .

Conversely, if f ∈ k[v] for some variable v, then (as above) there exists
u ∈ k[x, y] with k[u, v] = k[x, y], ∆vv = 0 and ∆vu = 1. Since ∆f = f ′(v)∆v

and f ′(v) ∈ ker∆v, it follows that ∆f is locally nilpotent. ��

4.1.2 Proof of Jung’s Theorem

Every automorphism (i.e., change of coordinates) of A defines a pair of lo-
cally nilpotent derivations of A, namely, the partial derivatives relative to the
new coordinate functions. Thus, in the characteristic zero case, Rentschler’s
Theorem is a powerful tool in the study of plane automorphisms.

Theorem 4.8. (Jung’s Theorem) The group GA2(k) of algebraic automor-
phisms of k[x, y] is generated by its linear and triangular subgroups, GL2(k)
and BA2(k).

Proof. (following Rentschler [260]) If (F,G) ∈ GA2(k), then ∂F ∈ LND(A)
and ker (∂F ) = k[G]. By Rentschler’s Theorem, there exists tame ϕ ∈ GA2(k)
such that ϕ−1∂Fϕ = f(x)∂y for some f ∈ k[x]. In fact, since ∂F (F ) = 1,
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the ideal generated by the image of ∂F is (1) = A. Therefore, A = fA, so
f ∈ A∗ = k∗.

Note that ker (∂y) = k[x] = k[ϕ−1(G)], which implies G = aϕ(x) + b
for a, b ∈ k, a �= 0. In addition, ∂y(ϕ−1(F )) = f−1, which implies F =
f−1ϕ(y) + g(ϕ(x)) for some g ∈ k[x]. We thus have

(F,G) = (f−1ϕ(y) + g(ϕ(x)), aϕ(x) + b) ,

which is the composition of ϕ with a triangular automorphism. Therefore
(F,G) is tame. ��

4.1.3 Proof of the Structure Theorem

From Jung’s Theorem we deduce the full Structure Theorem. The theorem
asserts that GA2(k) admits a kind of unique factorization property. Our proof
follows Wright in [309], Prop. 7. See also [312] for another proof.

Generally, a group G is an amalgamated free product of two of its
subgroups if and only if G is the homomorphic image of the free product
of two groups. Specifically, if f(G1 ∗ G2) = G for groups G1 and G2 and
epimorphism f , we write G = A ∗C B, where A = f(G1), B = f(G2), and
C = A ∩ B. Equivalently, G = A ∗C B means that A, B and C = A ∩ B are
subgroups of G satisfying the following condition.

Let A and B be systems of nontrivial right coset representatives of A and
B, respectively, modulo C. Then every g ∈ G is uniquely expressible as
g = ch1 · · ·hn, where c ∈ C, and the hi lie alternately in A and B.

Note that, in this case, if C = {1}, then G is simply the free product of A
and B.

For the group G = GA2(k), consider subgroups

A = Af2(k) = {(a1x+b1y+c1, a2x+b2y+c2)|ai, bi, ci ∈ k; a1b2−a2b1 �= 0}

B = BA2(k) = {(ax+ b, cy + f(x))|a, c ∈ k∗; b ∈ k; f(x) ∈ k[x]}
C = A ∩B = {(ax+ b, cx+ dy + e)|a, d ∈ k∗; b, c, e ∈ k} .

Suppose α = (a1x+ b1y + c1, a2x+ b2y + c2) ∈ A− C. Then b1 �= 0, and we
have

α = (b1x+ c1, b2x+ (a2b1 − b2a1)b−1
1 y + c2) · (a1b−1

1 x+ y, x) .

Likewise, suppose β = (ax+b, cy+f(x)) ∈ B−C. Write f(x) = r+sx+x2g(x)
for some r, s ∈ k and g(x) ∈ k[x]. Then

β = (ax+ b, cy + r + sx) · (x, y + x2 · c−1g(x)) .

Therefore, we may choose the following sets of nontrivial coset representatives
for A and B, respectively, modulo C:
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A = {(tx+ y, x)|t ∈ k} and B = {(x, y + x2 · f(x))|f(x) ∈ k[x], f �= 0} .
In addition, observe the semi-commuting relation among elements of C and
A:

(tx+ y, x)(ax+ b, cx+ dy + e) = (dx+ (tb+ e), ay + b)(d−1(ta+ c)x+ y, x)

Likewise, among elements of C and B we have

(x, y+f(x))(ax+b, cx+dy+e) = (ax+b, cx+dy+e)(x, y+d−1f(ax+b))
= (ax+ b, (c+ ds)x+ dy + (dr + e))(x, y + x2h(x)),

where d−1f(ax + b) = r + sx + x2h(x) for some r, s ∈ k. It follows that any
element κ belonging to the subgroup generated by A and B can be expressed
as a product

κ = ch1 · · ·hn , (4.1)

where c ∈ C, and the hi lie alternately in A or B. It remains to check the
uniqueness of such factorization.

Consider a product of the form

ϕ = γsαs−1γs−1 · · ·α1γ1 (s ≥ 1) ,

where, for each i, αi = (tix + y, x) ∈ A, and γi = (x, y + fi(x)) ∈ B. For
any (F,G) ∈ GA2(k), where F,G ∈ k[x, y], define the degree of (F,G) to be
max{degF,degG}. Set di = deg γi (1 ≤ i ≤ s).
Lemma 4.9. In the notation above, if ϕ = (F,G) and s ≥ 1, then degG >
degF and degϕ = d1d2 · · · ds.

Proof. For s = 1, this is clear. For s > 1, assume by induction that

ψ := γs−1αs−2γs−2 · · ·α1γ1 = (P,Q)

satisfies deg(ψ) = degQ = d1 · · · ds−1 > degP . Then

αs−1ψ = (ts−1P +Q,P ) = (R,P )

where deg(αs−1ψ) = degR = d1 · · · ds−1 > degP . Therefore

ϕ = γsαs−1ψ = (R,P + fs(R)) = (F,G) .

Since degR > degP and deg fs ≥ 2, we see that deg(ϕ) = degG =
(deg fs)(degR) = d1 · · · ds−1ds > degF . ��

In order to finish the proof of the Structure Theorem, we must show that
the factorization (4.1) of κ above is unique, and for this it suffices to assume
κ = (x, y) (identity). Suppose (x, y) = ch1 · · ·hn, where c ∈ C, and the hi

lie alternately in A or B. By the preceding lemma, 1 = (deg h1) · · · (deg hn).
Since deg hi > 1 for each hi ∈ B, we conclude that n ≤ 1. If n = 1, then
(x, y) = ch1 for h1 ∈ A, which is impossible since then c = h−1

1 ∈ C. Thus,
n = 0, and c = (x, y).

This completes the proof of the Structure Theorem:

GA2(k) = Af2(k) ∗C BA2(k) .
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4.1.4 Remark about Fields of Positive Characteristic

Just after Rentschler’s Theorem appeared, Miyanishi took up the question of
Ga-actions on the plane when the underlying field k is of positive character-
istic. He proved the following.

Theorem 4.10. ([210] 1971) Let k be an algebraically closed field of positive
characteristic p. Then any Ga-action on A

2
k is equivalent to an action of the

form
t · (x, y) =

(
x, y + tf0(x) + tpf1(x) + · · · + tpn

fn(x)
)

where t ∈ Ga(k), (x, y) ∈ k2, and f0(x), ..., fn(x) ∈ k[x].

It seems that this result does not receive as much attention as it deserves, as
it completely characterizes the planar Ga-actions in positive characteristic.

4.2 Locally Nilpotent R-Derivations of R[x, y]

In this section, we consider LNDR(R[x, y]) for various rings R, where R[x, y]
denotes the polynomial ring in two variables over R.

4.2.1 Kernels for LNDR(R[x, y])

Consider first rings R having the property:

(†) R is an integral domain containing Q, and for every nonzero D ∈
LNDR(R[x, y]), kerD = R[1].

We have seen that even if R is an affine (rational) integral domain containing
Q, it may fail to satisfy (†).

Recall that an integral domain R is a highest common factor ring, or HCF-
ring, if and only if it has the property that the intersection of two principal
ideals is again principal. Examples of HCF-rings are: a UFD, a valuation ring,
or a polynomial ring over a valuation ring. These form a large and useful class
of rings R, and we show that those containing Q also satisfy property (†).

Theorem 4.11. Let R be an HCF-ring containing Q. If D ∈ LNDR(R[x, y])
and D �= 0, then there exists P ∈ R[x, y] such that kerD = R[P ].

To prove this, we refer to the following classical result from commutative
algebra, due to Abhyankar, Eakin, and Heinzer (1972).

Proposition 4.12. (Prop. 4.8 of [2]) Let R be an HCF-ring, and suppose A is
an integral domain of transcendence degree one over R and that R ⊂ A ⊂ R[n]

for some n ≥ 1. If A is an inert (factorially closed) subring of R[n], then
A = R[1].

We now give the proof of the theorem.
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Proof. Let K denote the field of fractions of R. Then D extends to a K-
derivation DK of K[x, y], since DK(x) = Dx and DK(y) = Dy define DK

uniquely. In addition, DK is locally nilpotent, since Dr
K(x) = Dr

K(y) = 0
for r sufficiently large. By Rentschler’s Theorem, there exists P ′ ∈ K[x, y]
such that kerDK = K[P ′]. Since kerD = kerDK ∩R[x, y], the transcendence
degree of kerD over R is 1. We thus have R ⊂ kerD ⊂ R[x, y], with kerD
factorially closed. By Prop. 4.12, we can find P ∈ kerD with kerD = R[P ].
��

Theorem 4.13. Let R be an HCF-ring containing Q, let B = R[x, y] = R[2],
and let K = frac(R). If D ∈ LNDR(B) is irreducible, then there exist P,Q ∈ B
such that K[P,Q] = K[x, y], kerD = R[P ], and DQ ∈ R.

Proof. Continuing the notation above, we have kerDK = K[P ′]. Suppose
kerD = R[P ] for P ∈ B. Then kerDK = K[P ]. To see this, note that aP ′ ∈
B for some nonzero a ∈ R, which implies aP ′ ∈ kerD ⊂ K[P ]. But then
K[P ′] ⊂ K[P ] ⊂ kerDK , so K[P ] = K[P ′].

Also by Rentshler’s Theorem, there exists Q′ ∈ K[x, y] and f(P ) ∈ K[P ]
such that K[P,Q′] = K[x, y] and

DK = f(P )
∂

∂Q′

relative to this coordinate system. Since D is irreducible, DK is also ir-
reducible, meaning that degP f(P ) = 0. Therefore, DKQ

′ ∈ K∗. Choose
nonzero b ∈ R so that Q := bQ′ ∈ B. Then K[P,Q] = K[x, y], and
DQ = DKQ = bDKQ

′ ∈ R. ��

In light of the examples cited at the beginning of this chapter, the theorem
above is a very strong and useful result, which to a large extent governs the
behavior of elements of LNDR(R[x, y]) when R is an HCF-ring containing Q.

This leaves open the question:

If R is an integral domain which is not an HCF-ring, does there always
exist a nonzero D ∈ LNDR(R[x, y]) whose kernel is not isomorphic to
R[1]?

Given F ∈ B, define Fx = ∂x(F ) and Fy = ∂y(F ). If δ is any R-derivation
of B, then δF = Fxδx + Fyδy. So if δx = Fy and δy = −Fx, then δF = 0.
This motivates the following definition.

Given F ∈ B, ∆F := Fy∂x − Fx∂y

One obvious question:

For which F ∈ R[x, y] is the induced R-derivation ∆F locally nilpo-
tent?

For HCF-rings we have the following answer.
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Theorem 4.14. Assume R is an HCF-ring containing Q, B = R[x, y] = R[2],
and K = frac(R). Given F ∈ B, ∆F is locally nilpotent if and only if there
exist P,Q ∈ B such that F ∈ R[P ] and K[P,Q] = K[x, y]. Moreover, every
D ∈ LNDR(B) equals ∆F for some F ∈ B.

Proof. If ∆F ∈ LNDR(B), then P,Q ∈ B with the stated properties exist, by
the preceding theorem. Conversely, if F = ϕ(P ) for some univariate polyno-
mial ϕ, then ∆F = ϕ′(P ) ·∆P . It thus suffices to show ∆P is locally nilpotent,
since ϕ′(P ) ∈ ker (∆P ).

On K[x, y], we have

(∆P )K(P ) = 0 and (∆P )K(Q) = PyQx − PxQy .

Thus, (∆P )K(Q) equals the jacobian determinant ∂(P,Q)
∂(x,y) , and since (P,Q) de-

fines a K-automorphism of K[x, y], it follows that (∆P )K(Q) ∈ K∗. Therefore
(∆P )K is locally nilpotent, which implies ∆P is also.

Finally, let D ∈ LNDR(B) be given. If D = 0, then D = ∆0. If D �= 0,
then there exist P,Q ∈ B such that kerD = R[P ], K[P,Q] = K[x, y], and
DQ = g(P ) for some g ∈ R[P ], according to the theorem above. It follows that
kerDK = K[P ] and DK = g(P )∂Q. Choose F ∈ R[P ] so that F ′(P ) = g(P ).
Then (∆F )K = g(P )(∆P )K = g(P )∂Q = DK , which implies that D = ∆F on
B. ��

This result relates to the divergence div(D) ofD: For any base ring R and
any D ∈ DerR(R[x, y]), div(D) = ∂x(Dx) + ∂y(Dy). Therefore div(∆F ) = 0
for any F ∈ R[x, y]. Moreover, if R is an HCF-ring, then div(D) = 0 for all
D ∈ LNDR(R[x, y]).

In view of Cor. 2.3, we get a fairly complete description of the locally
nilpotent R-derivations of R[x, y] in the case R is a UFD.

Corollary 4.15. If R is a UFD, K = frac(R), and B = R[x, y] = R[2], define
the subset L ⊂ B by

L = {P ∈ B | K[x, y] = K[P ][1], gcdB(Px, Py) = 1} .

Then LNDR(R[x, y]) = {f∆P |P ∈ L, f ∈ R[P ]}. Moreover, the irreducible
elements of LNDR(R[x, y]) are precisely {∆P |P ∈ L}.

4.2.2 The Case (DB) = B

Another key result about locally nilpotent R-derivations of R[x, y] is the fol-
lowing. It concerns a larger class of rings than HCF-rings, but a smaller class
of derivations than LNDR(R[x, y]).

Theorem 4.16. Let R be any commutative Q-algebra, and let B = R[x, y] =
R[2]. Given D ∈ LNDR(R[x, y]), the following conditions are equivalent.

(1) (DB) = B, where (DB) is the B-ideal generated by DB.
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(2) There exists s ∈ B with Ds = 1

In addition, when these conditions hold, kerD = R[1].

This result was first proved by Daigle and the author in [54] (1998) for the
case R is a UFD containing Q. Since k[n] is a UFD, this could then be ap-
plied to questions about free Ga-actions on affine space (see Cor. 4.23 below).
Shortly thereafter, Bhatwadekar and Dutta showed that the result is also true
when R is a normal noetherian domain containing Q [18] (1997). Ultimately,
Berson, van den Essen, and Maubach proved the theorem in the general form
above. Their work was motivated, in part, by certain questions relating to the
Jacobian conjecture, questions in which one cannot always assume that the
base ring R is even a domain. The complete proof uses results found in [16];
see Remark 4.18 below.

The proof given here is for the case R is a UFD, and is a modified version
of the one in [54]; see also Thm. 6.7 of [47]. We first need the following lemma.

Lemma 4.17. (Lemma 2.6 of [54]) Suppose R is an integral domain contain-
ing Q, and F ∈ R[x, y]. If ∆F is locally nilpotent and if the ideal (Fx, Fy)
contains 1, then ker∆F = R[F ].

Proof. LetK be the quotient field of R, and extend∆F to the locally nilpotent
derivation δ on K[x, y]. By Rentschler’s Theorem, ker δ = K[G] for some G ∈
K[x, y]. Write F = ϕ(G) for a univariate polynomial ϕ with coefficients in K.
Choose u, v ∈ R[x, y] so that uFx +vFy = 1. Then 1 = uϕ′(G)Gx +vϕ′(G)Gy,
which implies that ϕ′(G) is a unit, and the degree of ϕ is 1. Therefore, K[F ] =
K[ϕ(G)] = K[G].

Now ker∆F = ker δ∩R[x, y] = K[F ]∩R[x, y]. Suppose that K[F ]∩R[x, y]
is not contained inR[F ]. Choose λ(T ) ∈ K[T ] (T an indeterminate) of minimal
degree so that λ(F ) ∈ R[x, y] but λ(F ) �∈ R[F ]. Note that since ∂x, ∂y ∈
LNDR(R[x, y]), it follows that ∂x(λ(F )) = λ′(F )Fx and ∂y(λ(F )) = λ′(F )Fy

belong to R[x, y].
Choose u, v ∈ R[x, y] such that uFx + vFy = 1. Then λ′(F ) = uλ′(F )Fx +

vλ′(F )Fy ∈ R[x, y]. By the assumption of minimality on the degree of λ,
it follows that λ′(F ) ∈ R[F ]. This implies that the only coefficient of λ(T )
not in R is the degree-zero coefficient λ(0), i.e., if µ(T ) := λ(T ) − λ(0), then
µ(T ) ∈ R[T ]. But then λ(0) = λ(F )−µ(F ) ∈ R[x, y]∩K = R, a contradiction.
��

We now give the proof of the theorem.

Proof. (UFD case) The implication (2) ⇒ (1) is clear.
Conversely, suppose (1) holds. Since R is a UFD, there exists P ∈ R[x, y]

with kerD = R[P ], and since D is irreducible, we may assume D = ∆P . By
the preceding results of this section, we know that there exists Q ∈ R[x, y]
such that DQ ∈ R and DQ �= 0. Choose a minimal local slice ρ so that
(kerD)[Q] ⊂ (kerD)[ρ]; this is possible, since R[x, y] is also a UFD, and thus
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satisfies the ACC on principal ideals (see Sect. 6 of Chap. 1). Then clearly
Dρ ∈ R, so we may assume Q itself is a minimal local slice.

If DQ �∈ R∗, there exists a prime element q ∈ R dividing DQ. Set R̄ =
R/qR, and let π : R[x, y] → R̄[x, y] be the extension of the projection R→ R̄
which sends x → x and y → y. If h = π(P ), then ∆hπ = π∆P = πD, and
by induction ∆n

hπ = πDn for n ≥ 1. Thus, given σ ∈ R̄[x, y], if σ = π(τ) for
τ ∈ R[x, y], then ∆n

h(σ) = ∆n
h(π(τ)) = πDn(τ) = 0 for n sufficiently large.

Therefore, ∆h is locally nilpotent.
Suppose 1 = uPx + vPy for u, v,∈ R[x, y]. Then 1 = π(uPx + vPy) =

π(u)hx + π(v)hy. By Lemma 4.17, it follows that ker∆h = R̄[h] = π(R[P ]).
Now DQ ∈ qR means 0 = π(DQ) = ∆hπ(Q). Therefore π(Q) ∈ π(R[P ]),
i.e., there exists f(P ) ∈ R[P ] and Q′ ∈ R[x, y] such that Q − f(P ) = qQ′,
violating the condition that Q is minimal.

Therefore DQ ∈ R∗. Setting s = (DQ)−1Q, we have Ds = 1. ��

Remark 4.18. The purpose of this remark is to give the reader a sketch for
the proof of Thm. 4.16 in its most general form. In [16], Berson, van den
Essen, and Maubach show that Thm. 4.16 holds with the added assumption
that div(D) = 0 (Thm. 3.5). In addition, they show (Prop. 2.8) that if Ω is
an integral domain containing Q, then each locally nilpotent Ω-derivation of
Ω[n] has divergence zero. So this already proves the theorem when the base
ring is an integral domain containing Q. Now use the following two facts: Let
R be any Q-algebra, N the nilradical of R, and δ ∈ LND(R[n]) for some n.
Then (1) div(δ) ∈ N ; and (2) If the quotient derivation D/N has a slice in
(R/N)[n], then D has a slice in R[n]. The proof of (1) follows immediately from
the domain case by considering D mod p for every prime ideal p of R. The
proof of (2) follows from Lemma 3.3.3 of van Rossum’s thesis [299]. Finally,
to complete the proof of the theorem, consider D/N on (R/N)[x, y]. Then
div(D/N) = 0 by (1), and therefore D/N has a slice. By (2), it follows that
D itself has a slice.

4.2.3 Other Results for R-Derivations of R[x, y]

Also in the paper of Berson, van den Essen, and Maubach is the following
result, which is related to their investigation of the Jacobian Conjecture.

Proposition 4.19. (Thm. 4.1 of [16]) Let R be any commutative Q-algebra.
If D ∈ DerR(R[x, y]) is surjective and has divergence zero, then D ∈
LNDR(R[x, y]).

This result was shown earlier by Stein [285] in the case R is a field,2 and by
Berson [14] (Thm. 3.6) in the case R is a commutative noetherian Q-algebra.

Clearly, the condition divD = 0 cannot be removed. Cerveau proved:
2 The authors of the paper [16] mistakenly omitted the divergence condition when

they quoted the result of Stein in their introduction.
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Proposition 4.20. (Thm. 5.1 of [34]) If D ∈ DerC(C[x, y]) is surjective, then
D is conjugate to δc = cx∂x + ∂y for some c ∈ k.

Take for example c = 1. We have δn1 (x) = x for all n ≥ 0, so δ1 is not
locally nilpotent. On the other hand, δ1 is surjective. To see this, it suffices
to show that every monomial xmyn is in its image, and this is accomplished
by induction on n. If m = 0, then δ1( 1

n+1y
n+1) = yn, so we may assume

m > 0. If n = 0, then δ1( 1
mx

m) = xm. So assume m > 0 and n > 0, and that
every monomial xmya is in the image for 0 ≤ a ≤ n− 1. In particular, select
f ∈ C[x, y] with δ1f = xmyn−1. Then

δ1(xmyn) = mxmyn + nxmyn−1 = mxmyn + δ1(nf) ,

which implies δ1( 1
m (xmyn − nf)) = xmyn.

Finally, it was stated in the Introduction that we would like to under-
stand which properties of a locally nilpotent derivation come from its being a
“derivation”, and which are special to the condition “locally nilpotent”. For
this comparison, we quote the following result, which is due to Berson.

Proposition 4.21. (Prop. 2.3 of [14]) Let R be a UFD, and let

D ∈ DerR(R[x, y]) ,

where R[x, y] = R[2]. If D �= 0, then kerD = R[f ] for some f ∈ R[x, y].

This generalizes the earlier result of Nagata and Nowicki in case R is a field
([241], Thm. 2.8). The reader should note that, for a derivation which is not
locally nilpotent, it is possible that kerD = R, i.e., f ∈ R. Nowicki gives an
example of d ∈ Derk(k[x, y]) for a field k with k[x, y]d = k ([247], 7.3.1).

Another proof of Berson’s result is given in [94], although the quotation
of the Nagata-Nowicki theorem in the abstract of that paper is incorrect.

4.2.4 A Note on Vector Group Actions

The theorem of Abhyankar, Eakin, and Heinzer used in this section can also
be used to prove the following.

Proposition 4.22. (Lemma 2 of [211]) Suppose that the vector group G =
G

n−1
a acts faithfully algebraically on A

n. Then k[An]G = k[1].

Proof. Let A ⊂ k[n] be the ring of invariants k[An]G. Then A, being the ring of
common invariants for successive commuting Ga-actions, is factorially closed.
In addition, since dimG = n− 1 and the action is faithful, the transcendence
degree of A over k is 1. By Thm. 4.12, A = k[1]. ��
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4.3 Rank-Two Derivations of Polynomial Rings

In working with polynomial rings, a natural invariant of a given derivation is
its rank. Specifically, let B denote the polynomial ring in n variables over k
for n ≥ 2. From Chap. 3, recall that a k-derivation D of B has rank at most
2 if and only if there exist x1, ..., xn−2 ∈ B such that B = k[x1, ..., xn] and
k[x1, ..., xn−2] ⊂ kerD. In this case, D is an R-derivation of B = R[2], where
R = k[x1, ..., xn−2], a UFD. Owing to the results of the preceding sections,
the set of D ∈ LND(B) having rank at most 2 constitutes one class of locally
nilpotent derivations of B which are fairly well understood. For example, Thm.
4.13 implies that, for such D, kerD is always a polynomial ring over k, a very
strong property.

Suppose D ∈ LND(B) is of rank at most 2 on B, and also satisfies the
condition (DB) = B. Geometrically, this implies that the corresponding Ga-
action on A

n is fixed-point free. By Thm. 4.16, there exists a slice s ∈ B of
D, i.e., Ds = 1. Suppose kerD = R[P ] for P ∈ B. By the Slice Theorem,
B = R[P, s] = k[x1, ..., xn−2, P, s], meaning that P and s are variables of
B, and D = ∂s relative to this coordinate system on B. Combined with the
results above, we get the following corollaries of Thm. 4.16.

Corollary 4.23. For n ≥ 3, every rank-two algebraic action of Ga on A
n has

fixed points.

Corollary 4.24. (Variable Criterion) For n ≥ 2, let R = k[n−2], K =
frac(R), and B = R[x, y] = k[n]. Given P ∈ B, the following are equivalent.

(1)K[x, y] = K[P ][1] and (Px, Py) = (1)
(2)B = R[P ][1]

Proof. If (1) holds, then ∆P has (∆PB) = B. By Thm. 4.16, there exists
Q ∈ R[x, y] with ∆PQ = 1. By Lemma 4.17, ker∆P = R[P ]. It follows from
the Slice Theorem that B = R[P,Q], so condition (2) holds.

Conversely, if (2) holds, then B = R[P,Q] for some Q, and thus K[P,Q] =
K[x, y]. Since (P,Q) defines a R-automorphism of R[x, y], we have

∂(P,Q)
∂(x, y)

= PxQy − PyQx ∈ R∗ ,

implying that (Px, Py) = (1). ��

Example 4.25. In [35], Choudary and Dimca show that the hypersurfaces X ⊂
C

4 defined by equations of the form f = 0 for

f = x+ xd−1y + yd−1z + td (d ≥ 1)

are coordinate hyperplanes (i.e., f is a variable of k[x, y, z, t] when k = C). We
show the same holds for any field k of characteristic zero. First, if K = k(y, t),
then f is a triangular K-variable of K[x, z]. Second,
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(fx , fz) = (1 + (d− 1)xd−2y , yd−1) = (1) ,

so the conditions of the Variable Criterion are satisfied. ��

Even for n = 3, the rank-two case is already of interest. Here, we consider
locally nilpotent R-derivations of B = R[y, z], where R = k[x]. Note that R is
not only a UFD in this case, but even a PID. This class of derivations includes
all triangular derivations of B (in an appropriate coordinate system). Until
recently, it was not known whether any D ∈ LND(k[x, y, z]) could have rank
3. Such examples were found in 1996; see Chap. 5. In other words, there exist
D ∈ LND(k[x, y, z]) which cannot be conjugated to LNDR(R[y, z]).

Example 4.26. In his 1988 paper [282], Snow proved a special case of Cor. 4.23,
namely, that a free triangular action of Ga on A

3 is conjugate to a coordinate
translation. In Example 3.4 of [283], Snow defines D ∈ LNDR(R[y, z]) by
Dy = x2 and Dz = 1 − 2xy, where R = k[x]. This satisfies (DB) = B, so
there exist u, v ∈ B such that B = R[u, v], kerD = R[u], and Dv = 1. To find
such u, just consider the image of z under the Dixmier map πy relative to the
local slice y:

πy(z) = z −Dz y
Dy

+
1
2
D2z

y2

(Dy)2
= −x−2(y − xF ) ,

where F = xz + y2. We see that, if K = k(x), then K[y, z] = K[y, F ] =
K[y − xF, F ], so u := y − xF is a variable of K[y, z]. It follows that kerD =
R[y − xF ]. To find v, note that 0 = Du = Dy − xDF ⇒ DF = x; and since
u ≡ y(modx) and F ≡ y2(modx), x divides F − u2, where D(F − u2) = x.
Thus, if v := x−1(F − u2), then Dv = 1. Specifically, v = z + 2yF − xF 2. In
other words, D = α(∂z)α−1, where α is the automorphism of B defined by

α = (x, u, v) = (x, y − xF, z + 2yF − xF 2) .

We recognize this as the famous Nagata automorphism of k[x, y, z]; see
Chap. 3.

4.3.1 Applications to Line Embeddings

As above, set B = k[x, y, z]. In [1], Abhyankar introduced the algebraic em-
beddings θn : A

1 ↪→ A
3 defined by θn(t) = (t + tn+2, tn+1, tn). For n ≤ 4,

it was shown by Craighero [44, 45] that θn is rectifiable, i.e., there exist
u, v, w ∈ k[x, y, z] such that B = k[u, v, w] and θ∗n : B → k[t] is given by

θ∗n(u) = θ∗n(v) = 0 and θ∗n(w) = t .

Another proof of rectifiability for n = 3, 4 is given by Bhatwadekar and Roy
in [19].
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Note that, over the real number field, the image of θn is topologically a
line (unknot), since this image is contained in the surface yn = zn+1, which
can be continuously deformed to a coordinate plane. The question is whether
this curve can be straightened algebraically.

The proof of Bhatwadekar and Roy is based on the following result, which
is due to Russell.

Proposition 4.27. (Prop. 2.2 of [266]) Let P ∈ k[x, y, z] have the form

P = x+ f(x, z)z + λzsy ,

where f ∈ k[x, z], s ∈ Z is non-negative, and λ ∈ k∗. Then P is a variable of
k[x, y, z].

Proof. Set R = k[z] and K = k(z). Then P is a triangular K-variable of
K[x, y], and (Px, Py) = (1 + fxz, zs) = (1). It follows from the Variable Cri-
terion that P is a variable of k[x, y, z]. ��

Consider θ3 = (t + t5, t4, t3). We seek P of the form above such that
P (t+ t5, t4, t3) = t, and one easily finds that P := x−(x2−2z2)z+z3y works.
By the proposition above, P is a variable, and therefore, θ3 is rectifiable. Let
us find u, v ∈ B so that B = k[u, v, P ] and the kernel of θ∗3 : B → k[t] equals
(u, v).

We first need to find Q with ∆PQ = 1. Note that

ker∆P = k[z, P ] = k[z, x+ zF + 2z3] = k[z, x+ zF ] ,

where F = z2y − x2. Thus,

0 = ∆P (x+ zF ) = ∆Px+ z∆PF = z3 + z∆PF ⇒ ∆PF = −z2 .

One then checks that G := zy + 2xF + zF 2 has ∆PG = −z. Likewise, if
Q := −(y + 2xG+ z2G2), then ∆PQ = 1. Thus, B = k[z, P,Q].

Finally, suppose θ∗3(Q) = f(t) for f(t) ∈ k[t]. If

u := z − P 3 and v := Q− f(P ) ,

then B = k[u, v, P ] and ker θ∗3 = (u, v).
The foregoing method of finding Q is ad hoc. In [15], Berson and van den

Essen give an algorithm for finding Q such that R[x, y] = R[P,Q], given that
R[x, y] = R[P ][1].

Next, consider θ4. It is not hard to discover P of the form described in the
proposition above which satisfies P (t+ t6, t5, t4) = t, namely,

P := x+ (2x3z − x2 − 2xz4 − 5z3)z − 4z4y .

Since P is a variable of k[x, y, z], θ4 is rectifiable. However, to also find kernel
generators for θ∗4 which are variables, as we did for θ∗3 , is far more complicated



100 4 Dimension Two

in this case. To this end, the interested reader is invited to implement the
aforementioned algorithm of Berson and van den Essen.

It remains an open question whether, for any n ≥ 5, θn can be rectified.
However, it appears unlikely that a variable of the form described in the
proposition can be used to straighten θ5.

As a final remark about line embeddings, note that the rectifiable embed-
dings are precisely those defined by α(t, 0, 0), where α ∈ GA3(k). If we could
describe all locally nilpotent derivations of k[x, y, z], then one would at least
get a description of all the exponential embeddings α(t, 0, 0), where α is the
exponential of a locally nilpotent derivation. The embeddings θ3 and θ4 are
of this type. Consider also the automorphism exp(D) of A

3, where D is the
(2, 5) derivation of k[x, y, z] discusssed in Chap. 5: By setting x = 0, y = t,
and z = 0, we obtain the very simple rectifiable embedding φ : A

1 → A
3

defined by φ(t) = (t5, t+ t13, t9 + t21). It seems unlikely that a straightening
automorphism for φ could be found directly from its definition.

4.4 Automorphisms Preserving Lattice Points

In this chapter, we have considered rings R[x, y], where the base ring R con-
tains Q. However, there is at least one other important ring of characteristic
zero which should be mentioned in this chapter, namely, Z[x, y], the ring of
bivariate polynomials with integral coefficients. Its group of automorphisms
is GA2(Z) = AutZ(Z[x, y]), elements of which map the lattice points Z

2 ⊂ R
2

into themselves.
Regarding locally nilpotent derivations of Z[x, y], many of the proper-

ties which hold for k-domains carry over to these as well: LND(Z[x, y]) =
LNDZ(Z[x, y]), kernels are factorially closed and of the form Z[P ], etc.
However, one key difference is that D ∈ LND(Z[x, y]) does not generally
give a well-defined automorphism by the exponential map. For example, if
D = ∂x + x∂y, then D ∈ LND(Z[x, y]), but expD = (x + 1, y + 2x + 1

2 ),
which does not preserve lattice points. Similarly, the Dixmier map may not
be defined. Clearly, what we require is not only that D be locally nilpotent,
but also that Dnx,Dny ∈ (n!) for all n ≥ 0.

The group SL2(Z) ⊂ GA2(Z) plays a central role in the study of lattices
and modular forms; see Serre [273]. Serre points out that SL2(Z) = Z4 ∗Z2 Z6,
where Zn denotes the cyclic group Z/nZ. Specifically, Z4 and Z6 are generated
by (

0 1
−1 0

)

and
(

0 −1
1 1

)

,

respectively, and Z2 = {±I}.
As in the Structure Theorem over fields, the full automorphism group

GA2(Z) also admits a description as an amalgamated free product, though
this description is more complicated. In his paper [309], in the Corollary to
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Thm. 5, Wright describes the decomposition of the group GA2(K) for any
principal ideal domain K. His main interest is in the case K = k[1], but the
result holds for Z as well.

4.5 Newton Polygons

Rentschler’s original proof of Thm. 4.1 used the Newton polygon of a locally
nilpotent derivation of k[x, y]. One could also give a proof using the Newton
polygon of a kernel element in place of the Newton polygon of the derivation.
This section gives some basic facts about these two types of Newton polygons.
As before, let A = k[x, y].

4.5.1 Newton Polygon of a Polynomial

Given f ∈ A, suppose f =
∑

i,j≥0 aijx
iyj (aij ∈ k). Define the support of f

by Supp(f) = {(i, j)|aij �= 0}. Define the Newton polygon of f to be the
convex hull of Supp(f)∪{(0, 0)}, denoted by Newt(f). Observe that both the
support and Newton polygon of f depend on our choice of coordinates x, y in
A.

Lemma 4.28. Given nonzero D ∈ LND(A), and given non-constant f ∈
kerD, Newt(f) is a triangle T with vertices of the form (0, 0), (m, 0), and
(0, n), and either m divides n or n divides m.

This lemma represents a special case of a more general fact, which will be
proved in the Appendix to this chapter. It could also be deduced directly from
Rentschler’s Theorem.

���������������

�

�

(0, 0)

(0, n)

(m, 0)

�

�

x

y

Fig. 4.1. Newton Polygon of f ∈ ker D
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4.5.2 Newton Polygon of a Derivation

The Newton polygon Newt(D) of a locally nilpotent derivation of A is defined
in the following way.

The ring A = k[x, y] admits a natural Z
2-grading, namely,

A =
∑

(i,j)∈Z2

A(i,j) ,

where A(i,j) = k · xiyj if i, j ≥ 0, and otherwise A(i,j) = 0. Any D ∈ LND(A)
which respects this grading will be called standard homogeneous (for a Z

2-
grading). In particular, this means that there exists (c, d) ∈ Z

2 such that
DA(a,b) ⊂ A(a,b)+(c,d) for every (a, b) ∈ Z

2. The pair (c, d) is called the degree
of D. For example, the partial derivatives ∂x and ∂y are standard homoge-
neous, of degrees (−1, 0) and (0,−1) respectively.

Accordingly, any D ∈ LND(A) can be decomposed as

D =
∑

(i,j)∈Z2

D(i,j) ,

where D(i,j) is homogeneous of degree (i, j), and D(i,j) = 0 if i < −1 or
j < −1. To see this, write D = a∂x + b∂y for some a, b ∈ A. Write a and b as

a =
∑

i≥−1
j≥0

aijx
i+1yj and b =

∑

i≥0
j≥−1

bijx
iyj+1 ,

where aij , bij ∈ k, with aij = 0 if j = −1 and bij = 0 if i = −1. Then

D(i,j) = aijx
i+1yj∂x + bijxiyj+1∂y .

Define the support of D by

Supp(D) = {(i, j) ∈ Z
2|D(i,j) �= 0} ,

and define the Newton polygon of D to be the convex hull of Supp(D) ∪
{(−1,−1)}. Note that every vertex of Newt(D) other than (−1,−1) belongs
to Supp(D).

Lemma 4.29. If D �= 0, then Newt(D) is equal to the triangle with vertices
(−1,−1), (λ,−1), and (−1, µ), where

λ = max{i|D(i,−1) �= 0} ∪ {−1} , µ = max{j|D(−1,j) �= 0} ∪ {−1} .

To prove Rentschler’s Theorem from here, one shows that the Newton
polygon can be reduced by a triangular automorphism. On the other hand,
this lemma can be deduced from Rentschler’s Theorem.
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Fig. 4.2. Newton polygon of D

4.6 Appendix: Newton Polytopes

We have seen that Newton polygons were used by Rentschler to study locally
nilpotent derivations of k[2]. It is natural to define higher dimensional ana-
logues of these, and investigate their properties relative to locally nilpotent
derivations of polynomial rings. Such investigation is the subject of papers by
Hadas, Makar-Limanov, and Derksen [70, 136, 137].

Let f ∈ B = k[n] be given. Relative to a coordinate system B =
k[x1, ..., xn], we define the Newton polytope of f , denoted Newt(f), as
follows. Write

f =
∑
αex

e1
1 · · ·xen

n , e = (e1, ..., en) ∈ Z
n , ei ≥ 0 , αe ∈ k .

The support of f , denoted Supp(f), equals {e ∈ Z
n|αe �= 0}; and Newt(f)

equals the convex hull of Supp(f)∪{0} in Q
n. Note that this definition depends

on the choice of coordinates for B.
For such polynomials, the following very special property emerges.

Proposition 4.30. (Thm. 3.2 of [137]) Suppose B = k[x1, ..., xn] = k[n], D ∈
LND(B), D �= 0, and f ∈ kerD. Then every vertex of Newt(f) is contained
in a coordinate hyperplane. More precisely, if q = (q1, ..., qn) ∈ Q

n is a vertex
of Newt(f), then qi = 0 for at least one i.

Proof. Suppose q �= 0. By convexity, there exists a hyperplane H ⊂ Q
n such

that H ∩ Newt(f) = {q}. We may suppose that H is defined by the equation
∑

1≤i≤n

aiyi = d , y = (y1, ..., yn) ∈ Q
n , ai, d ∈ Z , d > 0 .

Since 0 ∈ Newt(f), we conclude that
∑
aiyi ≤ d for y ∈ Newt(f), with

equality only at q.
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Note that H determines a grading on B, namely, the degree of the mono-
mial xt1

1 · · ·xtn
n is

∑n
i=1 aiti. For this grading, write B = ⊕i∈ZBi; then

f =
∑d

i=0 fi for fi ∈ Bi, and fd is the monomial supported at q. In addi-
tion, if D′ is the highest-degree homogeneous summand of D relative to this
grading, then according to Princ. 14, D′ ∈ LND(B) and fd ∈ kerD′. Since
D �= 0, D′ �= 0 as well. If each qi were strictly positive, then since kerD′ is
factorially closed and fd is a monomial, we would have that xi ∈ kerD′ for
each i, implying D′ = 0. Therefore, at least one of the qi equals 0. ��

Remark 4.31. Any variable f of B = k[n] is in the kernel of some nonzero
D ∈ LND(B), for example, D = ∂g where (f, g) is a partial system of variables
for B. Thus, any variable possesses the property described in the theorem
above. In fact, it is shown in [70] that, regardless of the characteristic of the
field k, the Newton polytope of an invariant of an algebraic Ga-action on A

n

has all its vertices on coordinate hyperplanes (Thm. 3.1). Thus, this property
applies to any variable, regardless of characteristic.

A second property of Newton polytopes involves its edges. Continuing the
assumptions and notations above, an edge E of Newt(f) is called an intrusive
edge if it is contained in no coordinate hyperplane of Q

n. (Such edges are
called trespassers in [70].) If E is the intrusive edge joining vertices p and
q, then e(E), or just e, will denote the vector e = p − q (or q − p, it doesn’t
matter).

Proposition 4.32. (Thm. 4.2 of [137]) Suppose f ∈ kerD for D ∈ LND(B)
and D �= 0. Let E be an intrusive edge of Newt(f), where e = (e1, ..., en) =
p− q for vertices p = (p1, ..., pn) and q = (q1, ..., qn) of Newt(f). Then:

(1) There exist distinct integers r and s such that pr = 0, qs = 0, and either
e ∈ qr · Z

n or e ∈ ps · Z
n

(2) min1≤i≤n{ei} < 0 and max1≤i≤n{ei} > 0

Proof. (following [137]) We first make several simplifying assumptions and
observations.

• Given i, set Bi = k[x1, ..., x̂i, ..., xn]. Note that f �∈ ∪n
i=1Bi, since the

Newton polytope of an element of Bi has no intrusive edges.
• Suppose this result holds for algebraically closed fields of characteristic

zero, and let L denote the algebraic closure of k. If DL denotes the exten-
sion of D to BL = L[x1, ..., xn], then DL ∈ LND(BL) and f ∈ ker (DL).
Note that the Newton polytope of f relative to D or DL is the same. So
from now on we assume k is algebraically closed.

• To simplify notation, for u ∈ Z
n, xu will denote the monomial xu1

1 · · ·xun
n .

• After a permutation of the variables, we may assume that x1, ..., xγ ∈ kerD
and xγ+1, ..., xn �∈ kerD, where γ is an integer with 0 ≤ γ ≤ n.
We now proceed with the proof.
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To show (1), first choose a Q-linear function λ : Q
n → R such that

ker (λ) = 〈e〉. (For example, choose a projection Q
n → Q

n−1 mapping E
to a single point, and then pick your favorite copy of Q

n−1 in R, such as Q[ζ]
for a real algebraic number ζ of degree n− 1.) Thus, λ is constant on E, and
we may further assume that λ(E) = max λ(Newt(f)) ≥ 0. Such λ induces a
grading B = ⊕ρ∈RBρ in which the degree of the monomial xu equals λ(u).
Elements of Bρ will be called λ-homogeneous of λ-degree ρ.

As before, if D′ is the highest λ-homogeneous summand of D, and if f ′

is the highest λ-homogeneous summand of f , then D′ is locally nilpotent,
D′(f ′) = 0, and Newt(f ′) is the convex hull of 0, p and q. So we might just as
well assume D = D′ and f = f ′.

Choose ε ∈ Q
n which spans the kernel of λ. We may assume that ε ∈ Z

n,
and that the entries of ε have no common factor. It follows that every λ-
homogeneous element of B can be written as xαP (xε), where α ∈ Z

n has
non-negative entries, and P is a univariate polynomial over k. (Note that
some entries of ε can be negative.) In particular, f = xαP (xε) for some α and
some P . This implies that we may write

f = xα
∏

i

(xε − ti) = xw
∏

i

(xu − tixv)

where ti ∈ k, u, v, w ∈ Z
n have non-negative entries, and uivi = 0 for each

i. Moreover, since every xi appears in f , it follows that ui + vi + wi > 0 for
each i.

Since e is an intrusive edge, f is divisible by at least one factor of the form
xu − txv, t ∈ k, meaning xu − txv ∈ kerD. If also xu − sxv divides f for s �= t,
then we have xu, xv ∈ kerD. Since kerD is factorially closed, xw ∈ kerD as
well. But then since ui + vi + wi > 0, it would follow that xi ∈ kerD for
every i (again since kerD is factorially closed), which is absurd. Therefore
kerD contains xu − txv for exactly one value of t, and t �= 0. Altogether, this
implies f = cxw(xu − txv)m for some c ∈ k∗ and positive integer m.

In the same way, if g ∈ kerD is any other λ-homogeneous element, then
g = dxω(xu − txv)µ, where d ∈ k, ω ∈ Z

n has non-negative entries, and µ is
a non-negative integer. Since kerD is factorially closed, xω ∈ k[x1, ..., xγ ]. It
follows that kerD = k[x1, ..., xγ , x

u− txv], and since the transcendence degree
of kerD is n− 1, we have γ + 1 = n− 1, or γ = n− 2.

Let K = k(x1, ..., xn−2). Then D extends to a locally nilpotent K-
derivation of R = K[xn−1, xn], so by Rentschler’s Theorem xu − txv is a
K-variable of R. As such, it must have a degree-one term in either xn−1 or
xn over K.

Let us assume un = 1 (so vn = 0). Recalling that ε = u− v, we have that
εn = 1. Now f = xw(xu − txv)m, where wn = 0. It follows that p = mu + w
and q = mv+w. Since vn = 0, we conlude that qn = 0 as well. Since e = p− q
is an integral multiple of ε, and en = pn, we conclude that e = pnε. The other
cases are similar. This completes the proof of (1).
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By the preceding result, both p and q have at least one 0 entry, and since
e is an intrusive edge, we can find r and s with pr = 0, qs = 0, and r �= s.
Thus, er = pr − qr = −qr ≤ 0 and es = ps − qs = ps ≥ 0, and (2) follows. ��

As noted in [137], these two results provide a quick way to determine
that certain polynomials cannot be annihilated by a nonzero locally nilpotent
derivation. For example, if a, b, c ∈ Z have a, b, c > 1 and gcd(a, b, c) = 1, then
f = xa + yb + zc, g = xayb + zc, and h = xa+1yb + xazc + 1 are elements
of k[x, y, z] not in the kernel of any nonzero D ∈ LND(k[x, y, z]). In the first
case, Newt(f) has the intrusive edge (a,−b, 0). In the second case, Newt(g)
has the intrusive edge (a, b,−c). An in the third case, Newt(h) has vertices
p = (a + 1, b, 0) and q = (a, 0, c), so that e = (1, b,−c) is an intrusive edge
which belongs to neither bZ3 nor cZ3. Consequently, the surfaces in A

3 defined
by f, g and h are not stabilized by any Ga-action on A

3.

Example 4.33. Let B = k[x, y, z] = k[3], and define G ∈ B by

G = x2z3 − 2xy2z2 + y4z + 2x3yz − 2x2y3 + x5 .

In Chap. 5 it is shown that G is irreducible, and that there exist nonzero
D ∈ LND(B) with DG = 0. Since G is homogeneous in the standard sense, of
degree 5, its support is contained in the plane H defined by x1 +x2 +x3 = 5.
Let Q be the convex hull of Supp(G), which is contained in H. It is easy to
see that the vertex set of Q is

{(2, 0, 3), (0, 4, 1), (2, 3, 0), (5, 0, 0)} ,

so Q is a quadrilateral, and Newt(G) consists of a cone over Q. Thus, Newt(G)
has 5 faces. Two of these faces lie in coordinate planes, and 3 do not (call
these intrusive faces). There are two intrusive edges, namely, E1 joining
(0, 4, 1) and (2, 0, 3), and E2 joining (0, 4, 1) and (2, 3, 0). They define vectors
e1 = (−2, 4,−2) and e2 = (−2, 1, 1).

One can also consider higher-dimensional faces of Newton polytopes for
polynomials f annihilated by locally nilpotent derivations, and thereby get
further conditions on Newt(f). The last section of [70] gives some results in
this direction.

Remark 4.34. Define f = x2 + y2 + z2 ∈ C[x, y, z], and D ∈ LND(C[x, y, z])
by

Dx = −z , Dy = −iz , Dz = x+ iy .

Then Df = 0. Likewise, f ∈ R[x, y, z], but it is shown in Chap. 9 below that
there is no nonzero δ ∈ LND(R[x, y, z]) with δf = 0. This example points out
the limitations of the the information provided by Newt(f).
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Dimension Three

As mentioned in the Introduction, a big impetus was given to the study of
Ga-actions by the appearance of Bass’s 1984 paper, which showed that, in
contrast to the situation for A

2, there exist algebraic actions of Ga on A
3 which

cannot be conjugated to a triangular action. Since then, our understanding
of the dimension three case has expanded dramatically, though it remains far
from complete.

Parallel to recent developments for unipotent actions is the theorem of
Koras and Russell, which asserts that every algebraic C

∗-action on C
3 can be

linearized [173]. Their result was then generalized to the following.

Every algebraic action of a connected reductive group G on C
3 can be

linearized.

See Popov [255]. On the other hand, the question whether every algebraic
action of a finite group on C

3 can be linearized remains open.
In the study of Ga-actions on A

n, the dimension-three case stands between
the fully developed theory in dimension two, and the wide open possibilities
in dimension four. The fundamental theorems of this chapter show that many
important features of planar Ga-actions carry over to dimension three: Every
invariant ring is a polynomial ring; the quotient map is always surjective;
and free Ga-actions are translations. It turns out that none of these proper-
ties remains generally true in dimension four. In addition, there exist locally
nilpotent derivations in dimension three of maximal rank 3, and these have
no counterpart in dimension two. Such examples will also be explored in this
chapter.

Throughout this chapter, k is a field of characteristic zero, and B will
denote the three dimensional polynomial ring k[x, y, z] over k.
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5.1 Miyanishi’s Theorem

In the late 1970s, Fujita, Miyanishi, and Sugie succeeded in proving the Can-
cellation Theorem for surfaces, which asserts that if Y is an affine surface
over C, and if Y × C

n ∼= C
n+2 for some n ≥ 0, then Y ∼= C

2 [124, 222]. Key
elements of their proof provided the foundation for Miyanishi’s subsequent
proof that the quotient Y of a nontrivial C

+-action on C
3 is isomorphic to

C
2. In each case, the crucial step is to show that the surface Y contains a

cylinderlike open set, i.e., an open set of the form K × C for some curve K.
This is very close (in fact, equivalent) to saying that Y admits a C

+-action.
The theorem of Miyanishi, which appeared in 1985, established the single

most important fact about locally nilpotent derivations and Ga-actions in
dimension three.

Theorem 5.1. (Miyanishi’s Theorem) Let k be a field of characteristic
zero. Then the kernel of any nonzero locally nilpotent derivation of k[3] is a
polynomial ring k[2].

This theorem means that there exist f, g ∈ k[x, y, z], algebraically independent
over k, such that the kernel is k[f, g]. But in contrast to the situation for
dimension 2, it is not necessarily the case that f and g form a partial system
of variables, i.e., k[x, y, z] �= k[f, g][1] generally.

Miyanishi’s geometric result is equivalent to the case k = C of the theo-
rem. Applying Kambayashi’s theorem on plane forms gives the proof for any
field k of characteristic zero (see Subsect. 5.1.1 below). Miyanishi’s first at-
tempts to prove the theorem appeared in [214] (1980) and [215] (1981), but
the arguments were flawed. Then in 1985, Miyanishi sketched a correct proof
for the field k = C in his paper [217]. Certain details for the complete proof
were later supplied by Sugie’s 1989 paper [287].

An independent proof of Miyanishi’s Theorem, in a somewhat more general
form, was given recently by Kaliman and Saveliev [164]. Specifically, they show
that if X is a smooth contractible affine algebraic threefold over C which
admits a nontrivial C

+-action, then the affine surface S = X//C+ is smooth
and contractible. If, in addition, X admits a dominant morphism from C

2×Γ
for some curve Γ (for example, X = C

3), then S ∼= C
2. Their main theorem

is given below.
In the early 1990s, Zurkowski proved an important special case of Miyan-

ishi’s Theorem in the manuscript [315]. Zurkowski was apparently unaware of
Miyanishi’s result, as Miyanishi’s work is not cited in the paper, and Zurkowski
describes his result as “a step towards extending results of [Rentschler] to three
dimensional space” (p. 3). Specifically, what Zurkowski showed was that if k
is an algebraically closed field of characteristic zero, and if D �= 0 is a locally
nilpotent derivation of B = k[x, y, z] which is homogeneous relative to some
positive grading on B, then kerD = k[f, g] for homogeneous f, g ∈ B. The
term positive grading means that B = ⊕i≥0Bi, B0 = k, and x, y, and z are
homogeneous. In his master’s thesis, Holtackers [145] gives a more streamlined
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version of Zurkowski’s proof. And in [26], Bonnet gives a third proof for the
case k = C, also quite similar to Zurkowski’s. None of these three proofs was
published.

A complete proof of Miyanishi’s Theorem will not be attempted here,
since both of the existing proofs use geometric methods which go beyond the
scope of this book. Miyanishi’s proof makes extensive use of the theory of
surfaces with negative logarithmic Kodaira dimension, much of which was
developed for the proof of cancellation for surfaces. The proof of Kaliman
and Saveliev requires some algebraic topology, Phrill-Brieskorn theorems on
quotient singularities, and a theorem of Taubes from gauge theory.

The section is organized in the following way. First, the reduction to the
field k = C is given, using Kambayashi’s Theorem. Then some general proper-
ties of the quotient map are discussed, followed by a description of Miyanishi’s
proof. Finally, a complete proof of Zurkowski’s result is given for the case
k = C. This proof follows Zurkowski’s algebraic arguments in the main, with
simplifications based on some of the theory established earlier in this text,
and concludes with Miyanishi’s topological argument to shorten the overall
length.

5.1.1 Kambayashi’s Theorem

To deduce the general case of Miyanishi’s Theorem from the case k = C we
need the following result, which was proved by Kambayashi in [168]; see also
Shafarevich [276], Thm. 9.

Theorem 5.2. (Kambayashi’s Theorem) Let k and K be fields such that
K is a separably algebraic extension of k. Suppose R is a commutative k-
algebra for which K ⊗k R ∼= K [2]. Then R ∼= k[2].

Kambayashi’s proof relies on the Structure Theorem for GA2(k).
Now suppose k is any field of characteristic zero, and that D ∈ LND(B)

for B = k[3], D �= 0. Following is the argument given by Daigle and Kaliman
in [58].

Let k0 ⊆ k be the subfield of k generated over Q by the coefficients of the
polynomials Dx,Dy, and Dz, and set B0 = k0[x, y, z]. Then D restricts to
D0 ∈ LND(B0). Since k0 has the form Q(F ) for a finite set F , it is isomorphic
to a subfield of C. If we assume k0 ⊂ C, then we may extend D0 to D′ ∈
LND(C[x, y, z]). By Miyanishi’s Theorem for the complex field, together with
Prop. 1.15, we have

C ⊗k0 kerD0 = kerD′ = C
[2] .

By Kambayashi’s Theorem, it follows that kerD0 = k[2]
0 . Therefore,

kerD = k ⊗k0 kerD0 = k[2] .
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5.1.2 Basic Properties of the Quotient Morphism

Let X be an affine threefold over C which is factorial, i.e., the coordinate ring
O(X) is a UFD. Suppose X admits a nontrivial algebraic action of C

+, and
let Y = X//C+ denote the quotient of this action. By results of Chap. 1, Y is
normal and tr.deg.

C
O(Y ) = 2. By the Zariski Finiteness Theorem, which can

be found in Chap. 6, it follows that Y is affine. From this, standard theory
from commutative algebra implies that Y is regular in codimension 1, i.e., the
singularities of Y form a finite set (see for example [178]).

Let π : X → Y be the corresponding quotient morphism. Again from
Chap. 1, recall that there exists a curve Γ ⊂ Y , determined by the image of a
local slice for the corresponding locally nilpotent derivation, together with an
open set U = π−1(Y −Γ ) ⊂ X such that U ∼= (Y −Γ )×C, and π : U → Y −Γ
is the standard projection.

Lemma 5.3. (Lemma 2.1 of [160]; Lemma 1 of [176]) Under the above hy-
potheses:

(a) Every non-empty fiber of π is of dimension 1.
(b) If C ⊂ Y is a closed irreducible curve, then π−1(C) ⊂ X is an irreducible

surface.
(c) Y − π(X) is finite.

Proof. Let B = O(X) and A = O(X)C
+ ⊂ B. Assume that, for some y ∈ Y ,

the fiber π−1(y) has an irreducible component Z of dimension 2. Then Z is
defined by a single irreducible function f ∈ B. Since Z is stable under the C

+-
action, f is a non-constant invariant function, i.e., f is an irreducible element
of A. Any other invariant g ∈ A is constant on Z, meaning that g = fh + c
for some h ∈ B and c ∈ C. Since A is factorially closed, h ∈ A as well. In
other words, g = fh + c is an equation in A, which implies that A/fA = C.
But this is impossible, since A is an affine UFD of dimension 2 over C, and
f ∈ A is irreducible. This proves (a).

By part (a), π−1(C) must have an irreducible component of dimension
2. The irreducible closed curve C ⊂ Y is defined by an irreducible function
q ∈ O(Y ), which lifts to the irreducible function qπ ∈ A. Since A is factorially
closed in B, this function is irreducible in B as well, meaning that π−1(C) is
reduced and irreducible. This proves (b).

Finally, let W ⊂ Y denote the Zariski closure of Y − π(X). If Y − π(X)
is not finite, then W is a curve, and F := π−1(W ) is of dimension 2. This
implies that π(F ) is of dimension 1, which contradicts the fact that π(F ) is
contained in the finite set W ∩ π(X). Therefore, Y − π(X) is finite. ��

5.1.3 Description of Miyanishi’s Proof

Let Y be a smooth algebraic surface over C. Then Y can be completed to
a smooth projective surface V in such a way that the divisor at infinity,
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D = V −Y , consists of smooth curves with simple normal crossings. Y is said
to have logarithmic Kodaira dimension κ̄(Y ) = −∞ if |n(D +KV )| = ∅
for every n > 0. Here, KV denotes the canonical divisor of V . The property
κ̄(Y ) = −∞ is independent of the completion V , and is thus an invariant of
Y .

One of the more important facts relating to the logarithmic Kodaira di-
mension is the following. First, an open subset U ⊂ Y is called a cylinderlike
open set if U ∼= K ×C for some curve K. Second, a Platonic C

∗-fibration
is a surface of the form C

2/G−{0}, where G is a finite non-abelian subgroup
of GL2(C) acting linearly on C

2, and C
2/G denotes the quotient. If Y (a

smooth surface which is not necessarily affine) has κ̄(Y ) = −∞, then either
(1) Y contains a cylinderlike open set, or (2) there exists a curve Γ ⊂ Y such
that Y −Γ is isomorphic to the complement of a finite subset of a Platonic C

∗-
fibration. If Y is affine, then case (1) holds. This classification is due largely
to Miyanishi and Tsunoda [225, 226]. See also Iitaka [150] for further details
about the logarithmic Kodaira dimension.

Now suppose that a nontrivial algebraic C
+-action on X = C

3 is given,
and let Y denote the quotient X//C+. As above, we conclude that Y is a
normal affine surface, and that the set Y ′ ⊂ Y of singular points of Y is finite.

Let π : X → Y be the quotient map, and let X ′ = π−1(Y ′). By the
preceding lemma, X ′ is a union of finitely many curves. It is easy to show
that there exists a coordinate plane H ⊂ X which intersects X ′ in a finite
number of points. If H0 = H − X ′ and Y0 = Y − Y ′, then π restricts to a
dominant morphism of smooth surfaces H0 → Y0. Since H0 is the complement
of a finite number of points in a plane, κ̄(H0) = −∞. Because H0 dominates
Y0, it follows that κ̄(Y0) = −∞ as well.

Miyanishi next shows that, if Y ′ is non-empty, then Y is isomorphic to a
quotient C

2/G for some nontrivial planar action of a finite group G ⊂ GL2(C).
In particular, Y ′ = {0}. Let X0 = X−π−1(0). The topological universal cover
for Y0 = Y − {0} is Z = C

2 − {0}, where the general fiber of the covering
map p : Z → Y0 consists of |G| points. Therefore, the restriction π : X0 → Y0

factors through Z, i.e., X0 → Z → Y0. But this is impossible, since there exist
open sets U ⊂ X and V ⊂ Y such that U ∼= V × C, and π : U → V is the
standard projection. In particular, the fiber of π over an element of V ∩ Y0 is
a single line. Therefore, Y must be smooth.

Miyanishi’s argument next uses the fact that a smooth affine surface Y
over C with κ̄(Y ) = −∞ contains a cylinderlike open set. This part of the
argument constitutes a key ingredient in the Fujita-Miyanishi-Sugie proof of
the Cancellation Theorem for surfaces, which is discussed in Chap. 10 below.

In summary, Y is an affine surface over C such that O(Y ) is a UFD,
O(Y )∗ = C

∗, and Y contains a cylinderlike open set. (We only needed smooth-
ness to get at this latter condition.) By the Miyanishi characterization of the
plane, it follows that Y ∼= C

2. This characterization is stated and proved in
Thm. 9.9 below.

The reader is referred to the original articles [217, 287] for further details.
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5.1.4 Proof of Miyanishi’s Theorem: Positive Homogeneous Case

Suppose that D is a nonzero locally nilpotent derivation of B = C[x, y, z]
which is homogeneous with respect to some positive system of weights on
(x, y, z). The goal is to show that there exist homogeneous f, g ∈ B such that
kerD = C[f, g].

Set A = kerD, and suppose that A �∼= C
[2]. It follows that rank(D) = 3

(see Thm. 4.11). We will assume throughout that

0 < deg x ≤ deg y ≤ deg z and gcd(deg x,deg y,deg z) = 1 .

Set L = C(x, y, z) and K = frac(A). Extend D to DL ∈ DerC(L). Then
kerDL = K (Cor. 1.23). Let Khom denote the set of nonzero homogeneous
elements of K, i.e., elements u/v, where u and v are nonzero homogeneous
elements of A. Then deg(u/v) = deg u− deg v.

By hypothesis, we are given a faithful algebraic action of the group Ga�Gm

on B. Thus, the Gm-action restricts to a nontrivial action on A, which in turn
extends to a Gm-action on K. The invariant ring K0 = KGm is a subfield of
K. Since tr.deg.

C
K = 2, it follows that tr.deg.

C
K0 ≤ 1. Choose u, v ∈ A which

are algebraically independent and homogeneous. Then udeg vv− deg u belongs
to K0, but is not constant. Therefore, tr.deg.

C
K0 = 1. Since K0 ⊂ C(x, y, z),

it follows by Lüroth’s Theorem that K0 = C(ζ) for some ζ ∈ K0.
Write ζ = F/G for F,G ∈ A homogeneous of the same degree n > 0. We

may assume gcd(F,G) = 1, since if F = TF1 and G = TG1 for T, F1, G1 ∈ B,
then T, F1 and G1 are again homogeneous elements of A (recall that A is
factorially closed). Let h ∈ A be homogeneous and irreducible. Then hn/Gη ∈
K0, where η = deg h. This implies that there exist standard-homomgeneous
polynomials φ, ψ ∈ C[X,Y ] = C

[2] such that hn/Gη = φ(F,G)/ψ(F,G). There
exist αi, βi ∈ C such that

hnψ(F,G) = Gηφ(F,G) =
∏

i

(αiF + βiG) .

Since h is irreducible, h divides αiF + βiG for at least one i. If h divides
linearly independent αiF +βiG and αjF +βjG, then h divides gcd(F,G) = 1,
a contradiction. Therefore, hn = (αF + βG)
 for some α, β ∈ C and � ≥ 1. In
particular, the only irreducible factor of αF + βG is h. We conclude that for
each irreducible homogeneous h ∈ A,

hc = αF + βG for some c ≥ 1 . (5.1)

Choose an irreducible factor f of F . Then fa = αF+βG for some α, β ∈ C

and a ≥ 1. Since gcd(F,G) = 1, it follows that β = 0, and we may assume
α = 1. Arguing similarly for G, we conclude that there exist irreducible f, g ∈
A such that

F = fa and G = gb for some a, b ≥ 1 . (5.2)
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In addition, gcd(a, b) = 1. To see this, set t = gcd(a, b), and write a = ta′ and
b = tb′ for positive integers a′, b′. If ζ ′ = fa′

/gb′ ∈ K0, then (ζ ′)t = ζ, which
implies t = 1.

Since A �= C[f, g] and A is factorially closed, there exists an irreducible
h ∈ A not belonging to C[f, g]. Combining (5.1) and (5.2), we conclude that
hc = αfa + βgb for some α, β ∈ C

∗ and some c > 1. We may rescale this
equation to obtain

fa + gb + hc = 0 . (5.3)

Since C(hc/gb) = C(ζ + 1) = C(ζ) and C(hc/fa) = C(ζ−1 + 1) = C(ζ),
the roles of f, g, and h are symmetric. Therefore, the integers a, b, and c are
pairwise relatively prime.

Let E ∈ LND(B) be any partial derivative of B. By applying E to equation
(5.3), we obtain a second equation, and the two equations can be written in
matrix form.

(
f g h
aEf bEg cEh

)



fa−1

gb−1

hc−1



 =
(

0
0

)

(5.4)

If the rows of the first matrix were proportional, then Ef ∈ fB would imply
f ∈ kerE = C

[2], and likewise g, h ∈ kerE. But A is an algebraic extension
of C[f, g, h], which would imply A = kerE and rank(D) = 1, a contradiction.
Therefore, the two rows of this matrix are not proportional, and the system
can be solved (over L):




fa−1

gb−1

hc−1



 =
uE

vE




cgEh− bhEg
ahEf − cfEh
bfEg − agEf



 , (5.5)

where uE , vE ∈ B are relatively prime (and depend on E). This means uE

divides fa−1, gb−1, and hc−1, which have no common factor, so we may assume
uE = 1.

Set σ = deg f + deg g + deg h. When E = ∂x, the first equation of (5.5)
yields the inequality

(a− 1) deg f ≤ deg g + deg h− deg x− deg vE ≤ deg g + deg h− 1 ,

which implies deg f ≤ σ−1
a . Likewise, deg g ≤ σ−1

b and deg h ≤ σ−1
c . By

addition, we thus obtain

σ ≤ σ − 1
a

+
σ − 1
b

+
σ − 1
c

= (σ − 1)
(

1
a

+
1
b

+
1
c

)

.

This implies

1 < 1 +
1

σ − 1
≤ 1
a

+
1
b

+
1
c
. (5.6)

Since a, b, c and are pairwise relatively prime, it is easy to conclude that either
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1 ∈ {a, b, c} or {a, b, c} = {2, 3, 5} . (5.7)

Let p ∈ A be any other irreducible homogeneous element not belonging to
C[f, g]. The same reasoning used above shows that

p5 = λf2 + µg3 for some λ, µ ∈ C . (5.8)

Combining (5.3) and (5.8) yields

p5 = (λ− µ)f2 − µh5 .

which by (5.7) is only possible if λ = µ. Therefore, p ∈ C[f, g, h], and it
follows that A = C[f, g, h]. This means that if a = 1, then A = C[g, h], a
contradiction, and likewise if b = 1 or c = 1.

Therefore, {a, b, c} = {2, 3, 5}, and we conclude:

A = C[f, g, h] ∼= C[X,Y,Z]
(X2 + Y 3 + Z5)

. (5.9)

This ring is isomorphic to the coordinate ring of the quotient variety C
2/G,

where G ⊂ SL2(C) is a binary icosahedral group acting on the plane C
2; see

[140], Exercise 5.8. 1 The argument of Miyanishi now gives a contradiction: If
S = Spec(A), then the quotient map p : C

2 → S for the G-action is a finite
morphism of order |G|; 0 ∈ S is the unique singular point; and the restriction
p : C

2 −{0} → S−{0} is the topological universal cover of S−{0}. It follows
that, if π : C

3 → S is the quotient morphism for the Ga-action, then there
exists a morphism ρ : C

3 → C
2 such that π = pρ. But this is impossible, since

there exist open sets U ⊂ X and V ⊂ S such that U ∼= V ×C, and π : U → V
is the standard projection. In particular, the fiber of π over an element of
V ∩ S0 is a single line.

Specifically, it was the assumption that A �= C
[2] which led to this contra-

diction. Therefore, A = C[P,Q] for some P,Q ∈ B. By Prop. 3.28, we may
choose P,Q to be homogeneous. ��

5.1.5 The Type of a Standard Homogeneous Derivation

Observe that the theorem just proved does not claim deg f and deg g are
relatively prime. Indeed, this may be false. For example, consider the grading
of B given by deg x = 2, deg y = 3, and deg z = 4, and let D denote the
standard linear derivation D = x∂y + y∂z. Then D is homogeneous for this
grading, and kerD = k[x, P ] for P = 2xz−y2, where deg x = 2 and degP = 6.

There is, however, an important case in which the degrees of the generators
are known to be coprime.
1 At this point of his proof, Zurkowski continues with a purely algebraic proof

involving several cases. By using Miyanishi’s topological argument, the proof is
much shorter.
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Proposition 5.4. (Thm. 2.2 of [51]) Suppose D ∈ LND(B) is homogeneous
relative to some positive grading of B = k[x, y, z], and kerD = k[f, g] for
homogeneous f and g. If the integers deg x, deg y, and deg z are pairwise
relatively prime, then deg f and deg g are also relatively prime.

Note that this result applies to the standard homogeneous case. In this case,
the pair (deg f,deg g) is uniquely associated to D (up to order), giving rise to
the following definition.

Definition 5.5. If D ∈ LND(B) is homogeneous in the standard grading of
B, and kerD = k[f, g] for homogeneous polynomials f and g, then D is of
type (deg f,deg g), where deg f ≤ deg g.

In particular, if type (e1, e2) occurs, then Daigle’s result implies gcd(e1, e2) =
1, though only certain relatively prime pairs of integers can occur. The set
of pairs which actually occur is known, and is given in the remark which
concludes the paper [60]. In this paper, Daigle and Russell give a complete
classification of affine rulings of weighted projective planes, and such rulings
are closely related to homogeneous locally nilpotent derivations of k[3]. In
particular, they associate to standard homogeneousD the two projective plane
curves defined by its homogeneous kernel generators f and g.

5.2 Other Fundamental Theorems in Dimension Three

Let f, g ∈ B be given. In keeping with the notation of Chap. 3, ∆(f,g) will
denote the jacobian derivation

∆(f,g)h =
∂(f, g, h)
∂(x, y, z)

.

Note that we could also use gradient notation to write

∆(f,g)(x, y, z) = ∇f ∧∇g .

If D ∈ LND(B) has kerD = k[f, g] for some f, g ∈ B, then we know from
Lemma 3.7 that ∆(f,g) is locally nilpotent, ker∆(f,g) = kerD, and there exist
a, b ∈ k[f, g] such that a∆(f,g) = bD. In [49], Daigle proved the following
stronger result.

Theorem 5.6. (Jacobian Formula) Given D ∈ LND(B), D �= 0, choose
f, g ∈ B such that kerD = k[f, g]. Then D = λ∆(f,g) for some λ ∈ kerD.

Next, if D ∈ LND(B), let π : A
3 → A

2 denote the quotient map, induced by
the inclusion kerD ↪→ B. An important fact about π is due to Bonnet [27].

Theorem 5.7. (Bonnet’s Theorem) If k is a field of characteristic zero,
and if π : A

3 → A
2 is the quotient map associated to a nontrivial algebraic

Ga-action on A
3, then π is surjective.
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Bonnet’s proof is for k = C, using a very nice topological argument. The
general form of the theorem was then deduced by Daigle and Kaliman [58],
where surjectivity for the general case refers to π as a map from Spec(B)
to Spec(kerD). See Bonnet [27] for an example of a Ga-action on A

4 with
quotient isomorphic to A

3, but non-surjective quotient morphism.
In [160], Kaliman proved the following theorem for k = C; the general case

is deduced in [58].

Theorem 5.8. (Kaliman’s Theorem) Let k be a field of characteristic zero.
Every free algebraic Ga-action on A

3 is a translation in a suitable polynomial
coordinate system. Equivalently, if B = k[3] and D ∈ LND(B), and if (DB) =
B (the ideal generated by the image), then Ds = 1 for some s ∈ B.

Special cases of this result were proved earlier in [54, 79, 175, 282]. In his
paper, Kaliman also gives a proof of Bonnet’s Theorem in a more general
setting. It should be noted that in dimension higher than 3, there exist free
algebraic Ga-actions which are not conjugate to a translation (see Example
3.9.4).

Also contained in the work of Bonnet, Daigle, and Kaliman is the following
(see [58], Thm. 1).

Theorem 5.9. (Principal Ideal Theorem) Let k be a field of characteristic
zero, B = k[3], D ∈ LND(B), and A = kerD.

(a) B is faithfully flat as an A-module.
(b) The plinth ideal A ∩DB of D is a principal ideal of A.

In the language of Chap. 2, this implies that a locally nilpotent derivation
of k[3] has a unique minimal local slice (up to equivalence), namely, we may
choose r ∈ B with Dr = h, where A ∩DB = hA. Then Bh = Ah[r]. Geomet-
rically, this means that if V ⊂ A

2 is the complement of the curve C defined
by h ∈ A, and if U ⊂ A

3 is the complement of the surface S defined by h ∈ B,
then U is equivariantly isomorphic to V × A

1. In particular, the fiber of the
quotient map π : A

3 → A
2 lying over any point of V is a line (a single orbit,

isomorphic to Ga). Many of the remaining mysteries of the dimension three
case thus lie hidden in the morphism π : S → C.

An additional fact concerning locally nilpotent derivations in dimension
three is the following. The proof of this result uses a more general fact, which
is stated and proved in the Appendix section at the end of this chapter.

Theorem 5.10. (Intersection of Kernels) Given nonzero D,E ∈ LND(B),
exactly one of the following 3 statements is true.

1. kerD ∩ kerE = k
2. There exist f, g, h ∈ B such that kerD = k[f, g], kerE = k[f, h], and

kerD ∩ kerE = k[f ].
3. kerD = kerE
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Proof. Set A1 = kerD and A2 = kerE, and assume A1∩A2 �= k and A1 �= A2.
We know that A2 is factorially closed and isomorphic to k[2]. Taking S = A2

and R = k in Cor. 5.39 below, it follows that we can choose f ∈ B such that
A1 ∩A2 = k[f ] and A2 = k[f ][1]. By symmetry, A1 = k[f ][1] as well. ��

Corollary 5.11. Suppose D,E ∈ LND(B) are nonzero and have distinct ker-
nels. If kerD = k[f ][1] and Ef = 0, then kerE = k[f ][1].

Proof. By the preceding theorem, there exist f̃ , g, h ∈ B with kerD = k[f̃ , g]
and kerE = k[f̃ , h]. Since the kernels of D and E are distinct, Eg �= 0.
If f̃ = P (g) for P ∈ k[f ][1], then then 0 = Ef̃ = P ′(g)Eg, which implies
P ′(g) = 0, i.e., f̃ ∈ k[f ]. Therefore kerE = k[f̃ , h] ⊂ k[f, h] ⊂ kerE, so
kerE = k[f, h]. ��

In calculating kernels, the following condition can be useful.

Proposition 5.12. (Kernel Criterion) Suppose a, b ∈ B = k[x, y, z] are
such that ∆(a,b) is locally nilpotent and nonzero. Then the following are equiv-
alent.

1. k[a, b] = ker∆(a,b)

2. ∆(a,b) is irreducible, and ker∆(a,b) ⊂ k(a, b).

Proof. The implication (1) implies (2) follows from Prop. 3.18. Conversely,
assume (2) holds. By Miyanishi’s Theorem, there exist u, v ∈ B such that
ker∆(a,b) = k[u, v]. It follows that

∆(a,b) =
∂(a, b)
∂(u, v)

·∆(u,v) .

Since ∆(a,b) is irreducible, ∂(a,b)
∂(u,v) ∈ k∗, i.e., (a, b) is a Jacobian pair for k[u, v].

Since k(a, b) = k(u, v), the inclusion k[a, b] ↪→ k[u, v] is birational. It is well
known that the Jacobian Conjecture is true in the birational case, and we
thus conclude k[a, b] = k[u, v].2 ��

Another result in dimension three is the following, which was proved by
Wang in his thesis [302]; see also [303]. Because of the Principal Ideal Theorem,
it is now possible to give a much shorter proof than that originally presented
by Wang.

Theorem 5.13. (Wang’s Theorem) Let B = k[x, y, z], and suppose D ∈
LND(B) is such that D2x = D2y = D2z = 0. Then rank(D) ≤ 1.

2 The same reasoning yields yet another equivalent formulation of the two-
dimensional Jacobian Conjecture: Given a, b ∈ B, if ∆(a,b) is irreducible, then
ker ∆(a,b) = k[a, b].
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Proof. It suffices to assume D is irreducible. Let A = kerD, and let I ⊂ A be
the plinth ideal I = DB ∩A of D. Then by the Principal Ideal Theorem, I is
a principal ideal of A, namely, I = aA for some a ∈ A. Since Dx,Dy,Dz ∈ I
by hypothesis, a is a common divisor of these three elements, and therefore
DB ⊂ aB. By irreducibility, a ∈ B∗. Therefore, I = B, and D has a slice s.
It follows that B = A[s], and since A = k[2], we conclude that the rank of D
is 1. ��

Recall that derivations with D2x = D2y = D2z = 0 are called nice.
To conclude this section, we give the result of Kaliman and Saveliev in its

full generality.

Theorem 5.14. [164] Let X be a smooth contractible complex affine algebraic
threefold with a nontrivial algebraic C

+-action on it, and let S = X//C+ be
its algebraic quotient.

(a) X is rational, and S is a smooth contractible surface.
(b) If X admits a dominant morphism from a threefold of the form C × C

2,
then S = C

2.
(c) If the action is free, then it is equivariantly trivial.

Note that if both conditions (b) and (c) are satisfied, then X = C
3.

In [176], Kraft also considers C
+-actions on a smooth contractible threefold

X. He gives a proof for the smoothness of the quotient map π : X → S under
certain additional conditions. Using this smoothness property, together with
some topological considerations due to Kaliman, he gives a short proof that
a free C

+-action on X is a translation, under the additional assumption that
the quotient S is smooth. This implies Kaliman’s Theorem for X = C

3.

Remark 5.15. There might be other classes of threefolds to which Miyanishi’s
Theorem could generalize. For example, X = SL2(k) is smooth and factor-
ial, but when k = C, it is not contractible. On the other hand, it seems likely
that every nonzero D ∈ LND(k[X]) has kerD = k[2]. In working with affine 3-
space, the existence of 3 independent locally nilpotent derivations (namely, the
partial derivatives) is of central importance. Geometrically, these are transla-
tions in 3 independent directions. Likewise, SL2(k) has 4 fundamental actions:
Realize Ga as the subgroup of SL2(k) consisting of upper (respectively, lower)
triangular matrices with ones on the diagonal. Then both left and right muli-
plication by elements of Ga define Ga-actions, specifically:
(
a b
c d

)(
1 t
0 1

)

=
(
a b+ ta
c d+ tc

)

,

(
1 t
0 1

)(
a b
c d

)

=
(
a+ tc b+ td
c d

)

(
a b
c d

) (
1 0
t 1

)

=
(
a+ tb b
c+ td d

)

,

(
1 0
t 1

)(
a b
c d

)

=
(

a b
c+ ta d+ tb

)

These actions are conjugate to one another, fixed point free, and haveX//Ga =
A

2; this quotient is calculated in Chap. 6 below. However, in contrast to the
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situation for three-dimensional affine space, the quotient morphism π : X →
A

2 is not surjective, since π−1(0) is an empty fiber. For example, the quotient
map for the first of these actions is given by

(
a b
c d

)

→ (a, c) .

On the other hand, notice that the geometric quotient does exist: X/Ga =
A

2 − {(0, 0)}. A conjectural generalization of Miyanishi’s Theorem is given
in Chap. 9 below, where the class of threefolds used includes both A

3 and
SL2(k).

5.3 Questions of Triangularizability and Tameness

5.3.1 Triangularizability

The non-triangularizable Ga-action of Bass was discussed already in Chap. 3.
Specifically, it takes the form exp(tFD), where D is the basic linear derivation
D = x∂y+2y∂z on B = k[x, y, z], and F = xz−y2. Subsequently, more general
classes of non-triangularizable locally nilpotent derivations of k[n] for n ≥ 3
appeared in [116, 253]. In [283], Snow speculated:

Perhaps the fixed point set being ‘cylindrical’ is the only obstruction
for a C action to be triangular. (p.169)

However, Example 4.3 of [54], showed that this is not the case: The authors
construct D ∈ LND(B) which is non-triangularizable of rank two, and whose
corresponding set of fixed points is a line. In particular, D is irreducible,
making this example quite different than that of Bass. Ultimately, Daigle
produced:

Theorem 5.16. (Cor. 3.4 of [48]) Let D ∈ LND(B) be irreducible of rank 2,
where B = k[x, y, z] and kerD = k[x, P ] for some P ∈ B. The following are
equivalent.

1. D is triangularizable
2. D is triangularizable over k[x]
3. there exists a variable Q of B such that k(x)[P,Q] = k(x)[y, z]

The reader will note that the difference between condition (3) of this the-
orem and the general rank-2 case is the requirement that Q is a k-variable
of k[x, y, z], rather than the weaker condition that Q is a k(x)-variable of
k(x)[y, z].

Example 5.17. (Example 3.5 of [48]) If P = y+ 1
4 (xz+y2), define D = ∆(x,P ).

Then D is an irreducible rank-two locally nilpotent derivation of B which is
not triangularizable. Its fixed points are defined by the ideal (DB) = (x, 1 +
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y3), a union of three lines. Note that if T is the triangular derivation defined
by Tx = 0, Ty = x, and Tz = 1 + y3, then the fixed points of D and T agree
in the strongest possible sense, in that they are defined by precisely the same
ideals. See also van den Essen [100], 9.5.17.

It thus became evident that most elements of LND(B) are not triangulariz-
able, and that one should focus on other aspects of the subject.

5.3.2 Tameness

As mentioned earlier, it is now known that there exist non-tame algebraic
automorphisms of B = k[x, y, z]. In particular, it is known that the Nagata
automorphism is not tame. Let TA3(k) ⊂ GA3(k) denote the tame subgroup.
As in Chap. 3, given t ∈ k, let αt = exp(tFD) denote Bass’s Ga-action on
A

3, where α1 is the Nagata automorphism. Then G ∩ TA3(k) = {1}, where
G = {αt|t ∈ k}.

On the other hand, any triangular derivation T has

{exp(tT )|t ∈ k} ⊂ BA3(k) ⊂ TA3(k) .

The following question is open.

Is every tame Ga-action on A
3 conjugate to a triangular action?

In other words, given nonzero E ∈ LND(B), does expE ∈ TA3(k) imply that
E is conjugate to a triangular derivation? By way of comparison, recall from
Chap. 3 that Bass’s Ga-action becomes tame, but not triangularizable, when
extended to A

4. We want to know whether this situation can also occur in
dimension 3.

Example 5.18. (Example 1.13 of [115]) Set λ = (y, z, x) ∈ GA3(k), and define
α, β ∈ BA3(k) by

α = (x, y, z + x3 − y2) , β = (x, y + x2, z + x3 + 3
2xy) .

If γ = αλβλ−1, then γ is tame, and

γ = (x+ z2, y + z3 + 3
2xz, z − y

2 + x(x2 − 3yz) + 1
4z

2(3x2 − 8yz)) .

As an automorphism of A
3, the fixed point set of γ is the cuspidal cubic defined

by z = 0 and x3 − y2 = 0, which has an isolated singularity at the origin.
By Popov’s criterion, γ cannot be conjugated into the triangular subgroup
BA3(k). However, using van den Essen’s result (Prop. 2.17), it can also be
shown that γ is not an exponential automorphism.
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5.4 The Homogeneous (2, 5) Derivation

In [116], Question 2, we asked: Do there exist locally nilpotent derivations
of the polynomial ring k[x1, ..., xn] having maximal rank n? It was known at
the time that, for n = 1, the answer is positive, and for n = 2 the answer is
negative (by Rentschler’s Theorem). But for n ≥ 3 the answer was not known.
In 1996, the author produced the following example of a locally nilpotent
derivation on B = k[x, y, z] having rank three; it appeared in [119].

Define polynomials

F = xz − y2 , G = zF 2 + 2x2yF + x5 , R = x3 + yF .

Define the k-derivation ∆ : B → B by ∆ = ∆(F,G). Observe that ∆ is ir-
reducible, and homogeneous of degree 4 in the standard grading. It is easily
checked that ∆3x = ∆7y = ∆11z = 0, and therefore ∆ is locally nilpo-
tent. In Bass’s example we saw that the subring k[x, F ] is the kernel of the
standard linear derivation of B. Therefore, by Cor. 5.11, we conclude that
ker∆ = k[F, g] for some homogeneous g ∈ B. In particular, G ∈ k[F, g], and
by considering degrees, we conclude that deg g is either 1 or 5. If deg g = 1,
then (by homogeneity) G is in the linear span 〈g5, g3F, gF 2〉, which implies g
divides G. Since G is irreducible, we conclude deg g = 5, and that G is in the
linear span of g itself. Therefore, ker∆ = k[F,G]. ∆ is called the homoge-
neous (2, 5) derivation of B.

Now suppose h ∈ B is a variable of B, and ∆h = 0. The linear part
h1 of h is nonzero, and by homogeneity, ∆h1 = 0 as well. But it is clear
that k[F,G] can contain no polynomial of degree 1, so ker∆ does not contain
a variable. In other words, the rank of ∆ is 3. This implies that ∆ is not
triangularizable, since any triangularizable derivation annihilates a variable.
We have thus proved:

Theorem 5.19. ∆ ∈ LND(B), ker∆ = k[F,G], and rank (∆) = 3.

The polynomial R is a minimal local slice of ∆, with ∆R = −FG. Geometri-
cally, this means that if π : A

3 → A
2 is the quotient map for the corresponding

Ga-action, then π is an equivariant projection over the complement of the two
lines of A

2 defined by FG = 0. The fiber over the origin is the line of fixed
points, defined by x = y = 0. Over points (a, 0) for a �= 0, the fiber consists
of two lines (orbits) in the surface G = 0; and over (0, b), the fiber consists of
five lines (orbits) in the surface defined by F = 0.

As mentioned, ∆ is not a triangularizable derivation. However, it may
be viewed as the quotient of a triangular derivation in dimension six. First,
observe the relation F 3 + R2 = xG. Applying ∆ yields 2R(−FG) = G∆x,
and thus ∆x = −2FR. Likewise, applying ∆ to the equation R = x3 + yF
gives −FG = 3x2(−2FR)+F∆y, so ∆y = 6x2R−G. And ∆z is gotten from
0 = ∆F = z∆x+ x∆z − 2y∆y. In summary:

∆x = −2FR , ∆y = 6x2R−G , ∆z = 2x(5yR+ F 2) .
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Theorem 5.20. Define a triangular derivation T on R = k[u, v, w, x, y, z] =
k[6] by

Tu = Tv = 0 , Tw = −uv , Tx = −2uw , Ty = 6wx2−v , Tz = 2x(u2+5yw) .

Define the ideal I = (u−F, v−G,w−R). Then TI ⊂ I; Rmod I ∼= k[3]; and
∆ = T mod I.

Proof. The latter two conclusions are obvious once it is shown that TI ⊂ I.
To show this, define another derivation D of R by

D =
∂(u, v, f, g, h, ·)
∂(u, v, w, x, y, z)

,

where

f = u− (xz − y2); g = v − (u2z + 2ux2y + x5); h = w − (x3 + uy) .

Since f, g, h ∈ kerD, DI ⊂ I, and it is clear that Dmod I = ∆ on Rmod I ∼=
B. (But D is not a priori locally nilpotent.) Direct calculation shows that,
modulo I,

Dw ≡ Tw , Dx ≡ Tx , Dy ≡ Ty , Dz ≡ Tz .
Thus, 0 = Df = Tf + κ for some κ ∈ I, implying Tf ∈ I. Likewise, Tg, Th ∈
I, so TI ⊂ I. ��

Note that, since T (w− (x3 + uy)) = 0, the rank of T is 3. Geometrically, this
result means that the triangular Ga-action on A

6 defined by T restricts to a
Ga-action on the coordinate threefold X ⊂ A

6 defined by I, and this action
is equivalent to ∆ on A

3.
We also have:

Theorem 5.21. [119] Let ∆ be the homogenous (2, 5) derivation of B =
k[x1, x2, x3]. Given n ≥ 4, extend ∆ to ∆◦ on B[x4, ..., xn] = k[n] by set-
ting ∆◦xi = x5

i−1, 4 ≤ i ≤ n. Then ∆◦ is homogeneous and locally nilpotent
of rank n.

Remark 5.22. Consider the rank-4 derivation ∆◦ defined on k[x1, x2, x3, x4],
as above. At this writing, it is not known what ker∆◦ is, or even whether
this kernel is finitely generated. Existing algorithms are inconclusive, due to
the size of calculations involved. Clearly, a method other than brute force is
needed.

5.5 Local Slice Constructions

In an effort to understand and generalize the (2, 5) example above, the author
defined local slice constructions in [118], which brought into view large new
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families of rank-3 elements of LND(B). Also working just after the appearance
of the (2, 5) example, Daigle used a geometric approach, quite different from
the method of local slice constructions, to find additional rank-3 examples.
At the time, it appeared that the two methods produced the same examples.

The present section describes local slice constructions. The following sec-
tion discusses some of the geometric theory developed by Daigle and Russell,
and its connection to local slice constructions.

5.5.1 Definition and Main Facts

Given D ∈ LND(B), consider the following condition.
There exist f, g, r ∈ B and P ∈ k[1] such that

(∗) kerD = k[f, g] and Dr = g · P (f) �= 0.

Note that this condition does not depend on any particular system of coor-
dinates for B. To date, we know of no nonzero D ∈ LND(B) which fails to
satisfy (∗).

Lemma 5.23. Assume D satisfies (∗), and set S = k[f ] − 0. Then for any
local slice r′ ∈ B of D,

D(r′/g) ∈ S ⇔ S−1A[r′] = S−1A[r] .

Proof. If D(r′/g) belongs to S, then rDr′−r′Dr ∈ A. Thus, for some nonzero
a, b ∈ k[f ] , gar′ − gbr ∈ A. Since A is factorially closed, ar′ − br ∈ A.
Therefore, S−1A[r′] = S−1A[r].

Conversely, suppose S−1A[r′] = S−1A[r] for some r′ ∈ B. Then r′ = cr+d
for c ∈ (S−1A)∗ = k(f)∗ and d ∈ S−1A. Thus,

D(r′/g) = cD(r/g) ∈ k(f)∗ ∩ (1/g)B = S .

��

Now assume that D is irreducible, and D satisfies (∗) for some local slice r not
belonging to gB. Since D is irreducible, we may assume D = ∆(f,g) (Jacobian
Formula). Let B̄ denote the domain B/gB, and let D̄ = Dmod gB ∈ LND(B̄),
noting that D̄r = 0. Since ker D̄ is the algebraic closure of k[f ] in B̄, we
conclude that there exists φ ∈ k[f ][1] such that φ(r) ∈ gB. If we choose φ
to be of minimal r-degree, such that φ(r) is irreducible in k[f, r], then φ is
unique up to nonzero constant multiples. Suppose h = g−1φ(r) ∈ B.

Theorem 5.24. (Thm. 2 of [118]) In the above notation,

(a) ∆(f,h) ∈ LND(B)
(b) ∆(f,h)r = −h · P (f)
(c) If ∆(f,h) is irreducible, then ker∆(f,h) = k[f, h]
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Proof. Let δ = ∆(f,h). Since ∆(f,gh) = g ·∆(f,h) + h ·∆(f,g), it follows that

g · δ = ∆(f,φ(r)) − h ·D = φ′(r) ·∆(f,r) − h ·D .

Therefore, g · δr = −h · Dr, which implies δr = −h · (Dr/g) = −hP (f). So
(b) is proved.

Since δr �= 0, r is transcendental over K = k(f, h), i.e., K[r] ∼= K [1]. Since
g = φ(r)/h, we have g ∈ K[r]; and since k[f ] ∩ gB = {0}, degr g ≥ 1 and
g �∈ K[r]∗.

We claim that g is irreducible in K[r]. Since gh = φ(f, r), it suffices to
show that φ is irreducible in K[r]. However, φ was chosen to be irreducible
in k[f, r] ∼= k[2], hence it is also irreducible in k[f, h, r] ∼= k[3]. Since φ is not
in K, it follows easily that φ is irreducible in K[r]. Consequently, g is also
irreducible in K[r].

It follows that g ·K[r] is a maximal ideal of K[r], and thus

g ·K[x, y, z] ∩K[r] = g ·K[r] .

Set T = {gn · a(f)|n ≥ 0, a ∈ k[f ] − 0}, and let A = kerD = k[f, g].
Then T−1A[r] = T−1B. Given b ∈ B, choose n so that gnb ∈ k(f)[g, r] ⊂
K[r]. Then, using the above ideal equality inductively, we obtain b ∈ K[r].
Therefore, B ⊂ K[r]. Since δ is locally nilpotent on K[r], part (a) is proved.

To prove (c), suppose δ is irreducible. Since kerD = k[f, g] and δf = 0,
Cor. 5.11 implies that ker δ = k[f, η] for some η ∈ B. If h = p(η) for p ∈
k[f ][1], then δ = p′(η)∆(f,η). Since δ is irreducible, p′(η) ∈ k∗, implying that
h = aη + b(f) for some a ∈ k∗ and b ∈ k[f ]. But then k[f, h] = k[f, η]. ��
The procedure by which ∆(f,h) is obtained from D is called a local slice
construction. Specifically, we say ∆(f,h) is obtained by local slice construc-
tion from the data (f, g, r) ∈ B3. An important observation is that local slice
constructions do not require any homogeneity conditions.

Note that when ∆(f,h) is obtained from ∆(f,g) using data (f, g, r), then
∆(f,g) is obtained from ∆(f,h) using data (f, h, r). To continue the process
inductively, we may, by the lemma above, replace r with any r′ for which
S−1A[r′] = S−1A[r].

It may also happen that the original derivation D admits a local slice
r such that Dr = fg. Then ∆(f,h)r = −fh. Thus, to continue the process
inductively, we may use data (h, f, r) instead of (f, h, r).

Example 5.25. Let D denote the standard linear derivation of B = k[x, y, z]:

D = x
∂

∂y
+ 2y

∂

∂z

If F,G,R ∈ B are defined as before, then the (2, 5)-derivation ∆ is obtained
from D by a local slice construction with data (F, x,R). In particular, kerD =
k[x, F ] and ker∆ = k[F,G], so F is a common kernel generator; DR = xF
and ∆R = −FG, so R is a common local slice; and the algebraic relation
between these four polynomials is F 3 +R2 = xG.
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5.5.2 Examples of Fibonacci Type

Using local slice constructions, we describe a sequence of homogeneous locally
nilpotent derivations of B which plays a central role in the classification of
the standard homogeneous elements of LND(B). In keeping with the notation
of [118], define polynomials F = xz − y2 and r = −R = −(x3 + yF ); and
inductively define Hn by3

H0 = −y , H1 = x , H2 = F , Hn−1Hn+1 = H3
n + ran ,

where an = degHn. The fact that Hn ∈ B for all n was shown in [118].
The sequence of degrees an is given by every other element of the Fibonacci
sequence, namely, an+1 = 3an − an−1.

Define a sequence δn of derivations of B by δn := ∆(Hn,Hn+1).

Theorem 5.26. (Sect. 4.2 of [118]) For each n ≥ 1,

1. δn is irreducible, locally nilpotent, and homogeneous
2. ker δn = k[Hn,Hn+1], and δn is of type (an, an+1)
3. δnr = −HnHn+1

4. δn+1 is obtained from δn by a local slice construction, using the data
(Hn,Hn−1, r)

For example, the partial derivative ∂z equals δ0, with kernel k[x, y] =
k[H0,H1]; the standard linear derivation is δ1, with kernel k[x, F ] = k[H1,H2];
and the homogeneous (2, 5) derivation is δ2, with kernel k[F,G] = k[H2,H3].

5.5.3 Type (2, 4m + 1)

Starting with any δn, there is a large derived family of standard homogeneous
derivations D having kerD = k[Hn][1]. To illustrate, start with the (1, 2)
example δ1. For m ≥ 1, set rm = x2m+1 +Fmy, which is a homogeneous local
slice of δ1. Since δ1rm = xFm, we can carry out a local slice construction
with the data (F, x, rm) to obtain a homogeneous locally nilpotent derivation
with kernel k[F,Gm], where Gm is homogeneous of degree 4m + 1, namely,
Gm = zF 2m + 2x2mFmy + x4m+1.

5.5.4 Triangular Derivations

Let T denote any triangular derivation of B = k[x, y, z]. Then kerT = k[x, P ]
for P ∈ B of the form P = a(x)z + b(x, y). The polynomial r = yP is a
local slice of the partial derivative δ0 = ∂z, with δ0r = a(x)y. The derivation
T = ∆(x,P ) is gotten by local slice construction using the data (x, y, r). In
other words:
3 The definition of H1 was inadvertently omitted from the final printing of the

original article [118].
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The set of derivations obtained from a partial derivative by a single
local slice construction is precisely the set of all triangular derivations
of B.

Of course, this statement only makes sense in the context of a fixed coordinate
system.

5.5.5 Rank Two Derivations

Proposition 5.27. Every irreducible locally nilpotent derivation of B of rank
at most two can be transformed to a partial derivative by a sequence of local
slice constructions.

Proof. Let D ∈ LND(B) be irreducible, with rank(D) ≤ 2, and suppose
Dx = 0. Set K = k(x). By Thm. 4.13, there exist P,Q ∈ B such that
K[P,Q] = K[y, z], kerD = k[x, P ], and DQ ∈ k[x]. Moreover, the ideal
generated by the image of D is (Py, Pz), and if (Py, Pz) = (1), then Q may be
chosen so that k[x, P,Q] = B and D = ∂/∂Q (Thm. 4.16).

We proceed by induction on degK P .
Consider first the case degK P = 1. If P = ay + bz for a, b ∈ k[x], then

(Py, Pz) = (a, b). Since (a, b) is principal, and since D is irreducible, we con-
clude that (a, b) = (1). Therefore, D is already a partial derivative in this
case, as in the preceding paragraph.

Assume degK P > 1. If degK Q ≥ degK P , then the structure theory for
GA2(K) implies that there exists Q′ ∈ K[y, z] such that K[P,Q′] = K[y, z]
and degK P > degK Q

′; see Subsect. 4.1.3 above. Moreover, since K[P,Q] =
K[P,Q′], we must have γQ′ = αQ + β(P ) for some nonzero α, γ ∈ k[x] and
some β ∈ k[x, P ]. Thus, γDQ′ = αDQ ∈ k[x], which implies DQ′ ∈ k[x]. So it
is no loss of generality to assume degK P > degK Q. (Recall that D = ∆(x,P )

up to multiplication by elements of k∗, and we are therefore free to replace
Q by Q′ in the argument, since doing so does not affect the definition of D.)
In addition, if QB is not a prime ideal of B, there exists � ∈ k[x] dividing Q
such that (Q/�)B is prime. This is because Q is a K-variable. So it is no loss
of generality to further assume Q is irreducible in B.

Observe that D satisfies condition (∗) in Subsect. 5.5.1, since r := PQ has
Dr = P · DQ and DQ ∈ k[x]. Consider D′ := ∆(x,Q). By Thm. 5.24, D′ is
again locally nilpotent, and since D′x = 0, it is of rank at most two. Since Q is
both irreducible and a K-variable, it follows that D′ is irreducible. Therefore,
kerD′ = k[x,Q]. Since degK Q < degK P , we may (by induction) assume
that D′ can be transformed into a partial derivative by a finite sequence of
local slice constructions. Since D is obtained from D′ by a single local slice
construction, we conclude that D can be transformed into a partial derivative
by a finite sequence of local slice constructions. ��
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5.6 The Homogeneous Case

In this section, we consider derivations of B = k[x, y, z] which are homoge-
neous relative to a system of positive integral weights ω = (ω1, ω2, ω3) on
B. The standard grading is ω = (1, 1, 1). The subset of all homogeneous el-
ements of LND(B) relative to ω will be denoted LNDω(B). Recall that if
D ∈ LNDω(B) and D �= 0, then kerD = k[f, g] for homogeneous f and g.
(That two generators suffice is Miyanishi’s Theorem; that f and g can be
chosen to be homogeneous follows from Prop. 3.28.)

Given ω, P
2
ω will denote the weighted projective plane Proj(B) over

the algebraic closure of k, and Cf , Cg will denote the projective curves defined
by f and g. In case ω = (1, 1, 1), P

2 will denote standard projective plane.
As we have seen, LNDω(B) is a large and interesting class of derivations,

even for standard weights, and one would like to classify them in some mean-
ingful way. For example:

Can every positive-homogeneous locally nilpotent derivation of B be
obtained from a partial derivative via a finite sequence of local slice
constructions?

Shortly after the appearance of the (2, 5) example, Daigle translated the prob-
lem of understanding homogeneous derivations into geometric language (Thm.
3.5 of [50]).4

Theorem 5.28. (Two Lines Theorem) Suppose ω = (ω1, ω2, ω3) is a sys-
tem of positive weights on B such that gcd(ω1, ω2, ω3) = 1, and suppose
f, g ∈ B are homogeneous relative to ω, with gcd(deg f,deg g) = 1. The fol-
lowing are equivalent.

1. There exists D ∈ LNDω(B) with kerD = k[f, g].
2. f and g are irreducible, and P

2
ω−(Cf ∪Cg) is a surface which is isomorphic

to the complement of two lines in P
2.

In order to prove this, Daigle shows that the two conditions are each equivalent
to a third, namely:

3. B(fg) = (A(fg))[1], where A = k[f, g].

The subscript (fg) here denotes homogeneous localization. Specifically, since
f and g are homogeneous, Bfg is a graded ring, and B(fg) is the degree-
zero component of Bfg. A key fact in showing the equivalence is that, when
(3) holds, A(fg) is equal to the Laurent polynomial ring k[t, t−1], where t =
fdeg g/gdeg f .

In some sense, the Two Lines Theorem replaces the problem of describing
all ω-homogeneous elements of LND(k[3]) by the following problem, which
belongs to the theory of algebraic surfaces:
4 The case gcd(deg f, deg g) �= 1 is also described in this paper.
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Find all pairs of curves C1, C2 in P
2
ω such that the complement of

C1 ∪ C2 is isomorphic to the complement of two lines in P
2.

If C1, C2 ⊂ P
2
ω is such a pair of curves, the isomorphism from the complement

of two lines in P
2 to P

2
ω − (C1 ∪ C2) extends to a birational isomorphism

σ : P
2 → P

2
ω, and this σ can be factored into a finite succession of blow-ups

and blow-downs.
In order to illustrate this idea, consider the locally nilpotent derivations

δ0, δ1, and δ2 defined in 5.5.2. These derivations are of Fibonacci Type, with
degree type (1, 1), (1, 2), and (2, 5), respectively. In this case, the grading is
the standard one, so ω = (1, 1, 1) and P

2
ω = P

2. We have ker δ0 = k[x, y], and
the two projective curves Cx, Cy are already lines. Likewise, ker δ1 = k[x, F ]
as above, and the complements of Cx ∪Cy and Cx ∪CF in P

2 are isomorphic.
An explicit birational isomorphism of π1 of P

2 is given in Fig. 5.1, where the
arrows (↓) denote a blowing-down along a curve of self-intersection (−1) (so
the inverse is a blowing up at the indicated point).

The numerical labels indicate the self-intersection number of the labeled
curve, and the surfaces Fn are the Hirzebruch surfaces (n ≥ 1); see [312]
for a discussion of these surfaces.

Likewise, if ker δ2 = k[F,G] as above, then the complements of Cx∪CF and
CF ∪CG in P

2 are isomorphic, and Fig. 5.2 illustrates the explicit isomorphism
π2. Note that CF is smooth; CG has a cusp; and the two curves intersect
tangentially at this point. Note also that π2 collapses CF to a point, and
maps Cx to CG.

A significant portion of this theory can be translated into a problem of
combinatorics, using for example weighted dual trees. In this way, Daigle and
Russell eventually proved that finding all curves Cf and Cg which satisfy
condition (2) of the Two Lines Theorem is equivalent to finding all affine
rulings of the weighted projective plane P

2
ω [59]; and then in [60], they give a

complete description of all affine rulings of P
2
ω. Following is their definition of

affine ruling, as found in [59].

Definition 5.29. Let X be a complete normal rational surface, and let Λ be
a one-dimensional linear system on X without fixed components. Then Λ is an
affine ruling of X if there exist nonempty open subsets U ⊂ X and Γ ⊂ P

1

such that U ∼= Γ × A
1 and such that the projection morphism Γ × A

1 → Γ
determines Λ.

Daigle writes: “There is a rich interplay between the theory of algebraic sur-
faces and homogeneous locally nilpotent derivations of k[x, y, z]” ([47], p. 35).
Indeed, the results of Daigle and Russell are of broad significance in the study
of algebraic surfaces, and the impressive geometric machinery and theory they
develop has implications far beyond the study of Ga-actions on A

3. Their work
effectively provides a complete classification of the positive homogeneous lo-
cally nilpotent derivations of B, where the local slice construction in the alge-
braic theory corresponds to a certain kind of birational modification of surfaces
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Fig. 5.1. Birational Map π1 of P
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in the geometric theory. In particular, their work implies an affirmative answer
to the question asked above, namely, whether every positive-homogeneous lo-
cally nilpotent derivation of k[3] can be obtained from a partial derivative by
a finite sequence of local slice constructions.

Theorem 5.30. [46] If ω is a positive system of weights on B, and if D,E ∈
LNDω(B) are irreducible, then D can be transformed to E via a finite sequence
of local slice constructions.

In the case of standard weights, the derivations of Fibonacci Type play a
central role.
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Theorem 5.31. If D ∈ LNDω(B) for standard weights ω = (1, 1, 1), and
D �= 0, then, up to change of coordinates, kerD = k[Hn][1] for one of the
polynomials Hn defined above.

These two results are valid over an algebraically closed field k of characteristic
zero. The second result, while unpublished, is due to Daigle, and can be proved
using the results of [60, 61].

Remark 5.32. It is not surprising that some of the projective plane curves
encountered here in the context of locally nilpotent derivations appeared in
earlier work on classification of curves. For example, the quintic curve G used
in the (2, 5) example was studied by Yoshihara [313]. Yoshihara’s example
motivated the work of Miyanishi and Sugie in [223], who studied reduced
plane curves D whose complement P

2−D has logarithmic Kodaira dimension
−∞. They remark: “So far, we have only one example forD of the second kind.
That is, a quintic rational curve with only one cusp of multiplicity 2 which
was obtained by H. Yoshihara.” In his review of this paper (MR 82k:14013),
Gizatulin asserts the existence of a family of curves Ci “of the second kind”
whose degrees are the Fibonacci numbers 1,2,5,13,... . In particular, C3 is
Yoshihara’s quintic. It appears, however, that Gizatulin never published the
details of his examples.

5.7 Graph of Kernels and Generalized Local Slice
Constructions

As we have seen, the study of LNDω(B) can be reduced to a problem in
dimension two, where the tools of surface theory can be applied. What about
the general case? As mentioned, local slice constructions do not require any
kind of homogeneity, thus providing a point of departure for investigating the
full set LND(B).

We are interested in subrings A of B which occur as the kernel of some
D ∈ LND(B), rather than in the specific derivation D of which A is the
kernel. With this in mind, we will say that D ∈ LND(B) is a realization of
its kernel. In [118], Sect. 5, we define the graph Γ , where

vert(Γ ) = {kerD|D ∈ LND(B),D �= 0}

and where two distinct vertices kerD and kerD′ are joined by an edge if
and only if D′ can be obtained from D by a single local slice construction.
Subsequently, Daigle in [53] generalized the graph Γ to a graph KLND(B)
defined for any integral domain B of characteristic zero, by first distinguishing
in B certain subrings of codimension 2. The graph he defines is an invariant of
the ring B, and the group of automorphisms of B acts on it in a natural way.
In case B = B = k[3], Daigle’s definition holds that neighboring vertices in
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KLND(B) admit both a common kernel generator and a common local slice,
and it turns out that Γ = KLND(B) in this case.

This graph is related to Daigle’s generalization of the local slice construc-
tion. According to Daigle:

This generalization produces new insight into the local slice construc-
tion. In particular, we find that that process is essentially a two-
dimensional affair and that it is intimately related to Danielewski
surfaces. ([53], p.1)

Here, a surface defined by a polynomial of the form xz − φ(z) ∈ k[x, y, z] is
called a special Danielewski surface over k; these will be discussed in Chap.
9 below. (Daigle refers to these simply as Danielewski surfaces.) If R is the
coordinate ring of a special Danielewski surface, then any triple (x, y, z) ∈ R3

such that R = k[x, y, z] and xy ∈ k[z] − k is called a coordinate system of
R. If R ⊂ B for some commutative k-domain B, then BR denotes localization
of B at the nonzero elements of R.

Now suppose B is a k-affine UFD. Suppose there exists an element w ∈ B
and subrings R ⊂ A ⊂ B which satisfy the following two conditions.

(i) A = kerD for some irreducible D ∈ LND(B)
(ii)AR = K[Dw] = K [1], where K = RR = frac(R)

Proposition 5.33. (Prop. 9.12.1 of [47]) In the above notation, BR is a special
Danielewski surface over K, and there exists ṽ ∈ B such that (Dw, ṽ, w) is a
coordinate system of BR. Moreover, for any pair u, v ∈ B such that AR = K[u]
and (u, v, w) is a coordinate system of BR, the ring A′ = K[v]∩B is the kernel
of a locally nilpotent derivation of B.

In this case, we say that A′ is obtained from the triple (A,R,w) by a local
slice construction. When B = B = k[3], this procedure is equivalent to the
local slice construction as originally defined.

Any subring R of B satisfying conditions (i) and (ii) above for some A and
w will be called a Daigle subring of B.

Example 5.34. (Ex. 9.14 of [47]) For the ring B = k[u, v, x, y, z] = k[5], define
elements

s = vx− uy , t = uz − x(s+ 1) , and w = xt ,

and define subrings

A = ker ∂z = k[u, v, x, y] and R = k[u, v, s] .

Then ∂zw = ux. Set K = frac(R) = k(u, v, s). Then AR = K[x] = K[∂zw], so
the triple (A,R,w) satisfies conditions (i) and (ii) above. Therefore, BR is a
Danielewski surface over K. In fact, BR = K[x, z] = K[x, t] = K [2]. Therefore,
the triple (x, t, w) is a coordinate system of BR. By the proposition, the ring
A′ = K[t] ∩ B is the kernel of some D ∈ LND(B). In particular,
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Du = Dv = 0 , Dx = u , Dy = v , and Dz = 1 + s .

This is precisely the derivation of Winkelmann discussed earlier in Example
3.9.5, where the kernel is given explicitly.

The section concludes with the following natural question.

Can every irreducible locally nilpotent derivation of B = k[x, y, z] be
obtained from a partial derivative via a finite sequence of local slice
constructions? Equivalently, does every connected component of Γ
contain a vertex which is the kernel of a partial derivative of B?

5.8 G
2
a-Actions

Based on the following recent result of Kaliman, it is possible to describe all
algebraic actions of G

2
a on A

3, or equivalently, all commuting pairs D,E ∈
LND(k[x, y, z]).

Theorem 5.35. [159] Suppose f : C
3 → C

1 is a polynomial function. If infi-
nitely many fibers of f are isomorphic to C

2, then f is a variable of C[x, y, z].

This was generalized in [58] (Thm. 3) to all fields k of characteristic zero. This
allows us to prove:

Proposition 5.36. If B = k[x, y, z], and if D,E ∈ LND(B) are nonzero,
have distinct kernels, and are such that DE = ED, then there exists a variable
f ∈ B such that kerD ∩ kerE = k[f ].

Proof. Since D and E commute, E restricts to a nonzero locally nilpotent
derivation on A = kerD = k[2]. By Rentschler’s Theorem, there exists f ∈ A
such that A = k[f ][1] and kerD ∩ kerE = ker (E|A) = k[f ]. Therefore, the
quotient map for the G

2
a-action is of the form F : A

3 → A
1, and is given by

evaluation of the polynomial f .
The inclusions k[f ] → A→ B give a factorization of F as the composition

H : A
3 → A

2 and G : A
2 → A

1. By the Slice Theorem, there are open sets
U ⊂ A

3 and V ⊂ A
2 such that U = V × A

1, H(U) = V , and H : U → V
is a projection. Likewise, there exist open sets V ′ ⊂ A

2 and W ⊂ A
1 such

that V ′ = W × A
1, G(V ′) = W , and G : V ′ → W is a projection. Thus,

if U ′ = H−1(V ∩ V ′) and W ′ = G(V ∩ V ′), it follows that U ′ = W ′ × A
2,

F (U ′) =W ′, and F : U ′ →W ′ is a projection. In particular, every fiber of F
over a point ofW ′ is isomorphic to A

2. By the result of Kaliman, f is variable
of B. ��

It should be noted that, in his thesis [205] and later in [204], Maubach also
recognized this application of Kaliman’s result.

This proposition indicates that a rank-three Ga-action on A
3 cannot be

extended to a G
2
a-action. Nonetheless, there are actions of G

2
a on A

3 which
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are not conjugate to a triangular action. For example, let P,Q ∈ B be any
pair such that k(x)[P,Q] = k(x)[y, z]. Define k(x)-derivations ∆P and ∆Q as
in Chap. 4. Then

∆P = f(x)∂Q and ∆Q = g(x)∂P (f(x), g(x) ∈ k[x]) .

We see that ∆P and ∆Q commute on k(x)[y, z], and restrict to B. Moreover,
by Thm. 5.16, ∆P is triangularizable if and only if Q is a variable of B, and
likewise ∆Q is triangularizable if and only P is a variable of B.

With a bit more work, one can show that such “neighboring pairs” of
rank-two derivations provide a description of all G

2
a-actions on A

3.

5.9 Appendix: An Intersection Condition

The goal of this section is to prove the following fact. The theorem and its
proof are due to the author and Daigle.

Theorem 5.37. Let U be a UFD, and let R be a subring of U containing
Q. Let D be a nonzero locally nilpotent R-derivation of U , with A = ker(D).
Suppose S is a subring of U such that:

1. S = R[u, v] ∼= R[2] for some u, v ∈ U .
2. S is factorially closed in U .
3. R ⊂ S ∩A ⊂ S, but R �= S ∩A and S ∩A �= S.

Then there exists w ∈ S such that S ∩A = R[w] and K[u, v] = K[w][1], where
K = frac(R).

To prove this, some preliminaries are required.
Let D : U → U be a derivation of an integral domain U , and let d : S → S

be a derivation of a subring S. Then D is a quasi-extension of d if there
exists a nonzero t ∈ U such that Ds = t · ds for all s ∈ S. Observe that if D
is a quasi-extension of d, then S ∩ kerD = ker d.

Lemma 5.38. Let U be an integral domain containing Q, and let D : U → U
be a derivation which is a quasi-extension of a derivation d : S → S for some
subring S. If D is locally nilpotent on U , then d is locally nilpotent on S.

Proof. Suppose to the contrary that d is not locally nilpotent, and choose
s ∈ S for which dns �= 0 for all n ≥ 1. Then νD(dns) > 0 for all n ≥ 0. By
hypothesis, there exists t ∈ B such that D = td on S. Set τ = νD(t), noting
that τ ≥ 0 (since t �= 0). For every n ≥ 1 we have

D(dn−1s) = td(dn−1s) = t · dns .

Applying νD(·) to each side of this equation yields:

νD(dn−1s) − 1 = τ + νD(dns) ⇒ νD(dns) = νD(dn−1s) − (τ + 1) .
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By induction, we obtain: νD(dns) = νD(s) − n(τ + 1). But this implies
νD(dns) < 0 for n 
 0, a contradiction. Therefore, d is locally nilpotent.
��

We are now ready to prove the theorem.

Proof. Let σ ∈ S ∩A, σ �∈ R, be given, and write σ = f(u, v) for f ∈ R[u, v].
Then

0 = Dσ = fuDu+ fvDv .

Consider first the case when neither Du nor Dv is 0: Set t = gcd(fu, fv) ∈ U ,
and choose a, b ∈ U such that fu = tb and fv = ta. Since S is factorially
closed, it follows that a, b ∈ S. Therefore, aDv = −bDu, and we conclude
that a divides Du. Set r = Du/a.

Define an R-derivation d on S by ds := asu − bsv (s ∈ S). Given s ∈ S,
we have:

aDs = a(suDu+ svDv)
= asuDu+ sv(aDv)
= asuDu− sv(bDu)
= (asu − bsv)Du
= dsDu .

Therefore, Ds = rds for all s ∈ S. Note that d �= 0 and r �= 0, since otherwise
S ⊂ A. We conclude that, if neither Du nor Dv is zero, then D is a quasi-
extension of d

Consider next the case Du = 0 or Dv = 0. We may assume Dv = 0,
in which case Du �= 0 (otherwise S ⊂ A). In this case, let d = ∂/∂u and
r = Du. Then for every s ∈ S, Ds = suDu = rds. So in either case, D is a
quasi-extension of some nonzero d on S.

By the preceding lemma, d is locally nilpotent on S = R[u, v]. By
Thm. 4.13, there exists w ∈ S and α ∈ R[w] such that d = α∆w and
kerd = R[w], where ∆w is the locally nilpotent R-derivation on R[u, v] de-
fined by ∆w(h) = huwv − hvwu. Consequently, R[w] ⊂ S ∩A.

Conversely, let ψ ∈ S ∩A be given. Then

0 = Dψ = rdψ ⇒ dψ = 0 ⇒ ψ ∈ ker d = R[w] .

Therefore, S ∩A = R[w]. Moreover, Thm. 4.13 shows that K[u, v] = K[w][1].
��

An immediate consequence of Thm. 5.37 is the following.
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Corollary 5.39. If, in addition to the hypotheses of Thm. 5.37, R is a field,
then there exists w ∈ S such that

S ∩A = R[w] and S = R[w][1] .

Another consequence is:

Corollary 5.40. (Thm. 2 of [117]) Let D be a locally nilpotent k-derivation of
the polynomial ring k[x1, ..., xn], n ≥ 2, and suppose that k[x1, x2]∩kerD �= k.
Then either Dx1 = Dx2 = 0, or there exists g ∈ k[x1, x2] such that k[x1, x2] =
k[g][1] and k[x1, x2] ∩ kerD ⊂ k[g] ⊂ kerD.
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Linear Actions of Unipotent Groups

In this chapter and the next, we investigate one of the most basic questions
one can ask about locally nilpotent derivations and Ga-actions:

(Finiteness Problem) Let k be any field of characteristic 0. If D
is a locally nilpotent k-derivation of the polynomial ring k[n], is the
kernel of D finitely generated as a k-algebra? Equivalently, if Ga acts
algebraically on A

n, is the ring of invariants finitely generated?

This represents a special case of Hilbert’s Fourteenth Problem. It turns out
that, if n ≤ 3 the answer is yes, and if n ≥ 5 the answer is generally no.
Remarkably, only when n = 4 is the answer not known!

Invariant theory originally concerned itself with groups of vector space
transformations, so the linear algebraic Ga-actions were the first Ga-actions to
be studied. They have a long and interesting history. While fairly simple when
compared to other algebraic Ga-actions, the linear ones remain a fascinating
object of study, and appear in a variety of problems.

The present chapter examines linear Ga-actions, and more generally, linear
actions of vector groups G

m
a , or products G

m
a � Ga, on A

n. Here, there are
two main results: (1) The theorem of Maurer and Weitzenböck, which asserts
that (in the characteristic zero case) the invariant ring of a linear Ga-action
on affine space is finitely generated. (2) The examples of Nagata and others,
which show that the invariant ring of a higher-dimensional vector group, acting
linearly on affine space, need not be finitely generated.

After some discussion of Hilbert’s Fourteenth Problem in Sect. 1, a proof
of the Maurer-Weitzenböck Theorem is presented in Sect. 2, based on the
Finiteness Theorem. The remainder of the chapter is devoted to discussion
of the vector group actions of Nagata and others, in addition to some recent
examples involving non-commutative unipotent groups.
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6.1 The Finiteness Theorem

In modern terminology, the famous Fourteenth Problem of Hilbert is as fol-
lows.

For a field k, let k[n] denote the polynomial ring in n variables over
k, and let k(n) denote its field of fractions. If K is a subfield of k(n)

containing k, is K ∩ k[n] finitely generated over k?

The main case of interest at the time of Hilbert was that of invariant rings
for algebraic subgroups of GLn(C) acting on C

n as a vector space. But one
can also consider the case of invariant rings of more general algebraic group
actions on varieties:

For a field k, suppose the linear algebraic k-group G acts algebraically
on an affine k-variety V . Is the invariant ring k[V ]G finitely generated?

It turns out that the answer depends on the type of group G which is acting.
For reductive groups, the Fourteenth Problem has a positive answer.

(Finiteness Theorem) If k is any field, and G is a reductive k-group
acting by algebraic automorphisms on an affine k-variety V , then the
algebra of invariants k[V ]G is finitely generated over k.

In the late 1950s, Nagata published his celebrated counterexamples to Hilbert’s
Fourteenth Problem [235, 236]. One of these examples uses the unipotent
group G

13
a acting linearly on A

32, and Nagata proves that the invariant ring
of this action is not finitely generated. In the language of derivations, this can
be realized by 13 commuting linear triangular derivationsDi of the polynomial
ring k[32] for which the subring ∩ikerDi is not finitely generated. Nagata’s
results are valid for any field k which is not an algebraic extension of a finite
field.

The central idea in proving the Finiteness Theorem is due to Hilbert, whose
original proof was for SLn(C). The full proof of the theorem represents the
culmination of the efforts of many mathematicians over the past century, most
recently for certain cases in positive characteristic. The case of finite groups
was settled by E. Noether in her famous papers of 1916 ([243], characteristic
0) and 1926 ([244], positive characteristic).

In his lectures [238], Nagata formulated the following generalization of the
Finiteness Theorem.

The following properties of the linear algebraic groupG are equivalent:
(a) For all algebraic actions of G on an affine algebraic variety X, the
algebra k[X]G is finitely generated over k. (b) G is reductive.

That (a) implies (b) was proved in 1979 by Popov [251]. See also the Appendix
to Chap. 1 of [234].

The Finiteness Theorem is the main tool used in the proof of the Maurer-
Weitzenböck Theorem presented below. In fact, for this proof, we only need
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the Finiteness Theorem for the group G = SL2(k), which had already been
established by Gordan in 1868. While we do not include a proof of the Finite-
ness Theorem, several accounts of the theorem and its proof can be found
in the literature. For example, the recent book of van den Essen [100] gives
a very accessible proof in the case k is algebraically closed of characteris-
tic zero (Chap. 9). The reader is also referred to the article of Humphreys
[148], which provides an introductory survey of reductive group actions, and
to the monograph of Popov [254], which gives a more extended treatment
of the subject; each contains insightful historical background and a good list
of pertinent references. The article of Mumford [233] is also required read-
ing for anyone interested in the subject. Other standard references include
[13, 83, 112, 234, 240, 242].

In view of the Finiteness Theorem, the question of finite generation for
reductive groups has been replaced by other questions about invariant rings.
For example, in what has come to be called computational invariant the-
ory, the idea is to determine degree bounds for a system of generators, or to
find algorithms which produce minimal generating sets, for invariant rings of
reductive group actions; see [71].

The speech delivered by Hilbert in 1900 to the International Congress in-
cluded 10 of his 23 famous problems; the speech and all the problems were later
published in [142]. In contrast to its influence on mathematics in the following
century, this speech bears the unassuming title Mathematische Probleme.1 In
1903, the speech and problems appeared in English translation in [143]. In
1974, the American Mathematical Society sponsored a special Symposium
on the mathematical consequences of Hilbert’s problems. The volume [233]
contains the proceedings of that symposium, as well as the English transla-
tion of Hilbert’s speech. The purpose of the Symposium was “to focus upon
those areas of importance in contemporary mathematical research which can
be seen as descended in some way from the ideas and tendencies put forward
by Hilbert in his speech” (from the Introduction). In particular, the volume
contains one paper discussing each of the 23 problems, written by 23 of the
most influential mathematicians of the day. The paper for Problem Fourteen
was written by Mumford, op. cit.

6.2 Linear Ga-Actions

Suppose k is a field of characteristic 0. Recall that a linear derivation D of
a polynomial ring k[x1, ..., xn] restricts to the vector space kx1 ⊕ · · · ⊕ kxn,
and may thus be specified by an n × n matrix M . Moreover, D is locally
nilpotent if and only if M is a nilpotent matrix, and in this case, Ga acts by
linear transformations on A

n, namely, those given by the unipotent matrices
exp(tM), t ∈ k. The most important fact about the invariant rings for these
actions is the following.
1 Mathematical Problems
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Theorem 6.1. (Maurer-Weitzenböck Theorem) If k is a field of charac-
teristic zero, and if Ga acts algebraically on X = A

n
k by linear transformations,

then k[X]Ga is finitely generated.

Actually, both Maurer [206] in 1899, and Weitzenböck [304] in 1932, thought
they had proved finite generation for any algebraic group acting linearly on
C

n, but each made essentially the same mistake. However, their proofs for
actions of the one-dimensional groups were sound. In [29], V.4, A. Borel gives
a detailed exposition of the history of this result, highlighting the contributions
of Maurer to invariant theory. Borel writes:

Maurer’s next publication [206] is an unfortunate one, since he sketches
what he claims to be a proof of a theorem on the finiteness of invari-
ants for any (connected) linear Lie group, a statement we know to
be false. However, it also contains some interesting results, with cor-
rect proofs, including one which nowadays is routinely attributed to
Weitzenböck (although the latter refers to [Maurer] for it). (p. 111)

Regarding Weitzenböck’s knowledge of Maurer’s earlier paper, Borel writes:

He views its results as valid. His goal is to give a full proof, rather
than just a sketch. (p. 112)

It was Hermann Weyl who, in reviewing Weitzenböck’s paper in 1932, found
a gap. Borel continues:

The theorem in that [one-dimensional] case is nowadays attributed
to Weitzenböck, probably beginning with Weyl, but this seems un-
justified to me. The proof is quite similar to Maurer’s, to which
Weitzenböck refers explicitly. In particular, in the most important
case of a nilpotent transformation, there is the same reduction to a
theorem of P. Gordan. It is true that Maurer limits himself to regular
transformations. However, his argument extends trivially to the case
where the given Lie algebra is commutative, spanned by one nilpotent
transformation and several diagonalizable ones, with integral eigenval-
ues, and Maurer proved that the smallest regular algebra containing
a given linear transformation is of that form. But, surely, this is not
the reason for that misnomer. Simply, [Maurer’s paper] had been over-
looked. (p. 113)

Eventually, Seshadri gave a proof of the theorem in his 1962 paper [275], where
he “brings out clearly the underlying idea of Weitzenböck’s proof” (p.404).
Nagata included a proof of the Maurer-Weitzenböck Theorem in his classic
Lectures on the Fourteenth Problem of Hilbert from 1965, based on Seshadri’s
ideas ([238], Chap. IV). Grosshans proved the Maurer-Weitzenböck Theorem
in his book [131] in the context of more general group actions, and Tyc [297]
gave a more algebraic version of Seshadri’s proof in the case k = C.
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6.2.1 Basic Ga-Actions

The elementary nilpotent matrix in dimension n over the field k is the
n× n matrix En given by

En =












0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...

...
...

. . . . . .
...

0 0 0 0
. . . 1

0 0 0 0 · · · 0












n×n

.

A basic Ga-action on V = A
n is any action which is conjugate by an element

of GLn(k) to exp(tEn), t ∈ k; see also Tan [291]. Likewise, viewing En as an
element of LND(k[n]), we say that any D ∈ LND(k[n]) which is conjugate to
En by an element of GLn(k) is a basic linear derivation.

The importance of the basic actions lies in the fact that, in the character-
istic zero case, any linear algebraic Ga-action on affine space is isomorphic to
a direct sum of basic actions. This is easily seen by considering the Jordan
normal form of a nilpotent matrix. Mauer, Weitzenböck, and Seshadri used
this fact to show that, in the characteristic zero case, every linear Ga-action
is fundamental, meaning that it factors through a representation of SL2(k).
(Onoda [249] refers to these as standard Ga-actions.) This is the key fact
underlying the proof of finite generation in the linear case. In fact, the proof
shows that the invariant ring k[V ]Ga is isomorphic to the ring of invariants of
an SL2(k)-action on a larger polynomial algebra. By the Finiteness Theorem,
it follows that k[V ]Ga is finitely generated.

It should be noted that, in positive characteristic, there exist linear Ga-
actions on A

n which are not fundamental. An example is given by Fauntleroy
in [106], though he also shows that the invariant ring for this example is finitely
generated. This explains why Seshadri’s proof does not work for arbitrary
linear Ga-actions in positive characteristic. The question of finite generation
for linear algebraic Ga-actions in positive characteristic remains open.

Recall that if M ∈ gln(k) is any nilpotent matrix, then its Jordan form is
given by

M =







En1 0 · · · 0
0 En2 · · · 0
...

...
. . .

...
0 0 · · · Enr







n×n

,

where the integers ni satisfy n1 ≥ n2 ≥ · · · ≥ nr ≥ 1 and n1+n2+· · ·+nr = n.
It follows that any linear algebraic Ga-action is conjugate to a direct sum of
basic Ga-actions. Consequently:

The number of conjugacy classes of linear algebraic Ga-actions on A
n

is equal to the number of partitions of the integer n.
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6.2.2 A Proof of the Maurer-Weitzenböck Theorem

We assume throughout that k is a field of characteristic zero. The proof is
based on the following general fact.

Proposition 6.2. (Thm. 1.2 of [130]) Let G be a reductive k-group, and sup-
pose H ⊂ G is an algebraic subgroup for which the invariant ring k[G]H is
finitely generated, where H acts on G by right multiplication. Then for any
affine G-variety V , the corresponding ring of invariants k[V ]H is finitely gen-
erated.

Proof. (following Grosshans) Consider the action of the group G×H on the
variety G×V defined by (g, h) · (a, v) = (gah−1, g · v), where g · v denotes the
given action of G on V . We calculate the invariant ring k[G× V ]G×H in two
different ways.

First, since the action of 1 × H on V (or, more properly, on 1 × V ) is
trivial, it follows that

k[G× V ]1×H = (k[G] ⊗ k[V ])1×H = k[G]H ⊗ k[V ] .

See, for example, Lemma 1 (p. 7) of Nagata [238]. Since both k[G]H and k[V ]
are affine rings (by hypothesis), k[G]H ⊗ k[V ] is also affine. And since G is
reductive, it follows that

k[G× V ]G×H = (k[G] ⊗ k[V ])G×H =
(
(k[G] ⊗ k[V ])1×H

)G×1

is finitely generated.
Second, consider the equality

k[G× V ]G×H =
(
k[G× V ]G×1

)1×H
.

Let f ∈ k[G× V ]G×1. Then for all (g, 1) ∈ G× 1 and (a, v) ∈ G× V , we have

f(a, v) = f((g, 1) · (a, v)) = f(ga, v) .

Since the action of G on itself by left multiplication is transitive, we conclude
that f is a function of v alone. Therefore, f is also invariant under the action
of 1 × H if and only if f(a, v) = f(a, h · v) for all h ∈ H. It follows that
k[G× V ]G×H ∼= k[V ]H . ��

Next, consider the group G = SL2(k), represented as 2 × 2 matrices of
determinant 1. Its Lie algebra is g = sl2(k), the 2×2 matrices of trace 0. Any
copy of Ga in SL2(k) is the exponential of a one-dimensional nilpotent Lie

subalgebra of g. For example, we can take H = exp(tN) for N =
(

0 1
0 0

)

and t ∈ k.
Proposition 6.3. Let Ga act on SL2(k) by right multiplication. Then

k[SL2(k)]Ga ∼= k[2] .
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Proof. Let B = k[x, y, z, w] = k[4], and define the triangular derivation D on
B by

Dx = 0 , Dy = x , Dz = 0 ,Dw = z .

Then rank(D) ≤ 2, and since D is clearly irreducible and not a par-
tial derivative, it follows that rank(D) = 2. Theorem 4.13 implies that
kerD = k[x, z, xw − yz]. Let I be the ideal I = (xw − yz − 1), and set
B̄ = k[x, y, z, w] mod I. Then D̄ := D mod I is an element of LND(B̄).

Note that B̄ = k[SL2(k)]. We thus get the Ga-action exp(tD̄) on SL2(k)
defined by

t ·
(
a b
c d

)

=
(
a b+ ta
c d+ tc

)

=
(
a b
c d

)(
1 t
0 1

)

,

which is right-multiplication by elements of Ga. Therefore, k[SL2(k)]Ga =
ker D̄.

To calculate this kernel, let K = k(x, z), noting that

B̄K := K[y, w]/(xw − yz − 1) ∼= K [1] .

Since D̄x = D̄z = 0, it follows that D̄ extends to a locally nilptent K-
derivation D̄K of B̄K . Therefore, ker D̄K = K, which implies

ker D̄ = K ∩ B̄ = k[x, z] ∼= k[2] .

��

Next, let k[x, y] = k[2] and write k[x, y] = ⊕n≥0Vn, where Vn
∼= A

n+1 is the
vector space of forms of degree n relative to the standard grading of k[x, y].
Any linear action of a linear algebraic group G on k[x, y] is homogeneous,
in the sense that the action restricts to a G-action on each Vn. Thus, from a
linear G-action on A

2 we obtain a corresponding linearG-action on Vn = A
n+1

for all n ≥ 1. In this case, Vn is called the G-module of binary forms of
degree n.

Proposition 6.4. Every linear algebraic action of Ga on A
n is fundamental.

Proof. We need to show that every linear algebraic Ga-action on A
n is the

restriction of an SL2(k)-action.
For each n ≥ 1, let Vn denote the SL2(k)-module of binary forms of degree

n. Let Ga ⊂ SL2(k) denote the subgroup
(

1 t
0 1

)

(t ∈ k) .

Then the restricted action of Ga on Vn is exactly the basic action of Ga on
A

n+1. To see this, consider the basic action of Ga on A
2 defined by t · (x, y) =

(x, y + tx). Given n ≥ 2, take as a basis of Vn the monomials Xi = xn−iyi
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(0 ≤ i ≤ n). The induced Ga-action on Vn is t · Xi = xn−i(y + tx)i. What
is the corresponding locally nilpotent derivation D of k[X0, ...,Xn]? Recall
that, since exp(tD)(Xi) = Xi + tDXi + · · ·, we are looking for the degree-one
coefficient relative to t, i.e., d/dt(xn−i(y + tx)i) evaluated at t = 0. This is
easily calculated, and we get DXi = ixn−(i−1)yi−1 = iXi−1 if i ≥ 1, and
DX0 = 0. This is the basic linear derivation. Therefore, every basic Ga-action
is fundamental.

As remarked earlier, any linear algebraic Ga-action on affine space is iso-
morphic to a direct sum of basic actions. In particular, suppose W = A

n is a
Ga-module, with Jordan block decomposition W =W1⊕· · ·⊕Wm, where the
Ga-action onW restricts to the basic action on eachWi for which dimWi ≥ 2,
and restricts to the identity action on any Wi for which dimWi = 1. De-
fine an SL2(k)-action on W by letting SL2(k) act on each affine space Wi:
If dimWi ≥ 2, let SL2(k) act on Wi in the way described above; and if
dimWi = 1, use the trivial action of SL2(k). Then the given Ga-action is a
restriction of this SL2(k)-action. ��

Combining this proposition with the two which precede it, we get a proof of
the Maurer-Weitzenböck Theorem.

In fact, more can be said in this case regarding Prop. 6.2, using the fact
that k[SL2(k)]Ga = k[V1] ∼= k[2]. The proof of the proposition shows that

k[Vn]Ga =
(
k[SL2(k) × Vn]SL2(k)

)Ga

= k[SL2(k) × Vn]SL2(k)×Ga .

The second calculation then shows

k[SL2(k) × Vn]SL2(k)×Ga =
(
k[SL2(k) × Vn]Ga

)SL2(k)

=
(
k[Vn] ⊗ k[SL2(k)]Ga

)SL2(k)

= (k[Vn] ⊗ k[V1])
SL2(k)

= k[Vn × V1]SL2(k) .

In other words, the invariant ring of a linear algebraic Ga-action on A
n is

isomorphic to the ring of invariants of a certain SL2(k)-action on A
n+2. Ac-

cording to Derksen and Kemper, this isomorphism was proved in 1861 by M.
Roberts [261]. See Example 2.5.2 of [71], and Example 3.6 of [257].

For a nice overview of the classical theory of binary forms, see the lecture
notes of Dixmier [85].

6.2.3 Further Remarks about Linear Ga-Actions

Remark 6.5. The main idea used in the proof of Prop. 6.2 is called the trans-
fer principle or adjunction argument, which asserts that, if H is a closed
subgroup of an algebraic group G, then (k[G/H] ⊗ k[X])G ∼= k[X]H for any
G-module X. In Chap. 2 of his book [131], Grosshans gives a nice historical
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outline of the transfer principle, followed by its proof and various applications;
a statement and proof of the transfer principle in its most general form can
be found in Popov [252]. Grosshans writes:

Roughly speaking, it allows information on k[G/H] to be transferred
to WH . For example, suppose that G is reductive and that k[G/H] is
finitely generated. Let W = A be a finitely generated, commutative
k-algebra on which G acts rationally. Then using the transfer princi-
ple and Theorem A, we see that AH is finitely generated. The most
important instance of this occurs when H = U is a maximal unipotent
subgroup of a unipotent group G.... In the study of binary forms, H
is taken to be a maximal unipotent subgroup of SL(2,C). The trans-
fer theorem in this context was proved by M. Roberts in 1871 [sic]
and describes the relationship between “covariants”, i.e., the algebra
(C[G/H] ⊗ A)G, and ”semi-invariants”, the algebra AH . (From the
Introduction to Chap. 2)

Specifically, any maximal unipotent subgroup U of G = SL2(k) is one-
dimensional, i.e., U = Ga. Thus, the Maurer-Weitzenböck Theorem is a special
case of the following more general fact. See also Thm. 9.4 of [131].

Theorem 6.6. (Hadziev [138], 1966) Let G be a reductive group and let U be
a maximal unipotent subgroup of G. Let A be a finitely generated, commutative
k-algebra on which G acts rationally. Then AU is finitely generated over k.

The theorem of Hadziev was generalized by Grosshans in [130]. Another proof
of the transfer principle is given in [257].

Remark 6.7. It is a fascinating exercise to compute the invariants of a partic-
ular linear Ga-action on A

n. Tan [291] presented an algorithm for calculating
the invariants of the basic actions, and his paper includes several illustrative
examples. Nowicki also calculated the ring of invariants for several linear Ga-
actions on affine space, including some which are not basic; see 6.8 and 6.9 of
[247]. We will study algorithms for finding rings of invariants, and will provide
examples, in Chap. 8 below.

Remark 6.8. In [297], Tyc proves:

Theorem 6.9. Let B = C[x1, ..., xn] = C
[n], and let D ∈ LND(B) preserve

the vector space W = Cx1 ⊕ · · · ⊕ Cxn. Then

1. kerD is a Gorenstein ring.
2. kerD is a polynomial ring if and only if W = W0 ⊕W ′ for subspaces W0

and W ′ of W for which D(W0) = 0, D(W ′) ⊂W ′, and the Jordan matrix
of D :W ′ →W ′ is one of the following:

(
0 1
0 0

)

,




0 1 0
0 0 1
0 0 0



 or






0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0




 .
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The Gorenstein property was announced earlier (without proof) by Onoda in
[249].

Remark 6.10. For any linear derivation D ∈ Derk(k[x1, ..., xn]), both kerD
and NilD are finitely generated; see 6.2.2 and 9.4.7 of Nowicki [247].

Remark 6.11. In the papers [105, 106, 107], Fauntleroy studies linear Ga-
actions from the geometric viewpoint, with particular attention to the case in
which the ground field is of positive characteristic. For example, in the first
of these papers, he shows that if the fixed point set of a linear Ga-action on
affine space is a hyperplane, then the ring of invariants is finitely generated.
The recent article of Tanimoto [294] also gives some cases in which the ring
of invariants of a linear Ga-action on affine space is finitely generated, un-
der the assumption that the ground field is algebraically closed of positive
characteristic.

6.3 Linear Counterexamples to the Fourteenth Problem

In the statement of the Maurer-Weitzenböck Theorem, one cannot generally
replace the group Ga with higher-dimensional vector groups G

n
a . This section

will discuss certain rational representations of G
n
a for which the ring of invari-

ants is not finitely generated, beginning with the famous examples of Nagata.
Among the linear counterexamples discussed below is an action of G

12
a on A

19

due to A’Campo-Neuen. More recently, unipotent groups other than vector
groups have been used to give smaller linear counterexamples, and these are
also discussed. For example, the author has constructed a linear action of the
group G

4
a � Ga on A

11 for which the invariant ring is not finitely generated.
Complete proofs for these two examples are given in the next chapter.

6.3.1 Examples of Nagata

The first counterexamples to Hilbert’s Fourteenth Problem were presented by
Nagata in 1958. Prior to the appearance of Nagata’s examples, Rees [259]
constructed a counterexample to Zariski’s generalization of the Fourteenth
Problem, which asks:

Let R be a normal affine ring over a field k. If L is a field with k ⊆
L ⊆ frac(R), is R ∩ L an affine ring?

In Rees’s example, frac(R ∩ L) contains the function field of a non-singular
cubic projective plane curve, and cannot therefore be a counterexample to
Hilbert’s problem. But Rees’ example was very important in its own right,
and indicated that counterexamples to Hilbert’s problem might be found in a
similar fashion.

Shortly thereafter, Nagata discovered two counterexamples to Hilbert’s
problem. In [235], he describes the situation as follows. (By “original 14-th
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problem”, he means the specific case using fixed rings for linear actions of
algebraic groups.)

In 1958, the writer found at first a counter-example to the 14-th prob-
lem and then another example which is a counter-example to the
original 14-th problem. This second example was announced at the
International Congress in Edinburgh (1958). Though the first exam-
ple is in the case where dim K = 4, in the second example dim K is
equal to 13. Then the writer noticed that the first example is also a
counter-example to the original 14-th problem. (p. 767)

How did Nagata find these examples? As Steinberg [286] points out, the heart
of Nagata’s method is to relate the structure of the ring of invariants to an
interpolation problem in the projective plane, namely, that for each m ≥ 1,
there does not exist a curve of degree 4m having multiplicity at leastm at each
of 16 general points of the projective plane. Steinberg writes: “Nagata’s inge-
nious proof of this is a tour de force but the results from algebraic geometry
that he uses are by no means elementary” (p.377).

The foundation of this geometric approach to the problem was laid by
Zariski in the early 1950s. His idea was to look at rings of the form R(D),
where D is a positive divisor on some non-singular projective variety X, and
R(D) is the ring of rational functions on X with poles only on D. Mumford
writes:

In his penetrating article [314], Zariski showed that Hilbert’s rings
K ∩ k[x1, ..., xn] were isomorphic to rings of the form R(D) for a
suitable X and D; asked more generally whether all the rings R(D)
might not be finitely generated; and proved R(D) finitely generated
if dim X = 1 or 2....Unfortunately, it was precisely by focusing so
clearly the divisor-theoretic content of Hilbert’s 14th problem that
Zariski cleared the path to counter-examples. [233]

In the example constructed by Rees, X is birational to P
2 × C for an elliptic

curve C; and in Nagata’s examples, X is the surface obtained by blowing up
P

2 at 16 general points. For further detail, the reader is referred to Mumford’s
article, op. cit., as well as Nagata’s 1965 lectures on the subject [238].

It is well worth recording the positive result in Zariski’s landmark 1954
paper, as mentioned by Mumford.

(Zariski’s Finiteness Theorem) For a field k, let A be an affine
normal k-domain, and let K be a subfield of frac(A) containing k. If
tr.deg.kK ≤ 2, then K ∩A is finitely generated over k.

For example, this allows us to conclude that, if X is an algebraic k-variety
and dimX ≤ 3, then k[X]G is finitely generated for any algebraic group G
acting algebraically on X: If tr degkk[X]G ≤ 2, apply Zariski’s theorem; and
if tr degkk[X]G = 3, then k[X] is algebraic over k[X]G, and G is necessar-
ily finite. In this case, Hilbert’s Finiteness Theorem applies. Details of this
reasoning are provided in the Appendix at the end of this chapter.
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6.3.2 Examples of Steinberg and Mukai

In 1997, Steinberg [286] published a lucid exposition of Nagata’s original con-
structions, and modified Nagata’s approach to obtain linear counterexamples
of reduced dimension. Subsequently, Mukai [227] generalized this geometric
approach even further to give entire families of counterexamples, including
some in yet smaller dimension.

Let the vector group U = G
n
a be represented on A

2n by

(t1, ..., tn) �→
(
I 0
M I

)

for M =





t1 · · · 0
...

. . .
...

0 · · · tn



 .

This is called a standard vector group representation. Likewise, let the
torus G

2n
m be represented on A

2n by

(c1, ..., c2n) �→





c1 · · · 0
...

. . .
...

0 · · · c2n



 .

This is called a standard torus representation. We let T = G
2n−1
m ⊂ G

2n
m

denote the subgroup T = {(c1, ..., c2n) | c1 · · · c2n = 1}. Since the standard
actions of G

n
a and G

2n
m semi-commute (the torus normalizes the vector group),

we obtain a representation of UT on A
2n.

The examples of Nagata, Steinberg, and Mukai each uses a subgroup G ⊂
U or G ⊂ UT , acting on A

2n in the way described above. According to Mukai,
Nagata showed that “the invariant ring SG with respect to a general linear
subspace G ⊂ C

n of codimension 3 was not finitely generated for n = 16”
(p.1). Here, C

n indicates G
n
a over the field k = C.

In Steinberg’s paper, the main example is for n = 9, where he considers
the subgroup G = G

6
a of U defined in the following way: In case char k = 0,

choose a1, ...a9 ∈ k such that ai �= aj for i �= j, and
∑
ai �= 0, and let G ⊂ G

9
a

be the subgroup for which
∑
ti =

∑
aiti =

∑
a3i ti = 0. In case char k > 0,

choose distinct a1, ..., a9 ∈ k so that
∏
ai is neither 0 nor any root of 1, and

let G ⊂ G
9
a be the subgroup for which

∑
ti =

∑
aiti =

∑
(a2i − a−1

i )ti = 0.
Steinberg shows that the action of GT on A

18 has non-finitely generated ring
of invariants (Thm. 1.2), which implies (by the Finiteness Theorem) that the
invariant ring of G is also non-finitely generated. The examples of Nagata and
Steinberg are valid over any field k which is not a locally finite field. A locally
finite field is defined to be any algebraic extension of a finite field.

Subsequently, Mukai proved the following result.

Theorem 6.12. (Mukai’s Theorem) Let C
n act on C

2n by the standard
action. If G ⊂ C

n is a general linear subspace of codimension r < n, then the
ring of G-invariant functions is finitely generated if and only if

1
r

+
1

n− r >
1
2
.
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(The proof of ‘only if’ for this theorem is given in [227]; for the proof of ‘if’,
see [228].) It follows that, if S = O(C2n) = C

[2n], then SG is not finitely
generated if dimG = m ≥ 3 and n ≥ m2/(m − 2). Thus, there exist linear
algebraic actions of G

3
a on C

18 and of G
4
a on C

16 whose rings of invariants
are not finitely generated. At the time of their appearance, these were the
smallest linear counterexamples to the Fourteenth Problem, both in terms
of the dimension of the group which acts (m = 3), and the dimension of
the space which is acted upon (2n = 16). Subsequently, both Tanimoto and
Freudenburg found linear counterexamples using smaller affine spaces, namely,
A

13 and A
11, respectively; these are discussed below. As we will see in the

next chapter, even smaller counterexamples can be found if we consider more
general (non-linear) actions.

The papers of Nagata, Steinberg, and Mukai are largely self-contained. In
particular, Steinberg’s two main lemmas (2.1 and 2.2) provide the crucial link
between an interpolation problem in the projective plane and the structure of
certain fixed rings. The group associated with a cubic curve plays an important
role in this approach to the problem. Steinberg goes on to discuss the status
of the classical geometric problem lying at the heart of this approach, which
is of interest in its own right, described by him as follows:

Find the dimension of the space of all polynomials (or curves) of a
given degree with prescribed multiplicities at the points of a given
finite set in general position in the plane, thus also determine if there is
a curve, i.e., a nonzero polynomial, in the space and if the multiplicity
conditions are independent. (p. 383)

The recent paper of Kuttler and Wallach [186] also gives an account of these
ideas, in addition to generalizations of some of Steinberg’s results. See also
Mukai [230] and Roé [264].

6.3.3 Examples of A’Campo-Neuen and Tanimoto

In her paper [4] (1994), A’Campo-Neuen used a non-linear counterexample
to Hilbert’s Fourteenth Problem which had been published earlier by Roberts
to construct a counterexample arising as the fixed ring of a linear action of
G = G

12
a on A

19. Her example is valid for any field k of characteristic 0.
Apparently, this was the first linear counterexample to be produced after
those of Nagata, a span of 36 years!

As in the examples of Nagata, her example is gotten by restriction of
a standard vector group action to a certain subgroup. In particular, given
(t1, ..., t12) ∈ G, the G-action is defined explicitly by the lower triangular
matrix (

I 0
MT I

)

of order 19, where the identities are of order 4 and 15 respectively, and M is
the 4 × 15 matrix
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M =







t1 t2 0 t3 t4 0 t5 t6 0 t7 t8 t9 t10 t11 0
t12 t1 t2 0 0 0 0 0 0 t12 t7 0 0 0 0
0 0 0 t12 t3 t4 0 0 0 0 0 t8 t9 0 0
0 0 0 0 0 0 t12 t5 t6 0 0 0 0 t10 t11





 .

A’Campo-Neuen’s proof is quite elegant, and is given in Sect. 7.3 of the next
chapter. This proof uses locally nilpotent derivations of polynomial rings, and
is very different from the geometric proofs of Nagata, Steinberg, and Mukai.

In 2004, Tanimoto [295] imitated the methods of A’Campo-Neuen to give
two linear counterexamples to the Fourteenth Problem, one of which uses
affine space of dimension 13. His examples are based on the non-linear coun-
terexamples of Freudenburg and Daigle [55], and Freudenburg [120]. However,
in order to utilize these earlier examples, Tanimoto realized that it was neces-
sary to consider non-abelian unipotent group actions. In particular, he gives a
counterexample in which the group G

7
a �Ga acts linearly on A

13, and another
in which G

18
a � Ga acts linearly on A

27.
Here are the particulars for the smaller of these two actions. Let µ =

(µ0, ..., µ6) denote an element of V = G
7
a, and define a linear Ga-action on

V by tµ = exp(tD)(µ), where D is the nilpotent matrix whose Jordan block
form is

D =




0 0 0
0 E3 0
0 0 E3





7×7

for E3 =




0 1 0
0 0 1
0 0 0



 .

This action defines semi-addition on G
7
a � Ga, namely,

(t, µ)(t′, µ′) = (t+ t′, µ+ tµ′) .

Tanimoto gives seven commuting linear triangular derivations ∆0, ...,∆6 of
the polynomial ring

B = k[w, x, s1, t1, u1, s2, t2, u2, s3, t3, u3, v1, v2] = k[13]

whose exponentials give the linear action of G
7
a on A

13, namely,

∆0 = x ∂
∂v2

+ w ∂
∂v1

, ∆1 = x ∂
∂s3

− w ∂
∂s2

, ∆2 = x ∂
∂t3

− w ∂
∂t2
,

∆3 = x ∂
∂u3

− w ∂
∂u2

, ∆4 = x ∂
∂s2

+ w ∂
∂s1

, ∆5 = x ∂
∂t2

+ w ∂
∂t1
,

∆6 = x ∂
∂u2

+ w ∂
∂u1

.

Combined with another derivation

∆ = x ∂
∂s1

+ s1 ∂
∂t1

+ t1 ∂
∂u1

+ s2 ∂
∂t2

+ t2 ∂
∂u2

+ s3 ∂
∂t3

+ t3 ∂
∂u3

+ x ∂
∂v1

,

these eight induce the full action of G
7
a �Ga on A

13. For the interested reader,
Tanimoto also gives the action in matrix form.
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6.3.4 A Linear Counterexample in Dimension Eleven

Quite recently, the author constructed a family of linear counterexamples to
the Fourteenth Problem in which, for each integer n ≥ 4, the unipotent group
Γn = G

n
a � Ga acts on Vn = A

2n+3 by linear transformations, and k[Vn]Γn is
not finitely generated [113]. The smallest of these is for the group G

4
a � Ga

acting on A
11. To date, this is the smallest affine space for which a linear

counterexample is known to exist. The specific action in this case is described
in the following theorem.

Theorem 6.13. (Thm. 4.1 of [113]) Let

B = k[w, x, s1, s2, t1, t2, u1, u2, v1, v2, z] = k[11] ,

and define commuting linear triangular derivations T1, T2, T3, T4 on B by

T1 = x ∂
∂s2

− w ∂
∂s1

, T2 = x ∂
∂t2

− w ∂
∂t1
,

T3 = x ∂
∂u2

− w ∂
∂u1

, T4 = x ∂
∂v2

− w ∂
∂v1

.

Define a fifth linear triangular derivation Θ, which semi-commutes with the
Ti:

Θ = x ∂
∂s1

+ s1 ∂
∂t1

+ t1 ∂
∂u1

+ u1
∂

∂v1
+ s2 ∂

∂t2
+ t2 ∂

∂u2
+ u2

∂
∂v2

+ x ∂
∂z .

Let g be the Lie algebra generated by T1, T2, T3, T4 and Θ. Then the group
Γ = exp g ∼= G

4
a � Ga acts on V = A

11 by linear transformations, and k[V ]Γ

is not finitely generated.

The proof for this example is based on recent work of Kuroda involving non-
linear Ga-actions, and will be outlined in the next chapter.

6.4 Linear G
2
a-Actions

There remain two natural questions about linear actions of unipotent groups
on affine space: Suppose that the unipotent group G of dimension m acts
linearly algebraically on the affine space V = A

n in such a way that the ring
of invariants k[V ]G is not finitely generated.

1. What is the minimal dimension m = µ which can occur in this situation?
2. What is the minimal dimension n = ν which can occur in this situation?

The examples of Mukai show that µ ≤ 3, whereas the theorem of Maurer-
Weitzenböck implies µ ≥ 2. Likewise, the example of Freudenburg shows that
ν ≤ 11, while Zariski’s Theorem implies ν ≥ 5.

In particular, the first question reduces to a single case when G is abelian.

Is the ring of invariants of a linear G
2
a-action on A

n always finitely gen-
erated? Equivalently, if M and N are commuting nilpotent matrices,
is kerM ∩ kerN finitely generated?
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In order to investigate this question, let U ⊂ GLn(k) denote the maximal
unipotent subgroup consisting of upper triangular matrices with ones on the
diagonal. Let u ⊂ gln(k) denote the Lie algebra of U , i.e., upper triangular
matrices with zeros on the diagonal. Note that u is a nilpotent Lie algebra,
consisting of nilpotent elements. Since G

2
a is a unipotent group, every ratio-

nal representation G
2
a ⊂ GLn(k) can be conjugated to U . Thus, we need to

consider the two-dimensional Lie subalgebras h of u.

6.4.1 Actions of Nagata Type

As mentioned, the unipotent groups G studied by Nagata, Steinberg, and
Mukai are subgroups of standard representations of vector groups. They are
given by a set of commuting matrices D1, ...,Dm, where m = dimG, and
where D2

i = 0 for each i. As derivations, each Di is a nice derivation. It is
natural to begin the study of linear G

2
a-actions with this type.

Suppose D and E are given by

D =







C 0 · · · 0
0 C · · · 0
...

...
. . .

...
0 0 · · · C





 and E =







λ1C 0 · · · 0
0 λ2C · · · 0
...

...
. . .

...
0 0 · · · λnC







where

C =
(

0 1
0 0

)

,

the dimension of D and E is 2n × 2n, and λi ∈ C. Then DE = ED and
D2 = E2 = 0. In [231], the authors define the corresponding G

2
a-action to be

of Nagata type. In his earlier paper [227], Mukai had already shown that
the invariant ring of such an action is isomorphic to the total coordinate ring
of the blow-up of P

n−3 at n points (n ≥ 4). The later paper then sketches
how to use this fact to show their main result:

Theorem 6.14. (Cor. 1 of [231]) The ring of invariants for a G
2
a-action of

Nagata type is finitely generated.

See also [229]. In [32], Castravet and Tevelev give another proof of this result,
using geometric methods similar to those of Mukai. Specifically, they show
that if G

2
a acts on C

2n by an action of Nagata type, then the algebra of
invariants is generated by 2n−1 invariant functions which they define explicitly
using determinants (Thm. 1.1). The following is a simple construction of such
invariants quite similar to that of Castravet and Tevelev.

Let B = k[x1, y1, ..., xn, yn] for n = 2m+ 1 and m ≥ 2, and view D and E
as derivations of B:

Dyi = Eyi = 0 , Dxi = yi , and Exi = λiyi .
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If zij := xiyj − xjyi for 1 ≤ i, j ≤ n, then Dzij = 0 and Ezij = (λi − λj)yiyj
for every pair i, j. Introduce a Z

2-grading on B by declaring deg xi = (−1, 1)
and deg yi = (1, 0) for each i. Then D and E are homogeneous of degreee
(2,−1), and deg zij = (0, 1) for each i, j.

Proposition 6.15. For this G
2
a-action on A

2n, there exist invariants of degree
(1, d) for each d = 0, 1, ...,m.

Proof. Define y = (ym+1, ym+2, ..., y2m+1). Then there exist scalars crs ∈
Q[λij ] such that, if

zi = (ci,1zi,m+1, ci,2zi,m+2, ..., ci,m+1zi,2m+1) (1 ≤ i ≤ m) ,

then Ezi = tiyiy for some ti ∈ k.
Now construct an (m+1)×(m+1) matrix K such that the i-th row equals

zi for 1 ≤ i ≤ m, and such that the last row equals y. Then deg(detK) =
(1,m) and E(detK) = 0 (see Sect. 2.6). To construct invariants of degree
(1, d) for d < m, just consider minor and sub-minor determinants of K. ��

6.4.2 Actions of Basic Type

A rational represtentation G
2
a ⊂ GLn(k) is of basic type if it admits a

restriction to the basic Ga-action on A
n. More specifically, this will mean

that there exists M ∈ GLn(k) such that the representation of G
2
a is given by

the exponential of the Lie algebra kEn +kM , where En ∈ u is the elementary
nilpotent matrix in dimension n. In particular, M commutes with En.

Let Z(En, u) denote the centralizer of En in u, i.e., elements of u which
commute with En under multiplication.

Proposition 6.16. A basis of Z(En, u) is {En, E
2
n, ..., E

n−1
n }.

Proof. Recall first that En is the matrix with ones on the first super-diagonal
and zeros elsewhere, and likewise Ei

n is the matrix with ones the ith super-
diagonal with zeros elsewhere. Therefore, En, E

2
n, ..., E

n−1
n are linearly inde-

pendent. Let g ⊂ u denote g = kEn + kE2
n + · · · kEn−1

n .
Given M ∈ u, write

M =
(

0 α
0 A

)

=
(
A′ α′

0 0

)

.

where A is the (1, 1)-minor submatrix of M , A′ is the (n, n)-minor submatrix
of M , α is the corresponding row matrix of length (n − 1), and α′ is the
corresponding column matrix of length (n− 1). Then by comparing elements
of M lying on its superdiagonals, we conclude that M ∈ g if and only if
A = A′.

Write

En =
(

0 I
0 0

)

,
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where I is the identity matrix of order (n − 1), which is the (n, 1)-minor of
En. Then

EnM =
(

0 I
0 0

)(
0 α
0 A

)

=
(

0 A
0 0

)

while

MEn =
(
A′ α′

0 0

)(
0 I
0 0

)

=
(

0 A′

0 0

)

.

Therefore, M ∈ Z(En, u) if and only if A = A′ if and only if M ∈ g. ��
The nilpotent subalgebra g ⊂ u appearing in the proof above will be called the
superdiagonal algebra. The corresponding unipotent Lie group G ⊂ U will
be called the superdiagonal subgroup of GLn(k). Note that G ∼= G

n−1
a .

Next, let Z(En) = Z(En, gln(k)) denote the full centralizer of En.

Corollary 6.17. A basis for Z(En) is {I, En, E
2
n, ..., E

n−1
n }.

Proof. Let P ∈ gln(k) be given. The condition PEn = EnP immediately
implies P is upper triangular, and that its diagonal entries are equal. Thus, it
is possible to write P = cI+M forM ∈ u and c ∈ k. Then (I+M)En = En(I+
M) impliesMEn = EnM , so by the proposition,M is a linear combination of
En, E

2
n, ..., E

n−1
n . Therefore, P is a linear combination of I, En, E

2
n, ..., E

n−1
n .

��
An immediate consequence is the following.

Corollary 6.18. If a rational representation G
2
a ⊂ GLn(k) admits a restric-

tion to the basic Ga-action on A
n, then G

2
a ⊂ G, where G is the superdiagonal

subgroup of GLn(k).

The centralizer of a general element of u can be similarly described, but
the description is more complicated. For each postive integer j, let Ej denote
the (upper triangular) elementary nilpotent matrix of order j. Given positive
integers i ≥ j ≥ r, let E(i,j,r) denote the i × j matrix formed by Er

j in the
first j rows, and zeros elsewhere. Note that E(j,j,1) = Ej .

Given N ∈ u, suppose N has Jordan block form

N =







Es1 0 · · · 0
0 Es2 · · · 0
...

...
. . .

...
0 0 · · · Esλ





 ,

where the integers si satisfy s1 ≥ s2 ≥ · · · ≥ sλ and s1 + · · · + sλ = n. Then
Q ∈ Z(N, u) if and only if Q has the block form

Q =










Q(1,1) Q(1,2) Q(1,3) · · · Q(1,λ)

0 Q(2,2) Q(2,3) · · · Q(2,λ)

0 Q(3,3) · · · Q(3,λ)

...
...

...
. . . · · ·

0 0 0 · · · Q(λ,λ)










,
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where Q(i,j) belongs to ⊕1≤r<sj
kE(si,sj ,r). Details are left to the reader.

Remark 6.19. The variety defined by pairs of commuting nilpotent matrices of
a fixed dimension has been studied. In particular, it was shown by Baranovsky
[10] that this variety is irreducible (2001). The paper of Basili [11] contains a
very nice historical survey of this problem, and an elementary proof of irre-
ducibility (2003). And the article of Schröer [270] studies certain subvarieties
of this variety relative to their irreducible components (2004).

Remark 6.20. From one point of view, the reason that the invariant ring in
Nagata’s example is not finitely generated is that, while the vector group it-
self has a very simple structure, its embedding in GL(V ) is complicated with
respect to the coordinate lines in GL(V ) constituted by by all 1-dimensional
unipotent root subgroups relative to a fixed maximal torus T of GL(V ). This
philosophy led to the Popov-Pommerening Conjecture . The conjecture claims
that in the opposite case, where a unipotent subgroup H of GL(V ) is gener-
ated by some of these root subgroups (or equivalently, where H is normalized
by T ), the invariant algebra of H is finitely generated. This conjecture has
been confirmed in many important special cases, but remains open in its full
generality. It is one of the main problems in the invariant theory of linear
actions of unipotent groups. For details, the reader is referred to [5, 131, 254].

6.5 Appendix: Finite Group Actions

The following fact is well-known, and is provided here for the readers’ conve-
nience. The statement of the proposition and the proof given here are due to
Daigle (unpublished).

Proposition 6.21. Suppose k is a field, and B is a finitely generated com-
mutative k-domain. Let G be a group of algebraic k-automorphisms of B (i.e.,
G acts faithfully on B). Then the following are equivalent.

(1) G is finite
(2) B is integral over BG

(3) B is algebraic over BG

Proof. We first show that, for given b ∈ B, the following are equivalent.

(4) The orbit Ob is finite
(5) b is integral over BG

(6) b is algebraic over BG

(4) ⇒ (5): If Ob is finite, define the monic polynomial f(x) ∈ k[x] by

f(x) =
∏

a∈Ob

(x− a) .
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Then f ∈ BG[x] and f(b) = 0, and (5) follows.
(5) ⇒ (6): Obvious.
(6) ⇒ (4): If h(x) ∈ BG[x] and h(b) = 0 for nonzero h, choose a ∈ Ob, and

suppose a = g · b for g ∈ G. Then

h(a) = h(g · b) = g · h(b) = g · 0 = 0 ,

i.e., every a ∈ Ob is a root of h. Since B is a domain, the number of roots of
h is finite, and (4) follows.

Therefore (4),(5), and (6) are equivalent.
(1) ⇒ (2): Choose b ∈ B. Since G is finite, Ob is finite, and therefore b is

integral over BG. So B is integral over BG.
(2) ⇒ (3): Obvious.
(3) ⇒ (1): Since k ⊂ BG, we have that B is finitely generated over BG.

Write B = BG[x1, ..., xn], and define a function

G→ Ox1 × · · · × Oxn

g �→ (g · x1, ..., g · xn) ,

Now each element xi is algebraic over BG, meaning that each orbit Oxi
is

finite. Therefore, the set Ox1×· · ·×Oxn
is also finite. In addition, the function

above is injective, since the automorphism g of B is completely determined
by its image on a set of generators. Therefore G is finite. ��



7

Non-Finitely Generated Kernels

This chapter shows that the solution to the Finiteness Problem for non-linear
algebraic Ga-actions is, in general, negative. In particular, we will explore the
famous examples of Paul Roberts and some of the rich theory which has flowed
from them. These were the first examples to (in effect) show that the kernel
of a locally nilpotent derivation on a polynomial ring is not always finitely
generated.

7.1 Roberts’ Examples

In the mid-1980s, Roberts was studying the examples of Rees and Nagata
from a point of view somewhat different than that presented above. The main
idea of this approach is to consider a ring R which is the symbolic blow-up of
a prime ideal P in a commutative Noetherian ring A. What this means is that
R is isomorphic to a graded ring of the form ⊕n≥0P

(n), where P (n) denotes
the nth symbolic power of P , defined as

P (n) = {x ∈ A | xy ∈ Pn for some y �∈ P} .

Rees used symbolic blow-ups in constructing his counterexample to Zariski’s
Problem. In his 1985 paper [262], Roberts writes:

In a few nice cases the symbolic blow-up of P is a Noetherian ring
or, equivalently, a finitely generated A-algebra. In general, however,
⊕P (n) is not Noetherian. The first example of this is due to Rees.

It was in this paper that Roberts constructed a new counterexample to
Zariski’s problem similar to Rees’s example, but having somewhat nicer prop-
erties. Subsequently, in a 1990 paper [263] Roberts constructed an important
new counterexample to Hilbert’s Fourteenth Problem along similar lines. In
the latter paper, Roberts gave the following description of these developments.
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In his example, Rees takes R to be the coordinate ring of the cone over
an elliptic curve and shows that if P is the prime ideal corresponding
to a point of infinite order then the ring ⊕n≥0P

(n) is not finitely gener-
ated and is a counterexample to Zariski’s problem. Shortly thereafter
Nagata gave a counterexample to Hilbert’s original problem, and, in
fact gave a counterexample which was a ring of invariants of a linear
group acting on a polynomial ring, which is the special case which
motivated the original problem. In his example a similar construction
to that of Rees was used in which P was not prime, but was the ideal
defining sixteen generic lines through the origin in affine space of three
dimensions. The proof was based on the existence of points of infinite
order on elliptic curves.
But this did not totally end the story. Rees’s example uses a ring which
is not regular, and Nagata’s uses an ideal which is not prime; Cowsick
then asked whether there were examples in which the ring was regu-
lar and the ideal prime. Such an example was given in Roberts [262].
However, this still did not totally finish the problem, since this exam-
ple was based on that of Nagata and made crucial use of the fact that
when the ring was completed the ideal broke up into pieces and did
not remain prime.

Roberts proceeded to construct an example of a prime ideal in a complete
regular local ring (a power series ring in seven variables) whose symbolic
blow-up is not finitely generated.

Explicitly, Roberts takes k to be any field of characteristic 0 and B = k[7] =
k[X,Y,Z, S, T, U, V ], and defines a graded k[X,Y,Z]-module homomorphism
φ : B → B. He proves that the kernel of φ is not finitely generated over
k. This construction is then “completed” to give the example in terms of
symbolic blow-ups.

In the paper, φ is defined explicitly by its effect on monomials in S, T, U, V .
Though Roberts does not use the language of derivations, one recognizes
from his description of these images that φ is equivalent to the triangular
k-derivation D of B defined by

D = Xt+1∂S + Y t+1∂T + Zt+1∂U + (XY Z)t∂V ,

where t ≥ 2. According to Roberts, this example originated in his study
of Hochster’s Monomial Conjecture, which had been proved for any field of
characteristic 0. The conjecture asserted that for any local ring of dimension
3 with system of parameters X,Y,Z, and for any non-negative integer t, the
monomial XtY tZt is not in the ideal generated by the monomials Xt+1, Y t+1,
and Zt+1.

It was shortly after its appearance that A’Campo-Neuen [4] recognized
that Roberts’ example could be realized as the invariant ring of an algebraic
(but non-linear) Ga-action on A

7. This was recognized independently by De-
veney and Finston in [75] at about the same time, and they give a different
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proof that the kernel of the derivation D above is not finitely generated in the
case t = 2.

It was observed by van den Essen and Janssen [102] that, because of
Roberts’ example, there exist locally nilpotent derivations with non-finitely
generated kernels in all dimensions higher than 7 as well. For example, if
D is the derivation on k[x1, ..., x7] associated with Roberts’ example, and if
BD is its kernel, then the extension of D to k[x1, ..., xn] (n ≥ 8) obtained
by setting Dxi = 0 for 8 ≤ i ≤ n has kernel equal to BD[x8, ..., xn], which is
also not finitely generated. Another family of counterexamples in higher (odd)
dimensions was given by Kojima and Miyanishi in [171]. They consider the
triangular derivations λ on polynomial rings k[x1, ..., xn, y1, ..., yn, z] defined
by λ(xi) = 0, λ(yi) = xt+1

i , and λ(z) = (x1 · · ·xn)t. They prove that, for each
n ≥ 3 and t ≥ 2, the kernel of λ is not finitely generated. Since Roberts’
examples are included in this family as the case n = 3, their paper provides a
new proof for Roberts’ example as well.

Actually, it was Derksen [66] who first recognized a connection between
counterexamples to Hilbert’s problem and derivations, but the derivations
he uses are in general not locally nilpotent. In particular, he constructs a
derivation of the polynomial ring in 32 variables whose kernel coincides with
the fixed ring of Nagata’s example.

In [120], the author gave a triangular derivation in dimension 6 with non-
finitely generated kernel, and then used this to give an independent proof for
Roberts’ example when t = 2. This proof is more constructive than those
preceding it, using the Dixmier map in a crucial way. Then in [55], the author
and Daigle presented a triangular derivation in dimension 5 with non-finitely
generated kernel. In the present work, the reader will find two proofs for this
dimension 5 example. The first proof, presented in the following section, is
similar to that given by the author in [120]. This proof constitutes an algo-
rithm for constructing the necessary sequence of kernel elements, a sequence
which cannot be contained in any finitely generated subring of the kernel. The
main step of this proof is to show the existence of a certain sequence of poly-
nomials in four variables (Thm. 7.1). The second proof, given in the Appendix
to this chapter, is a recent proof due to van den Essen. The first proof has the
advantage of being readily adapted to the explicit construction of invariants,
while the second proof has the advantage of being somewhat shorter. It is also
shown in this chapter how non-finite generation for the Roberts example is de-
duced from the dimension 5 example via the Finiteness Theorem (Thm. 7.7).
Other proofs for Roberts’ example may be found in [100, 183, 201]; see also
[179].

For the remainder of this chapter, we assume the underlying field k is of
characteristic zero.
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7.2 Counterexample in Dimension Five

7.2.1 The Basic Action in Dimension Four

Let R = k[a, s, t, u] denote the polynomial ring in four variables, and let D
be the basic linear derivation on R, i.e., D = a∂s + s∂t + t∂u. In Example 8.9
below, it is calculated that kerD = k[a, F,G,H], where

F = 2at− s2 , G = 3a2u− 3ast+ s3 , and a2H = G2 − F 3 .

Observe that D is triangular and homogeneous, of degree (0,−1), with respect
to the following Z

2-grading on R:

deg a = (1, 0) , deg s = (1, 1) , deg t = (1, 2) , deg u = (1, 3) .

Define a sequence tn ∈ k[a] as follows:

t1 = a , t2 = 1 , t3 = a , and tn = tn−3 for n ≥ 4 .

This is a periodic sequence, with period 3. In addition, define a sequence of
degrees by δ0 = (0, 0), and δn = (0, n) +

∑n
j=1 deg tj for n ≥ 1.

The purpose of this subsection is to prove the following theorem. The
proof presented here is along the same lines as that found in [120], adapted
to dimension 4.

Theorem 7.1. There exists a sequence of homogeneous polynomials wn ∈ R
(n ≥ 0) such that w0 = 1; w1 = s; Dwn = tnwn−1 for all n ≥ 1; and
degwn = δn for all n.

Proof. Fix w0 = 1 throughout. Suppose w1, ..., wn (n ≥ 3) is any sequence
of homogeneous polynomials in R with the property that degwm = δm and
Dwm = tmwm−1 (1 ≤ m ≤ n); and wm ∈ aR whenever m ≡ 1 (mod 3) and
m > 1. The proof follows in three steps.

Step 1: The Functions λ(m,i).

For every integer m ≥ 3, define λ(m,0) = λ(m,m) = 1. We show the following:
Given m with 3 ≤ m ≤ n+1, and given i with 1 ≤ i ≤ m−1, there is a unique
λ(m,i) ∈ {1, a, a−1} such that λ(m,i)wiwm−i ∈ R and deg(λ(m,i)wiwm−i) =
δm.

Note that the Z
2-grading on R extends to a Z

2-grading on R[a−1]. Since
1 ≤ i ≤ m− 1, we see that:

deg(λ(m,i)wiwm−i) = δm ⇔ deg λ(m,i) + δi + δm−i = δm

⇔ deg λ(m,i) +
i∑

j=1

deg tj +
m−i∑

j=1

deg tj =
m∑

j=1

deg tj

⇔ deg λ(m,i) +
i∑

j=1

deg tj =
m∑

j=m−i+1

deg tj .
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Since deg t
 + deg t
+1 + deg t
+2 = (2, 0) for every � ≥ 1, we may eliminate
terms from each side of this last equality in groups of three. If i ≡ 0 (mod 3),
this leaves:

deg λ(m,i) = (0, 0) ⇔ λ(m,i) = 1 .

If i ≡ 1 (mod 3), we have:

deg λ(m,i) + (1, 0) = deg tm ∈ {(1, 0), (0, 0)}
⇔ deg λ(m,i) ∈ {(0, 0), (−1, 0)}
⇔ λ(m,i) ∈ {1, a−1} .

And if i ≡ 2 (mod 3), then:

deg λ(m,i) + (1, 0) = deg tm−1 + deg tm ∈ {(1, 0), (2, 0)}
⇔ deg λ(m,i) ∈ {(0, 0), (1, 0)}
⇔ λ(m,i) ∈ {1, a} .

The only case in which λ(m,i) fails to be a polynomial is the case λ(m,i) = a−1,
which occurs if and only if i ≡ 1 (mod 3) and m ≡ 2 (mod 3). In this case, if
i ≥ 4, then by hypothesis, wi is divisible by a; and if i = 1, then m − i ≥ 4
and m− i ≡ 1 (mod 3), so wm−i is divisible by a. Therefore, λ(m,i)wiwm−i is
always a polynomial.

Step 2: The Polynomials ζ(m,i).

Define the index set J ⊂ Z
2 by

J = {(m, i) : 3 ≤ m ≤ n+ 1 , 1 ≤ i ≤ m
2 } ∪ {(m, 0) : 3 ≤ m ≤ n} ,

noting that wi and wm−i are defined for each (m, i) ∈ J . We define polyno-
mials

ζ(m,i) = ζ(m,m−i) = λ(m,i)wiwm−i (m, i) ∈ J . (7.1)

Note that ζ(m,i) ∈ aR whenever m ≡ 1 (mod 3) and i > 1. To see this, observe
that, in this case, λ(m,i) ∈ R. If i ≡ 0 (mod 3), then m − i ≡ 1 (mod 3) and
m− i > 1, implying wm−i ∈ aR; if i ≡ 1 (mod 3), then wi ∈ aR (since i > 1);
and if i ≡ 2 (mod 3), then λ(m,i) = a.

Applying D to equation (7.1) above yields:

Dζ(m,i) = tm−iλ(m,i)wiw(m−1)−i + tiλ(m,i)wi−1w(m−1)−(i−1) ,

where 4 ≤ m ≤ n+ 1 and 1 ≤ i ≤ m. Observe that

δm = deg(λ(m,i)wiwm−i) = deg λ(m,i) + δi + δm−i .

Since δ
 = (0, �) +
∑


j=1 deg tj for � ≥ 0, it follows that
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deg(tm−iλ(m,i)) − deg(tmλ(m−1,i))
= [deg tm−i + (δm − δi − δm−i)] − [deg tm + (δm−1 − δi − δ(m−1)−i)]
= (0, 0) .

Likewise,

deg(tiλ(m,i)) − deg(tmλ(m−1,i−1))
= [deg ti + (δm − δi − δm−i)] − [deg tm + (δm−1 − δi−1 − δm−i)]
= (0, 0) .

Now the ti and λ(m,i) belong to k[a, a−1], and the Z
2-grading of R[a−1] re-

stricts to a Z
2-grading on k[a, a−1]. In particular, homogeneous elements of

k[a, a−1] of the same degree are equal (up to constants), and it follows that:

tm−iλ(m,i) = tmλ(m−1,i) and tiλ(m,i) = tmλ(m−1,i−1) .

Consequently:

Dζ(m,i) = tm
(
ζ(m−1,i) + ζ(m−1,i−1)

)
(m ≥ 4, 1 ≤ i ≤ m) . (7.2)

Step 3: The Polynomials wn.

We construct the sequence wn inductively in blocks of six. The reader is
reminded that w0 = 1, that ζ(n,0) denotes wn, and that ζ(n,i) = ζ(n,n−i).

Define w1 through w7 as follows:

w1 = s , w2 = t , w3 = au
w4 = 1

2 (2ζ(4,1) − ζ(4,2)) , w5 = 1
5 (3ζ(5,1) − ζ(5,2))

w6 = 1
7 (2ζ(6,1) + ζ(6,2) − ζ(6,3)) , w7 = 1

7 (2ζ(7,2) − ζ(7,3))

Then w4, w7 ∈ aR, and Dwn = tnwn−1 for 1 ≤ n ≤ 7, as desired.
Inductively, suppose that w1, w2, ..., w6m−5 (m ≥ 2), are homogeneous

polynomials in R such that degwi = δi andDwi = tiwi−1 for 1 ≤ i ≤ (6m−5);
and wi ∈ aR for every i > 1 such that i ≡ 1 (mod 3).

Set n = 6m− 4, which is even, and define

wn = ζ(n,1) − ζ(n,2) + ζ(n,3) − · · · + (−1)
n
2 ζ(n, n−2

2 ) + 1
2 (−1)

n+2
2 ζ(n, n

2 ) . (7.3)

Applying D to wn, it follows immediately from equation (7.2) above that
Dwn = tnwn−1. This calculation uses the fact that ζ(n−1, n

2 ) = ζ(n−1, n−2
2 ).

For notational convenience, “reset” n so that n = 6m − 2, which is also
even. Observe that ζ(n,i) is defined, and ζ(n,i) ∈ aR, so long as 2 ≤ i ≤ n

2 . For
rational unknowns ci, set

wn = c1ζ(n,2) + c2ζ(n,3) + · · · + cn−2
2
ζ(n, n

2 ) , (7.4)
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noting that wn ∈ aR. Applying D twice, it follows from equation (7.2) that

(tntn−1)−1D2wn = c1wn−2 + (2c1 + c2)ζ(n−2,1)

+(c1 + 2c2 + c3)ζ(n−2,2) + (c2 + 2c3 + c4)ζ(n−2,3)

+ · · ·
+(cn−8

2
+ 2cn−6

2
+ cn−4

2
)ζ(n−2, n−6

2 )

+ (cn−6
2

+ 2cn−4
2

+ 2cn−2
2

)ζ(n−2, n−4
2 )

+ (cn−4
2

+ 2cn−2
2

)ζ(n−2, n−2
2 ) .

This calculation uses the fact that ζ(n−2, n
2 ) = ζ(n−2, n−4

2 ). Replacing wn−2 as in
equation (7.3) above, we obtain the system Ac = y, where c = (c1, ..., cn−2

2
)T ,

y = (1,−1, 1, ..., (−1)
n−2

2 , 1
2 (−1)

n
2 )T , and A is the square matrix of order n−2

2
given by:

A =





















3 1 0 0 0 0 · · · · · · 0 0
0 2 1 0 0 0 · · · · · · 0 0
1 1 2 1 0 0 · · · · · · 0 0
−1 0 1 2 1 0 · · · · · · 0 0
...

...
. . . . . . . . .

...
...

...
...

. . . . . . . . .
...

...
...

...
. . . . . . . . .

...
...

(−1)
n−4

2 0 · · · · · · · · · · · · 1 2 1 0
(−1)

n−2
2 0 · · · · · · · · · · · · 0 1 2 2

1
2 (−1)

n
2 0 · · · · · · · · · · · · 0 0 1 2





















.

Since |A| = n− 1, the system Ac = y can be solved for c. In fact, it is easy to
solve: The alternating sum of the rows of A produces a 0 in every entry but
the first, which yields c1 = n−3

n−1 ; then c2 = 1 − 3c1, c3 = −1 − 2c2, etc. Note
that ci is an alternating sequence of rationals: c1 > 0, c2 < 0, etc.

As for wn−1 = w6m−3, note that tn = a divides Dwn (by equation (7.2)),
so we simply set wn−1 = a−1Dwn. Since D2wn = a2wn−2, it follows that
Dwn−1 = awn−2, as desired.

Next, set n = 6m− 1, which is odd. For rational unknowns di, define

wn = d1ζ(n,1) + d2ζ(n,2) + · · · + dn−1
2
ζ(n, n−1

2 ) . (7.5)

Applying D to wn, and replacing wn−1 as in equation (7.4) above, we obtain
the system Bd = c′, where c′ = (0, c1, c2, ..., cn−3

2
)T , d = (d1, d2, ..., dn−1

2
)T ,

and B is the square matrix of order n−1
2 given by
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B =














1 1 0 0 · · · · · · 0
c1 1 1 0 · · · · · · 0
c2 0 1 1 · · · · · · 0
...

. . . . . . . . .
...

...
. . . . . . . . .

...
cn−5

2
0 · · · · · · 0 1 1

cn−3
2

0 · · · · · · 0 0 1














.

The determinant of B equals 1 −
∑

(−1)i+1ci, where i ranges from 1 to n−3
2 .

Because the ci alternate,
∑

(−1)i+1ci ≥ c1 − c2 = 4c1 − 1 =
3n− 14
n− 2

> 2 (since n ≥ 11) .

Therefore, |B| < −1, and the system Bd = c′ may be solved for d. Again, it
is easy to solve: The alternating sum of the rows of B produces a 0 in every
entry but the first, which yields d1 = −d2 = −(c1 − c2 + c3 − · · ·)/|B| ; then
d3 = (c2 − c3 + c4 − · · ·)/|B| , d4 = (c3 − c4 + c5 − · · ·)/|B| , etc. Note that di

is alternating: d1 > 0, d2 < 0, etc.
Finally, reset n = 6m+1, which is also odd. Observe that ζ(n,i) is defined,

and ζ(n,i) ∈ aR, so long as 2 ≤ i ≤ n−1
2 . For rational unknowns ei, set

wn = e1ζ(n,2) + e2ζ(n,3) + · · · + en−3
2
ζ(n, n−1

2 ) ,

noting that wn ∈ aR. As before, apply D to wn twice, using equations (7.2)
and (7.5) above, to obtain the system Ce = d, where e = (e1, e2, ..., en−3

2
)T ,

and C is the square matrix of order n−3
2 given by:

C =





















(d1 + 2) 1 0 0 0 0 · · · · · · 0 0
(d2 + 1) 2 1 0 0 0 · · · · · · 0 0
d3 1 2 1 0 0 · · · · · · 0 0
d4 0 1 2 1 0 · · · · · · 0 0
...

...
. . . . . . . . .

...
...

...
...

. . . . . . . . .
...

...
...

...
. . . . . . . . .

...
...

dn−7
2

0 · · · · · · · · · · · · 1 2 1 0
dn−5

2
0 · · · · · · · · · · · · 0 1 2 1

dn−3
2

0 · · · · · · · · · · · · 0 0 1 3





















.

This calculation uses the fact that ζ(n−2, n−1
2 ) = ζ(n−2, n−3

2 ). The determinant
of C equals (n − 2 +

∑
(−1)i+1(n − 2i − 2)di), as i ranges from 1 to n−3

2 .
Since di is an alternating sequence of rationals, with d1 > 0, we conclude that
|C| > 0, and that the system can be solved for e.

As for wn−1 = w6m, proceed as for w6m−3 : a divides Dwn, and we set
wn−1 = a−1Dwn. Since D2wn = a2wn−2, it follows that Dwn−1 = awn−2, as
desired. This completes the proof of the theorem. ��
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An immediate consequence of Thm. 7.1 is the following formula, which is
needed below.

D3iw3m = a2iw3(m−i) (m ≥ 1, 0 ≤ i ≤ m) (7.6)

Example 7.2. The first seven wi are listed above. The next block of six may
be constructed as in the proof above, and is as follows.

w8 = 1
2

(
2ζ(8,1) − 2ζ(8,2) + 2ζ(8,3) − ζ(8,4)

)

w9 = 1
9

(
7ζ(9,1) − 5ζ(9,2) + 3ζ(9,3) − ζ(9,4)

)

w10 = 1
9

(
7ζ(10,2) − 12ζ(10,3) + 15ζ(10,4) − 8ζ(10,5)

)

w11 = 1
33

(
42ζ(11,1) − 42ζ(11,2) + 35ζ(11,3) − 23ζ(11,4) + 8ζ(11,5)

)

w12 = 1
117

(
84ζ(12,1) − 42ζ(12,2) + 35ζ(12,4) − 58ζ(12,5) + 33ζ(12,6)

)

w13 = 1
117

(
84ζ(13,2) − 126ζ(13,3) + 126ζ(13,4) − 91ζ(13,5) + 33ζ(13,6)

)

7.2.2 Dimension Five

Our next goal is to prove the following.

Theorem 7.3. (Daigle and Freudenburg [55]) Let ∆ be the triangular mono-
mial derivation of k[x, s, t, u, v] = k[5] defined by

∆ = x3∂s + s∂t + t∂u + x2∂v .

Then the kernel of ∆ is not finitely generated as a k-algebra.

In order to prove Thm. 7.3, we make use of the following general result (see
Lemma 2.1 of [55]).

Lemma 7.4. (Non-Finiteness Criterion) Let K = ⊕i∈NKi be a graded
k-domain such that K0 = k, and let δ be a homogeneous locally nilpotent k-
derivation of K. Given homogeneous α ∈ ker δ which is not in the image of δ,
let δ̃ be the extension of δ to K[T ] defined by δ̃T = α, where T is a variable
over K. Suppose βn is a sequence of non-zero elements of ker δ̃ having leading
T -coefficients bn ∈ K. If deg bn is bounded, but degT βn is not bounded, then
ker δ̃ is not finitely generated over k.

Proof. Let M [T ] be the extension to K[T ] of the maximal ideal M = ⊕i>0Ki

of K. Set m = deg α − deg δ, and for every integer n, define K[T ]n =∑
i∈N
Kn−miT

i. Then ⊕n∈ZK[T ]n is a Z-grading of K[T ], and δ̃ is homo-
geneous.

If φ ∈ ker δ̃ is homogeneous, then φ =
∑
φiT

i for homogeneous φi ∈ K.
Since δ̃(φ) = 0, it follows easily from the product rule that δ(φi−1) = −iαφi

for i > 0. Thus, φi �∈ k∗ for i > 0, since otherwise α = δ(−i−1φ−1
i φi−1), which

is in the image of δ. So if i > 0, then φi ∈ M , since each φi is homogeneous.
Since also φ0 ∈ k +M , we conclude that φ ∈ k +M [T ].
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Now for a general element ψ ∈ ker δ̃, write ψ =
∑
ψn, where ψn ∈ K[T ]n.

Since δ̃ is homogeneous, we conclude that each ψn ∈ ker δ̃ as well. Therefore,
ker δ̃ ⊂ k +M [T ].

Finally, suppose {βn} ⊂ k[f1, ..., fN ] for fi ∈ ker δ̃. Then fi belongs to k+
M [T ] for each i, and it is no loss of generality to assume that each fi ∈M [T ].
This implies that any monomial expression fi1fi2 · · · fis

belongs to Ms[T ].
Note that every K-coefficient of an element in Ms[T ] has degree at least
s. Since deg bn is bounded, there is a finite set F of monomial expressions
fi1fi2 · · · fis

such that {βn} ⊂ 〈F 〉, the k-linear span of F . However, the T -
degrees in 〈F 〉 are bounded, whereas the T -degrees for the sequence βn are
unbounded, a contradiction. Therefore, the sequence βn is not contained in
any finitely generated subset of ker δ̃. ��

As above, let D be the basic derivation on R = k[a, s, t, u], with elements
tn and wn as in Thm. 7.1. Let x be an integral element over R with x3 = a,
and let v be transcendental over R. Then S := R[x, v] = k[x, s, t, u, v] = k[5].
Moreover, ∆ restricts to both R and k[x, s, t, u], and ∆|R = D.

The proof of Thm. 7.3 now consists of combining Lemma 7.4 with the
following.

Lemma 7.5. Let A = ker∆, and let πv : S → A∆v be the Dixmier map for
∆ induced by the local slice v. For each m ≥ 1, (−1)3m(3m)!πv(xw3m) is an
element of A of the form

xv3m +
3m−1∑

i=0

βiv
i (βi ∈ k[x, s, t, u]) .

Proof. From Thm. 7.1 and formula (7.6) above, we see that

∆3i(xw3m) = x(∆v)3iw3(m−i) (0 ≤ i ≤ m);

∆3i+1(xw3m) = x2(∆v)3i+1w3(m−i)−1 (0 ≤ i < m);

∆3i+2(xw3m) = (∆v)3i+2w3(m−i)−2 (0 ≤ i < m) .

In particular, (∆v)j divides ∆j(xw3m) for every j (0 ≤ j ≤ 3m), and it follows
that

πv(xw3m) =
3m∑

j=0

(−1)j

j!
∆j(xw3m)

vj

(∆v)j

is a polynomial, i.e., belongs to A. Since its leading v-term is (−1)3m

(3m)! xv
3m, the

desired result follows. ��

Remark 7.6. By also considering πv(wn) for n = 3m + 1 or n = 3m + 2, one
obtains, for all n ≥ 1, an element of ker∆ whose leading v-term is xvn.



7.2 Counterexample in Dimension Five 167

7.2.3 Dimension Seven

Given n ≥ 3, let Dn be the Roberts derivation on B = k[X,Y,Z, S, T, U, V ]
defined by

Dn = Xn∂S + Y n∂T + Zn∂U + (XY Z)n−1∂V .

This derivation has many symmetries. For example, consider the faithful ac-
tion of the torus G

3
m on B defined by

(λ, µ, ν) · (X,Y,Z, S, T, U, V ) = (λX, µY, νZ, λnS, µnT, νnU, (λµν)n−1V ) .

This torus action commutes with Dn.
Similarly, there is an obvious action of the symmetric group S3 on B,

with orbits {X,Y,Z}, {S, T, U}, and {V }. Specifically, S3 is generated by σ =
(Z,X, Y, U, S, T, V ) and τ = (X,Z, Y, S, U, T, V ). Again, this action commutes
with Dn.

It is easily checked that S3 acts on G
3
m by conjugation, and we thus

obtain an action of G
3
m � S3 on B. Specifically, τ(λ, µ, ν)τ = (λ, ν, µ) and

σ(λ, µ, ν)σ−1 = (ν, λ, µ).
Since the G

3
m-action does not have many invariants, consider instead the

subgroup H of G
3
m defined by λµν = 1. H is a 2-dimensional torus, and

the group G := H � S3 acts on B. The invariant ring of H is generated by
monomials, namely,

BH = k[XY Z, STU, XnZnT, XnY nU, Y nZnS, Y nSU, XnTU, ZnST, V ] .

Since H is normal in G, the fixed ring of the G-action is

BG = (BH)S3 = k[x, s, t, u, v] ,

where

x = XY Z , s = XnY nU +XnZnT + Y nZnS ,

t = XnTU + Y nSU + ZnST , u = STU , v = V .

The main point to observe is that BG is a polynomial ring: BG ∼= k[5]. Since
the action of G commutes with Dn, it follows that Dn restricts to a locally
nilpotent derivation of BG. In particular,

Dnx = 0 , Dns = 3xn , Dnt = 2s , Dnu = t , Dnv = xn−1 . (7.7)

This leads to:

Theorem 7.7. Let D3 be the Roberts derivation on B = k[X,Y,Z, S, T, U, V ]
defined by

D3 = X3∂S + Y 3∂T + Z3∂U + (XY Z)2∂V .

The kernel of D3 is not finitely generated.
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Proof. From (7.7) we see that D3 restricted to BG = k[5] is manifestly the
same derivation as in Thm. 7.3, and we conclude that the invariant ring
BG×Ga = (BG)Ga is not finitely generated in this case. Suppose BGa were fi-
nitely generated. Then the reductive group G acts on the variety Spec(BGa),
and by Hilbert’s Finiteness Theorem the invariant ring (BGa)G = BGa×G

would be finitely generated, a contradiction. Therefore, BGa is not finitely
generated. ��

Of course, Roberts showed non-finite generation of kerDn for all n ≥ 3,
but the proof given here for n = 3 does not generalize. However, by assuming
Roberts’ result we can, in turn, show the following.

Theorem 7.8. Let µn be the triangular monomial derivation of k[x, s, t, u, v]
defined by

µn = xn+1∂s + s∂t + t∂u + xn∂v .

If n ≥ 2, then the kernel of µn is not finitely generated as a k-algebra.

Proof. According to Lemma 3 of [263], there exists a sequence of homogeneous
elements αm ∈ kerDn such that the leading V -term of αm is XV m. Let βm

denote the product of all elements in the orbit of αm under the action of S3.
Then {βm} ⊂ BG and βm has leading V -term (XY Z)2V 6m. This implies that
the kernel of µn contains a sequence whose leading v-term is x2v6m. Applying
the Non-Finiteness Criterion now implies that kerµn is not finitely generated.
��

Observe that µn(s − xv) = 0 and that k[x, s, t, u, v] = k[x, s − xv, t, u, v].
Let κ be the polynomial automorphism of k[x, s, t, u, v] fixing x, t, u, v and
mapping s �→ s+ xv. Then

κµnκ
−1 = xn∂v + (s+ xv)∂t + t∂u ,

which gives the following.

Corollary 7.9. Let O = k[a, b] = k[2], and let dn be the triangular O-
derivation of O[x, y, z] = k[5] defined by

dn = an∂x + (ax+ b)∂y + y∂z .

If n ≥ 2, then the kernel of dn is not finitely generated as an O-algebra.

One may thus view the derivation dn on k[5] as Roberts’ derivation Dn on k[7]

with all of the (obvious) symmetries removed.

Remark 7.10. It is now easy to find triangular derivations of k[6] with non-
finitely generated kernel. For example, if dn on k[x, s, t, u, v] is as in Cor. 7.9,
extend dn to k[x, s, t, u, v, w] by dnw = 0. Another example is found in [120],
where a direct proof is given that the triangular monomial derivation

δ = x3∂s + y3s∂t + y3t∂u + x2y2∂v

on k[x, y, s, t, u, v] has non-finitely generated kernel. Note that, in dimension
5, ∆3 = δmod (y − 1) on k[x, s, t, u, v].
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Remark 7.11. In [183], Kuroda calculated generating sets and Hilbert series for
the kernels of the Roberts derivations Dn. Tanimoto [293] likewise calculated
generating sets and Hilbert series for the example of Freudenburg in dimension
6 above, and also for the example ∆ of Daigle and Freudenburg in dimension
5.

7.3 Proof for A’Campo-Neuen’s Example

We can now give a proof that the fixed ring of A’Campo-Neuen’s linear G
12
a -

action on A
19 is not finitely generated. The matrix form of this action was

given in the preceding chapter. A’Campo-Neuen’s proof is quite elegant, and
we follow it here, emphasizing the role of commuting locally nilpotent deriva-
tions.

Let Q = k[w, x, y, z] = k[4]. The proof uses (repeatedly) the fact that,
given f ∈ k[x, y, z], the triangular Q-derivation of Q[λ, µ] = Q[2] defined by

θ = w∂λ + f(x, y, z)∂µ

has
ker θ = Q[wµ− fλ] = Q[1] .

This equaltiy is an immediate consequence of the results of Chap. 4.
Let Ω = Q[s, t,u,v] = k[19], where

x = (x, y, z) , s = (s1, s2, s3) , t = (t1, t2, t3) , u = (u1, u2, u3) ,
and v = (v1, v2, v3, v4, v5, v6) .

Define commuting linear derivations D1, ...,D12 ∈ LNDQ(Ω) as follows:

D1 = w∂v5 + z∂v6 D2 = w∂v4 + z∂v5 D3 = w∂v3 + y∂v4

D4 = w∂v2 + y∂v3 D5 = w∂v1 + x∂v2 D6 = w∂u2 + z∂u3

D7 = w∂u1 + z∂u2 D8 = w∂t2 + y∂t3 D9 = w∂t1 + y∂t2

D10 = w∂s2 + x∂s3 D11 = w∂s1 + x∂s2

and
D12 = x∂s1 + y∂t1 + z∂u1 + x∂v1 .

Given i, 1 ≤ i ≤ 12, let Ωi = (((ΩD1)D2) · · ·)Di . Then successive use of the
the kernel calculation above shows that

Ω1 = k[18] = Q[s, t,u, v1, v2, v3, v4, v′5] , where v′5 = zv5 − wv6
Ω2 = k[17] = Q[s, t,u, v1, v2, v3, v′4] , where v′4 = z2v4 − wv′5
Ω3 = k[16] = Q[s, t,u, v1, v2, v′3] , where v′3 = yz2v3 − wv′4
Ω4 = k[15] = Q[s, t,u, v1, v′2] , where v′2 = y2z2v2 − wv′3
Ω5 = k[14] = Q[s, t,u, V ] , where V = xy2z2v1 − wv′2
Ω6 = k[13] = Q[s, t, u1, u

′
2, V ] , where u′2 = zu2 − wu3
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Ω7 = k[12] = Q[s, t, U, V ] , where U = z2u1 − wu′2
Ω8 = k[11] = Q[s, t1, t′2, U, V ] , where t′2 = yt2 − wt3
Ω9 = k[10] = Q[s, T, U, V ] , where T = y2t1 − wt′2
Ω10 = k[9] = Q[s1, s′2, T, U, V ] , where s′2 = xs2 − ws3
Ω11 = k[8] = Q[S, T, U, V ] , where S = x2s1 − ws′2 .

Finally, the effect of D12 on Ω11 is

D12S = x3 , D12T = y3 , D12U = z3 , D12V = (xyz)2 ,

and this is just the Roberts derivation extended to k[8] by D12(w) = 0. There-
fore, Ω12 = BD[w] = (BD)[1], where BD denotes the kernel of the Roberts
derivation, and this implies Ω12 is not finitely generated.

Remark 7.12. The recent paper of Tanimoto [292] gives the following gen-
eralization of A’Campo-Neuen’s result. For n ≥ 2, let δ be an elementary
monomial derivation of B = k[n] which does not have a slice. There exist
integers m,N and a linear representation of G = G

m
a on X = A

N such that
k[X]G ∼= (ker δ)[1] (Cor. 1.4 of [292]).

7.4 Quotient of a Ga-Module

The main purpose of this section is to prove the following result involving
sums of basic Ga-actions.

Given n ≥ 2, let Ga act on A
n by the basic action, and let Vn denote A

n

as a Ga-module with this action. Specifically, assume that the action is given
by the exponential of the elementary nilpotent matrix En.

Theorem 7.13. (Thm 3.1 of [113]) Given N ≥ 5, let k[u,v] = k[N+2] de-
note the coordinate ring of the Ga-module V2 ⊕ VN , where u = (u1, u2) with
E2(u1) = 0, and v = (v1, ..., vN ) with EN (v1) = 0. Let X ⊂ A

N+2 denote the
coordinate hypersurface defined by the invariant function v1 − u2

1. Then Ga

acts on X by restriction, and k[X]Ga is not finitely generated.

The proof of the theorem is based on recent work of Kuroda. This result is
already quite interesting in its own right; in addition, the result is used in
the next section to give a proof for the linear counterexample in dimension 11
which was discussed in Chap. 6.

7.4.1 Generalized Roberts Derivations

The recent paper of Kuroda [183] studies certain kinds of elementary mono-
mial derivations. In it, the author gives an inequality determined by the defin-
ing monomials of such a derivation, and proves that when this inequality is
satisfied, the ring of constants is not finitely generated (Thm. 1.3).
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Of particular interest is the following special case. Let B = k[x,y, z] =
k[2n+1], where x = (x1, ..., xn) and y = (y1, ..., yn) for n ≥ 1. Given an integer
t ≥ 1, define the generalized Roberts derivation D(t,n) on B by:

D(t,n)(x) = 0 ; D(t,n)(yi) = xt+1
i (1 ≤ i ≤ n); and D(t,n)(z) = (x1 · · ·xn)t .

Theorem 7.14. If n ≥ 3 and t ≥ 2, or if n ≥ 4 and t ≥ 1, then the ring of
constants of D(t,n) is not finitely generated.

The original examples of Roberts were D(t,3) for t ≥ 2. Then Kojima and
Miyanishi proved the result for the case n ≥ 3 and t ≥ 2 [171]. Finally,
Kuroda proved all cases of the theorem, including the case n ≥ 4 and t ≥ 1
([183], Cor. 1.5). It is this last case which is new, and which serves as the
catalyst for the new counterexample in dimension 11: We will consider the
Roberts derivations D(1,n) for n ≥ 4.

It should be noted that Kurano showed that the ring of constants forD(1,3)

is generated by 9 elements [179].

7.4.2 Proof of Theorem 7.13

Given n ≥ 4, let δn denote the Roberts derivation D(1,n) on the polynomial
ring k[x,y, z] = k[2n+1], where x = (x1, ..., xn) and y = (y1, ..., yn). Specifi-
cally,

δn = x2
1∂y1 + · · · + x2

n∂yn
+ (x1 · · ·xn)∂z .

By Kuroda’s result, the ring of constants of δn is not finitely generated.
This derivation has many symmetries. First, there is an obvious action

of the torus G
n
m on k[x,y, z] which commutes with δn, namely, given λ =

(λ1, ..., λn) ∈ G
n
m,

λ · xi = λixi (1 ≤ i ≤ n); λ · yi = λ2
i yi (1 ≤ i ≤ n); and λ · z = (λ1 · · ·λn)z .

There is also an obvious action of the symmetric group Sn on k[x,y, z] com-
muting with δn: Given σ ∈ Sn, define

σ(xi) = xσ(i) (1 ≤ i ≤ n), σ(yi) = yσ(i) (1 ≤ i ≤ n), and σ(z) = z .

Since the actions of the torus G
n
m and the symmetric group Sn semi-commute

with each other, we obtain an action of the group G
n
m � Sn on k[x,y, z]. (In

this group, Sn acts on G
n
m by conjugation.)

Again, the full torus action does not have many invariant functions, and so
we consider instead the action of the subgroup H ⊂ G

n
m consisting of elements

λ such that λ1 · · ·λn = 1. Note that H is also a torus, of dimension n− 1. We
thus obtain an action of the group G := H � Sn on k[x,y, z].

It is easily calculated that the ring of invariants k[x,y, z]H is generated
by the set of monomials

{x1 · · ·xn} ∪ {T1 · · ·Tn |Ti ∈ {x2
i , yi}, 1 ≤ i ≤ n} ∪ {z} .

Let si denote the sum of monomials in this set of y-degree i (0 ≤ i ≤ n):
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s0 = x1 · · ·xn

s1 =
∑

1≤i≤n(x1 · · · x̂i · · ·xn)2yi
s2 =

∑
1≤i<j≤n(x1 · · · x̂i · · · x̂j · · ·xn)2yiyj

...
sn−2 =

∑
1≤i<j≤n(xixj)2y1 · · · ŷi · · · ŷj · · · yn

sn−1 =
∑

1≤i≤n x
2
i y1 · · · ŷi · · · yn

sn = y1 · · · yn
Since H is normal in G, the fixed ring of the G-action is

k[x,y, z]G = (k[x,y, z]H)Sn = k[s0, s1, ..., sn, z] = k[n+2] .

Since the action of G commutes with δn, it follows that δn restricts to a locally
nilpotent derivation of this polynomial ring:

δn(s0) = 0 ,
δn(s1) = ns20 ,

δn(s2) =
(
n
2

)

s1 ,

...

δn(si) =
(
n
i

)

si−1 ,

...
δn(sn) = sn−1

δn(z) = s0

Let s = (s0, s1, ..., sn), and let ∆n denote the restriction of δn to k[s, z]. Up
to scalar multiples, the induced Ga-action exp(t∆n) on A

n+2 = Spec(k[s, z])
is precisely the Ga-action on X = A

N+1 described in Thm. 7.13, where N =
n + 1. It remains to show that the ring of constants k[s, z]∆n is not finitely
generated.

In order to do this, we use the Non-Finiteness Criterion (Lemma 7.4). Ac-
cording to Lemma 2.2 of Kuroda [183], there exists a sequence αi ∈ k[x,y, z]δn

such that, for some positive integer e, αi has the form αi = xe
1z

i+ (terms of
lower degree in z) for each i ≥ 1. We may assume each αi is homogeneous
(i.e., semi-invariant) relative to the given torus action; otherwise replace αi by
the homogeneous summand of αi containing xe

1z
i, which is also in the kernel

of δn. Given i ≥ 1, let βi denote the product of all elements in the orbit of αi

under the action of Sn. Then βi ∈ k[s, z]∆n for each i, and has leading z-term
of the form (

(xe
1z

i)(xe
2z

i) · · · (xe
nz

i)
)(n−1)!

= se(n−1)!
0 zin! .

Therefore, the set of coefficient degrees {deg se(n−1)!
0 } is bounded, while the

set {degz z
in!}i≥1 is unbounded. This is the first condition for non-finite gen-

eration.
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The second condition is that δn(z) = s0 does not belong to the image of
the restriction of ∆n to the subring k[s]. But this is obvious, since s0 does
not belong to the ideal (δn(s)) = (s20, s1, ..., sn−1). By the Non-Finiteness Cri-
terion, it follows that the ring of constants k[s, z]∆n is not finitely generated.
��

7.5 Proof for the Linear Example in Dimension Eleven

This section gives a proof of Thm. 6.13, stated in the preceding chapter,
continuing the notation of the theorem.

Let A = k[x, s, t, u, v, z] = k[6], and define the triangular derivation d on
A by

dx = 0 , ds = x2 , dt = s , du = t , dv = u , dz = x .

By the results of the preceding section, Ad is not finitely generated.
Recall that B = k[w, x, s1, s2, t1, t2, u1, u2, v1, v2, z] = k[11]. The common

ring of constants for the commuting derivations T1, T2, T3, T4 of B is

(((BT4)T3)T2)T1 = k[w, x, xs1+ws2, xt1+wt2, xu1+wu2, xv1+wv2, z] ∼= k[7] .

This is due to the simple fact that, for any base ring R, if γ is the R-derivation
of R[X,Y ] = R[2] defined by γX = a and γY = −b for some a, b ∈ R (not both
0), then R[X,Y ]γ = R[bX + aY ] ∼= R[1]. This fact is an easy consequence of
the results in Chap. 4. Applying this four times in succession gives the equality
above.

Recall that Θ is a fifth linear triangular derivation of B which semi-
commutes with the Ti. In particular, in the Lie algebra of k-derivations of
B, we have relations

[T1, Θ] = T2 , [T2, Θ] = T3 , [T3, Θ] = T4 , [T4, Θ] = 0 . (7.8)

So these 5 linear derivations form a Lie algebra g.
Let h ⊂ g denote the subalgebra

h = kT1 ⊕ kT2 ⊕ kT3 ⊕ kT4 ,

noting that g = h ⊕ kΘ. The group Γ := exp g acts linearly on A
11. Let Ω

denote the subgroup Ω = exp h, which is isomorphic to the vector group G
4
a.

The equations (7.8) above show that the adjoint [·, Θ] defines the basic
linear derivation of h ∼= A

4. It follows that Ω is normal in Γ ; the subgroup
exp t[·, Θ] ⊂ Γ acts on Ω; and Γ ∼= G

4
a � Ga.

This means that Θ restricts to the subring BΩ = k[7], and is given by:

Θw = 0
Θx = 0
Θ(xs1 + ws2) = x2
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Θ(xt1 + wt2) = xs1 + ws2
Θ(xu1 + wu2) = xt1 + wt2
Θ(xv1 + wv2) = xu1 + wu2

Θz = x

This is manifestly the same as the derivation d, defined at the beginning of
this section, extended to the ring A[w] = A[1] by dw = 0. Therefore,

BΓ = (BΩ)Θ ∼= A[w]d = Ad[w] ∼= (Ad)[1] ,

and this ring is not finitely generated over k. ��

Remark 7.15. Using Thm. 7.13, the same reasoning yields, for each integer
n ≥ 4, a linear action of the group Γn = G

n
a � Ga on Vn = A

2n+3 such that
k[Vn]Γn is not finitely generated.

7.6 Kuroda’s Examples in Dimensions Three and Four

Nagata posed the following question in his 1959 paper [235] as “Problem 2”.

Let K be a subfield of the field k(x1, ..., xn) such that tr.deg.kK = 3.
Is K ∩ k[x1, ..., xn] always finitely generated?

The counterexample in Nagata’s paper has tr.deg.kK = 4, as does the coun-
terexample of Steinberg (Thm. 1.2 of [286]). Also, the kernels of the derivations
dn (above) have tr.deg.k(ker dn) = 4. On the other hand, Rees’s counterex-
ample to the Zariski problem has fixed ring of dimension three.

Quite recently, Nagata’s problem was settled in the negative by Kuroda.
Kuroda’s first counterexamples are subfields of k(x) = k(x1, x2, x3, x4) =

k(4). Let γ and δij be integrers (1 ≤ i ≤ 3, 1 ≤ j ≤ 4) such that

γ ≥ 1 , δij ≥ 1 if 1 ≤ j ≤ 3 , and δi,4 ≥ 0 if 1 ≤ i ≤ 3 .

Let k(Π) denote the subfield of k(x) generated by

Π1 = xγ
4 − x−δ1,1

1 x
δ1,2
2 x

δ1,3
3 x

δ1,4
4

Π2 = xγ
4 − xδ2,1

1 x
−δ2,2
2 x

δ2,3
3 x

δ2,4
4

Π2 = xγ
4 − xδ3,1

1 x
δ3,2
2 x

−δ3,3
3 x

δ3,4
4 .

Let k[x] = k[x1, x2, x3, x4].

Theorem 7.16. (Kuroda [182], Thm 1.1) If

δ1,1

δ1,1 + min{δ2,1, δ3,1}
+

δ2,2

δ2,2 + min{δ3,2, δ1,2}
+

δ3,3

δ3,3 + min{δ1,3, δ2,3}
< 1

then k(Π) ∩ k[x] is not finitely generated over k.
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Kuroda also shows that k(Π)∩ k[x] cannot be the kernel of any locally nilpo-
tent derivation of k[x].

Nonetheless, there does exist D ∈ Derk(k[x]) with kerD = k(Π) ∩ k[x].
For the simplest symmetric example, take k(Π) = k(f, g, h) for

f = w − x−1y3z3 , g = w − x3y−1z3 , h = w − x3y3z−1 .

Note that the rational inequality of Kuroda’s theorem is satisfied: 1
4 + 1

4 + 1
4 <

1. The jacobian derivation ∆(f,g,h) ∈ Derk(k(x)) restricts to k[x], namely,
∆(f,g,h) = 4x1x2x3D, where

Dxi = xi(5x4
i − ϕ) for ϕ = x4

1 + x4
2 + x4

3 (1 ≤ i ≤ 3), and
Dx4 = −20(x1x2x3)3 .

That kerD = k(Π) ∩ k[x] can be proved using [185].
Kuroda’s second family of examples have members which are subfields

L of K = k(x1, x2, x3) = k(3), i.e., K is an algebraic extension of L, but
L∩ k[x1, x2, x3] is not finitely generated. These appear in [184]. By the result
proved in the Appendix to the preceding chapter, together with the Finiteness
Theorem, it follows that L ∩ k[x1, x2, x3] cannot be the ring of invariants of
any algebraic group action on A

3.
Given positive integers γ and δij (i, j = 1, 2), let k(H) denote the subfield

of K generated by

H1 = xδ2,1
1 x

−δ2,2
2 − x−δ1,1

1 x
δ1,2
2

H2 = xγ
3 − x−δ1,1

1 x
δ1,2
2

H3 = 2xδ2,1−δ1,1
1 x

δ1,2−δ2,2
2 − x−2δ1,1

1 x
2δ1,2
2 .

Theorem 7.17. (Kuroda [184], Thm. 1.1) If

δ1,1

δ1,1 + δ2,1
+

δ2,2

δ2,2 + δ1,2
<

1
2
,

then K(H) ∩ k[x1, x2, x3] is not finitely generated over k.

Kuroda does in fact use some theory of locally nilpotent derivations in his
proofs. These examples bear study, especially in dimension four, in the effort
to decide whether kernels of locally nilpotent derivations of k[4] are finitely
generated.

See also [180, 181].

7.7 Locally Trivial Examples

In [80], Deveney and Finston show how to use known counterexamples to the
Fourteenth Problem in order to construct a class of locally trivial Ga-actions
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on factorial affine C-varieties Y such that k[Y ]Ga is not finitely generated.
Similarly, Jorgenson [153] used Rees’s counterexample to the Zariski Problem
to construct an example of a normal affine C-variety X of dimension 4 which
admits a locally trivial Ga-action such that k[X]Ga is not finitely generated.
His paper includes the following results.

Theorem 7.18. (Thm 3.1 of [153]) Let A be a normal affine k-domain, where
k is an algebraically closed field of characteristic 0. Let L be a field such that
k ⊂ L ⊂ frac(A), and set R = L ∩ A. Then there exists a normal affine
Ga-variety X ⊂ A

n (for some n ≥ 1) such that the Ga-action on X is locally
trivial, and R = k[X]Ga .

7.8 Some Positive Results

Naturally, one would like to know the solution to the Finiteness Problem in
dimension four:

Is the kernel of every locally nilpotent derivation of k[4] finitely gen-
erated?

To date this question is open. The examples discussed above are all triangular,
so in dimension four we first examine triangular derivations, and here the
answer is positive.

Theorem 7.19. (Daigle and Freudenburg [57]) Let k be an algebraically
closed field of characteristic zero, and let R be a k-affine Dedekind domain
or a localization of such a ring. The kernel of any triangular R-derivation of
R[x, y, z] is finitely generated as an R-algebra.

The proof of this result uses a certain property of polynomials proved by
Sathaye in [269]. This theorem easily implies a positive answer to our question.

Corollary 7.20. If T is a triangular derivation of k[w, x, y, z], then the kernel
of T is finitely generated.

A special case of the corollary was earlier proved in [202], namely, the case T
is triangular monomial.

Finite generation notwithstanding, kerT may be very complicated.

Theorem 7.21. (Daigle and Freudenburg [56]) For each integer n ≥ 3, there
exists a triangular derivation of k[w, x, y, z] whose kernel, though finitely gen-
erated, cannot be generated by fewer than n elements.

The actual construction of such derivations is a bit complicated, and the
reader should see the article for details.

It should be noted that Thm. 7.19 fails for more general rings R. For
example, if R = k[a, b], a polynomial ring in two variables over k, then the
derivation dn of Cor. 7.9 is a triangular R-derivation of R[x, y, z] with non-
finitely generated kernel.

Following are two positive results concerning special classes of derivations.
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Theorem 7.22. (van den Essen and Janssen [102]) Let D be an elementary
derivation of B = k[x1, ..., xn] for which Dx1 = · · · = Dxi = 0 and Dxj ∈
k[x1, ..., xi] for j > i.

(a) If either i ≤ 2 or n− i ≤ 2 then kerD is finitely generated.
(b) If 1 ∈ (DB), then kerD is a polynomial ring.

Theorem 7.23. (Khoury [169]) For n ≤ 6, the kernel of every elementary
monomial derivation of k[6] is generated by at most 6 elements.

In his thesis [205], Maubach asked the following question, which is still
open at this writing. Define a monomial derivation D on B = k[x, y, z, u, v]
by

D = x∂y + y∂z + z∂u + u2∂v .

Is the kernel of D finitely generated?

7.9 Winkelmann’s Theorem

From a geometric point of view, counterexamples to Hilbert’s problem show
that, in general, the ring of invariants of an algebraic group acting on an affine
variety need not be the coordinate ring of an affine variety. However, recent
work of Winkelmann asserts that these rings are always at least quasi-affine,
that is, isomorphic to the coordinate ring of a Zariski-open subset of an affine
variety.

Theorem 7.24. (Thm. 1 of [307]) Let k be a field and R an integrally closed
k-algebra. Then the following properties are equivalent.

1. There exists a reduced irreducible quasi-affine k-variety U such that R ∼=
k[U ].

2. There exists a reduced irreducible affine k-variety V and a regular Ga-
action on V such that R ∼= k[V ]Ga .

3. There exists a reduced irreducible k-variety W and a subgroup G ⊂
Autk(W ) such that R ∼= k[W ]G.

To illustrate this theorem, Winkelmann considers the dimension-five coun-
terexample ∆ defined and discussed in this chapter (see Thm. 7.3 above). Let
V ⊂ A

6 be the affine subvariety defined by points (w1, ..., w6) such that

w3 = w2w4 −w1w5 (a coordinate hypersurface) , and w2
1w6 = w3

2 +w2
3 .

Then the set of singularities Sing(V ) of V is defined by w1 = w2 = w3 = 0,
and ker∆ ∼= k[V − Sing(V )] (Lemma 12).
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7.10 Appendix: Van den Essen’s Proof

Following is van den Essen’s recent proof that the kernel of ∆ ∈ LND(k[5])
is not finitely generated (Thm. 7.3 above), as found in [101]. This proof has
the advantage of being fairly short, while the proof given above can be more
readily adapted to the explicit construction of invariants.

Let D1 denote the de-homogenization x = 1 of the basic linear derivation
D of k[x, s, t, u]. Specifically, D1 is the derivation of A := k[s, t, u] defined by

D1 = ∂s + s∂t + t∂u .

Notice that D1 is a partial derivative, with slice s and kernel k[t1, u1], where

t1 = t− 1
2s

2 and u1 = u− st+ 1
3s

3 .

Proposition 7.25. Let e : N → N be given by

e(3l) = 2l and e(3l + 1) = e(3l + 2) = 2l + 1 (l ≥ 0) .

Then there exists a sequence ci ∈ k[s, t, u], i ≥ 0, such that c0 = 1, Dci = ci−1,
and deg ci ≤ e(i) for i ≥ 1.

Here, deg denotes standard degrees on k[s, t, u]. Compare to Thm. 7.1 above.

Proof. Consider on A the grading w defined by

w(s) = 1 , w(t) = 2 , and w(u) = 3 ,

and write A = ⊕i≥0Ai accordingly. Degrees for this grading are denoted by
w-deg. Then D1(An) ⊂ An−1 for all n ≥ 1. By induction on n we construct
the functions cn ∈ A.

Assume that cn is already constructed. Write cn =
∑n

i=0Hn−is
i, with

Hn−i ∈ An−i ∩AD1 (this is possible since A = AD1 [s] and cn ∈ An). Then

c̃n+1 :=
n∑

i=0

1
i+1Hn−is

i+1 ∈ An+1

and D1(c̃n+1) = cn. By Lemma 7.26 below, there exists h ∈ An+1 ∩AD1 such
that cn+1 := c̃n+1 − h satisfies deg cn+1 ≤ e(n+ 1). ��

Lemma 7.26. If f ∈ An+1 is such that deg D1f ≤ e(n), then there exists
h ∈ An+1 ∩AD1 such that deg (f − h) ≤ e(n+ 1).

Proof. (i) Let n = 3l (the cases n = 3l+1 and n = 3l+2 are treated similarly)
and let M be the k-span of all f ∈ An+1 such that deg D1f ≤ 2l = e(3l).
Write f =

∑
αijks

itjuk, with i+ 2j + 3k = 3l + 1 and αijk ∈ k. Then

D1f =
∑

i+2j+3k=3l+1

(iαijk + (j + 1)αi−2,j+1,k + (k+ 1)αi−1,j−1,k+1)si−1tjuk .
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So

(∗) degD1f ≤ 2l ⇔ iαijk + (k + 1)αi−1,j−1,k+1 + (j + 1)αi−2,j+1,k = 0

for all i, j, k satisfying i + 2j + 3k = 3l + 1 and (i − 1) + j + k ≥ 2l + 1 i.e.
i+ j+ k ≥ 2l+ 2. For such a triple we have i > 0. Hence by (∗) each αijk is a
linear combination of certain αpqr’s with p+ q + r < i+ j + k. Consequently
each αijk is a linear combination of the αpqr’s satisfying p + q + r = 2l + 2.
Since there are [ l−1

2 ]+ 1 of them (just solve the equations p+2q+3r = 3l+1
and p + q + r = 2l + 2) it follows that dimπ(M) ≤ [ l−1

2 ] + 1, where for any
g ∈ A π(g) denotes the sum of all monomials of g of degree ≥ 2l + 2.

(ii) Put N := AD1 ∩An+1. Then N is the k-span of all “monomials”

np := t13p+2u1
l−(2p+1) , where 0 ≤ p ≤ [ l−1

2 ] .

We claim that the π(np) are linearly independent over k. It then follows from
(i) and the fact that π(N) ⊂ π(M) that π(N) = π(M), which proves the
lemma.

(iii) To prove this claim, put

wp := (−2)3p+23l−(2p+1)π(np)|t=0,u= 1
3 s = π((s2)3p+2(s+ s3)l−(2p+1)) .

Observe that

(s2)3p+2(s+ s3)l−(2p+1) =
l−(2p+1)∑

j=0

(
l − (2p+ 1)

j

)

s3l+1−2j .

Since 3l + 1 − 2j ≥ 2l + 2 iff 0 ≤ j ≤ [ l−1
2 ] we get

wp =
[ l−1

2 ]∑

j=0

(
l − (2p+ 1)

j

)

s3l+1−2j .

Then the linear independence of the wp (and hence of the π(np)) follows since
det (

(
l−(2p+1)

j

)
)0≤p,j≤[ l−1

2 ] �= 0. ��

Proof. (of Thm. 7.3.) Recall that ∆ is defined on k[x, s, t, u, v] by

∆ = x3∂s + s∂t + t∂u + x2∂v .

(i) Define for all i ≥ 0

ai := x2i+1ci

(
s

x3
,
t

x3
,
u

x3

)

.

Then one easily verifies that ∆ai = x2ai−1 for all i ≥ 1 and that
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Fn :=
n∑

i=0

(−1)i n!
(n− i)!aiv

n−i ∈ B∆ (n ≥ 1) .

Suppose now that B∆ is finitely generated by g1, . . . , gm over k. We may
assume that gi(0) = 0 for all i. Write gi =

∑
gijv

j , with gij ∈ k[x, s, t, u]. By
(ii) below we get that gij ∈ (x, s, t, u) for all i, j. Let d denote the maximum
of the v-degrees of all gi. Consider Fd+1 = xvd+1+lower degree v-terms, as
above. So Fd+1 ∈ B∆ = k[g1, . . . , gm]. Looking at the coefficient of vd+1, we
deduce that x ∈ (x, s, t, u)2, a contradiction.

(ii) To prove that gij ∈ (x, s, t, u) for all i, j it suffices to show that if
g =

∑
gjv

j ∈ B∆ satisfies g(0) = 0 then each gj ∈ (x, s, t, u). First, clearly
g0 ∈ (x, s, t, u). So let j ≥ 1.. From ∆g = 0 we get jgjx2 = ∆(−gj−1) ∈
∆(k[x, s, t, u]) ⊂ (x3, s, t) for all j ≥ 1. If gj(0) ∈ k∗, then x2 ∈ (x3, s, t, ux2),
a contradiction. So gj(0) = 0, i.e., gj ∈ (x, s, t, u). ��
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Algorithms

We have seen that the invariant ring of a Ga-action on an affine variety need
not be finitely generated as a k-algebra. But in many important cases, most
notably in the linear case, the invariant ring is known to be finitely generated,
and in these cases it is desirable to have effective means of calculating invari-
ants. In this chapter, we consider constructive invariant theory for Ga-actions,
beginning with the classical linear case.

The explicit determination of the rings of invariants for basic Ga-actions
was first taken up by Fauntleroy in the 1977 paper [105]. Fauntleroy considered
these actions over an algebraically closed field (in any characteristic). However,
it was later shown by Tan (1989) that “the finite sets claimed to be generating
sets in [Fauntleroy’s paper] are not generating sets”[291]. Tan’s paper gives an
algorithm for calculating generators for the rings of invariants of the basic Ga-
actions, again in the case k is an algebraically closed field. Tan then illustrates
his algorithm with several interesting examples.

Based on Tan’s ideas, van den Essen (1993) developed an algorithm to
calculate rings of invariants for a more general class of Ga-actions. For any field
k of characteristic zero, and for any finitely generated commutative k-domain
B, the algorithm of van den Essen calculates kerD for any D ∈ LND(B),
under the assumption that kerD is finitely generated [98]. Thus, the algorithm
already provides an effective way to calculate a set of generators for the ring of
invariants of a linear Ga-action on A

n in the characteristic zero case, even when
the underlying field is not algebraically closed. Van den Essen’s algorithm
relies heavily on the theory and computation of Gröbner bases. The algorithm
can also be used to show finite generation, since termination of the algorithm
in a finite number of steps means that a generating set has been calculated,
and this will be a finite set.

For polynomial rings, van den Essen’s algorithm seems particularly well-
suited for calculating kernels of triangular derivations, which is already a quite
complicated and important case. Nonetheless, despite its utility in the study
of locally nilpotent derivations, the algorithm does not predict the number of
steps required to calculate a given kernel, making the algorithm impractical in
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certain cases. It can happen that a finitely generated kernel can be computed
easily by ad hoc methods, whereas the algorithm runs for several days on
a computer algebra system without reaching a conclusion in attempting to
calculate the same kernel. Such an example is the homogeneous (2, 5)-example
in dimension three, which was discussed in Chap. 5.

In an effort to address some of these difficulties, Maubach (2001) found
an algorithm to compute generators of the kernel of any k-derivation of the
polynomial ring k[x1, ..., xn] up to a certain predetermined degree bound. It
is based on the idea that a homogeneous derivation D restricts to a vector
space mapping on the subspace of forms of fixed degree d. Then one can
calculate the kernel of each such restriction by linear algebra, rather than
using Gröbner bases. Of course, one cannot be sure to get all kernel elements
in this way. But in his thesis [205] of 2003, Maubach points out that one
can use an abbreviated form of the van den Essen algorithm (which he calls
the kernel-check algorithm) to see whether a given set of kernel elements is a
generating set. He describes the situation as follows.

The major drawback of the Essen algorithm is that in practice it is not
very fast for most locally nilpotent derivations. The major drawback
of the homogeneous algorithm is that it cannot answer the question if
found generators are sufficient. However, if we use the homogeneous
algorithm to compute generators, and then use the kernel-check algo-
rithm ... to decide if these actually generate the whole kernel, then
generally this is a fast way (p. 42).

Maubach discusses an example for which he made calculations using the
MAGMA computer algebra system. His algorithm calculated generators up
to certain degree within 22 seconds, and an additional 2 seconds were used
in the kernel-check algorithm to verify that these generated the entire kernel.
Applying only the van den Essen algorithm used 65 minutes.

In addition to the kernel algorithm, van den Essen gives in his book [100]
two additional algorithms related to locally nilpotent derivations. The first is
the image membership algorithm. Assuming again that B is a finitely gener-
ated commutative k-domain, D ∈ LND(B), and kerD is finitely generated,
this algorithm decides whether a given element a ∈ B belongs to the image
DB, and if so gives b ∈ B with Db = a. The second is the extendibility algo-
rithm. For the polynomial ring B = k[x1, ..., xn], this gives a way of deciding,
by means of locally nilpotent derivations, whether a given set of polynomials
f1, ..., fn−1 ∈ B forms a partial system of variables, i.e., whether there exists
fn ∈ B such that B = k[f1, ..., fn−1, fn]. If a positive conclusion is reached,
then the image algorithm can be used to find fn. These two algorithms are
discussed in Sect. 8.2 and Sect. 8.5 below.

A more geometric approach to computing invariants is taken by de Salas
in [268]. In particular, he gives an algorithm for computing invariants for
unipotent group actions over an algebraically closed field, but only relative to
subvarieties where the quotient exists. His description is the following.
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The general theory of invariants is reduced, firstly, to cases where G
is either geometrically reductive or unipotent. Furthermore, compu-
tation of invariants by the action of a smooth, connected group is
reduced to computation of the invariants by the action of the addi-
tive group. Indeed, if B ⊂ G is a Borel subgroup and E is a linear
representation of G, then it is known that EG = EB and hence com-
putation of the invariants is reduced to the case of a solvable group.
It is therefore enough to give a method for computing invariants for
the additive group Ga and the multiplicative group Gm. However the
latter is very simple and one is therefore reduced to the case of the
additive group Ga. (From the Introduction)

The reader is referred to de Salas’s article for details.

8.1 Van den Essen’s Algorithm

This section is largely a restatement of van den Essen’s own exposition of the
algorithm, found in §1.4 of his book [100].

The algorithm is based on the Slice Theorem. Suppose B = k[b1, ..., bn], a
finitely generated commutative k-domain. Let D ∈ LND(B) be nonzero, and
assume that A := kerD is known to be finitely generated. The input of the
algorithm is (D; b1, ..., bn; r), where r ∈ B is any local slice of D.

Select a local slice r ∈ B, and set f = Dr. Then we know that
Bf = Af [r] = A

[1]
f . Moreover, if Df denotes the extension of D to Bf ,

then Df (s) = 1 for s = r/f , and kerDf = Af = k[πs(b1), ..., πs(bn), 1/f ]
by the Slice Theorem, where πs is the Dixmier map on Bf . Choose ei ≥ 0
so that feiπs(bi) ∈ A. Then A is an algebraic extension of the subring
A0 := k[fe1πs(b1), ..., fenπs(bn), f ], and

A0 ⊂ A ⊂ A0[1/f ] .

Given m ≥ 1, define inductively Am to be the subalgebra of B generated by
the set

{h ∈ B|fh ∈ Am−1} .
Since A is factorially closed, it follows that A0 ⊂ Am ⊂ A for each m.

Theorem 8.1. In the notation above:

(a) Am is a finitely generated k-subalgebra of A for every m ≥ 0.
(b) A is finitely generated if and only if A = Am for some m.
(c) If Am = Am+1 for some m ≥ 0, then A = Am.

Proof. Part (a) is proved by induction onm, the casem = 0 being clear. Given
m ≥ 1 assume Am−1 = k[g1, ..., gl]. Let J be the ideal in k[Y ] = k[Y1, ..., Yl] =
k[l] of polynomials P such that P (g1, ..., gl) ∈ fB. By the Hilbert Basis The-
orem, there exist P1, ..., Ps ∈ k[Y ] such that J = (P1, ..., Ps). Let h1, ..., hs be
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elements of A for which Pi(g1, ..., gl) = fhi; then Am−1[h1, ..., hs] ⊂ Am, and
we wish to see that the reverse inclusion also holds. But this is clear: If h is
a generator of Am, then there exists F ∈ J with F (g1, ..., gl) = fh. Choos-
ing Q1, ..., Qs ∈ k[Y ] with F =

∑
QiPi, we have fh =

∑
Qi(g1, ..., gl)fhi,

implying h =
∑
Qi(g1, ..., gl)hi. So (a) is proved.

To prove (b), suppose A = k[t1, ..., tN ]. Since A ⊂ A0[1/f ], there exists a
non-negative integer m such that {fmt1, f

mt2, ..., f
mtN} ⊂ A0. For every j,

1 ≤ j ≤ N , we see that fm−1tj ∈ A1, fm−2tj ∈ A2, and so on, until finally
we arrive at tj ∈ Am. Therefore, A ⊂ Am, meaning A = Am.

To prove (c), assume Am = Am+1. If h ∈ Am+2, then fh ∈ Am+1 = Am, so
in fact Am+2 = Am+1. By induction, we have that AM = Am for all M ≥ m.
Since every element of A belongs to AM for some M ≥ 0, the conclusion of
(c) follows. ��
This result provides the theoretical basis for the van den Essen kernel
algorithm, which is applied in three steps.

• Step 1. Use the Dixmier map to write down the initial subring A0.
• Step 2. Given Am for m ≥ 0, calculate Am+1.
• Step 3. Decide if Am+1 = Am. If so, stop; if not, repeat Step 2 for Am+1.

Step 2 is achieved by calculating a set of generators P1, ..., Ps of the ideal
J ⊂ k[Y1, ..., Yl]. Suppose Am = k[g1, ..., gl], and let B̄ denote B modulo fB.
If ḡi is the residue class of gi in B̄, then

J = {P ∈ k[Y ]|P (ḡ1, ..., ḡl) = 0̄} .
Then one can use standard Gröbner basis calculations to find generators of
J ; see, for example the relation algorithm in Appendix C of van den Essen’s
book. Once we find J = (P1, ..., Ps), we have that Pi(g1, ..., gl) = fhi for
some hi ∈ B. Since B is a domain, the hi are uniquely determined. If B is
a polynomial ring, we have that hi = f−1Pi(g1, ..., gl). In more general rings,
one can again use Gröbner bases in order to calculate the hi explicitly; see
p.39 of van den Essen’s book for details.

As for Step 3, one uses another standard Gröbner basis calculation known
as the membership algorithm. This algorithm will decide whether the generator
hi of Am+1 belongs to the subalgebra Am, and if so, it computes a polynomial
Qi ∈ k[Y ] so that hi = Qi(g1, ..., gl). The membership algorithm is described
in Appendix C of van den Essen’s book.

As remarked by Maubach, “One of the great strengths of the [van den
Essen] algorithm is to be able to determine if one has sufficient generators”
([205], p.32). Maubach gives an abbreviated version of the algorithm, to be
used for checking a given finite set of kernel elements, and calls this the kernel-
check algorithm. Its output is simply yes or no, depending on whether or
not the given set generates the kernel over k. The algorithm proceeds in the
following two steps.
B = k[b1, ..., bn], D ∈ LND(B), and f ∈ kerD are as above. A set

{f1, ..., fm} ⊂ kerD is given.
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• Step 1. Find generators P1, ..., Ps for the ideal

J = {P ∈ k[m]|P (f1, ..., fm) ∈ fB} .

• Step 2. If f−1Pi(f1, ..., fm) ∈ k[f1, ..., fm] for each i, then kerD =
k[f1, ..., fm], and the output is yes; otherwise the output is no.

8.2 Image Membership Algorithm

Based on the kernel algorithm, the image membership algorithm decides
whether a ∈ DB for given D ∈ LND(B) and a ∈ B. In addition, if a ∈ DB,
then the algorithm gives b ∈ B for which Db = a. Following is a brief descrip-
tion of the algorithm.

Continuing the notation above, we assume D ∈ LND(B) is given, and
A = kerD is finitely generated. Suppose a ∈ B is given. We continue to
assume r is a local slice, Dr = f , and s = r/f . Then Bf = Af [s] and
D = d/ds on Bf . The degree of a as a polynomial in s equals m := νD(a).
By integration, there exists β ∈ Bf of degree m+ 1 such that Dβ = a. Thus,
g := fm+1β ∈ B and Dg = fm+1a. For the sake of computations, van den
Essen gives the explicit formula

β =
∑

0≤i≤m

(−1)i

(i+ 1)!
Di(a)si+1 .

Since A is finitely generated, it can be represented as A = k[X1, ...,XN ]/I
for some positive integer N , where k[X1, ...,XN ] = k[N ], and I ⊂ k[X1, ...,XN ]
is an ideal. If A = k[f1, ..., fl] has been computed, then I can be found by
the relation algorithm. Suppose I = (H1, ...,Ht), and suppose F, Fi, G ∈
k[X1, ...,XN ] are such that F̄ = f , F̄i = fi, and Ḡ = g, where (̄·) denotes
congruence class modulo I. Let J ⊂ k[X1, ...,XN , Y1, ..., YN ] = k[2N ] be the
ideal

J = (Y1 − F1, ..., Yl − Fl, F
m+1,H1, ...,Ht) .

Finally, we let G̃ be the normal form of G relative to an appropriately chosen
Gröbner basis of J .

Proposition 8.2. (1.4.15 of [100]) In the above notation, a ∈ DB if and only
if G̃ ∈ k[Y1, ..., YN ]. In this case, the element b := (g − G̃((f1, ..., fl))/fm+1

satisfies Db = a.

For proofs and further details about the algorithm, the reader is referred to
van den Essen [100], Sect. 1.4.
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8.3 Criteria for a Derivation to be Locally Nilpotent

In both the kernel and image algorithms, one uses νD(q) for elements q ∈ B,
but there is no way to predict how large this might be for arbitrary choice of q.
Motivated by this consideration, van den Essen [98] posed the Recognition
Problem:

Let B be a finitely generated k-algebra and D ∈ Derk(B). Give an
algorithm to decide if D is locally nilpotent.

As a step towards achieving this, he gives the following; see [98] and [100],
1.4.17.

Proposition 8.3. (Partial Nilpotency Criterion) Let B = k[b1, ..., bn],
and suppose D ∈ Derk(B) has the property that the transcendence degree of
B over kerD equals 1. Given a transcendence basis x1, ..., xt−1 of kerD, set

N = max
i

{[frac(B) : k(x1, ..., xt−1, bi)]|Dbi �= 0} ,

which is finite. Then D is locally nilpotent if and only if DN+1(bi) = 0 for
every i.

The proof is a direct application of Cor. 1.25. The key to using this criterion
is to find the t− 1 algebraically independent kernel elements.

In the case B = k[x, y] = k[2], van den Essen gives a complete solution to
the Recognition Problem.

Proposition 8.4. (1.3.52 of [100]) Let B = k[x, y], and let D ∈ Derk(B) be
given, D �= 0. Set

d = max{degx(Dx),degx(Dy),degy(Dx),degy(Dy)} .

Then D is locally nilpotent if and only if Dd+2x = Dd+2y = 0.

Proof. If the generators x and y belong to Nil(D), then D is locally nilpotent
(Princ. 2).

Conversely, suppose D is locally nilpotent. We may assume that D is
irreducible, since the value of d will only increase when D is multiplied by a
kernel element, whereas νD(x) and νD(y) will not change.

By Rentschler’s Theorem, there exist P,Q ∈ B such that B = k[P,Q],
kerD = k[P ], and DQ ∈ k[P ]. Since D is irreducible, we may write D =
Py∂x − Px∂y (Cor. 4.7). Observe that

degy P = [k(x, y) : k(x, P )] = [k(P,Q) : k(x, P )] = degQ x = νD(x)

and

degx P = [k(x, y) : k(P, y)] = [k(P,Q) : k(P, y)] = degQ y = νD(y) .

In each case, the last equality is due to the fact that Q is a local slice. Thus:
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degx(Dx) = degx(Py) ≤ degx(P ) = νD(y)
degy(Dx) = degy(Py) = degy(P ) − 1 = νD(x) − 1
degx(Dy) = degx(Px) = degx(P ) − 1 = νD(y) − 1
degy(Dy) = degy(Px) ≤ degy(P ) = νD(x)

The desired result now follows from the definition of νD. ��

The analogous criterion in higher dimensions is not valid. For example,
let D ∈ LND(k[x, y, z]) be the (2, 5)-example discussed in Chap. 5. Then the
least integer N so that DN (x) = DN (y) = DN (z) = 0 is N = 11. On the
other hand, D is homogeneous of degree 4, meaning that Dx, Dy, and Dz is
each of total degree 5.

However, for homogeneous derivations in dimension 3 a bound was given
by Holtackers.

Proposition 8.5. ([145], Thm. 3.1) Let B = k[x, y, z] = k[3] and let D ∈
Derk(B) be standard homogeneous, D �= 0. Let e denote the greatest integer
e ≤ 1

4 (degD + 3)2 + 1. Then D is locally nilpotent if and only if De+1x =
De+1y = De+1z = 0.

Proof. As above, if the generators x, y, and z belong to Nil(D), then D is
locally nilpotent.

Conversely, assume D is locally nilpotent, and that kerD = k[f, g] for
homogeneous f and g. It is no loss of generality to assume D is irreducible.
Then by the Jacobian Formula we may also assume that D = ∆(f,g).

A general formula for field extensions is

[k(x1, ..., xn) : k(F1, ..., Fn)] ≤ (degF1) · · · (degFn) .

(See [100], Prop. B.2.7, and [145], Prop. 1.12.) Set

N = [k(x, y, z) : k(f, g, x)] ≤ (deg f)(deg g) .

By the Partial Nilpotency Criterion, DN+1x = 0.
Since f and g are homogeneous,

degD + 1 = deg(Dx) = deg(fygz − fzgy) = deg f + deg g − 2 ≤ d ,

where d = max{degDx,degDy,degDz}. Thus, setting a = deg f and b =
deg g, we wish to maximize the quantity (ab+1) subject to the condition a+b =
degD + 3. Viewing ab + 1 as quadratic in a, the result follows immediately.
��

In fact, Holtackers gives a more general formula, namely, for the weighted-
homogeneous case.

Note that, in the general dimension 3 case, the obstruction is that the
degrees deg(f),deg(g) are not always uniformly bounded by a polynomial
function of

d = max{deg(fygz − fzgy),deg(fxgz − fzgx),deg(fxgy − fygx)} .
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8.4 Maubach’s Algorithm

This algorithm calculates generators of the kernel of a homogeneous derivation
up to a certain predetermined degree. The derivation involved need not be
locally nilpotent. In addition, Maubach describes a procedure for using the
homogeneous algorithm to calculate kernel elements of a non-homogeneous
derivation. This is accomplished by homogenizing the given derivation. In the
present treatment, we will content ourselves with a brief description of these
ideas. The reader is referred to [203, 205] for the proofs.

8.4.1 The Homogeneous Algorithm

Let B be a commutative k-domain graded by the additive semi-group I = N
q

for some q ≥ 1. In addition, if B = ⊕α∈IBα, suppose that each Bα is a vector
space of finite dimension over k, and B0 = k.

For elements of I, declare β ≤ α in I if and only if βi ≤ αi for each i,
1 ≤ i ≤ q. Likewise, declare β < α if and only if β ≤ α and β �= α. Define

B≤α =
∑

β≤α

Bβ and B<α =
∑

β<α

Bβ .

Let D ∈ Derk(B) be homogeneous relative to this grading, D �= 0. Given
α ∈ I, we say that a subset F = {F1, ..., Fs} ⊂ B≤α is a good set for α
(relative to D) if it satisfies:

(1) each Fi ∈ Bβ for some β ≤ α
(2) k[F ] ∩B≤α = (kerD) ∩B≤α

(3) Fi �∈ k[F1, ..., F̂i, ..., Fs] for each i

Likewise, F is a good set for < α when:

(1)′ each Fi ∈ Bβ for some β < α
(2)′ k[F ] ∩B<α = (kerD) ∩B<α

(3)′ Fi �∈ k[F1, ..., F̂i, ..., Fs] for each i

Note that, since A0 = k, a good set for 0 is the empty set.
Given a degree bound α, the algorithm calculates finite sets Fβ ⊂ Bβ

such that their union gives a good set for α. The main tool is the following
induction step, which, given a good set F for < α, calculates a set Fα ⊂ Bα

such that Fα ∪F is a good set for α; this will be the set of “kernel generators
up to degree α”, in the sense of condition (2) for good sets above.

Proposition 8.6. (3.17 and 3.18 of [205]) Let α ∈ I be given.

(a)Suppose we have a collection of sets {Fβ |β < α} with the property that,
for each β < α, ∪γ≤βFγ is a good set for β. Then ∪β<αFβ is a good set
for < α.
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(b)Suppose we have a collection of sets {Fβ |β < α} with the property that,
for each β < α, ∪β<αFβ is a good set for < α. Then we can construct a
finite set Fα ⊂ Bα such that ∪β≤αFβ is a good set for α.

By this result, a good set for α can be calculated inductively from the empty
set, which is a good set for 0.

The key step is to construct the set Fα in part (b) of the proposition. To
this end, let A = kerD and write A = ⊕α∈IAα. Let F = ∪β<αFβ , as in part
(b), which is a good set for < α. If F = {F1, ..., Fs}, then

k[F ] ∩Aα =
∑

e∈E

k · F e1
1 · · ·F es

s ,

where E = {e ∈ N
s|F e1

1 · · ·F es
s ∈ Aα}. Choose a subset J ⊂ E so that the set

B = {F e1
1 · · ·F es

s |e ∈ J} is a basis for the vector space k[F ] ∩ Aα. Then B is
in the kernel K of the linear map D : Bα → Bα+δ (where δ is the degree of
D), and we take Fα to be the completion of B to a basis of K.

In addition, Maubach shows:

Proposition 8.7. (3.1.10 of [205]) Suppose that the preceding algorithm pro-
duces the set F = {F1, ..., Fs} which is a good set α (α ∈ I), and assume that
it is verified that kerD = k[F ]. If also kerD = k[g1, ..., gt], then s ≤ t.

8.4.2 Application to Non-homogeneous Derivations

Next, Maubach shows how to apply the homogeneous algorithm to non-
homogeneous derivations in the case B is a polynomial ring.

Suppose B = k[x1, ..., xn] = k[n] and B[w] = k[n+1]. Recall from Chap.
3 that every D ∈ Derk(B) admits a homogenization DH ∈ Derk(B[w]), and
that if p : B[w] → B is the evaluation map p(f(w)) = f(1), then p(kerDH) =
kerD. So the idea is simply to apply the homogeneous algorithm to DH to
produce a subset F ⊂ ker (DH) of generators up to a certain degree. Then
p(F) ⊂ kerD. If k[F ] = ker (DH), then k[p(F)] = kerD.

Maubach points out one pitfall of this approach: It may happen that
ker (DH) is not finitely generated, but kerD is finitely generated. He gives
the following example.

Define D on k[x, s, t, u, v] = k[5] by

D = ∂s + (sx2)∂t + (tx2)∂u + x∂v .

Since D has a slice s, kerD is finitely generated. On the other hand, DH on
k[w, x, s, t, u, v] is given by

DH = w3∂s + (sx2)∂t + (tx2)∂u + (xw2)∂v ,

and ker (DH) is not finitely generated. This is because DH mod (x− 1) = E,
where E is the triangular derivation of k[w, s, t, u, v] defined by

E = w3∂s + s∂t + t∂u + w2∂v ,

and it was shown in Chap. 6 that the kernel of E is not finitely generated.
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8.5 Extendibility Algorithm

The next algorithm is also due to van den Essen, and addresses the Ex-
tendibility Problem:

Let B = k[x1, ..., xn] = k[n], and suppose f1, ..., fn−1 ∈ B. Give an
algorithm to decide if (f1, ..., fn−1) constitutes a partial system of
coordinates, i.e., if there exists fn ∈ B such that (f1, ..., fn) ∈ GAn(k);
and if so, find fn. (3.2.10 of [100])

Set f = (f1, ..., fn−1). If f1, ..., fn−1 can be extended to an automorphism
(f1, ..., fn), then ∆f ∈ LND(B), where

∆f (fn) ∈ k∗ and ker∆f = k[f1, ..., fn−1] .

In other words,∆f is a partial derivative in the appropriate coordinate system.
By the Slice Theorem, the converse is also true: If ∆f is locally nilpotent and
admits a slice s, and if ker∆f = k[f1, ..., fn−1], then B = k[f1, ..., fn−1, s].
This equivalence is the basis of the extendibility algorithm, described here
in four steps.

• Step 1. Check that the fi are algebraically independent, which amounts
to verifying that at least one image ∆f (xi) is nonzero.

• Step 2. If ∆f �= 0, use the Partial Nilpotency Criterion to see if ∆f is
locally nilpotent. This requires calculating each degree

[k(x1, ..., xn) : k(f1, ..., fn−1, xi)]

such that ∆fxi �= 0. (Van den Essen indicates how to calculate these in
the case k is algebraically closed.)

• Step 3. If ∆f is locally nilpotent, check whether ∆f has a slice: Use the
image membership algorithm to see if 1 belongs to the image of ∆f . If so,
the membership algorithm will produce a slice s, and by the Slice Theorem,
B = ker∆f [s].

• Step 4. Finally, decide whether ker∆f = k[f1, ..., fn−1] by the kernel-check
algorithm. Alternatively, use 3.2.1 of van den Essen [100] to check whether
(f1, ..., fn−1, s) is an automorphism of B.

8.6 Examples

The purpose of this section is to illustrate the use of the van den Essen al-
gorithm by calculating the kernel for each of several specific locally nilpotent
derivations of polynomial rings. The first three examples are the basic lin-
ear derivations D3,D4, and D5, and here the kernel algorithm reduces to the
procedure originally outlined by Tan.
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Example 8.8. Let B = k[x, y, z] = k[3], and consider the basic linear derivation
D3. The element y is a local slice, with D3y = x, and the initial subring of
the kernel produced by the algorithm is

A0 = k[πy(x), πy(y), xπy(z)] = k[x, 0, xz − y2] .

Next, J is the ideal in k[Y1, Y2] of polynomials P such that P (x, xz−y2) ∈ xB.
Then P (0,−y2) ∈ xB, which implies that P (0,−y2) = 0, and thus J ⊂
Y1 · k[Y1, Y2]. So if h is a generator of A1 and xh = P (x, xz − y2), then
xh = xQ(x, xz− y2) for some Q, meaning h = Q(x, xz− y2) ∈ A0. Therefore,
A1 = A0, and the algorithm terminates after two steps: kerD3 = k[x, xz−y2].

Note that the rank of D3 is 2, so the results of Chap. 4 already imply
kerD3 = k[x, P ], where D3y = Pz and D3z = −Py. So this particular kernel
could more easily have been found by integration, which yields P = xz − y2.

Example 8.9. Let B = k[x, y, z, u] = k[4], and consider the basic linear deriva-
tion D4. Then y is a local slice, with D4y = x, and

A0 = k[πy(x), πy(y), xπy(z), x2πy(u)] = k[x, 0, f, g] ,

where f = xz−y2 and g = x2u−3xyz+2y3. Note that g2+4f3 ∈ xB, and this
is the only such algebraic relation between f and g. In fact, g2 + 4f3 = x2h,
where

h = x2u2 − 6xyzu+ 4y3u+ 4xz3 − 3y2z2 .

Therefore, A1 = k[x, f, g, xh] and A2 = k[x, f, g, h]. Modulo x, we see that
f̄ = −y2, ḡ = 2y3, and h̄ = 4y3u−3y2z2. This means that h̄ is transcendental
over A2 modulo x, so there are no new algebraic relations which can be formed
with h to yield a multiple of x. We conclude that kerD4 = k[x, f, g, h]. In
particular, kerD4 is not a polynomial ring. Geometrically, it is the coordinate
ring of the singular hypersurface X2U − Z2 − 4Y 3 = 0 in A

4.

Example 8.10. Let B = k[x, y, z, u, v] = k[5], and consider the basic linear
derivation D5. Then y is a local slice, with D5y = x, and

A0 = k[πy(x), πy(y), xπy(z), x2πy(u), x3πy(v)] = k[x, 0, f, g, p] ,

where

f = xz − y2 , g = x2u− 3xyz + 2y3 , and p = x3v − 4x2yu+ 6xy2z − 3y4 .

Modulo x we have f̄ = −y2, ḡ = 2y3, and p̄ = −3y4. The ideal of relations
J1 ⊂ k[X,Y,Z] among these three (mod x) is

J1 = (4X3 + Y 2, 3X2 + Z, 27Y 4 + 16Z3) = (4X3 + Y 2, 3X2 + Z) .

We have 4f3+g2 = x2h for h as above, and 3f2+p = x2q for q = xv−4yu+3z2.
Therefore, A1 = k[x, f, g, p, xh, xq] and A2 = k[x, f, g, p, h, q]. The ideal of
relations J2 ⊂ k[X,Y,Z, U, V ] among these five (mod x) is
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J2 = (J1, U −XV ) = (4X3 + Y 2, 3X2 + Z,U −XV ) .

We have that h − fq = xr for r = xu2 − 2yzu + z3 − xzv − y2v, and thus
A3 = A2[r] = k[x, f, g, p, h, q, r]. Since r mod x is transcendental over A2

mod x, the algorithm terminates. In addition, we have h = fq + xr and
p = x2q − 3f2. It follows that

kerD5 = k[x, f, g, p, h, q, r] = k[x, f, g, q, r] .

In [249], Onoda shows that this ring is isomorphic to

k[x, y, z, u, v]/(x3v + y3 + z2 + x2yu) .

Example 8.11. The kernel algorithm can also be applied successively to vector
group actions. For example, consider the 2-dimensional commutative nilpotent
Lie algebra g consisting of matrices








0 0 0 0 0
s 0 0 0 0
t 2s 0 0 0
0 3t 3s 0 0
0 0 6t 4s 0








(s, t ∈ k) .

This corresponds to the vector space generated by the commuting linear
derivations D5 and E on B = k[x, y, z, u, v] = k[5], where

Ex = Ey = 0 , Ez = x , Eu = 3z , and Ev = 6u .

In addition, exp(g) = G
2
a ⊂ GL5(k). Therefore, continuing the notation of the

preceding example, if C = kerD5 = k[x, f, g, q, r], then E restricts to C, and
BG

2
a = CE .
To implement the algorithm, note that

Ex = 0 , Ef = x2 , Eg = 0 , Eq = 12f , and Er = −xq .

So f is the local slice to be used. At the first stage of the algorithm, we have

C0 = k[πf (x), πf (f), πf (g), x2πf (q), x3πf (r)] ,

which reduces to

C0 = k[x, 0, g, p− 3f2, g2] = k[x, g, p− 3f2] .

Modulo x, we have g = 2y3 and p − 3f2 = −6y4. Therefore, x divides 2(p −
3f2)3 + 27g4, and in fact it is easily calculated (with a computer algebra
system) that

2(p− 3f2)3 + 27g4 = x3H

for some H ∈ C, where H is congruent modulo x to 216y6(vy2 − 2yzu+ z3).
It follows that

BG
2
a = CE = k[x, g, p− 3f2,H] .
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Example 8.12. It can also happen that a kernel in dimension 4 is a polynomial
ring, for example, the kernel of a partial derivative. Another example is T :=
∆(x,f,g), where f = xz−y2 and g = xu−yz. T is triangular, and has Ty = x2.
Since f and g are already algebraically independent modulo x, the algorithm
terminates after one step: kerT = k[x, f, g]. Note that T is clearly not a partial
derivative.

Example 8.13. It is shown in [56] that, in dimension 4, there exists for any
integer n ≥ 3 a triangular derivation of B = k[x, y, z, u] = k[4] whose kernel
cannot be generated by fewer than n elements. The proof is based on the
kernel algorithm. In the cited paper, an explicit example is constructed whose
kernel cannot be generated by fewer than 6 elements, and in all likelihood at
least 7 elements are required in any system of kernel generators. The following
is a simpler example of the same type of construction.

Let f = x2z + xy + y4 and g = x2u+ y6. Then ∆(x,f,g) is triangular, and
is divisible by x2. Set

δ = x−2∆(x,f,g) .

At the first stage of the kernel algorithm, A0 = k[x, f, g]. Modulo x, f̄ = y4

and ḡ = y6. Thus, f3 − g2 ∈ xB, and we set h = x−1(f3 − g2) to obtain
A1 = k[x, f, g, h]. Direct calculation shows h̄ = 3y9. The ideal of relations
J ⊂ k[X,Y,Z] between y4, y6, and 3y9 is

J = (X3 − Y 2, 81X9 − Z4, 9Y 3 − Z2) = (X3 − Y 2, 9Y 3 − Z2) .

Set � = x−1(9g3 − h2), so that A2 = k[x, f, g, h, �]. Direct calculation shows
that, modulo x, �̄ = 12(y15u − y17z − y15), which is transcendental over Ā2.
This implies that the algorithm terminates: ker δ = k[x, f, g, h, �]. One sees
easily that this subring of B is not a polynomial ring, and therefore requires
at least 4 generators. The conjecture is that this kernel cannot be generated
by fewer than 5 elements, i.e., that the given set of generators is a minimal set.
To prove this, one would show first that x can be included in any minimal set
of generators; and second that the quotient ring k[y4, y6, y9][t] cannot be gen-
erated by 3 elements, where t is an indeterminate over k[y]. Note that the only
system of integer weights relative to which δ is homogeneous is (3, 1,−2, 0),
meaning that the result of Maubach (Prop.8.7) does not apply: The homoge-
neous algorithm requires non-negative weights.

8.7 Remarks

Remark 8.14. It appears that the first accurate calcuation of kerD5 is found
in the Cerezo’s 1987 paper [33], a wonderful hand-written manuscript which
tabulates invariants of nilpotent matrices in low dimension, as well as their
orbits and nullcones, and the Poincarè series of their invariant rings. The book
of Grosshans [131] includes a calculation of the kernels of the basic linear
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derivations D2,D3,D4, and D5 (pp. 56-58). For an alternate calculation of
kerD5, see Nowicki [247] (Example 6.8.4).

According to Nowicki, “Cerezo also computed a system of generators of
minimal length for the case n = 6 (the minimal length is 23, the degrees of
these generators go up to 18)” ([247],p. 73). Subsequently, by considering its
associated Poincarè series, Onoda showed that, for the basic linear derivation
D6 in dimension 6, kerD6 is not a complete intersection ([249], Cor. 3.5). It
should be noted that Nowicki also calculated rings of invariants for certain
non-basic linear Ga-actions on A

n; see [247], Chap. 6.

Remark 8.15. Tan’s paper [291] concludes by calculating a few invariant rings
in low dimension. For example, consider the basic action of Ga on A

4
k. Tan

shows that in characteristic 0 and 3, the invariant ring is minimally gener-
ated by four polynomials, whereas in characteristic 2, the invariant ring is
3-generated, i.e., is a polynomial ring.

Remark 8.16. In [89], Drensky and Genov give an algorithm to calculate the
Hilbert series of the invariant ring of a linear action of Ga on a vector space.
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The Makar-Limanov and Derksen Invariants

Locally nilpotent derivations are useful though rather elusive objects.
Though on “majority” of rings we do not have them at all, when we have
them it is rather hard to find them and even harder to find all of them or
to give some qualitative statements. Even for polynomial rings we do not
know too much.

Leonid Makar-Limanov, Introduction to [191]

In March of 1994, a meeting entitled “Workshop on Open Algebraic Varieties”
was held at McGill University. This meeting was organized by Peter Russell,
who at the time was working with Mariusz Koras to solve the Linearization
Problem for C

∗-actions on C
3. A key remaining piece of their work was to

decide whether certain hypersurfaces in C
4 were algebraically isomorphic to

C
3. The simplest such threefold X ⊂ C

4 is given by zeros of the polynomial
f ∈ k[x, y, z, t] defined by

f = x+ x2y + z2 + t3 .

X resembles C
3 in many ways, and had resisted previous attempts to discern

its nature: It is a smooth contractible factorial affine threefold which admits
a dominant morphism from C

3. In this case, it is even known that X is dif-
feomorphic to R

6 (see Dimca [84] and Kaliman [158]). By way of comparison,
every normal affine surface which is homeomorphic to C

2 is isomorphic to C
2

(see [175]).
One of the participants in the McGill meeting was Leonid Makar-Limanov,

who, upon his arrival, announced that he had discovered a proof that X is
not isomorphic to C

3. He explained his proof in his talk, and distributed a
preprint of his paper to the participants. The proof was rather lengthy, but
the main idea was ingeneously simple: Show that for every D ∈ LND(k[X]),
it must be that Dx = 0. Since no such non-constant regular function exists
for C

3, it follows that X �∼= C
3.

This breakthrough of Makar-Limanov did not entirely complete the proof
of linearization for C

∗-actions, but provided the crucial new idea which allowed
this to happen. A revised version of Makar-Limanov’s original paper was pub-
lished in 1996 [193]. In their 1997 paper [163], Makar-Limanov and Kaliman
dealt with the full class of Russell-Koras threefolds, allowing completion of
the linearization proof. Following is the abstract of that paper.
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P. Russell and M. Koras classified all smooth affine contractible three-
folds with hyperbolic C

∗-action and quotient isomorphic to that of the
corresponding linear action on the tangent space at the unique fixed
point. It is not clear from their description whether there exist nontriv-
ial Russell-Koras threefolds that are isomorphic to C

3. They showed
that this question arises naturally in connection with the problem of
linearizing a C

∗-action on C
3. We prove that none of the nontrivial

Russell-Koras threefolds are isomorphic to C
3.

Two papers of Koras and Russell [172, 173] give details for their proof of
linearization for C

∗-actions on C
3, and the article [161] provides an overview

of their work.
These ideas led Makar-Limanov to formulate the definition and basic the-

ory of a subtle new invariant for an algebraic variety X, which he called
the ring of absolute constants of the variety, or AK invariant, denoted
AK(X). This is defined to be the ring of regular functions on X which remain
invariant under all algebraic Ga-actions on X. Other researchers have adopted
the term Makar-Limanov invariant, or ML invariant, denoted ML(X),
and this is the terminology and notation to be used in the present treatment.

Similarly, let B be any integral domain containing Q, and define its Makar-
Limanov invariant by

AK(B) =ML(B) =
⋂

D∈LND(B)

kerD .

AK(B) is sometimes also called the absolute kernel of B. If B is the coor-
dinate ring of an affine variety X over a field k of characteristic zero, then the
notations AK(X) = AK(B) andML(X) =ML(B) are used interchangeably.

We can immediately make the following observations: If B is an integral
domain containing Q, then

(1) B∗ ⊂ML(B) (see Princ. 1)
(2) ML(K) = K if K is a field
(3) ML(B) is a characteristic subring of B.

The meaning of this last property is that ML(B) is mapped into itself by
every element of Autk(B).

It is also easy to see that when B = k[x1, ..., xn], a polynomial ring of
dimension n, then ML(B) = k, since for the partial derivatives ∂xi

, we have

ker ∂x1 ∩ · · · ∩ ker ∂xn
= k .

What Makar-Limanov showed was that, for the polynomial f ∈ k[4] above, if
R = (k[4] mod f), then ML(R) = k[x] ∼= k[1].

In [42], the authors define a ring B to be a rigid ring if ML(B) = B,
i.e., B admits no nontrivial locally nilpotent derivation. (This is not to be
confused with the term rigid derivation, defined earlier.) Likewise, define a
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variety X to be a rigid variety ifML(X) = k[X]. For example, property (3)
above asserts that every field is rigid. We have also seen a class of rigid rings
which are not fields: The only one-dimensional affine k-domain which admits
a nonzero locally nilpotent derivation is k[1] (Cor. 1.24). In addition, any
variety whose automorphism group is finite is necessarily rigid, for example,
a smooth cubic hypersurface in dimension at least 4.

It should be noted that, more than two decades prior to the introduction
of the definition of rigid rings by Crachiola and Makar-Limanov, Miyanishi
studied certain rigid rings relative to the Cancellation Problem, although he
did not give these rings a special name. See Sect. 9.7.2 below.

Shortly after Makar-Limanov’s proof, Derksen defined a similar invari-
ant, and used it to give another proof that the Russell-Koras threefold
above is not an affine space. Specifically, for the ring B, define the Derk-
sen invariant D(B) of B to be the subalgebra of B generated by the sets
{kerD|D ∈ LND(B),D �= 0}. In other words, D(B) is the smallest subalgebra
of B containing the kernel of every nonzero locally nilpotent derivation of B.
For example, if B = k[x1, ..., xn] = k[n], then xi ∈ D(B) for each i, and thus
D(B) = B.

One of the main goals of this chapter is to prove that ML(X) = k[x] for
the threefold X above. To this end we first calculate ML(S) for Danielewski
surfaces S. We also look at characterizations of the plane and of special
Danielewski surfaces using the ML invariant, in addition to stability prop-
erties of the ML invariant. The chapter concludes with a section which briefly
surveys some recent progress in the classification of algebraic surfaces, where
the Makar-Limanov invariant is a key tool.

The Makar-Limanov and Derksen invariants are among the more impor-
tant and promising new tools emerging from the study of locally nilpotent
derivations over the last two decades. Their usefulness in applications to geo-
metric questions has already been amply demonstrated. Clearly, there remain
many intriguing questions about these invariants.

9.1 Danielewski Surfaces

The complex algebraic surfaces defined by equations of the form xnz = p(y)
have been studied in many different contexts, increasingly so over the past 15
years. Of particular note is their connection to the cancellation problem. In
1989, it was shown by Danielewski [62] that if Wn is the surface defined by
xnz = y2 − y, then W1 and W2 are not isomorphic as algebraic varieties, but
that Wm × C ∼= Wn × C for all pairs of positive integers m and n. Then in
[110], Fieseler showed thatWm �∼=Wn if m �= n. See also the article of Wilkens
[305].

More generally, a Danielewski surface over the field k is defined to be
any surface S which is algebraically isomorphic to the surface in A

3 defined
by an equation of the form xnz = p(y), where n ≥ 0, and p(y) ∈ k[y] is
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non-constant. Note that the particular equations xnz − y and z − p(y) define
coordinate planes in A

3. Note also that we do not require S to be smooth,
i.e., p(y) and p′(y) might have a common divisor which is non-constant. In
this case, the normalization of S may or may not be a Danielewski surface.

One very strong property of Danielewski surfaces is that they admit non-
trivial algebraic Ga-actions, owing to the fact that the triangular derivation
xn∂y + p′(y)∂z on the polynomial ring k[x, y, z] annihilates xnz − p(y). In
particular, a Danielewski surface is not rigid. This is an important considera-
tion, for example, in understanding the automorphism group Autk(S). In fact,
Makar-Limanov has calculated both ML(S) and Autk(S) for all Danielewski
surfaces S, and gives conditions as to when two Danielewski surfaces are iso-
morphic; see [192, 195].

The primary fact about Danielewski surfaces relative to their Ga-actions
is the following.

Theorem 9.1. Let B denote the ring k[x, y, z] with relation xnz = p(y),
where n ∈ N and p(y) ∈ k[y].
(a) If n ≤ 1 or if deg p(y) = 1, then ML(B) = k.
(b) If n ≥ 2 and deg p(y) ≥ 2, then ML(B) = k[x]. Moreover, kerD = k[x]

for every nonzero D ∈ LND(B).

Proof. Define δ ∈ LND(B) by δ(x) = 0 and δ(y) = xn. Then ker δ = k[x], so
we have ML(B) ⊂ k[x] in all cases.

In case n = 1, define ε = αδα−1, where α is the automorphism of B
interchanging x and z. Then ker ε = k[z], and thus ML(B) = k when n = 1.

In case either n = 0 or deg p(y) = 1, the polynomial XnZ − p(Y ) is a
variable of k[X,Y,Z] = k[3], which implies that B = k[2]. Thus, we also have
ML(B) = k in this case, and (a) is proved.

Suppose n ≥ 2 and deg p(y) ≥ 2. Define a grading on B by assigning
degrees deg(x) = −1 and deg(y) = 0. Then deg(z) = n.

LetD ∈ LND(B),D �= 0, and let f ∈ kerD be given. Assume thatDx �= 0.
By the relation xnz = p(y), it is possible to write f as a sum of monomials of
the form xaq(y) for a ≥ 0, and xazbq(y) for 0 ≤ a < n and b ≥ 0.

If deg f < 0, then x appears in every monomial of f , which implies f ∈ xB.
But then Dx = 0, a contradiction. So deg f ≥ 0.

Let D̄ and f̄ denote the highest homogeneous summands of D and f ,
respectively. Then deg f̄ ≥ 0 as well.

Suppose deg f̄ = 0. Then f̄ is an invariant of the k∗-action on B defined
by the degree function (i.e., for t ∈ k∗, t · x = t−1x and t · y = y). Thus,
f̄ ∈ Bk∗

= k[xnz, y] = k[y]. But then D̄y = 0, which implies D̄(xnz) = 0, and
this in turn implies that D̄x = D̄z = 0, a contradiction.

Therefore, deg f̄ > 0. By homogeneity, this means that z appears in every
monomial of f̄ , and thus f̄ ∈ zB. Consequently, D̄z = 0. It follows that D̄
extends to a locally nilpotent K-derivation of K[x, y], where K = k(z). But
this is the coordinate ring of a curve C over K, and C is not a line, since
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n ≥ 2 and deg p(y) ≥ 2. Therefore, the only locally nilpotent derivation of
K[x, y] is 0, which is a contradiction since D̄ �= 0.

So the only possiblity is that Dx = 0. Since k[x] is algebraically closed in
B, part (b) is proved. ��

Note that this immediately implies that the surfaces xz = p(y) and xnz = q(y)
are not algebraically isomorphic when n ≥ 2 and deg q(y) ≥ 2.

Accordingly, we define a Danielewski surface S to be special if and only
if ML(S) = k. This is equivalent to the condition that S is isomorphic to a
surface in A

3 given by an equation of the form xz = p(y). So for example
a plane is a special Danielewski surface. The special Danielewski surfaces
are important for a number of reasons, including the fact that they have a
relatively large automorphism group.

9.2 A Preliminary Result

Before proceeding with a proof of Makar-Limanov’s result, we need to establish
a couple of preliminary facts.

Lemma 9.2. Let B be any commutative k-domain, and suppose B[x] = B[1].
Suppose that

c1u
m + c2vn ∈ B − 0 ,

where c1, c2 ∈ B − 0, u, v ∈ B[x], and m,n ∈ N. If m ≥ 2 and n ≥ 2, then
u, v ∈ B.

Proof. It suffices to assume B is a field; otherwise, replace B with frac(B).
Suppose m,n ≥ 2, and write c1um + c2vn = t ∈ B∗, which implies that u

and v are relatively prime. Differentiation by x yields

mc1u
m−1u′ + nc2vn−1v′ = 0 ,

which implies u′ ∈ vB[x] and v′ ∈ uB[x]. By Princ. 5, it follows that either
u′ = 0 or v′ = 0. Thus, either u ∈ B or v ∈ B. But then since c1um+c2vn ∈ B,
we must have both u ∈ B and v ∈ B. ��

Lemma 9.3. (Lemma 2 of [196]) Let m,n ∈ N be larger than 1. Let B be
a commutative k-domain, let D ∈ LND(B) nonzero, and set A = kerD.
Suppose D(c1am + c2bn) = 0, where a, b ∈ B, c1, c2 ∈ BD are both nonzero,
and c1am + c2bn �= 0. Then Da = Db = 0.

Proof. Let r ∈ B be a local slice of D. Then BDr = ADr[r], and we can write
a = u(r) and b = v(r) for univariate polynomials u and v having coefficients
in ADr. By the preceding lemma, it follows that u, v ∈ ADr, which implies
Da = Db = 0. ��
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Proposition 9.4. Let B be a commutative k-domain, where k is any field
of characteristic zero, and let D ∈ LND(B), D �= 0. Suppose that there exist
f, g ∈ B, together with positive integers m and n, and a non-constant standard
homogeneous polynomial P ∈ k[x, y] = k[2], such that P (fm, gn) ∈ kerD−{0}.
Then at least one of the following conditions must be true.

(1)Df = Dg = 0
(2) P ∈ k[x] (which implies Df = 0).
(3) P ∈ k[y] (which implies Dg = 0).
(4)m = 1 and P (f, gn) = a(f + bgn)e for some a ∈ k∗, b ∈ k, and e ≥ 1.
(5) n = 1 and P (fm, g) = a(g + bfm)e for some a ∈ k∗, b ∈ k, and e ≥ 1.

Proof. Assume that either Df �= 0 or Dg �= 0; otherwise (1) holds, and there
is nothing to prove.

Let K denote the algebraic closure of k. In K[x, y], P (x, y) factors as a
product of linear polynomials, and thus P (fm, gn) factors as

P (fm, gn) =
e∏

i=1

(cifm + dig
n) (ci, di ∈ K and e ≥ 1) .

Let δ be the extension of D to BK := (K ⊗k B). Then δ is locally nilpotent,
since B ⊂ Nil(δ), and BK is generated by B over K. We have that δ(cifm +
dig

n) = 0 for each i. If any two of these factors are linearly independent, then
δ(fm) = δ(gn) = 0, which would imply δf = Df = 0 and Dg = δg = 0, a
contradiction. Therefore, there exist c, d ∈ K such that P (fm, gn) = (cfm +
dgn)e, where either c �= 0 or d �= 0 (or both).

If c = 0, then P ∈ k[y], and case (3) holds. If d = 0, then P ∈ k[x], and
case (2) holds.

Assume cd �= 0, which implies Df �= 0 and Dg �= 0. Then P (fm, gn) =
a(fm + bgn)e for some a ∈ K∗ and b ∈ K. Since δ(fm + bgn) = 0, it follows
that

mfm−1δf = −bngn−1δg ⇒ b = −mf
m−1Df

ngn−1Dg
∈ frac(B) ∩K = k .

Therefore (fm + bgn) ∈ B and D(fm + bgn) = 0. If m > 1 and n > 1, the
preceding lemma would imply that Df = Dg = 0, a contradiction. Therefore,
either m = 1 or n = 1. ��

Note that this proposition generalizes certain facts demonstrated in the
proof of Rentschler’s Theorem, which was given in Chap. 4. The reader should
also compare it to Cor. 5.40.

In their recent paper [162], Kaliman and Makar-Limanov describe methods
for calculation ofML(A) for affine domains A over C. In particular, they give
the following result which generalizes Lemma 9.3 above.
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Proposition 9.5. ([162], Cor. 2.1) Suppose:

(1) A is an affine C-domain, and a, b ∈ A are algebraically independent.
(2) p ∈ C[x, y] = C

[2] is non-constant, irreducible, and not a variable.

Then for every nonzero D ∈ LND(A), p(a, b) ∈ AD implies a ∈ AD and
b ∈ AD.

9.3 The Threefold x + x2y + z2 + t3 = 0

In this section, we prove the result of Makar-Limanov stated in the chapter’s
introduction. As mentioned, Makar-Limanov’s original proof was rather long
and technical, and relied on jacobian derivations. Eventually, he streamlined
his arguments and wrote a shorter proof, which appeared in [196]. These proofs
were given for the field k = C.

In his thesis [68], Derksen introduced the definition of the invariant D(R),
and showed that D(R) �= R for the ring R which Makar-limanov had consid-
ered. His proof follows the ideas of Makar-Limanov, placing them in a more
geometric framework.

In [40], Crachiola extends the definition of the Makar-Limanov invariant
to any field, and writes: “The purpose of the present paper is to place the
AK invariant in a characterstic free environment” (p.2). Rather than using
locally nilpotent derivations, he defines a class of exponential maps and uses
the intersection of their fixed rings to define the invariant. However, the main
results of this paper also assume that the underlying field is algebraically
closed.

The proof given for the theorem below is a variation of Makar-Limanov’s
second proof. The main difference is that the proof given here is valid for any
field of characteristic zero.

Implicitly, what Makar-Limanov first shows is the following.

Theorem 9.6. Let k be any field of characterstic zero, and let R denote the
ring R = k[x, y, z, t], where x+ x2y + z2 + t3 = 0. Then D(R) = k[x, z, t]. In
particular, R is not algebraically isomorphic to A

3
k.

Proof. Note first that

k[x, z, t] ⊂ R ⊂ k[x, x−1, z, t] , where y = −x−2(x+ z2 + t3) .

Introduce a degree function on k[x, x−1, z, t] by declaring that deg x = −1,
and deg z = deg t = 0. Then deg y = 2. This degree function induces a proper
Z-filtration

R = ∪i∈ZRi , where Ri = {f ∈ R|deg f ≤ i} ,

Let Gr(R) = ⊕i∈Z(Ri/Ri−1) be the graded ring associated to the filtration of
R, and let gr : R→ Gr(R) be the natural map of R into Gr(R). Set
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X = gr(x) , Y = gr(y) , Z = gr(z) , and T = gr(t) .

Now x2y, z2, and t3 each lies in (R0\R−1), whereas their sum does not:

x2y + z2 + t3 = −x ∈ R−1 .

It follows that X2Y +Z2 + T 3 = 0 in Gr(R). (N.b.: This does not mean that
gr(x) = 0, since gr is not an algebra map.)

We will show Gr(R) = k[X,Y,Z, T ]. Consider any element of R of the
form cxayb, where c ∈ k[z, t] and a, b ∈ N, noting that every r ∈ R can be
expressed as a sum of such terms. If a ≥ 2b, then

cxayb = cxa−2b(x2y)b ∈ k[x, z, t] .

If a < 2b, write a = 2n+ δ, where δ = 0 or 1. Then n < b, and

cxayb = cxδyb−n(x2y)n = cxδ(−x− z2 − t3)nyb−n .

So in this case, if n > 0, then the degree in y used to express this function
can be reduced. It follows that every r ∈ R can be expressed in the form

r = p(x, z, t) + v(y, z, t) + x · w(y, z, t)

for polynomials p, v, and w. By moving the pure z, t-parts of v and w to p,
we can bring r to the form

r = p(x, z, t) + y · v(y, z, t) + xy · w(y, z, t) .

If v �= 0, then deg(yv) is a positive even integer; and if w �= 0, then deg(xyw)
is a positive odd integer. In particular, the degrees of p, yv, and xyw are
distinct, which implies

gr(r) ∈ {gr(p), gr(yv), gr(xyw)} ⊂ k[X,Y,Z, T ] .

So Gr(R) = k[X,Y,Z, T ].
In addition, this same argument shows that if r ∈ R and r �∈ k[x, z, t], then

deg(r) > 0, and gr(r) �∈ k[X,Z, T ], since elements of k[X,Z, T ] cannot have
positive degree. Therefore,

gr−1(k[X,Z, T ]) ⊂ k[x, z, t] .

Now suppose that D ∈ LND(R) is given, D �= 0, and let f ∈ kerD be
given. Consider the case that f �∈ k[x, z, t]; then F := gr(f) �∈ k[X,Z, T ].

Let δ = gr(D) be the homogeneous derivation of Gr(R) associated to D.
By Princ. 15, we know that δ ∈ LND(Gr(R)), and that δF = 0. By definition
of the map gr, F is a homogeneous element of Gr(R).

View F as an element of S[X,Y ], where S = k[Z, T ]. Write

F = XaY bQ(X,Y )
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where a, b ∈ N and Q ∈ S[X,Y ], but Q �∈ X · S[X,Y ] and Q �∈ Y · S[X,Y ].
Then Q(X,Y ) is also homogeneous. Write

Q(X,Y ) = λXc + µY d +XY ·G

for nonzero elements λ, µ of S, c, d ∈ N, and G ∈ S[X,Y ]. Then −c = 2d,
which implies c = d = 0, i.e., Q ∈ S.

Therefore, we can write

F = XaY bg(Z, T ) (a, b ∈ N, , g ∈ k[Z, T ]) .

If a ≥ 2b, then F = Xa−2b(X2Y )bg(Z, T ) ∈ k[X,Z, T ], a contradiction. There-
fore, 0 ≤ a < 2b. In particular, b ≥ 1, which implies δY = 0.

Consider another system of weights on Gr(R) given by

ω(X) = 6 , ω(Y ) = −6 , ω(Z) = 3 , ω(T ) = 2 .

Let δ̄ denote the highest homogeneous summand of δ relative to the induced
grading, noting that δ̄ is locally nilpotent. Since Y is homogeneous, δ̄(Y ) = 0.
Choose H ∈ ker (δ̄) which is algebraically independent of Y , which is possible,
since ker (δ̄) is of transcendence degree 2 over k. Also, assume H is homo-
geneous relative to both gradings of gr(R), which is possible since ker (δ̄) is
generated by homogeneous elements. Then H has the form H = XaY bh(Z, T )
for some a, b ∈ N and homogeneous h ∈ k[Z, T ]. By algebraic independence,
we may assume H = Xah(Z, T ), which is non-constant.

Suppose a ≥ 1, so that δ̄X = 0. Then also δ̄(Z2 + T 3) = 0. But then
Lemma 9.3 would imply δ̄Z = δ̄T = 0, i.e., δ̄ = 0 identically, which is not
the case. Therefore δ̄X �= 0, and a = 0, meaning H = h(Z, T ). According to
Lemma 4.6, there exists a standard homogeneous polynomial P ∈ k[2] such
that h(Z, T ) = P (Z2, T 3). By Prop. 9.4, it follows that either δ̄Z = 0 or
δ̄T = 0 (or both).

Let K = k(Z) if δ̄Z = 0, and K = k(T ) if δ̄T = 0. Then δ̄ extends to a
locally nilpotent K-derivation of K[X,Y,Z, T ], which is the coordinate ring
of a non-special Danielewski surface over K. By Thm. 9.1 above, it follows
that δ̄X = 0.1 However, this contradicts the earlier conclusion that δ̄X �= 0.

The only possibility, therefore, is that f ∈ k[x, z, t]. This proves D(R) ⊂
k[x, z, t].

To complete the proof, define D1,D2 ∈ LND(R) by

D1x = D1z = 0 and D1t = −x2 ;

and
D2x = D2t = 0 and D2z = −x2 .

Then manifestly k[x, z, t] ⊂ D(R). ��
1 This illustrates why it is desirable to remove, when possible, the restriction that

the underlying field be algebraically closed.
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Corollary 9.7. Let k be any field of characteristic zero, and let R denote the
ring R = k[x, y, z, t], where x+ x2y + z2 + t3 = 0. Then ML(R) = k[x].

Proof. Let D ∈ LND(R) be nonzero, and suppose Dx �= 0. Choose f, g ∈
kerD which are algebraically independent. By the foregoing result, f, g ∈
k[x, z, t]. Write

f = xf1(x, z, t) + f2(z, t) and g = xg1(x, z, t) + g2(z, t) .

Note that f2(z, t) and g2(z, t) are algebraically independent in R. Otherwise,
there is a bivariate polynomial P over k with P (f2, g2) = 0. But then P (f, g) ∈
xR, which implies x ∈ kerD, a contradiction.

Continuing the notation of the preceding proof, let δ be the associated
derivation of Gr(R). Since deg xf1(x, z, t) and deg xg1(x, z, t) are negative, we
have deg f = deg f2 and deg g = deg g2. It follows that

gr(f) = gr(f2(z, t)) = f2(Z, T ) and gr(g) = gr(g2(z, t)) = g2(Z, T ) ,

and these images are algebraically independent elements of ker δ. (The re-
striction gr : k[z, t] → k[Z, T ] is an algebra isomorphism.) Since k[Z, T ] is the
algebraic closure of k[f2(Z, T ), g2(Z, T )] ⊂ ker δ, it follows that k[Z, T ] ⊂ ker δ.
But then 0 = δ(X2Y + Z2 + T 3) = δ(X2Y ), which implies δ = 0, a contra-
diction.

So the only possibility is that Dx = 0.
Conversely, we see that for D1 and D2 as above,

kerD1 ∩ kerD2 = k[x] .

Therefore, ML(R) = k[x]. ��

Corollary 9.8. For the ring R as above, let D ∈ LND(R), where D �= 0,
and set L = k[x, x−1]. Then there exists P ∈ k[x, z, t] ⊂ R such that P is an
L-variable of L[z, t] = L[2], and kerD = k[x, P ] = k[2].

Proof. Recall that we may view R as a subset of L[z, t]. Since Dx = 0, we
can extend D to a locally nilpotent L-derivation DL of L[z, t]. By the results
of Chap. 4, we know that kerDL = L[P ] for some P ∈ L[z, t] which is is an
L-variable of L[z, t]. We may assume P belongs to k[x, z, t], and is irreducible
in R. Thus, kerD = k[x, z, t] ∩ k[x, x−1, P ] = k[x, P ]. ��

9.4 Characterizing k[x, y] by LNDs

An important general problem of commutative algebra is to give conditions
which imply that a given ring is a polynomial ring. In 1971, C.P. Ramanujam
characterized the affine plane over C as the only nonsingular algebraic surface
that is contractible and simply connected at infinity [258]. The first algebraic
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characterization was given by Miyanishi in 1975: If k is an algebraically closed
field (of any characteristic), and if X is a smooth affine factorial surface over
k with trivial units which admits a nontrivial Ga-action, then X = A

2 [212].
Several equivalent conditions for a ring to be k[x, y] are given in the

next theorem. Its proof is based on the three lemmas about UFDs proved
in Chap. 2.

Theorem 9.9. Let k be an algebraically closed field of characteristic zero, and
suppose B is a UFD of transcendence degree 2 over k. Then the following are
equivalent.

(1) B is affine, B∗ = k∗, and there exist f ∈ B and a subring R ⊂ Bf such
that Bf = R[1].

(2) B is affine, B∗ = k∗, and B is not rigid.
(3) ML(B) = k.
(4) There exists a degree function deg on B together with nonzero D ∈

LND(B) such that deg f > 0 for every non-constant f ∈ BD.
(5) B = k[2]

Geometrically, condition (1) says that the surface S = Spec(B) contains a
cylinderlike open set. Notice that neither (3) nor (4) assumes, a priori, that
B is finitely generated. The implication (1) ⇒ (5) is due to Swan [290], 1979.
The implication (2) ⇒ (5) is Miyanishi’s 1975 result [212]. The implication
(3) ⇒ (5) was shown by Makar-Limanov in 1998 [190], Lemma 19. See also
[220], Thm. 2.6; [221], Thm. 2.21; and [95], Thm. 3.1.

Proof. That (5) implies the other four conditions is clear. We will show:

(1) ⇒ (2) ⇒ (5) and (3) ⇒ (4) ⇒ (5) .

(1) ⇒ (2). Suppose B = k[a1, ..., an]. By hypothesis, Bf = R[t] for some
t ∈ Bf , and we may assume t ∈ B. We thus have d

dt ∈ LND(Bf ) and df
dt = 0

(since f is a unit of Bf ). Choose N ≥ 0 so that fN d
dt (ai) ∈ B for each i, and

set δ = fN d
dt . Then δ ∈ LND(Bf ), and δ restricts to B. Therefore, δ|B is a

nonzero element of LND(B), since δt = fN �= 0.
(2) ⇒ (5). Since B is not rigid, there exists nonzero D ∈ LND(B), and by
Prop. 2.2, we may assume D is irreducible (since B is a UFD). By Lemma
2.9, D has a slice y. By the Slice Theorem, B = A[y], where A = kerD. So it
will suffice to show A = k[1].

Define the field K = frac(A). Since B is a finitely generated UFD and
tr.deg.kK = 1, we conclude by Zariski’s Finiteness Theorem that A = K ∩B
is finitely generated. Therefore, A is an affine UFD of transcendence degree 1
over k. In addition, the units of A are trivial, since B∗ = k∗. By Lemma 2.8,
A = k[1].
(3) ⇒ (4). By hypothesis, there exist nonzeroD,E ∈ LND(B) withBD∩BE =
k. Suppose f ∈ BD is non-constant; since tr.deg.kBD = 1, BD is the algebraic
closure of k[f ] in B. If νE(f) = 0, then
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f ∈ BE ⇒ k[f ] ⊂ BE ⇒ BD ⊂ BE ,

and this is impossible. Therefore, νE(f) > 0 for every non-constant f ∈ BD.
(4) ⇒ (5). We may assume D is irreducible. By Lemma 2.9, D has a slice y.
By the Slice Theorem, B = A[y], where A = BD. So it will suffice to show
A = k[1].

Since D �= 0, tr.deg.kBD = 1, meaning BD �= k. Choose x ∈ BD of mini-
mal positive degree. By Lemma 2.10, k[x] is factorially closed, and therefore
algebraically closed, in BD. Since BD is algebraic over k[x], we conclude that
BD = k[x]. ��

Note that these results may no longer be true when the field k is not
algebraically closed. For example, consider B = k[x, y, z] : xz = p(y), the co-
ordinate ring of a special Danielewski surface. Then ML(B) = k. In addition,
B is a UFD if and only if p(y) is irreducible. So if p(y) is irreducible and of
degree at least 2, then B is a UFD which is not a polynomial ring.

For another example, consider the standard linear derivation D = x∂y +
2y∂z on k[x, y, z]. Its kernel is k[x, f ] for f = xz − y2. Set K = k(f), a non-
algebraically closed field. Then D extends to a nontrivial locally nilpotent
derivation of K[x, y, z], a UFD of transcendence degree two over K. It can
be checked that K[x, y, z] �∼= K [2]. On the other hand, if we consider standard
degrees on K[x, y, z], then kerD contains 1/f and x2/f , which have degrees
−2 and 0, respectively. So the degree hypothesis of condition (4) above is not
satisfied in this example.

Application.

The ring B = k[x, y, z] : x2+y3+z5 = 0 is rigid for any field k of characteristic
zero. To see this, note first that it is well-known B is a UFD. In addition,
it suffices to assume k is algebraically closed, since any nonzero element of
LND(B) induces a nonzero element of LND(k̄ ⊗ B), where k̄ denotes the
algebraic closure of k. Observe that B has a degree function defined by

deg x = 15 , deg y = 10 , and deg z = 6 ,

relative to which deg b ≤ 0 if and only if b ∈ k. Therefore, if B were not rigid,
the result above would imply that B ∼= k[2], which is absurd.

Makar-Limanov also proves:

Proposition 9.10. ([190], Lemma 16) If B is a commutative C-domain with
tr.deg.

C
B = 2 and ML(B) = C, then B is isomorphic to a subring of C(x)[y].

Makar-Limanov points out that his characterization of the plane does not
generalize to rings of transcendence degree three: For example, ifX = SL2(C),
then k[X] is a UFD, and we saw in Remark 5.15 that ML(X) = C. However,
the following seems reasonable.
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Conjecture. Suppose the field k is algebraically closed. If X is a
factorial algebraic threefold over k, andML(X) = k, then kerD = k[2]

for every nonzero D ∈ LND(k[X]).

Kaliman posed the following related question.

Let X be a smooth contractible algebraic C-variety of dimension 3,
with ML(X) = C. Is X isomorphic to C

3? (Problem 1, p. 7 of [31])

Remark 9.11. Recall Kambayahsi’s Theorem (Chap. 5), which says that if R
is a commutative k-algebra and K ⊗k R = K [2] (K a separable algebraic field
extension of k), then R = k[2]. Thus, for non-algebraically closed fields k, one
could give a characterization of k[x, y] similar to the one above by replacing
the condition “k is algebraically closed” with the condition “k̄⊗kB is a UFD,
where k̄ is the algebraic closure of k”.

Remark 9.12. In [216, 218], Miyanishi gives an algebraic characterization of
affine 3-space. See also [166].

9.5 Characterizing Danielewski Surfaces by LNDs

In Section 2 of his recent article [53], Daigle gives two important new charac-
terizations of the special Danielewski surfaces in terms of their locally nilpo-
tent derivations. These are stated and applied below; the reader is referred to
the article for proofs. To paraphrase, the first of these says that an affine sur-
face S is a special Danielewski surface if and only if k[S] admits two distinct
locally nilpotent derivations having a common local slice, and whose kernels
are polynomial rings. The second asserts that S is a special Danielewski sur-
face if and only if k[S] is a UFD which admits a k-simple derivation. Section
4 of the paper is a significant investigation of the graph of kernels KLND(B),
where B is a commutative k-domain of transcendence degree 2 over k. (This
graph is discussed in Chap. 5.)

It should be noted that Bandman and Makar-Limanov proved earlier
that any smooth hypersurface S of C

3 such that ML(S) = C is a special
Danielewski surface [8]. It should also be noted that, unlike the characteri-
zations of k[x, y] in the preceding section, Daigle’s characterizations do not
require the underlying field to be algebraically closed.

9.5.1 Two Characterizations

Theorem 9.13. ([53], Thm. 2.5) Let k be a field of characteristic zero, and
let R be any commutative k-domain. Let D1,D2 : R → R be locally nilpotent
k-derivations which satisfy:

(a) kerD1 = k[1] and kerD2 = k[1] but kerD1 �= kerD2

(b) There exists y ∈ R such that Diy ∈ kerDi\k for each i
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Set x1 = D1y and x2 = D2y. Then kerD1 = k[x1], kerD2 = k[x2], and R is
isomorphic to the ring k[X1,X2, Y ]/(X1X2 − φ(Y )) for some φ ∈ k[Y ].

Observe that x1, x2 and y are algebraically dependent in R, and the equation
X1X2 − φ(Y ) is their (essentially unique) dependence relation.

For the second characterization, Daigle gives the following definition. Let
B be any commutative k-domain of transcendence degree 2 over k. Then
D ∈ Derk(B) is k-simple if and only if D is locally nilpotent, irreducible,
and there exists y ∈ B such that kerD = k[Dy].

Theorem 9.14. ([53], Thm. 2.6) Let B be a UFD of transcendence degree 2
over k. If B admits a k-simple derivation, then B is the coordinate ring of a
special Danielewski surface over k.

Daigle writes, “This work started as an attempt to understand the process
known as the local slice construction” (p.37). Regarding the locally nilpotent
derivations of k[x, y, z] = k[3], he writes that “a crucial rôle is played by the
polynomials f ∈ k[x, y, z] whose generic fiber is a Danielewski surface”, i.e.,
k(f)[x, y, z] is a special Danielewski surface over the field k(f) (p.77).

9.5.2 Application to Embedding Questions

In [121], we use Daigle’s first characterization, together with the derivations
of Fibonacci type defined in Chap.5, to construct non-equivalent embeddings
of certain special Danielewski surfaces in A

3. Specifically, we say that two
embeddings i, j : S ↪→ A

3 of a surface S are equivalent if there exists α ∈
GA3(k) with j = α ◦ i. Otherwise, the embeddings are non-equivalent.

Let {Hn} ⊂ k[x, y, z] be the sequence of polynomials defined in Chap.5,
meaning that k[Hn,Hn+1] is the kernel of a locally nilpotent derivation of
k[x, y, z] of Fibonacci type. Recall that these have a common local slice r, and
satisfy

Hn−1Hn+1 = H3
n + rdn (dn ∈ N) and Dnr = HnHn+1 .

Given a ∈ k, let (Yn)a ⊂ A
3 be the surface defined by the fiber Hn − a.

Theorem 9.15. (Thm. 6 of [121]) Let the integer n ≥ 3 be given.

(a) For each a ∈ C
∗, (Yn)a is isomorphic to the special Danielewski surface

in A
3 defined by xz = ydn + a3.

(b) The zero fiber (Yn)0 is not a Danielewski surface.

Proof. Let δ1, δ2 be the locally nilpotent derivations of B = k[x, y, z] whose
kernels are k[Hn−1,Hn] and k[Hn,Hn+1], respectively. Let D1,D2 be the cor-
responding locally nilpotent quotient derivations on the ring

B̄ := Bmod (Hn − a) .
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Then it is easy to check that kerD1 = k[H̄n−1] and kerD2 = k[H̄n+1]. In
addition, δ1r = Hn−1Hn and δ2r = HnHn+1, implying D1(r̄) = aH̄n−1 and
D2(r̄) = aH̄n+1. Moreover, we have Hn−1Hn+1 = H3

n + rdn , so that in B̄,

H̄n−1H̄n+1 = a3 + r̄dn .

Using the theorem of Daigle, we conclude that B̄ is isomorphic to the ring
B/(xz − ydn − a3), and (a) is proved.

Now consider the locally nilpotent derivation ∆ := D1 (modHn) on the
ring B mod Hn. Since Hn−2Hn = H3

n−1 + rdn−1 , it follows that ker∆ =
k[H̄n−1, r̄], where H̄3

n−1 + r̄dn−1 = 0. In particular, ker∆ is not a polynomial
ring. However, the work of Makar-Limanov shows that the kernel of a locally
nilpotent derivation of the coordinate ring of a Danielewski surface is always
a polynomial ring. Therefore, Spec(BmodHn) is not a Danielewski surface,
and (b) is proved. ��

Corollary 9.16. (Cor. 2 of [121]) Let n ≥ 3 and a ∈ k∗ be given. Let Z ⊂ A
3

be the Danielewski surface defined by xz = ydn − 1, and let (Yn)a ⊂ A
3 be

the surface defined by Hn = a. Then Z and (Yn)a are isomorphic as algebraic
varieties, but their embeddings in A

3 are non-equivalent.

Question 9.17. In case S is the special Danielewski surface defined by xz = y2,
do there exist non-equivalent embeddings of S in A

3?

Remark 9.18. In the same paper [121], we give non-equivalent embeddings
for all the non-special Danielewski surfaces. In addition, the paper gives the
first example of two smooth algebraic hypersurfaces in C

3 which are alge-
braically non-isomorphic, but holomorphically isomorphic. Locally nilpotent
derivations are a central tool in the exposition. The reader is referred to the
article for details.

9.6 LNDs of Special Danielewski Surfaces

In [52], Daigle describes completely what are all the locally nilpotent deriva-
tions of a special Danielewski surface. The following theorem, which is the
main result of his paper, gives this description.

9.6.1 Transitivity Theorem

Let B = k[x1, x2, y], where x1x2 = φ(y) for some univariate polynomial φ.
Define δ ∈ LND(B) by δ(x1) = 0 and δ(y) = x1. Given f ∈ k[x1], let ∆f

denote the exponential automorphism ∆f = exp(fδ). Note that:

• ∆f+g = ∆f∆g

• ∆fδ∆
−1
f = δ
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In addition, let τ be the automorphism of B interchanging x1 and x2, and
let G denote the subgroup of Autk(B) generated by τ and all ∆f , f ∈ k[x1].
Finally, set

KLND(B) = {kerD|D ∈ LND(B),D �= 0} ,
noting that G acts on this set by α ·A = α(A).

Theorem 9.19. (Transivity Theorem) The action of G on KLND(B) is
transitive.

Since a plane is a special Danielewski surface, this result is, in fact, a gener-
alization of Rentschler’s Theorem, where the derivation δ plays the role of a
partial derivative.

Corollary 9.20. Given nonzero D ∈ LND(B), there exists θ ∈ G such that

θDθ−1 = δ .

As in the proof of Jung’s Theorem, this implies a kind of tameness for the
automorphism group of the surface.

9.6.2 An Example over the Reals

We saw in Chap. 4 that the Newton polytope of a polynomial can, in some
cases, indicate that the polynomial is not in the kernel of a locally nilpotent
derivation. However, the Newton polytope pays no attention to the underlying
field, and is therefore inadequate in many situations to make such determina-
tion. This is illustrated in the following example.

For this section, let f ∈ Q[X,Y,Z] = Q
[3] be the polynomial

f = X2 + Y 2 + Z2 .

Then there is a nonzero locally nilpotent derivation T of C[X,Y,Z] with Tf =
0, namely,

TX = −Z , TY = −iZ , TZ = X + iY .

However, as mentioned in Chap. 4, there is no D ∈ LND(R[X,Y,Z]) with
Df = 0, except D = 0. This fact is a consequence of the main result of this
section, which follows.

Theorem 9.21. Let C[X,Y,Z] = C
[3] and let f = X2 + Y 2 + Z2. If

B = C[X,Y,Z]/(f) and B′ = R[X,Y,Z]/(f) ,

then ML(B′) = B′, while ML(B) = C. In particular,

ML(C ⊗R B
′) �= C ⊗R ML(B′) .
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Note that SpecB is a special Danielewski surface over C. However, this result
shows that SpecB′ is not a Danielewski surface over R.

In order to prove the theorem, a preliminary result is needed.
Write B = C[x, y, z] and B′ = R[x, y, z], where x, y, and z denote the

congruence classes modulo f of X,Y , and Z, respectively.
Put a grading on B and B′ by declaring that deg x = deg y = deg z = 1.

Call this the standard grading of each ring. Write B = ⊕Bi and B′ =
⊕(B′)i accordingly. Then B1 = Cx ⊕ Cy ⊕ Cz and (B′)1 = Rx ⊕ Ry ⊕ Rz.
We will say that D ∈ LND(B) is homogeneous if it respects the standard
grading of B, and linear if it is homogeneous of degree 0 (i.e., D : B1 → B1).
Likewise, say D′ ∈ LND(B′) is homogeneous if it respects the standard
grading of B′, and linear if it is homogeneous of degree 0 (i.e., D′ : (B′)1 →
(B′)1).

Define x1 = x+ iz and x2 = x− iz. Then

B = C[x1, x2, y] , x1x2 + y2 = 0 , and B1 = Cx1 ⊕ Cx2 ⊕ Cy .

Let δ be the standard linear derivation of B, namely, δx1 = 0 and δy = x1.
Let G be the group described in the Transivity Theorem, and let Γ be the
subgroup of G generated by τ and all ∆t for t ∈ C. Note that Γ may be
viewed as a subgroup of the orthogonal group O3(C).

Here is a corollary to the Transivity Theorem.

Corollary 9.22. Let D ∈ LND(B) be given. The following are equivalent.

(1)D is irreducible and homogeneous
(2)D = γδγ−1 for some γ ∈ Γ
(3)D is linear

Proof. The implications (2) ⇒ (3) ⇒ (1) are clear. Assume D is irreducible
and homogeneous. By the Transivity Theorem, we have D = α(hδ)α−1 for
some α ∈ G and h ∈ C[x1]. Since D is irreducible, h ∈ C

∗, so we can assume
D = αδα−1.

Let γ ∈ Γ be given, along with t ∈ C
∗ and integer n ≥ 1. Set T =

∆f (γδγ−1)∆−1
f for f = txn

1 , and suppose that T is homogeneous. Set

L = γδγ−1(x1) = ax1 + bx2 + cy and M = γδγ−1(y) = a′x1 + b′x2 + c′y ,

where a, b, c, a′, b′, c′ ∈ C. Then

T (x1) = ∆f (L) = ax1 + b(x2 + 2tyxn
1 + t2x2n+1

1 ) + c(y + txn+1
1 ) .

If either b �= 0 or c �= 0, then by homogeneity, 1 = n + 1, a contradiction.
Therefore b = c = 0, so γδγ−1(x1) = ax1. But this implies γδγ−1(x1) = 0.

In the same way b′ = c′ = 0, so γδγ−1(y) = a′x1. Since any C-derivation
of B is determined by its images on x1 and y, we conclude that γδγ−1 = a′δ.
Therefore, T = ∆f (a′δ)∆−1

f = a′δ.
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The other possibility is that n = 0, and then ∆f ∈ Γ already.
By induction, we conclude that D is in all events conjugate to δ by some

element of Γ . ��

Proof. (of Thm. 9.21) Let D′ ∈ LND(B′) be given, D′ �= 0. To prove the
result, it suffices to assume D′ is homogeneous and irreducible. Extend D′ to
D ∈ LND(B). Then D is also homogeneous and irreducible. By the preceding
result, D is linear, and thus Dx = D′x, Dy = D′y, and Dz = D′z are also
linear. So D′ is linear.

We can view exp(D′) as an element of the orthogonal group O3(R). Let
o(3,R) denote the real Lie algebra corresponding to O3(R). ThenM ∈ o(3,R)
if and only ifM+MT = 0. Since D′ ∈ o(3,R), we conclude that D′+(D′)T =
0. Therefore D′ has the form

D′ =




0 a b
−a 0 c
−b −c 0



 (a, b, c ∈ R) .

The characteristic polynomial of D′ is |D′ − λI| = −(λ3 + (a2 + b2 + c2)λ).
Since D′ is also a nilpotent matrix, its only eigenvalue (in C) is 0. Therefore,
a2 + b2 + c2 = 0, implying a = b = c = 0, a contradiction. ��

In principle, it should also be the case that the unit sphere S2 ⊂ R
3 defined

by f = 1 should admit no nontrivial Ga-action: The orbits are closed, hence
compact, hence of dimension 0. To see this algebraically, suppose that D is
a locally nilpotent derivation of k[S2], and put weights on k[S2] by declaring
that deg x = deg y = deg z = 1. The idea is that if D �= 0, then gr(D) is a
nonzero locally nilpotent derivation of the ring B′ = Gr(k[S2]) above, which
is impossible. The only fact to check is that any such D respects the filtration
of k[S2], and this follows from the result of Wang mentioned earlier (Thm.
2.12).

9.7 Further Properties of the ML Invariant

There are many natural questions involving the Makar-Limanov invariant. For
example, for a ring B, what is the relation between ML(B) and ML(B[n])?
Or, can we describe those surfaces X with ML(X) = C? Such surfaces have
a fairly large group of automorphisms. These questions have been asked by
Makar-Limanov in several papers, who succeeded in giving answers for many
important cases. The recent thesis of Crachiola [39] deals with similar ques-
tions. This section will discuss progress on these questions due to Makar-
Limanov, Crachiola, Miyanishi, and others. Discussion of similar questions,
especially for surfaces, can also be found in Chap. ?? below.

Throughout this section, B is assumed to be a finitely generated commu-
tative k-domain.
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9.7.1 Stability Properties

The following result says that for a rigid ring B, adding a variable gives only
the expected outcome. Other proofs are found in [189, 190, 302, 41].

Proposition 9.23. If B is rigid, then ML(B[1]) = B.

Proof. Let B[x] = B[1], noting that ML(B[x]) ⊂ B by considering d/dx.
B[x] is N-graded by B[x] = ⊕i≥0Ci, where Ci = Bxi. Let D ∈ LND(B[x])

be nonzero. Since B is finitely generated over k, we may apply Thm. 2.11
to conclude that D respects the filtration of B[x]. (Note that the grading of
B[x] is induced by the degree function νE associated to the locally nilpotent
derivation E = d/dx.) Let d ∈ Z be such thatDCi ⊂ Ci+d for all i ∈ N, and let
δ = gr(D) on Gr(B[x]) ∼= B[x]. Then δ is locally nilpotent, and homogeneous
of degree d.

Suppose δx = 0. Then for every n ∈ Z, we have that δn := δ mod (x−n) is
a locally nilpotent derivation of B[x]/(x−n) = B. By hypothesis, this implies
δn = 0 for each n ∈ Z, i.e., δ(B[x]) ⊂ (x − n)B[x] for all n ∈ Z. Since δ �= 0,
there exists t ∈ B[x] not in the kernel of δ. Write δt = P (x) for some nonzero
P ∈ B[1]. Then P (x) ∈ (x − n)B[x] for all n ∈ Z implies P (n) = 0 for every
n ∈ Z, which is absurd, since B is a domain (P cannot have an infinite number
of roots in the field frac(B)). Therefore, δx �= 0.

By homogeneity, δx = bxn for some b ∈ B and n ≥ 0. In fact, n = 0, since
otherwise δx ∈ xB[x] would imply δx = 0. Therefore, δx ∈ B, and d = −1.
Consequently, DB = DC0 ⊂ C−1 = {0}, and B ⊂ML(B[x]). ��

Another way to say this is thatML(B[1]) =ML(B) when B is rigid. It follows
that ML(B[1]) = ML(B) whenever the transcendence degree of B over k is
1. This is generalized by Makar-Limanov to the following.

Proposition 9.24. If tr.deg.kB = 1, then ML(B[n]) =ML(B) for all n ≥ 0.

For a complete proof, see the Theorem (p. 51) of [190]; see also the main
theorem of [42].

As a corollary to this important result, Makar-Limanov obtains the can-
cellation theorem of Abhyankar, Eakin, and Heinzer.

Proposition 9.25. [2, 190] Let Γ1 and Γ2 be two algebraic curves over C. If
Γ1 × C

n ∼= Γ2 × C
n for some n ≥ 1, then Γ1

∼= Γ2.

See the cited monograph for a proof.
In general, however, ML(B[1]) �= ML(B). For example, if Wn is the

Danielewski surface defined by the equation xnz = y2 − 1 for n ≥ 1, then
Wm × A

1 ∼= Wn × A
1, but Wm �∼= Wn if m �= n. We have seen that

ML(Wn) = k[x] when n ≥ 2, and ML(W1) = k. Therefore,

ML(Wn × A
1) �=ML(Wn) if n ≥ 2 ,
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since for all n ≥ 1, ML(Wn × A
1) = ML(W1 × A

1) = k. In [194], Makar-
Limanov has worked out three independent locally nilpotent derivations of
the coordinate ring k[W2 × A

1], as follows. The coordinate ring is k[x, y, z, t],
where x2z = y2 − 1. Two obvious locally nilpotent derivations are d/dt, and
D defined by Dx = Dt = 0 and Dy = x2. A third such derivation E, where
Ex �= 0, is defined by the jacobian determinant

Ef =
∂(x2z − y2, t2x+ 2ty + xz, t3x+ 3t2y + 3txz + yz, f)

∂(x, y, z, t)
.

So one would like to have more general conditions under which ML(B[1]) =
ML(B). Makar-Limanov conjectured in [194] that this is the case whenever
B is a UFD.

The comparison of ML(B[n]) with ML(B) has already been used by Cra-
chiola and Makar-Limanov in giving new (and shorter) proofs for certain cases
of the Cancellation Problem. The first case, when tr.deg.kB = 1, was men-
tioned above; a second case, when tr.deg.kB = 2 and n = 1, is discussed in
the next chapter. The crucial question in this regard is the following.

For n ≥ 1, if B is a rigid UFD over k, does ML(B[n]) =ML(B)?

In his thesis, Crachiola gives an affirmative answer in the case B is a regular
rigid UFD of transcendence degree 2 over k ([39], Cor. 5.20). See also [9] for
a discussion of stability questions relative to the ML-invariant.

9.7.2 Miyanishi’s Results on Strong Invariance

In his 1978 book [213], Miyanishi included a section entitled “Locally nilpotent
derivations in connection with the cancellation problem” (Sect. 1.6). In this
section, he is primarily interested in cancellation questions relative to certain
rigid rings, though he does not use this terminolgy. Miyanishi uses the more
general notion of locally finite higher derivations in place of locally nilpotent
derivations, so that his results apply in any characteristic. In particular, in
characteristic zero, a ring is rigid if and only if it has no nontrivial locally finite
iterative higher derivation. One can thereby extend the definition of rigidity
to k-algebras in any characteristic.

A k-algebra A is defined to be strongly invariant if and only if the
following property holds: Given a k-algebra B, and indeterminates x1, ..., xn

and y1, ..., yn (n ≥ 1), if

θ : A[x1, ..., xn] → B[y1, ..., yn]

is a k-algebra isomorphism, then A ∼= B. Miyanishi shows:

Proposition 9.26. ([213], Lemma 6.3 and Prop. 6.6.1) Let A be a k-algebra.
If A has no locally finite higher derivation, then A is strongly invariant. If
A is an affine k-domain and dimk A = 1, then A is strongly invariant if and
only if A is rigid.
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In particular, this result implies the cancellation theorem of Abhyankar,
Eakin, and Heinzer mentioned above. Note that the condition that A has
no locally finite higher derivation is, a priori, stronger than the condition
that A is rigid. Miyanishi gives an example showing that a strongly invariant
ring might still admit a nontrivial locally finite higher derivation (Example
6.4.3).

9.7.3 Examples of Crachiola and Maubach

As observed, for a polynomial ring B, we have D(B) = B and ML(B) = k.
In proving that the coordinate ring R of the Russell threefold discussed above
is not a polynomial ring, we showed both D(R) �= R and ML(R) �= k. In [43],
Crachiola and Maubach show that the Derksen and Makar-Limanov invariants
are independent of one another.

Specifically, they first construct an affine noetherian C-domain S of di-
mension two for which ML(S) = C and D(S) �= S. This ring is defined by

S = C[x2, x3, y3, y4, y5, xi+1yj+1] (i, j ∈ N)
= C[x2, x3, y3, y4, y5, xy, x2y, xy2, x2y2, xy3, x2y3, xy4, x2y4] .

Similarly, they construct a ring S′ with the property that ML(S′) �= C,
but D(S′) = S′. In particular, let A be any commutative C-domain of tran-
scendence degree one over C, other than C

[1]. Recall that any such ring is
rigid. Then by Prop. 9.23 above, we have that ML(A[x1, ..., xn]) =ML(A) =
A �= C. On the other hand, when n ≥ 2, the partial derivatives relative to A
show that D(A[x1, ..., xn]) = A[x1, ..., xn]. So we may take S′ = A[x1, ..., xn]
for n ≥ 2.

9.8 Further Results in the Classification of Surfaces

A current successful trend in the study of algebraic surfaces is to use Ga-
actions and the Makar-Limanov invariant to classify surfaces. This section
will survey some of these results.

In this chapter, we have seen characterizations for the plane over an al-
gebraically closed field, in addition to two characterizations of the special
Danielewski surfaces due to Daigle. These results are based on the existence
of nontrivial Ga-actions on the surface. The reader will recall from Chap. 2
that, if X is a factorial affine surface over an algebraically closed field k, then
every irreducible element of LND(O(X)) has a slice. If, in addition, X is not
rigid and O(X) has trivial units, then X = A

2; this is Miyanishi’s character-
ization of the plane.

Recently, a series of similar and related results have been published which
aim to classify certain normal affine surfaces X which admit a nontrivial Ga-
action. In case X admits at least two independent Ga-actions (i.e., ML(X) =
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k), then even more can be said. Dubouloz defines X to be an ML-surface if
ML(X) = k [92]. Apart from a plane, we have seen such surfaces in the form
of special Danielewski surfaces S, defined by xz = f(y) for non-constant f .
This surface admits two independent (conjugate) Ga-actions.

Some of the earliest work in this direction was done by Gizatullin [127]
(1971), who studied surfaces which are geometrically quasihomogeneous.
By definition, such a surface has an automorphism group with a Zariski open
orbit whose complement is finite. See also [63, 126]. Another early paper, about
surfaces which admit a Ga-action, is due to Bertin [17] (1983). According to
Dubouloz [92], the 2001 paper [8] of Bandman and Makar-Limanov represents
the rediscovery of a link between nonsingular ML-surfaces and Gizatullin’s
geometrically quasihomogeneous surfaces. Dubouloz writes:

More precisely, they have established that, on a nonsingular ML-
surface V , there exist at least two nontrivial algebraic C+-actions
that generate a subgroup H of the automorphism group Aut(V ) of V
such that the orbit H · v of a general closed point v ∈ V has finite
complement. By Gizatullin, such a surface is rational and is either
isomorphic to C

∗ ×C
∗ or can be obtained from a nonsingular projec-

tive surface Ṽ by deleting an ample divisor of a special form, called a
zigzag. This is just a linear chain of nonsingular rational curves. Con-
versely, a nonsingular surface V completable by a zigzag is rational
and geometrically quasihomogeneous. In addition, if V is not isomor-
phic to C

∗ × A
1 then it admits two independent C+-actions. More

precisely, Bertin showed that if V admits a C+-action then this action
is unique uless V is completable by a zigzag. (From the Introduction
to [92])

In this paper from 2004, Dubouloz generalizes these earlier results by giving
the following geometric characterization of the ML-surfaces in terms of their
boundary divisors.

Theorem 9.27. [92] Let V be a normal affine surface over C that is not
isomorphic to C

∗ × A
1. Then V is completable by a zigzag if and only if

ML(V ) = C.

In particular, Dubouloz has removed the condition that V be nonsingular.
The characterization given by Bandman and Makar-Limanov was for

smooth affine rational surfaces with trivial Makar-Limanov invariant, em-
bedded in C

3 as a hypersurface. Their conclusion is that these must be
Danielewski surfaces, given by equations xz = ym −1 in a suitable coordinate
system (x, y, z), with m ≥ 1.

One type of surface which draws attention is a homology plane, de-
fined to be a smooth algebraic surface X over C whose homology groups
Hi(X; Z) are trivial for i > 0. For example, the affine plane A

2 over C is the
unique homology plane X with κ̄(X) = −∞ (see [208]). Similarly, X is a
Q-homology plane if X is a smooth algebraic surface defined over C such
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that Hi(X; Q) = (0) for i > 0. Finally, the definition of a log Q-homology
plane X coincides with that of a Q-homology plane, except that X is permit-
ted to have certain kinds of singular points (at worst quotient singularities).
Homology planes share many properties with the affine plane. One motivation
to study them comes from their connection to the plane Jacobian Conjecture.
See §3.3 of [208], as well as [224], for details about homology planes.

In [200] Masuda and Miyanishi considered the case of a surface X which
is a Q-homology plane. In this case X must be affine and rational. If X is
also not rigid, then the orbits are the fibers of an A

1-fibration X → A
1, which

implies that κ̄(X) = −∞. In the strongest case, X is a Q-homology plane
which is an ML-surface, and then the authors conclude that X is isomorphic
to the quotient of one of the surfaces xz = ym −1 under a suitable free action
of the cyclic group Zm.

Subsequently, Gurjar and Miyanishi [133] extended these results to the
case in which X is a log Q-homology plane. Their main result in this regard
is that if X is a log Q-homology plane, then ML(X) = C if and only if the
fundamental group at infinity, π∞1 (X), is a finite cyclic group.

Another recent paper classifying ML-surfaces is due to Daigle and Rus-
sell [61]. They work over an algebraically closed field k, and if k = C then
the class of surfaces they consider is the class of log Q-homology planes with
trivial Makar-Limanov invariant. Specifically, they consider the class M0 of
normal affine surfaces U over k satisfying: (i) ML(U) = k and (ii) Pic(Us) is
a finite group, where Us denotes the smooth part of U , and Pic(Us) denotes
its Picard group. They show that every U ∈ M0 can be realized as an open
subset of some weighted projective plane, and give precise conditions as to
when any two such surfaces are isomorphic (Thm. A and Thm. B). In par-
ticular, surfaces U and U ′ belonging to this class are isomorphic if and only
if the equivalence class of the weighted graphs at infinity and the resolution
graphs of singularities are the same for U and U ′. The authors also classify
the Ga-actions on these surfaces. For many of these surfaces, the analogue of
Daigle’s Transitivity Theorem for Danielewski surfaces does not hold. How-
ever, Theorem C indicates that the number of orbits in the set

{kerD|D ∈ LND(O(U)),D �= 0}

under the action of AutkO(U) is at most 2. This theorem also gives necessary
and sufficient conditions for the action to be transitive. Some of Daigle and
Russell’s results are based on their earlier papers [59, 60].

The reader is referred to the recent monograph of Miyanishi [208], which
provides an excellent overview of recent progress in the classification of open
algebraic surfaces. Ga-actions and locally nilpotent derivations constitute one
of the major themes of his exposition.
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Slices, Embeddings and Cancellation

This chapter investigates the following question about locally nilpotent deriva-
tions of polynomial rings.

Slice Problem. If D ∈ LND(k[n]) has a slice, is kerD ∼= k[n−1]?

Recall that even the Jacobian Conjecture can be stated as a problem about
derivations of polynomial rings having a slice; see Chap. 3.

The main point of departure is the Slice Theorem (Thm. 1.22), which
asserts that when D ∈ LND(B) has a slice (B a commutative k-domain), A =
kerD satisfies B = A[s], D = d/ds, and πs(B) = A for the Dixmier map πs

determined by s. Conversely, note that if B = A[s], where s is transcendental
over A, then the derivation D = d/ds of B defined by DA = 0 and Ds = 1 is
locally nilpotent, and kerD = A. Thus, the Slice Problem is equivalent to a
version of the famous Cancellation Problem:

If X is an affine variety and X × A
1 ∼= A

n+1, does it follow that
X ∼= A

n? Equivalently, if A is an affine ring and A[1] ∼= k[n+1], is
A ∼= k[n]?

For n = 1, this problem was solved by Abhyankar, Eakin and Heinzer, as
discussed in the preceding chapter. For n = 2, a positive solution is due to
Fujita, Miyanishi, and Sugie in the characteristic zero case, and to Russell in
the case of positive characteristic; see [124, 222, 267]. For n ≥ 3, this remains
an open problem. This version of the Cancellation Problem will be called the
Cancellation Problem for Affine Spaces.

In this chapter, Sect. 1 gives some positive results for locally nilpotent
derivations of polynomial rings when the image generates the unit ideal. Geo-
metrically, these correspond to fixed-point free Ga-actions on affine space.
Section 2 discusses two important new positive results of K. Masuda on lo-
cally nilpotent derivations having a slice, which thus constitutute new cases
in which the Cancellation Problem for Affine Spaces has a positive solution.
This section also includes a new proof, due to Crachiola and Makar-Limanov,
for one case of the cancellation theorem for surfaces, namely, that if V is an
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affine surface over an algebraically closed field k such that V ×A
1 ∼= A

3, then
V ∼= A

2. The authors write:

Even for the special case we are considering, the only known proofs
are the original one and a recent proof of Rajendra Gurjar [132] which
relies on the topological methods of Mumford-Ramanujam. These are
beautiful proofs which use many ideas, making them not quite self-
contained for some readers. So our intention is to present a more self-
contained purely algebraic proof of the Cancellation Theorem and to
narrow the gap between the formulation and the proof. We also hope
that the algebraic approach will be easier to use in the case of higher
dimension. (From the Introduction of [41])

Their proof illustrates how powerful the theory of locally nilpotent derivations
can be. Indeed, based on theory already established in this book, the proof
presented below consists of a single short paragraph.

Section 3 gives an explicit formula for the torus action associated with
any locally nilpotent derivation having a slice. Section 4 explores the fasci-
nating constructions of Asanuma, who used embeddings of affine spaces to
construct torus actions on A

n. The purpose of this section is to give a self-
contained treatment of the main constructions and proofs in Asanuma’s work
by translating them into the language of locally nilpotent derivations. Section
5 considers the Vénéreau polynomials and their relation to the Embedding
Problem. And Sect. 6 concludes the chapter with a few open problems related
to the topics of this chapter.

An algebraic embedding g : A
m → A

n is rectifiable if and only if there
exists a system of coordinate functions f1, ..., fn on A

n such that g(Am) is
defined by the ideal (fm+1, ..., fn).

Embedding Problem Is every algebraic embedding g : A
m → A

n recti-
fiable?

The answer is known to be affirmative if n > 2m+ 1 [44, 152, 156, 284], or if
m = 1 and n = 2 [3, 289]. There are presently no confirmed counterexamples
for the field k = C, but conjectural counterexamples C

1 → C
3 and C

3 → C
4

are discussed in this chapter.
A very nice discussion of the Cancellation Problem, Embedding Problem,

and Jacobian Conjecture can be found in Kraft’s paper [175].

10.1 Some Positive Results

10.1.1 Free Actions on Affine Spaces

As we have already seen, there exist fixed-point free Ga-actions on affine
space which are not translations. Such an action, defined by van den Essen,
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was discussed in Example 3.9.4. There are, however, several cases in which a
free Ga-action on affine space is known to be conjugate to a translation.

Let B = k[n] for n ≥ 1, and suppose D ∈ LND(k[n]). We have:

1. If (DB) = (1) and rank(D) ≤ 2, then D has a slice (Thm. 4.16).
2. If (DB) = (1) and n ≤ 3, then D has a slice (Kaliman’s Theorem, 5.8).
3. If (DB) = (1), kerD = k[n−1], and exp(tD) is a locally trivial Ga-action,

then D has a slice (see [78]).
4. If (DB) = (1) and D is elementary, then D has a slice. (Thm. 7.22).

In fact, in each of these cases, the kernel of D is a polynomial ring, implying
that the Slice Problem also has a positive solution in these cases, and that D
is a partial derivative relative to some system of coordinates on B.

Recall that if D ∈ LND(k[n]) has a slice s, and s is a variable of k[n], then
D is a partial derivative (Prop. 3.20). So this is one case in which the Slice
Problem has a positive solution. Geometrically, this implies that any algebraic
Ga-action on A

n may be viewed as the projection of a translation in A
n+1.

More specifically, there is a coordinate translation on A
n+1 and a projection

p : A
n+1 → A

n such that p is equivariant relative to the actions on A
n+1

and A
n. To see this, let B = k[n]. Given D ∈ LND(B), extend D to D∗ on

B[s] = k[n+1] by setting D∗s = 1. Then D∗ is a partial derivative relative to
some coordinate system on k[n+1], and D∗ restricts to B.

10.1.2 Theorem of K. Masuda

Two important special cases of the Slice Problem were settled recently by K.
Masuda, as presented in the following theorem. The main idea is to reinterpret
the kernel of the derivation as the ring of invariants of a torus action, and use
standard theory of algebraic G-vector bundles. An algebraic vector bundle
p : X → Y for affine G-varieties X and Y is called an algebraic G-vector
bundle if p is G-equivariant, and G acts on the fibers of p by vector space
isomorphisms (linear transformations). An algebraic G-vector bundle p : X →
Y is called trivial if X ∼= Y × V equivariantly for some G-module V , and
p is the corresponding projection Y × V → Y . If Y is an affine space, then
the well-known result of Quillen and Suslin asserts that every algebraic vector
bundle over Y is trivial [256, 288].

Theorem 10.1. (K. Masuda’s Theorem)([199], Thm. 3.2 and Thm. 3.4)
Let k be an algebraically closed field of characteristic zero and B = k[n].
Suppose D ∈ LND(B) has a slice.

(a) If D is triangular, then D is a partial derivative.
(b) If k = C and rank(D) ≤ 3, then D is a partial derivative.

It should be noted that, for the case B = k[4], part (b) of this theorem was
proved earlier in [69], Cor. 4.5.
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In both parts (a) and (b) of the theorem, the hypotheses cannot be weak-
ened to “fixed-point free” instead of “having a slice”. The example of Winkel-
mann, discussed in Chap. 3, shows this, since it is given by a rank-3 triangular
derivation of k[4], and the induced Ga-action is fixed-point free. On the other
hand, it was shown that if rank(D) ≤ 2, then the hypothesis that the in-
duced Ga-action is fixed-point free does imply that D is a partial derivative
(Cor. 4.23).

Proof. Part (a): We proceed by induction on n. By Rentschler’s Theorem, the
result holds for n ≤ 2, so we may assume n ≥ 3.

Let A = kerD. Then B = A[s], and this gives an obvious Gm-action on
B, namely, BGm = A and t · s = ts. By hypothesis, Dx1 ∈ k. If Dx1 ∈ k∗,
then D is a partial derivative by Prop. 3.20. So we may assume Dx1 = 0.

Given λ ∈ k, let B̄ = Bmod (x1 −λ) and D̄ = Dmod (x1 −λ) ∈ LND(B̄).
Given f ∈ B, let f̄ denote the class of f in B̄. Then D̄ is a triangular derivation
of B̄ = k[x̄2, ..., x̄n] ∼= k[n−1], and D̄s̄ = 1. By the Slice Theorem, B̄ =
(ker D̄)[s̄], and by the inductive hypothesis, ker D̄ = k[n−2]. In particular, s̄ is
a variable of B̄ = k[n−1].

Let X = A
n, and let the morphism p : X → A

1 be induced by the inclusion
k[x1] → B. Then p is both Ga- and Gm-equivariant. Let Fλ denote the fiber
p−1(λ). Since x1 is a variable of B, Fλ

∼= A
[n−1], and this fiber has induced

actions of Ga and Gm. By the preceding paragraph, the action of Gm on B̄
is simply multiplication of the variable s̄. Therefore, every fiber Fλ is a Gm-
module, and p is an algebraic Gm-vector bundle. Since the action of Gm on
the base A

1 is trivial, the standard theory of algebraic G-vector bundles now
implies that X is equivariantly isomorphic to XGm ×V for a one-dimensional
Gm-module V , where the fixed point setXGm has the structure of an algebraic
vector bundle over the base A

1 (see Masuda’s article for details). As such,XGm

is isomorphic to an affine space A
n−1, by the Quillen-Suslin Theorem. Since

O(XGm) = A, we conclude that kerD = k[n−1]. This completes the proof of
part (a).

Part (b): In this case, assume that R = C
[n−3] for n ≥ 3, B = R[3] = C

[n],
D ∈ LNDR(B), and Ds = 1 for s ∈ B. If A = kerD, then R ⊂ A and
B = A[s]. Let X = Spec(B) = C

n and Y = Spec(R) = C
n−3, and let

q : X → Y be the morphism induced by the inclusion R → B. As before,
there are induced C

∗-actions on X and Y relative to which q is equivariant,
where BC

∗
= A, and the action of t ∈ C

∗ on s is ts.
Given ξ ∈ Y , let Φξ denote the fiber q−1(ξ), noting that Φξ

∼= C
3. Since the

C
∗-action on Y is trivial, the C

∗-action on X restricts to Φξ, i.e., Φξ is a C
∗-

variety. By the Koras-Russell Theorem, the C
∗-action on Φξ is linearizable, i.e.,

Φξ is a C
∗-module (see the Introduction to Chap. 5). Therefore, q : X → Y is a

C
∗-vector bundle with trivial action on the base. Again using standard results

from the theory of algebraic G-vector bundles, it follows that this is a trivial
C

∗-vector bundle, and that X ∼= Y ×W equivariantly for a three-dimensional
C

∗-module W , where W =WC
∗ ×Z for a one-dimensional C

∗-module Z, and



10.2 Torus Action Formula 223

WC
∗ ∼= C

2. Therefore, X ∼= C
n−1×Z equivariantly, and XC

∗ ∼= C
n−1. (Again,

see Masuda’s article for details of this reasoning.) Therefore, kerD = C
[n−1].

��

10.1.3 The ML-Invariant and Cancellation

As noted earlier, Makar-Limanov proved the cancellation theorem for curves
by using the fact that ML(B[n]) =ML(B) when tr.deg.kB = 1. In his thesis,
Crachiola used the fact that ML(B[1]) = ML(B) for rigid rings B to give a
new proof of one instance of the affine cancellation theorem for surfaces (Ex-
ample 4.8 of [39]). More recently, Crachiola and Makar-Limanov gave another
version of this argument [41]. Their proof uses the Makar-Limanov invariant
defined in arbitrary characteristic; the proof given here will be only for the
case of characteristic zero. Note that their work provides a proof of Miyan-
ishi’s Theorem in the case that a locally nilpotent derivation D of k[3] admits
a slice.

Proposition 10.2. If X is an affine surface over an algebraically closed field
k, and X × A

1 ∼= A
3, then X ∼= A

2.

Proof. (characteristic k = 0) Let R = O(X) and B = O(X × A
1) = k[3]. By

hypothesis, there exists t ∈ B such that B = R[t]. Suppose R is rigid. Then
by Prop. 9.23, ML(R[t]) = R. However, we have ML(R[t]) =ML(B) = k, a
contradiction since tr.deg.kR = 2. Therefore, R is not rigid. In addition, R is
a UFD, since it is the kernel of d/dt ∈ LND(R[t]) = LND(B). Since we also
clearly have R∗ = k∗, it follows from part (1) of Thm. 9.9 that R ∼= k[2]. ��

Remark 10.3. In their recent paper [111], Finston and Maubach construct
affine threefolds X1 and X2 such that X1 �∼= X2, but X1 × C ∼= X2 × C. The
main difference between these and the original counterexamples to cancella-
tion discovered by Danielewski is that X1 and X2 are singular but factorial
(i.e., their coordinate rings are UFDs). The examples are constructed as the
total spaces for principal Ga-bundles over certain surfaces, and one of their
main tools is the Makar-Limanov invariant. A principal Ga-bundle with affine
total space Xi arises from a locally trivial algebraic Ga-action on Xi. In the
cases they consider, the quotient Xi/Ga has the structure of a quasi-affine
variety, and Xi has the structure of a principal Ga-bundle over Xi/Ga.

10.2 Torus Action Formula

Any affine ring B = A[s] (s transcendental over A) has an obvious locally
nilpotent derivation D with a slice, namely, DA = 0 and Ds = 1. Likewise,
there are obvious actions of Ga and Gm: If t ∈ Ga, then ta = a for a ∈ A and
ts = s + t; and if t ∈ Gm, then t · a = a for a ∈ A and t · s = tns for some
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n ∈ Z. An explicit formula for the Ga-action is given by exp(tD). In this case,
there is also an explicit formula for the action of the torus Gm in terms of D.

Given b ∈ B, if we write b = P (s) for some P ∈ A[1], then of course
t · b = P (tns). This relies on our ability to write b as a polynomial in s over
A, which is achieved in the following way.

Lemma 10.4. Let B be a commutative k-domain, and let D ∈ LND(B) have
a slice s ∈ B. Then for b ∈ B,

b =
∑

n≥0

1
n!
πs(Dnb)sn .

Proof. For each i ≥ 0, define the function Fi : B → A as follows: Given b ∈ B,
suppose b =

∑
n≥0 ais

i for ai ∈ A. Then Fi(b) = ai.
Recall that the kernel of πs is the ideal sB, and that πs(a) = a for all

a ∈ A. Therefore, a0 = πs(a0) = πs(b). Moreover, it is clear that for i ≥ 1,

Fi−1(Db) = iai = iFi(b) ⇒ Fi(b) =
1
i
Fi−1(b) (i ≥ 1) .

By induction, it follows that, for all n ≥ 0, Fn(b) = 1
n!πs(Dnb). ��

However, it is possible to give a more direct formula for the torus action which
does not rely on finding the coefficients of an element over the kernel A.

Specifically, let ρ : B × Gm → B denote the Gm-action on B defined by
ρ(a, t) = a for a ∈ A, and ρ(s, t) = tns. Given t ∈ Gm , let ρt : B → B denote
the restriction of ρ to B × {t}. Let λ denote an indeterminate over B, and
extend D to B[λ] via Dλ = 0. Then D (extended) is locally nilpotent on B[λ],
and exp(λD) is a well-defined automorphism of B[λ].

Theorem 10.5. In the notation above, ρt = exp(−λD)|λ=(1−tn)s .

Proof. Given t ∈ Gm, define βt = exp(−λD)|λ=(1−tn)s. The main fact to show
is that, given u, v ∈ Gm, βuβv = βuv, i.e., this defines an action β of Gm on
B. Since the fixed ring of β is A, and since βt(s) = ρt(s) for all t, it will then
follow that β = ρ.

Introduce a second indeterminate µ. Given Q ∈ B[µ], let εQ : B[λ, µ] →
B[λ, µ] denote evaluation at Q, i.e., εQ(f) = f for f ∈ B[µ] and εQ(λ) = Q.
Likewise, if R ∈ B[λ], let δR denote evaluation at R, i.e., δR(g) = g for
g ∈ B[λ] and δR(µ) = R. Note that if α is any automorphism of B[λ, µ] such
that α(B[µ]) ⊂ B[µ] and α(λ) = λ, then αεQα−1 = εα(Q). A similar formula
holds for δR.

Let u, v ∈ Gm be given. Then

βuβv = εs ◦ exp(−(1 − un)λD) ◦ δs ◦ exp(−(1 − vn)µD) .

If α = exp(−(1 − un)λD), then



10.3 Asanuma’s Torus Actions 225

α ◦ δs = δα(s) ◦ α = δ(s−(1−un)λ) ◦ α .

Therefore

βuβv = εs ◦ δ(s−(1−un)λ) ◦ exp(−(1 − un)λD) ◦ exp(−(1 − vn)µD)

= εs ◦ δ(s−(1−un)λ) ◦ exp
(
−

(
(1 − un)λ+ (1 − vn)µ

)
D

)
.

Now

εs ◦ δ(s−(1−un)λ)

(
(1 − un)λ+ (1 − vn)µ

)
= εs

(
(1 − un)λ

+(1 − vn)(s− (1 − un)λ)
)

= εs
(
(1 − vn)s+ vn((1 − un)λ

)

= (1 − vn)s+ vn(1 − un)s
= (1 − unvn)s

= εs
(
(1 − unvn)λ

)
.

Therefore
βuβv = εs ◦ exp(−(1 − unvn)λD) = βuv .

��

Remark 10.6. The reader is warned that some authors would write

exp(−(1 − tn)sD)

in place of the evaluation notation used in this formula. To do so is technically
incorrect, but might be accepted as a convenient abuse of notation: Since s is
not in the kernel of D, (1− tn)sD is not locally nilpotent, and its exponential
is not an algebraic automorphism of B.

Example 10.7. The simple action of Gm on A
n given by

t(x1, ..., xn) = (x1, ..., xn−1, t
Nxn)

is of the form exp(−λD)|λ=(1−tN )xn
, where D = ∂

∂xn
.

10.3 Asanuma’s Torus Actions

In a remarkable paper published in 1999, Asanuma showed how non-rectifiable
embeddings R

1 ↪→ R
3 (e.g., knots) could be used to construct non-linearizable

algebraic actions of real tori R
∗ and (R∗)2 on R

5 [7]. These were the first
examples in which a commutative reductive k-group admits a non-linearizable
algebraic action on affine space, where k is a field of characteristic 0. Later,
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using completely different methods, the author and Moser-Jauslin found a
non-linearizable action of the circle group S1 = SO2(R) on R

4 [122]. It remains
an open question whether, over the field k = C, every algebraic action of a
commutative reductive group on C

n can be linearized; for a discussion of the
linearization problem for complex reductive groups, see [175].

The main result Asanuma proves is this.

Theorem 10.8. (Cor. 6.3 of [7]) Let k be an infinite field. If there exists a
non-rectifiable closed embedding A

m → A
n, then there exist non-linearizable

faithful algebraic (k∗)r-actions on A
1+n+m for each r = 1, ..., 1 +m.

To put his theorem to use, Asanuma uses an earlier result of Shastri.

Theorem 10.9. [277] Every open knot type admits a polynomial representa-
tion in R

3.

Therefore, for topological reasons, there exist non-rectifiable algebraic em-
beddings of R into R

3. For example, Shastri gives the following polynomial
parametrization of the trefoil knot:

φ(v) = (v3 − 3v, v4 − 4v2, v5 − 10v) .

Note that φ also defines an algebraic embedding of C
1 into C

3. It is presently
unknown whether its image can be conjugated to a coordinate line by an
algebraic automorphism of C

3. However, Kaliman proved that the image of
any algebraic embedding of C

1 in C
3 can be conjugated to a coordinate line

by a holomorphic automorphism of C
3; see [157].

Asanuma uses a purely algebraic approach in his constructions. The main
idea in his paper is to associate a certain Rees algebra to an embedding
φ : km ↪→ kn, namely, the Rees algebra of the ideal ker (φ∗ : k[n] → k[m]).

In the present treatment, we consider only embeddings φ : k1 ↪→ k3.
However, the arguments presented here can easily be extended to the more
general case of Asanuma’s theorem. We associate to φ a certain triangular
derivation D on k[5], and show that D induces a torus action in the manner
of Thm. 10.5 above. Geometrically, the fixed-point set L is isomorphic to a
line k1, and the quotient Q is isomorphic to k3. The crucial fact is that the
canonical embedding of L into Q is precisely the embedding φ. It should be
noted that van den Essen and van Rossum also recognized derivations implicit
in Asanuma’s work; see [103].

10.3.1 The Derivation Associated to an Embedding

Let φ : k1 → k3 be an algebraic embedding, given by φ(v) = (f(v), g(v), h(v)).
Specifically, this means that φ is injective and φ′(v) �= 0 for all v (see van den
Essen [100], Cor. B.2.6 ). Let φ∗ denote the corresponding ring homomorphism
φ∗ : k[x, y, z] → k[v], given by φ∗(p(x, y, z)) = p(φ(v)). Since φ is an embed-
ding, φ∗ is surjective, i.e., there exists F ∈ k[x, y, z] such that φ∗(F ) = v.
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Set x = (x, y, z), and let B = k[5] = k[u, v,x]. Define a triangular deriva-
tion D on B by

Du = 0 , Dv = −u , Dx = φ′(v) (10.1)

and let A = kerD. Observe thatD(ux+φ(v)) = 0, and thus F (ux+φ(v)) ∈ A.
Observe also that (by Taylor’s Formula) there exists s ∈ B such that

F (ux + φ(v)) = us+ F (φ(v)) = us+ v .

Therefore, 0 = D(us+v) = uDs−u, which implies Ds = 1, i.e., D has a slice
and B = A[s].

From the Slice Theorem, we conclude that the kernel of D is generated by
the images under πs of the system of variables u, v,x, namely,

kerD = k[u, v + us,x −
∑

i≥1
1
i!φ

(i)(v)ui−1si ] . (10.2)

So the kernel, which is of transcendence four over k, is generated by 5 poly-
nomials. In general, it is unknown whether this number can always reduced
to four, or equivalently, whether s is a variable of B. However, if the field k
is algebraically closed, then kerD = k[4], since D is triangular (K. Masuda’s
Theorem). In any case, recall that s is known to be a variable of B[t] = k[6]

(Prop. 3.20).
For example, using Shastri’s parametrization of the trefoil knot, given

above, it is easy to calculate the slice s explicitly. As Shastri points out (p.14),
if F = yz − x3 − 5xy + 2z − 7x, then F (φ(v)) = v, and thus

s = u−1(F (ux + φ(v)) − v) .

Of course, when φ is rectifiable, D is conjugate to a partial derivative. In
this case, finding a system of variables for the kernel is equivalent to finding
a system of coordinates in A

3 relative to which φ(A1) is a coordinate line.

Theorem 10.10. Suppose φ : A
1 → A

3 is a rectifiable embedding, and let
D be the induced triangular derivation (10.1) of k[u, v,x]. If k[x, y, z] =
k[F,G,H], where φ∗(F ) = v and kerφ∗ = (G,H), then

kerD = k[u, F (ux + φ(v)), 1
uG(ux + φ(v)), 1

uH(ux + φ(v))] .

In particular, D is conjugate to a partial derivative.

Proof. Set A = kerD, and let w denote the slice of D derived from F , i.e.,
v + uw = F (ux + φ(v)). Set

m = 1
uG(ux + φ(v)) , n = 1

uH(ux + φ(v)) .

Then m,n ∈ A, since A is factorially closed.
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Let R ⊂ A denote the subring

R = k[ux + φ(v)]
= k[F (ux + φ(v)), G(ux + φ(v)),H(ux + φ(v))]
= k[v + uw, um, un] .

Set X = πw(x). Since πw fixes elements of A, and since πw(φ(v)) = φ(v+uw),
we see that

uX + φ(v + uw) = πw(ux + φ(v)) = ux + φ(v) .

Therefore, uX+φ(v+uw) ∈ R3 implies uX ∈ R3. Note that the R-ideal uB∩R
is generated over R by um and un. Therefore we can write uX = (um)p +
(un)q for some p,q ∈ R3. But then X = mp+nq ∈ k[u, v+uw,m, n]3, which
implies

A = πw(B) = k[u, v + uw,X] ⊂ k[u, v + uw,m, n] ⊂ A .

��

10.3.2 Two-Dimensional Torus Action

Let G = G1×G2 denote the two-dimensional torus G
2
m, where each Gi

∼= Gm.
Define an algebraic action of G on A

5 in the following way.

• G1 acts as in Thm. 10.5, namely, the action of θ ∈ G1 is given by
exp(λD)|λ=(1−θ)s. Observe that BG1 = A.

• G2 acts linearly, namely, the action of t ∈ G2 is given by t(u, v,x) =
(t−1u, v, tx).

If the G2-action is extended to B[λ] by declaring that t · λ = tλ, then λD is
homogeneous of degree 0 relative to the G2-action. It follows that the actions
of G1 and G2 commute (see Sect. 3.7), and we thus obtain an action of the
torus G on A

5. Explicitly, this action is given by:

(θ, t)(u, v,x) =



t−1u, v + (1 − θ)us, t
(
x −

∑

i≥1

1
i!φ

(i)(v)ui−1(1 − θ)isi
)


 .

(10.3)

Theorem 10.11. For the G-action above:

1. BG = k[ux + φ(v)] ∼= k[3]

2. The fixed point set Fix(G) is the line defined by the ideal I = (u,x).
3. The canonical embedding Fix(G) ↪→ Spec(BG) is equivalent to the embed-

ding φ : k1 ↪→ k3.
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Proof. First, BG = (BG2)G1 = k[v, ux]G1 . Now k[v, ux] ∼= k[4], and the deriva-
tion D restricts to a mapping δ : k[v, ux] → uk[v,x], where ker δ = k[v, ux]G1 .

Define the triangular derivation ∆ on k[v, ux] by ∆v = −1 and ∆(ux) =
φ′(v). Then δ = u∆. Since k[v, ux] = k[v, ux + φ(v)], it follows that ker δ =
ker∆ = k[ux + φ(v)]. This proves (1), and (2) is obvious.

As for (3), the canonical embedding of the fixed points into the quotient is
induced by the composition BG ↪→ B → B/I. The image of p(ux+φ(v)) ∈ BG

equals p(φ(v))mod I, and (3) now follows. ��

10.3.3 The One-Dimensional Torus Action

Let H ⊂ G denote the one-dimensional torus consisting of pairs (t, t−1) ∈ G.

Theorem 10.12. For the H-action above:

1. BH = k[ux + φ(v), s] ∼= k[4];
2. The fixed point set Fix(H) is the surface defined by the ideal J = (u,x −
φ′(v)s), and Fix(H) ∼= k2;

3. The canonical embedding Fix(H) ↪→ Spec(BH) is equivalent to the embed-
ding 1 × φ : k2 ↪→ k4.

Proof. Note that, since D and H commute, D restricts to BH , and H restricts
to kerD. Denote the restriction of D to BH by d. Then ker d = (kerD)H =
(BG1)H = BG (since G = G1 ×H). In addition, since s ∈ BH and ds = 1, it
follows that BH = (ker d)[s] = BG[s]. So (1) follows by Theorem 10.11.

For (2), note first the condition t−1u = u for all t ∈ k∗ implies u = 0.
Second, v = v + (1 − t−1)us, which imposes no new condition, since u = 0.
Similarly, since u = 0, we see from the formula (10.3) that

x = t
(
x−φ′(v)(1− t−1)s

)
⇒ (1− t)x = −tφ′(v)(1− t−1)s = (1− t)φ′(v)s .

Item (2) now follows by cancelling (1 − t) on each side.
As for (3), the canonical embedding of the fixed points into the quotient

is induced by the composition BH ↪→ B → B/J . Since B = A[s], we see from
line (10.2) that B/J is generated by the class of v and s, so B/J ∼= k[2]. Since
the image of p(ux + φ(v), s) ∈ BH equals p(φ(v), s)mod J , (3) now follows.
��

Corollary 10.13. If the embedding φ : A
1 ↪→ A

3 is not rectifiable, then the
induced algebraic actions of H = Gm and G = G

2
m on A

5 are not linearizable.

Proof. If the Gm-action were linearizable, it would be conjugate to the induced
tangent space action, in which case the fixed points would be embedded in
the quotient as a linear subspace. In particular, this embedding would be
rectifiable, contradicting part (3) of Thm. 10.12. Therefore, the Gm-action
cannot be linearizable. Since it is a restriction of the G

2
m-action, the G

2
m-

action is also not linearizable. ��
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Remark 10.14. There exist non-rectifiable holomorphic embeddings of C into
C

n for all n ≥ 2. By methods similar to Asanuma, Derksen and Kutzschebauch
use these embeddings to show that, for every nontrivial complex reductive Lie
group G, there exists an effective non-linearizable holomorphic action of G on
some affine space. See their article [72] for details.

10.4 Vénéreau Polynomials

Let B = C[x, y, z, u] = C
[4]. The Vénéreau polynomials fn ∈ B were first

defined explicitly by Vénéreau in his thesis [301]. They evolved out of his work,
together with Kaliman and Zaidenberg, on questions related to cancellation
and embedding problems in the affine setting. Their papers [165, 167] discuss
the origin and importance of the Vénéreau polynomials.

Recall from Example 3.13 that fn = y + xnv, where

p = yu+ z2 , v = xz + yp , and w = x2u− 2xzp− yp2 .

It was shown in that example that fn is an x-variable of B for each n ≥ 3.
This was first shown by Vénéreau in his thesis, using other methods. He also
showed that, for all n ≥ 1, every polynomial of the form fn − λ(x) defines a
hypersurface in C

4 which is isomorphic to C
3, where λ(x) ∈ C[x]. It remains

an important open question whether f1 and f2 are variables of B. If not, it
would give a counterexample to the Embedding Problem.

This section studies the Vénéreau polynomials f := f1 and g := f2, work-
ing more generally over any field k of characteristic zero.

10.4.1 A Proof that f Defines an Affine Space

We prove the following result by means of locally nilpotent derivations.

Theorem 10.15. Let B = k[x, y, z, u], where y+x(xz+y(yu+z2)) = 0. Then
B = k[x][2].

Proof. Define w1 = xu− 2zp+ vp2. Note the relations y + xv = 0 and x2p =
v2 + xyw1. Thus, v = xv1 and y = −x2v1 for v1 = z − vp. Note also that
B = k[x, v1, z, u].

Define D ∈ LND(B) by

Dx = Dv1 = 0 , Dz = −x3v21 , Du = 1 − 2xv1z ,

and set A = kerD. Then Dy = 0, Dp = y, and Dw1 = x.
Note that z ≡ v1 and p ≡ v21 modulo xB, which implies w1 + 2v31 ∈ xB.

Therefore, if s ∈ B is such that w1 + 2v31 = xs, then Ds = 1. By the Slice
Theorem, B = A[s], and A = k[x, v1, πs(z), πs(u)]. We show that, if A′ =
k[x, v1], then A = A′.
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Since sB ⊂ kerπs, we have that 0 = πs(xs) = πs(w1+2v31) = πs(w1)+2v31 ,
so πs(w1) ∈ A′.

Since x2p = v2 + xyw1 = x2v21 − x3v1w1, we have p = v21 − xv1w1. This
implies πs(p) ∈ A′. Likewise, z = v1 + xv1p, which implies πs(z) ∈ A′.

Finally,

xu = w1 + 2zp− vp2 = w1 + 2(v1 + vp)(v21 − xv1w1) − xv1p2

= (w1 + 2v31) + 2(v21vp− xv21w1 − xv1vpw1) − xv1p2

= xs+ 2x(v31p− v21w1 − v1vpw1) − xv1p2 ,

so u = s+2(v31p− v21w1 − v1vpw1)− v1p2. This implies πs(u) ∈ A′. Therefore,
A′ = A, and B = k[x, v1, s] ��

A very similar argument can be used to show that, for all λ(x) ∈ k[x], the
hypersurfaces f − λ(x) = 0 and g − λ(x) = 0 are isomorphic to A

3.

10.4.2 Stable Variables

Let B = k[n] for some n ≥ 1. An element F ∈ B is called a stable variable or
stable coordinate of B if F is a variable of B[t] = k[n+1]. (This terminology
comes from [198].) As remarked, it is unknown whether f or g is a variable
of B = k[x, y, z, u]. However, we have the following result. Again, locally
nilpotent derivations are the central tool in its proof.

Theorem 10.16. (Freudenburg [114]) Let B = k[x, y, z, u] = k[4] and B[t] =
k[5]. Then f and g are x-variables of B[t].

Proof. Define T ∈ B[t] by T = xt + p, observing that both v − yT and
w + vT belong to xB[t]. Let V,W ′ ∈ B[t] be such that xV = v − yT and
xW ′ = w1+vT . ThenW ′+V T also belongs to xB[t], and we chooseW ∈ B[t]
so that xW =W ′ + V T . By direct calculation,

V = z−yt , W ′ = xu−zp+vt , x2W = w1+2vT−yT 2 , W1 = u+2zt−yt2 .

On the subring k[y, z, u, t], define a locally nilpotent derivation δ by

δy = δt = 0 , δz = −y , δu = 2z .

Then
V = exp(tδ)(z) and W = exp(tδ)(u) ,

and therefore k[y, z, u, t] = k[y, V,W, t]. In addition, since ker δ = k[y, t, p], it
follows that p = yu+ z2 = yW + V 2.

We next wish to define a locally nilpotent derivation D on B[t]. To simplify
notation, when h1, ..., h5 ∈ B[t], let ∂(h1, h2, h3, h4, h5) denote the jacobian
determinant of h1, ..., h5 relative to the coordinate system (x, y, z, u, t). Note
that ∂ is a derivation in each of its arguments.
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Define D = ∂(x, ·, v,W, T ). Then D is locally nilpotent, since Dx = 0 and

k(x)[y, v,W, T ] = k(x)[y, z, u, t] .

In addition:

Dy = ∂(x, y, v,W, T )
= x−1∂(x, y, v,W ′ + V T, T ) since W = x−1(W ′ + V T )
= x−1∂(x, y, v,W ′, T ) since V T = x−1(vT − yT 2) ∈ k(x, y, v, T )
= x−2∂(x, y, v, w + vT, T ) since W ′ = x−1(w + vT )
= x−2∂(x, y, v, w, T ) since vT ∈ k(x, y, v, T )
= x−2∂(x, y, v, w, xt+ p) since T = xt+ p
= x−2∂(x, y, v, w, xt) since p is algebraic over k[x, y, v, w]
= x−1∂(x, y, v, w, t)
= x−1d(y) = x−1x3 = x2 .

The derivation d appearing in the last line is d = ∆(x,v,w), which was used
in Example 3.13 above. It follows that a partial system of variables on B[t] is
given by:

exp(vD)(x) = x and exp(vD)(y) = y + vDy = y + x2v = g .

Therefore, g is an x-variable of B[t].
Next, set T1 = T . Then v − fT1 belongs to xB[t], and we let V1 ∈ B[t] be

such that xV1 = v − fT1. In particular, V1 = V − vp− xvt. We have

x2 = ∂(x, y, v,W, T1)
= ∂(x, y + xv, v,W, T1)
= ∂(x, f, v,W, T1)
= ∂(x, f, v − fT1,W, T1)
= ∂(x, f, xV1,W, T1)
= x∂(x, f, V1,W, T1) .

so ∂(x, f, V1,W, T1) = x.
Given F ∈ B[t], let F (0) denote evaluation at x = 0. Since f(0) = y,

T1(0) = p, and V1(0) = V − yp2, it follows that for V2 := V1 + fT 2
1 we

have V2(0) = V . Thus, (fW + V 2
2 )(0) = yW + V 2 = p, which implies that

(T1 − (fW + V 2
2 ))(0) = 0. Let T2 ∈ B[t] be such that xT2 = T1 − (fW + V 2

2 ).
Then

x = ∂(x, f, V1,W, T1)
= ∂(x, f, V1 + fT 2

1 ,W, T1)
= ∂(x, f, V2,W, T1)
= ∂(x, f, V2,W, T1 − (fW + V 2

2 ))
= ∂(x, f, V2,W, xT2)
= x∂(x, f, V2,W, T2) .
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Therefore, ∂(x, f, V2,W, T2) = 1. Now k(x, f, V2,W, T2) = k(x, y, z, u, t), and
it is well-known that the Jacobian Conjecture holds in the birational case.
Therefore,

k[x, f, V2,W, T2] = k[x, y, z, u, t] ,

and f is an x-variable of B[t] ��

See the article [114] for further results about the Vénéreau polynomials.

10.5 Open Questions

In this section, let φ : R
1 ↪→ R

3 denote the trefoil knot embedding given
above.

Question 10.17. If D is the triangular derivation of R
[5] associated to φ, is

kerD a polynomial ring?

If the answer here is negative, Asanuma’s constructions provide a counterex-
ample to the Cancellation Problem over the field of real numbers. One strategy
would be to calculate the kernel over C, which is a polynomial ring, and see
whether the four generators can be given with real coefficients. A negative
answer would also give a counterexample to the analogue of Kambayashi’s
Theorem in higher dimension, since

C
[4] = ker (C ⊗R D) = C ⊗R kerD .

The Shastri ideal associated to a line embedding ψ : k1 → k3 equals
the kernel of ψ∗ : k[x, y, z] → k[v]. In particular, let I denote the Shastri
ideal associated to φ, and suppose φ is given by φ(v) = (f(v), g(v), h(v)). If
F = yz − x3 − 5xy + 2z − 7x, then F (φ(v)) = v, and

I = (x− f(F ), y − g(F ), z − h(F )) .

Question 10.18. (Complete Intersection) If I ⊂ R[x, y, z] is the Shastri ideal
associated to φ, what explicit polynomials p, q ∈ R[x, y, z] satisfy I = (p, q)?

We next consider the complexification of φ.

Question 10.19. Let Φ : C
1 → C

3 be the extension Φ = C ⊗R φ. Is Φ alge-
braically rectifiable?

Note that there is no longer any topological obstruction to the rectifiability of
Φ. As mentioned, Kaliman even showed Φ is holomorphically rectifiable. The
reader is referred to the nice article of Bhatwadekar and Roy [19] for further
discussion of embedded lines.

Next, observe that for the Asanuma actions of Gm and G
2
m (over R) on

R
5, there exist restricted actions of Z2 and Z

2
2 on R

5.
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Question 10.20. Are the algebraic actions of Z2 and Z
2
2 on R

5 induced by φ
linearizable?

In characteristic zero, it is an important open question whether any finite
abelian group can act in a non-linearizable way on A

n. In positive character-
istic, Asanuma produced an example of a non-linearizable algebraic K-action,
where K is a product of two finite cyclic groups [6].

The final question of this chapter concerns a special type of the Gm-actions
considered in this chapter. Suppose D ∈ LND(k[x1, ..., xn]) has a slice s, and
suppose also that D is nice, i.e., D2xi = 0 for each i. In this case, the induced
Gm-action on A

n defined by Thm. 10.5 is also called nice, and has the simple
form t · xi = xi − (1 − t)sDxi.

Question 10.21. Can every nice Gm-action on A
n be linearized?
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Epilogue

It is by the solution of problems that the investigator tests the temper of his
steel; he finds new methods and new outlooks, and gains a wider and freer
horizon. ...for he who seeks for methods without having a definite problem
in mind seeks for the most part in vain.

David Hilbert, Mathematical Problems

What are the big problems which will guide future research into locally nilpo-
tent derivations? Certainly, any answer I give reflects my own point of view,
and we have good reason to “expect the unexpected”. There is tremendous
room for further research into the locally nilpotent derivations of other com-
mutative rings, like power series rings, or integral domains not containing a
field, or of non-commutative rings, including Lie algebras, quantum polyno-
mial rings, universal enveloping algebras, and the like. Some of these inves-
tigations have been started by Makar-Limanov (see [190, 197]). Indeed, the
study of locally nilpotent derivations in the commutative setting has its roots
in the study locally nilpotent derivations of Lie algebras, as found in the work
of Dixmier, or Gabriel and Nouazé. We also had a glimpse of this in Chap. 7,
where the proof for the linear counterexample to Hilbert’s problem in dimen-
sion 11 exploited a locally nilpotent derivation of a certain four-dimensional
Lie algebra. It will doubtless be profitable to study locally nilpotent deriva-
tions in families, rather than just as individual objects, and this could lead
to forming a powerful Lie theory for LND(B). In addition, much more can be
said about the geometric aspects of the subject, including the case of positive
characteristic, or the study of Ga-actions on complete varieties, or the study
of quotients and quotient maps for Ga-actions.

Many open questions, ranging from specific cases to broader themes, have
already been posed and discussed in the foregoing chapters. A solution to the
Embedding Problem or Cancellation Problem for affine spaces would rever-
berate across the whole of algebra, and we have seen how locally nilpotent
derivations might play a role in their solution. Following are several additional
directions for future inquiry.

11.1 Rigidity of Kernels for Polynomial Rings

Given n ≥ 2, does there exist any D ∈ LND(k[n]) such that kerD is rigid?
Note that if the answer were known to be negative for n = 3, independent of
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Miyahishi’s Theorem, then Miyanishi’s Theorem would follow as a corollary,
based on the characterization of k[x, y] given above.

11.2 The Extension Property

For a ring R (choose your category), a subring S has the extension property
if and only if:

For every D ∈ Der(R), if D restricts to S and D|S is locally nilpotent,
then D ∈ LND(R).

This definition is motivated by Vasconcelos’s Theorem, which says that when
R is an integral extension of S, then S has the extension property. Is the
converse true? Again, the Jacobian problem is related to this property: For
a polynomial ring R = k[x1, ..., xn], if S = k[f1, ..., fn] is a jacobian subring
which also has the extension property, then S = R. So one would like to know
what properties of S imply that S has the extension property.

11.3 Nilpotency Criterion

If B is a finitely generated k-domain and D ∈ Derk(B), does D ∈ LND(B)?
To date, I know of no specific example where the answer to this question is
not known. This question was discussed in Chap. 8, where van den Essen’s
Partial Nilpotency Criterion was given. That criterion is based on finding a
transcendence basis for the kernel of D, which leaves the seemingly weaker
question: Given D ∈ LND(B), if tr.deg.kB ≥ 2, can we construct even one
non-constant kernel element? Experience indicates that when B is equipped
with a degree function and the degree of f ∈ B is known, then it should
be possible to determine an integer N such that DNf = 0, thereby yielding
DN−1f ∈ BD. At present such bounds are not generally known.

11.4 Calculating the Makar-Limanov Invariant

As mentioned, the recent paper [162] of Kaliman and Makar-Limanov gives
certain methods for calculating the Makar-Limanov invariant of affine C-
varieties. But this remains a difficult calculation in general. One of their re-
sults, Prop. 9.5 above, is the following. Let B be an affine C-domain, a, b ∈ B
algebraically independent over C, and D ∈ LND(B). Suppose D(p(a, b)) = 0,
where p ∈ C[x, y] is non-constant, irreducible, and not a variable. Then
Da = Db = 0. This result is an important tool in their calculation of ML(B)
for certain rings B.

Notice that the conditions on the polynomial p are precisely equivalent
to the condition that δp �= 0 for every nonzero δ ∈ LND(C[x, y]): Suppose
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δf = 0 for nonzero δ ∈ LND(B) and non-constant f ∈ B. By Rentschler’s
Theorem, f ∈ C[z] for some variable z. Thus, if f is irreducible, then f is a
linear function of z, hence a variable.

Motivated by this observation, the following conjectural generalization of
their result seems reasonable, and could be a tool in calculating the Makar-
Limanov invariant.

Conjecture. Let k be an algebraically closed field of characteristic
zero, and let B be an affine k-domain. Suppose a1, ..., an ∈ B are
algebraically independent (n ≥ 1), and let nonzero D ∈ LND(B) be
given. Suppose D(p(a1, ..., an)) = 0, where p ∈ k[n] and δp �= 0 for all
nonzero δ ∈ LND(k[n]). Then Dai = 0 for each i = 1, ..., n.

11.5 Relative Invariants

Following are two natural variations of the Makar-Limanov and Derksen in-
variants which might be useful in the study of commutative rings. In particu-
lar, the first of these may be used to determine that a ring is not a polynomial
ring over a given subring.

For a commutative k-algebra B, and subalgebra A ⊂ B, define the rela-
tive Makar-Limanov invariant associated to A by

MLA(B) =
⋂

D∈LNDA(B)

BD .

Likewise, define the relative Derksen invariant DA(B) associated to A
to be the subalgebra of B generated by the kernels of nonzero elements of
LNDA(B).

Next, define the set LND∗(B) ⊂ LND(B) by

LND∗(B) = {D ∈ LND(B) | Ds = 1 for some s ∈ B} .

Then
ML∗(B) =

⋂

D∈LND∗(B)

BD ,

and D∗(B) is the subalgebra of B generated by the kernels of nonzero elements
of LND∗(B). Note that if B = k[n], then ML∗(B) = k and D∗(B) = B.

11.6 Structure of LND(B)

As observed earlier, one difficulty in working with locally nilpotent derivations
is that LND(B) admits no obvious algebraic structure. It is natural to ask:
Given D,E ∈ LND(B) and f ∈ B, under what conditions are fD, D + E,
and [D,E] (respectively) locally nilpotent? A complete answer for the first
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of these three cases is provided by Princ. 7, namely, fD is locally nilpotent
if and only if f ∈ kerD. As to the second case, a partial answer is given in
Princ. 10, namely, that if [D,E] = 0 (i.e., D and E commute), then the sum
D + E is locally nilpotent. However, it can also happen that [D,E] �= 0 and
D + E ∈ LND(B) (for example, triangular derivations of polynomial rings).
See also the main result of [109]. As to the third case, which asks when [D,E]
is locally nilpotent, this appears to be completely open. A more complete
understanding of the behavior of locally nilpotent derivations relative to these
operations might be found by investigating the classical formula of Campbell-
Baker-Hausdorf, as found in [30, 170]; see also [296].

A more geometric approach to understanding LND(B) is to consider the
action of an algebraic group G on the set X = LND(B), where the notion
of an algebraic action is defined in some natural way. For example, if G is a
finite subgroup of Autk(B), then G acts on X by g ·D = gDg−1. The fixed
set XG consists of locally nilpotent derivations D of B such that Dg = gD
for all g ∈ G.

11.7 Maximal Subalgebras

For a commutative k-domain B, we have seen that Derk(B) forms a Lie al-
gebra over k, while LND(B) does not. Nonetheless, it is natural to study the
Lie subalgebras g of LND(B), by which we mean subsets g of LND(B) which
are subalgebras of Derk(B). For example, we have mainly been interested in
one-dimensional subalgebras, generated by a single element D ∈ LND(B).
This induces the larger subalgebra A · D, where A = kerD. Likewise, if
D1, ...,Dn ∈ LND(B) commute, then their k-span is a subalgebra of finite di-
mension. We might also ask: What are the maximal subalgebras of LND(B),
i.e., subalgebras m of LND(B) with the property that if m ⊆ g for another sub-
algebra g of LND(B), then m = g. For the polynomial ring B = k[x1, ..., xn],
a natural candidate is the triangular subalgebra

T = k∂x1 ⊕ k[x1]∂x2 ⊕ · · · ⊕ k[x1, ..., xn−1]∂xn
.

If T is a maximal subalgebra, is it the unique maximal subalgebra up to
conjugation? Note that we have seen earlier that

Derk(B) = B∂x1 ⊕B∂x2 ⊕ · · · ⊕B∂xn
.

11.8 Invariants of a Sum

This question will be stated for polynomial rings, though it could also be
stated more generally. Let k[x] = k[n] and k[y] = k[m] be polynomial rings,
where x = (x1, ..., xn) and y = (y1, ..., ym), and let D ∈ LND(k[x]) and
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E ∈ LND(k[y]) be given. Extend D and E to locally nilpotent derivations
of the polynomial ring k[x,y] = k[n+m] by setting Dy = 0 and Ex = 0.
Then DE = ED = 0, which implies that D+E is locally nilpotent. Describe
ker (D+E) in terms of kerD and kerE. In particular, is ker (D+E) finitely
generated if both kerD and kerE are? Notice that ker (D + E) does contain
cross elements, for example, if r ∈ k[x] is a local slice of D and s ∈ k[y] is a
local slice of E, then rEs− sDr belongs to ker (D + E).

Note that kerD and kerE are subalgebras of ker (D + E). However,
ker (D+E) is, in general, strictly larger than kerD⊗k kerE, since the latter
is the invariant ring of the G

2
a-action defined by the commutative Lie algebra

kD + kE (see Nagata [238], Lemma 1). Thus, the transcendence degree of
kerD ⊗k kerE over k generally equals n− 2.

This question is motivated by the linear locally nilpotent derivations D.
We saw that, due to the Jordan form of a matrix, such derivations can always
be written as a sum D = D1 + · · · + Dt, where the polynomial ring k[x]
decomposes as k[x1, ...,xt] for xi = (xi1, ..., xiji

), and where Di restricts to
the basic derivation of k[xi], with Dixj = 0 when i �= j.

11.9 Finiteness Problem for Extensions

Suppose B is a finitely generated commutative k-domain, and suppose D ∈
LND(B) is such that kerD is finitely generated. If D is extended to a deriva-
tion D∗ on the ring B[t] = B[1], then D∗ is locally nilpotent if and only
D∗t ∈ B (Princ. 6). Assuming this is the case, what conditions on D∗t guar-
antee that kerD∗ is also finitely generated?

This question is also motivated by the linear locally nilpotent derivations
of polynomial rings, in particular, the basic (triangular) ones. A good under-
standing of this problem, together with the preceding problem, might yield a
proof of the Maurer-Weitzenböck Theorem which does not rely on the Finite-
ness Theorem for reductive groups.

11.10 Geometric Viewpoint

It might be profitable to think about a Ga-action as a point belonging to a
variety or scheme. For example, if B = k[x1, ..., xn] = k[n], then the set of all
linear k-derivations of B is an affine space, since we may view a linear element
D ∈ Derk(B) as a matrix: D ∈ Mn(k) = A

n2
. The condition that D = (xij)

be locally nilpotent (a nilpotent matrix) is that (Dn)ij = 0 for 1 ≤ i, j ≤ n,
where the functions (Dn)ij ∈ k[xij |1 ≤ i, j ≤ n] are the component functions
of Dn. These conditions can be written down explicitly: If f(λ) =

∑n
i=0 fiλ

i

is the characteristic polynomial of D, then the condition that D be nilpotent
is precisely that D belong to the subvariety X := V (f0, ..., fn−1) ⊂ A

n2
. X

is the variety of nilpotent matrices in dimension n2. Note that GLn(k)
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acts on X by conjugation. In addition, since the polynomials defining X are
algebraically independent, dimX = n2 − n. For instance, when n = 2, write

D =
(
x11 x12

x21 x22

)

.

Then the subvariety of nilpotents is V (x11+x22, x11x22−x12x21) ⊂ A
4, which

is a special Danielewski surface.
Now suppose more generally that the polynomial ring B is graded by

B = ⊕i≥0Bi, where each Bi is a finite dimensional vector space over k. Given
homogeneous D ∈ Derk(B), set di = degDxi, 1 ≤ i ≤ n. Then D ∈ Bd1 ×
· · · × Bdn

, which is an affine space, and we may ask what conditions imply
that D is locally nilpotent.

Likewise, given N > 0, we may consider triangular δ ∈ Derk(B) such that
deg δ(xi) ≤ N for each i, 1 ≤ i ≤ n. (So δ ∈ LND(B).) In this case, is the
condition “ker δ is finitely generated” an open condition?

In the same vein, notice that a G
m
a -action on A

n may be specified by an
m×n matrix over k[x1, ..., xn]. If the action is linear, the entries of the matrix
are linear forms.

11.11 Paragonic Varieties

For an affine ring B, we can ask whether B admits any locally nilpotent
derivations (i.e., if B is rigid or not). But we can also ask whether B itself is
isomorphic to the kernel of a locally nilpotent derivation of k[n] for some n.
For example, in the proof of the homogeneous case of Miyanishi’s Theorem, it
was important to show that B = k[x, y, z]/(x2 + y3 + z5) could not be such a
kernel. It was later also shown that this ring is rigid. Similar problems are well-
studied for other groups. For example, an affine toric variety corresponds to
the invariant ring of a linear action of a torus on C

n.
Define the affine k-variety X to be a paragonic variety if and only if

there exist integers m,n ≥ 1 and an algebraic action of the vector group
G = G

m
a on A

n such that k[X] ∼= k[An]G. Note that a paragonic variety X
has several fundamental properties. For example, X is irreducible, factorial,
and admits a dominant morphism A

n → X. In addition, A
n is a paragonic

variety for all n ≥ 0.
The singular threefold x2y+ z2 + t3 = 0 in A

4 is a paragonic variety, since
its coordinate ring is the invariant ring of the basic action of Ga on A

4. It
is an open question whether the Russell threefold X0, defined by the similar
equation x + x2y + z2 + t3 = 0, is a paragonic variety. A proof that X0 is
non-paragonic would give another proof that X0 �∼= A

3. A related question,
posed by Kaliman, is whether X0 × A

1 is isomorphic to A
4.

In general, we would like to know whether a nontrivial paragonic variety
can ever be rigid. Note that the first section of this chapter asks this question
for a special kind of paragonic variety.
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11.12 Stably Triangular Ga-Actions

Given a Ga-action ρ : Ga × A
n → A

n, we say that ρ is stably triangular if
and only if ρ extends to a triangular action on some larger affine space. More
precisely, this means that there exists an embedding ε : A

n → A
N for some

N ≥ n, together with a triangular Ga-action τ : Ga×A
N → A

N , such that ρ is
the restriction of τ to ε(An). (Note that we do not require ε to be a coordinate
embedding.) Equivalently, this means that, for the corresponding elementD ∈
LND(k[n]), there exists an extension of D to a triangular derivation T on
some larger polynomial algebra B = k[N ], together with an integral ideal
I ⊂ k[N ], such that B/I = k[n] and T/I = D. Note that under this definition,
triangularizable implies stably triangular.

Question: Is every algebraic Ga-action on A
n stably triangular?

For example, we saw how the homogeneous (2, 5)-example of Chap. 5 is stably
triangular. In particular, the Ga-action ρ on A

3 can be extended to a triangular
action τ on A

6 in such a way that ρ is the restriction of τ to a coordinate
subvariety X ⊂ A

6, where X ∼= A
3 (Thm. 5.20).

A positive solution to this problem would reiterate the premise that the
triangular derivations provide an archetype for the study of locally nilpotent
derivations of polynomial rings.

11.13 Extending Ga-Actions to Larger Group Actions

Does there exist a non-triangularizable Ga-action on C
n which extends to an

action of some reductive group G? A possible example would involve SL2(C)
acting on C

n. If such an action can be found, can the Ga-action be chosen to
be fixed-point free?

A similar question was posed by Bass in [13]: If a reductive group G acts
on A

n, and if U ⊂ G is a maximal unipotent subgroup, can the action of U
be triangularized “as a step toward linearizing the action of G”? (p. 5)

Note that a non-triangularizable Ga-action on C
3 cannot be extended to

an action of a reductive group G, since Ga ⊂ G0 (the connected component of
the identity). G0 is again reductive, and every algebraic action of a connected
reductive group on C

3 can be linearized; see Chap. 5.

11.14 Variable Criterion

In Chap. 4, locally nilpotent derivations were used to prove the Variable Crite-
rion for polynomial rings (Cor. 4.24). Specifically, it asserts that if F ∈ R[x, y]
is a variable over frac(R), and (Fx, Fy) = (1), then F is an R-variable, where
R = k[n]. Give necessary and sufficient conditions that F ∈ R[x, y, z] be an
R-variable of R[x, y, z]. In particular, we must have (Fx, Fy, Fz) = (1). Such
considerations arose in connection to the Vénéreau polynomials in Chap. 10.
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11.15 Bass’s Question on Rational Triangularization

The final question asked by Bass in his 1984 paper [12] is the following.

If a unipotent group G acts on A
n
k , can the action be rationally trian-

gularized, i.e., can we write k(x1, ..., xn) = k(y1, ..., yn) so that each
subfield k(y1, ..., yi) is G-invariant?

This problem remains generally open. It was considered by Deveney and Fin-
ston in their papers [73, 74], where they gave several positive results. Work-
ing over the field k = C, they observed that a Ga-action is rationally tri-
angularizable if and only if the quotient field of the invariant ring is a pure
transcendental extension of C; that any Ga-action on A

n becomes rationally
triangularizable if one more variable is added; and that any Ga-action on A

n

for n ≤ 4 is rationally triangularizable.

11.16 Popov’s Questions

The following questions of V. Popov appear in [31].
Working over an algebraically closed field k of characteristic zero, Popov

defines the subgroup GA∗
n(k) of GAn(k) as those automorphisms of jaco-

bian determinant 1 (the “volume-preserving” elements). A subgroup G of
GA∗

n(k) is called ∂-generated if G is generated by exponential automor-
phisms, and finitely ∂-generated if there exists a finite set of elements
d1, ..., dN ∈ LND(k[n]), N ≥ 1, such that G is generated by {exp(fdi)|f ∈
ker di, 1 ≤ i ≤ N}. He goes on to give several examples of finitely ∂-generated
subgroups, namely, any connected semisimple algebraic subgroup of GA∗

n(k),
the group of translations, and the triangular subgroup of GA∗

n(k).

Question 1. Is GA∗
n(k) ∂-generated? If yes, is it finitely ∂-generated?

Clearly, GA∗
n(k) is ∂-generated for n = 1, and it follows from the Structure

Theorem that this is true for n = 2 as well. Note that for n = 3, Nagata’s
automorphism is not tame, but it is exponential.

A second question posed by Popov is:

Question 2. Let D,E ∈ LND(k[n]), and let G ⊂ GAn(k) be the
minimal closed subgroup containing the groups {exp(tD)|t ∈ k} and
{exp(tE)|t ∈ k}. When is G of finite dimension?

Here, “closed” means closed with respect to the structure of GAn(k) as an
infinite dimensional algebraic group, as defined by Shafarevich in [276]. See
also Kambayashi [168].

11.17 Miyanishi’s Question

Let D ∈ LND(k[n]) be nonzero, and let A = kerD. Are all projective modules
over A free? (Section 1.2 of [208])
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248. , Rings and fields of constants for derivations in characteristic zero, J.
Pure Appl. Algebra 96 (1994), 47–55.

249. N. Onoda, Linear Ga-actions on polynomial rings, Proceedings of the 25th
Symposium on Ring Theory (Okayama, Japan) (Y. Tsushima and Y. Watan-
abe, eds.), 1992, pp. 11–16.

250. K. Pommerening, Invariants of unipotent groups: A survey, Invariant Theory
(New York), Lectures Notes in Math., vol. 1278, Springer-Verlag, 1987, pp. 8–
17.

251. V. L. Popov, Hilbert’s theorem on invariants, Soviet Math. Dokl. 20 (1979),
1318–1322.

252. , Contraction of the actions of reductive algebraic groups, Math. USSR-
Sb. 58 (1987), 311–335.

253. , On actions of Ga on A
n, Algebraic Groups, Utrecht 1986 (New York),

Lectures Notes in Math., vol. 1271, Springer-Verlag, 1987, pp. 237–242.
254. , Groups, Generators, Syzygies, and Orbits in Invariant Theory, Trans-

lations of Math. Monographs, vol. 100, Amer. Math. Soc., Providence, 1992.
255. , On polynomial automorphisms of affine spaces, Izv. Math. 65 (2001),

569–587.
256. D. Quillen, Projective modules over polynomial rings, Invent. Math. 36 (1976),

167–171.



254 References

257. G. Kemper R. Bryant, Global degree bounds and the transfer principle for in-
variants, J. Algebra 284 (2005), 80–90.

258. C. P. Ramanujam, A topological characterization of the affine plane as an
algebraic variety, Ann. of Math. 94 (1971), 69–88.

259. D. Rees, On a problem of Zariski, Illinois J. Math. 2 (1958), 145–149.
260. R. Rentschler, Opérations du groupe additif sur le plan affine, C. R. Acad. Sc.

Paris 267 (1968), 384–387.
261. M. Roberts, On the covariants of a binary quantic of the nth degree, Quart. J.

Pure Appl. Math. 4 (1861), 168–178.
262. P. Roberts, A prime ideal in a polynomial ring whose symbolic blow-up is not

noetherian, Proc. Amer. Math. Soc. 94 (1985), 589–592.
263. , An infinitely generated symbolic blow-up in a power series ring and

a new counterexample to Hilbert’s fourteenth problem, J. Algebra 132 (1990),
461–473.
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270. J. Schröer, Varieties of pairs of nilpotent matrices annihilating each other,
Comment. Math. Helv. 79 (2004), 396–426.

271. G. Schwarz, Book review: Groups, generators, syzygies, and orbits in invariant
theory, by V.L. Popov, Bull. Amer. Math. Soc. 29 (1993), 299–304.

272. A. Seidenberg, Derivations and integral closure, Pacific J. Math. 16 (1966),
167–173.

273. J. P. Serre, A course in arithmetic, Springer-Verlag (Berlin, Heidelberg, New
York), 1973.

274. , Trees, Springer-Verlag (Berlin, Heidelberg, New York), 1980.
275. C. S. Seshadri, On a theorem of Weitzenböck in invariant theory, J. Math.
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