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Preface 

There are several good current probability books - Billingsley (1995), Durrett 
(1991), Port (1994), Fristedt and Gray (1997), and I still have great affection 
for the books I was weaned on - Breiman (1992), Chung (1974), Feller (1968, 
1971) and even Loeve (1977). The books by Neveu (1965, 1975) are educational 
and models of good organization. So why publish another? Many of the exist
ing books are encyclopedic in scope and seem intended as reference works, with 
navigation problems for the beginner. Some neglect to teach any measure theory, 
assuming students have already learned all the foundations elsewhere. Most are 
written by mathematicians and have the built in bias that the reader is assumed to 
be a mathematician who is coming to the material for its beauty. Most books do 
not clearly indicate a one-semester syllabus which will offer the essentials. 

I and my students have consequently found difficulties using currently avail
able probability texts. There is a large market for measure theoretic probability by 
students whose primary focus is not mathematics for its own sake. Rather, such 
students are motivated by examples and problems in statistics, engineering, biol
ogy and finance to study probability with the expectation that it will be useful to 
them in their research work. Sometimes it is not clear where their work will take 
them, but it is obvious they need a deep understanding of advanced probability in 
order to read the literature, understand current methodology, and prove that the 
new technique or method they are dreaming up is superior to standard practice. 

So the clientele for an advanced or measure theoretic probability course that is 
primarily motivated by applications outnumbers the clientele deeply embedded in 
pure mathematics. Thus, I have tried to show links to statistics and operations re
search. The pace is quick and disciplined. The course is designed for one semester 
with an overstuffed curriculum that leaves little time for interesting excursions or 
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personal favorites. A successful book needs to cover the basics clearly. Equally 
important, the exposition must be efficient, allowing for time to cover the next 
important topic. 

Chapters 1, 2 and 3 cover enough measure theory to give a student access to 
advanced material. Independence is covered carefully in Chapter 4 and expecta
tion and Lebesgue integration in Chapter 5. There is some attention to comparing 
the Lebesgue vs the Riemann integral, which is usually an area that concerns stu
dents. Chapter 6 surveys and compares different modes of convergence and must 
be carefully studied since limit theorems are a central topic in classical probability 
and form the core results. This chapter naturally leads into laws of large numbers 
(Chapter 7), convergence in distribution, and the central limit theorem (Chapters 8 
and 9). Chapter 10 offers a careful discussion of conditional expectation and mar
tingales, including a short survey of the relevance of martingales to mathematical 
finance. 

Suggested syllabi: If you have one semester, you have the following options: 
You could cover Chapters 1-8 plus 9, or Chapters 1-8 plus 10. You would have 
to move along at unacceptable speed to cover both Chapters 9 and 10. If you have 
two quarters, do Chapters 1-10. If you have two semesters, you could do Chapters 
1-10, and then do the random walk Chapter 7 and the Brownian Motion Chapter 
6 from Resnick (1992), or continue with stochastic calculus from one of many 
fine sources. 

Exercises are included and students should be encouraged or even forced to do 
many of them. 

Harry is on vacation. 

Acknowledgements. Cornell University continues to provide a fine, stimulating 
environment. NSF and NSA have provided research support which, among other 
things, provides good computing equipment. I am pleased that AMS-TEXand 
LATEX merged into AMS-LATEX, which is a marvelous tool for writers. Rachel, 
who has grown into a terrific adult, no longer needs to share her mechanical pen
cils with me. Nathan has stopped attacking my manuscripts with a hole puncher 
and gives ample evidence of the fine adult he will soon be. Minna is the ideal 
companion on the random path of life. Ann Kostant of Birkhauser continues to be 
a pleasure to deal with. 

Sidney I. Resnick 
School of Operations Research and Industrial Engineering 
Cornell University 



1 
Sets and Events 

1.1 Introduction 

The core classical theorems in probability and statistics are the following' 

• The law of large numbers (LLN): Suppose (XII' n > I) are independent, 
identically distributed (iid) random variables with common mean E (X,,) = 
11. The LLN says the sample average is approximately equal to the mean, 
so that 

1 " -EXI ~ IJ.. 
n .=1 

An immediate concern is what does the convergence arrow "-t-" mean? 
This result has far-reaching consequences since, if 

x. _ {I, if event A occurs, 
• - 0, otherwise 

then the average 1:7=1 X;/n is the relative frequency of occurrence of A in 
n repetitions of the experiment and IJ. = peA). The LLN justifies the fre
quency interpretation of probabilities and much statistical estimation theory 
where it underlies the notion of consistency of an estimator . 

• Central limit theorem (eLT): The central limit theorem assures us that sam
ple averages when centered and scaled to have mean 0 and variance 1 have 
a distribution that is approximately normal. If IX n. n ~ I} are iid with 
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common mean E(X,,) = J.l. and variance Var(X,,) = (12, then 

[
1:'-'- Xi - nJl.] jX e-u2

/2. 
p 1_~.,In < x -+ N(x):= -00 $ duo 

This result is arguably the most important and most frequently applied re
sult of probability and statistics. How is this result and its variants proved? 

• Martingale com'ergence theorems a"d optional slopping: A martingale is 
a stochastic process (X,._ n ~ O} used to model a fair sequence of gam
bles (or, as we say today, investments). The conditional expectation of your 
wealth X ,,+ 1 after the next gamble or investment given the past equals the 
current wealth X". The martingale results on convergence and optimal stop
ping underlie the modern theory of stochastic processes and are essential 
tools in application areas such as mathematical finance. What are the basic 
results and why do they have such far reaching applicability? 

Historical references to the CLT and LLN can be found in such texts as Breiman 
(1968), Chapter I; Feller, volume I (1968) (see the background on coin tossing and 
the de Moivre-Laplace eLT); Billingsley (1995), Chapter 1; Port (1994), Chapler 
17. 

1.2 Basic Set Theory 

Here we review some basic set theory which is necessary before we can proceed 
to carve a path through classical probability theory. We start by listing some basic 
notation. 

• S'2: An abstr~ct set representing the sample space of some experiment. The 
points of S'2 correspond to the outcomes of an experiment (possibly only a 
thought experiment) that we want to conSider. 

• P(S1): The power set of S1, [hat is, the scI of an subsets of S1 

• Subsets A. B. . .. of S1 which will usually be written with roman letters 
at the beginning of the alphabet. Most (but maybe not all) subsets will be 
thought of as evenll, that is, collel1ions of simple events (points of S'2). 

The necessity of restricting the class of subsets which will have probabili. 
ties assigned to them to something perhaps smaller than peS1) is one of the 
sophistications of modem probability which separates it from a treatment 
of discrete sample spaces. 

• Collections of subsets A. 8 •... which will usually be written by calligraphic 
letters from the beginning of the alphabet. 

• An individual element of Q: w E Q. 
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• The empty set a, not to be confused with the Greek letter "'. 

pen) has the structure of a Boolean algebra. This is an abstract way of saying that 
the usual set operations perform in the usual way. We will proceed using naive set 
theory rather than by axioms. The sel operations which you should Icnow and will 
be commonly used are listed next. These are often used to manipulate sets in a 
way that parallels the construction of complex events from simple ones. 

1. ComplementQtion: The complement of a subset A C n is 

At' :- {w : ro ~ A} 

2. Intersection over arbitrary Index sets: Suppose T is some index set and for 
each leT we are given A, C n. We define 

n A, := (ro : w e A" V leT). 
lET 

The collection of subsets (A" leT} is pairwise disjoint if whenever I, I' e 
T. but I :F I', we have 

A, n A,' = ({J. 

A synonym for pairwise disjoint is mUIUQlly disjoinl. Notation: When we 
have a small number of subsets, perhaps two, we write for the intersection 
of subsets A and B 

AB =AnB, 

using a "multiplication" notation 85 shonhand. 

3. Union ~r arbilrQry index S IS: As above, let T be an mdex set and suppose 
A, C n. Define the union as 

U A, := (w: w e A" for some t e T). 
lET 

When sets AI. A2, ... re mutually disjoint, we sometimes write 

or even E:1 Ai to indicate ~] Ai, the union of mutually disjoint sets. 

4. Sel difference Given two sets A, B, the part that is in A but not in B IS 

This is most often used when B C A; that is, when A B = B. 

S. Symmetric difference: If A. B are two subsets, the points that are in one but 
not in both are called the symmetric difference 

A 6 B = (A \ B) U (8 \ A). 
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You may wonder why we are interested in arbitrary index sets. Sometimes the 
natural indexing of sets can be rather exotic. Here is one example. Consider the 
space USC+([O. 00», the space of non-negative upper semi-continuous functions II 
with domajn [0, (0). For 1 e USC+([O, 00», define the hypograph hypo(/) by 

hypo(/) = ((s. x) : 0 ~ x ~ I(s)}, 

so that hypo(/) is the portion of the plane between the horizontal axis and the 
graph of I. Thus we have a family of sets indexed by the upper scmi-continuous 
functions, which is a somewhat more exotic index set than the usual subsets of 
the integers or real line. 

The previous list described common ways of construding new sets from old. 
Now we list ways sets can be compared. Here are some simple relations ~tween 
sets. 

1. Containment: A is a subset of B, written A C B or B ::> A, iff AB = A or 
equivalently iff w e: A implies weB. 

2. Equality: Two subsets A. B are equal, written A - B, iff A c Band 
B C A. This means we A iff CJ) E B 

Example 1.2.1 Here are two simple examples of set equality on the real line for 
you to verify. 

(i) U~I [0. n/(n + 1» = [0. 1). 

(ii) n..~1 (0. l/n) = 0. a 

Here are some straightforward properties 01 set containment that are easy to 
verify: 

A CA. 
A C Band Bee implies A C C. 
Ace and B C C implies A U Bee, 
A ::> C and B ::> C implies A B ::> C, 
A C B iff BC c AC 

Here is a list of simple connectIOns between the set operations: 

1. Complementation: 

2. Commutativity of set union and intersection: 

AUB=BUA, AnB=BnA. 
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Note as a consequence of the definitions, we have 

AUA=A. 
A U0 = A. 
AUD=1'2. 
A UAc = D. 

AnA =A. 
An0=0 

AnD =A. 
A nAc = 0. 

3. Associativity of union and intersection: 

(A U B) U C = A U (B U C), (A n B) n C = A n (B n C). 

4. De Morgan's laws, a relation between union, intersection and complemen
tation: Suppose as usual that T is an index set and A, C Q. Then we have 

<U A,)c = n<A~), <n A,}C = U(A~). 
rET lET lET rET 

The two De Morgan's laws given are equivalent. 

S. Distribulivity laws providing connections between union and intersection: 

B n (UAt) 
lET 

U(BA,). 
lET 

B U (nAr) 
lET 

- n<BUA,). 
lET 

1.2.1 Indicator functions 

There is a very nice and useful duality between sets and functions which empha
sizes the algebraic properties of sets. It has a powerful expression when we see 
later that taking the expectation of a random variable is theoretically equivalent to 
computing the probability of an event. If A C 0, we define the indicator function 
01 A as 

lA(W) = {
I. 

O. 
if we A. 

if wE AC
• 

This definition quickly yields the simple properties: 

lA < 18 iff A C B. 

and 
lAC = 1 -I",. 

Note here that we use the convention that for two functions f. g with domain n 
and range R, we have 

/ < g iff few) ~ g(w) (or aU IJ) e n 
and 

/ = g if / < g and g < /. 
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1.3 Limits of Sets 

The definition of convergence concepts for random variables rests on manipula
tions of sequences of events which require limits of sets. Let An C Q. We define 

00 00 

00 

SUpAk := U Ak 
k~n k=n 

lim infAn = U n Ak, 
n-oo 

n=l k=n 
00 00 

lim supAn = n U Ak· 
n~oo n=lk=n 

The limit of a sequence of sets is defined as follows: If for some sequence {Bn} of 
subsets 

lim sup Bn = lim inf Bn = B, 
n~oo n~oo 

then B is called the limit of Bn and we write limn~oo Bn = B or Bn ~ B. It will 
be demonstrated soon that 

lim inf An = lim (inf Ak) 
n~oo n~oo k~n 

and 

lim sup An = lim (sup Ak) . 
n~oo n~oo k~n 

To make sure you understand the definitions, you should check the following 
example as an exercise. 

Example 1.3.1 Check 

lim inffO. n/(n + I)) = lim sup[O, n/(n + 1)) = [0, I). 0 
n~oo n~oo 

We can now give an interpretation of lim infn_ oo An and lim sUPn-t> 00 An. 

Lemma 1.3.1 Let {An} be a sequence of subsets ofQ. 
(a) For lim sup we have the interpretation 

lim sup An = {w: f 1An(w) = co} 
n~oo n=l 

= {w : w E A nk , k = I, 2 ... J 

for some subsequence nk depending on w. Consequently, we write 

IimsupAn = [An i.o. ] 
n~oo 
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where i.o. stands for infinitely often. 
(b) For lim inf we have the interpretation 

lim inf An ={w : wEAn for all n except a finite number} 
n~oo 

={w: L lA~ (w) < co} 
n 

={w : wEAn, "In > no(w)}. 

Proof. (a) If 
00 00 

we limsupAn = n U Ak, 
n~oo n=1 k=n 

then for every n, W E Uk>nAk and so for all n, there exists some kn > n such that 
W E A kn , and therefore 

which implies 

thus 

Conversely, if 

00 

L lAl (w) > L lAkn (w) = 00, 
J=1 n 

we {ev: f,lAn(W) = oo}; 
n=1 

00 

IimsupAn C {w: L lAl (w) = co}. 
n~oo 1 J= 

00 

we (W: L lAl(W) = oo}, 
J=1 

then there exists kn ~ 00 such that W E Akn , and therefore for all n, W E Uj~nA J 

so that W E lim sUPn~oo An. By defininition 

00 

{w : L lAl (w) = co} C lim supAn. 
j=l n~oo 

This proves the set inclusion in both directions and shows equality. 
The proof of (b) is similar. o 

The properties of lim sup and lim inf are analogous to what we expect with real 
numbers. The link is through the indicator functions and will be made explicit 
shortly. Here are two simple connections: 

1. The relationship between lim sup and lim inf is 

lim inf An C lim sup An 
n~oo n~oo 
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SInce 

{w: wEAn, for all n > no(w)} C {w: wEAn infinitely often} 

= IimsupAn. 
n-+oo 

2. Connections via de Morgan's laws: 

(lim inf An)C = lim sup A ~ 
n-+oo n-+oo 

since applying de Morgan's laws twice yields 

(QIJAkr =[1 (rJAkr 
=f1 lld A%) 
= lim supA~. 

n-+oo 

For a sequence of random variables {Xn, n > OJ, suppose we need to show 
X n ~ X 0 almost surely. As we will see, this means that we need to show 

P{W: lim Xn(w) = Xo(w)} = 1. 
n-+oo 

We will show later that a criterion for this is that for all E > 0 

P{[IXn - Xol > E] i.o.} = o. 

That is, with An = [IX n - X 01 > E], we need to check 

P (lim sup An) = O. 
n-+oo 

1.4 Monotone Sequences 

A sequence of sets {An} is monotone non-decreasing if Ale A2 c .... The 
sequence {An} is monotone non-increasing if Al :J A2 :J A3 .... To indicate a 
monotone sequence we will use the notation An / or An t for non-decreasing 
sets and An '\. or An J. for non-increasing sets. For a monotone sequence of sets, 
the limit always exists. 

Proposition 1.4.1 Suppose {An} is a monotone sequence of subsets. 

(1) If An /, then limn-+oo An = U~lAn. 
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Consequently, since for any sequences Bn, we have 

it follows that 

lim inf Bn = lim (inf Bk) , 
n-oo n_oo k~n 

lim sup Bn = lim (sup Bk) . 
n-oo n-oo k~n 

Proof. (1) We need to show 

00 

lim inf An = lim sup An = U An. 
n-OO n_oo 

n=1 

and therefore 

(1.1) 

Likewise 

lim supAn 
n-oo 

lim inf An 
n_oo 

(from (1.1» 

C IimsupAn. 
n-oo 

Thus equality prevails and 

lim supAn C U Ak C lim supAn ; 
n_oo k~l n-oo 

therefore 
00 

lim supAn = U Ak. 
n-oo k=1 

This coupled with (1.1) yields (1). 
The proof of (2) is similar. o 
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Example 1.4.1 As an easy exercise, check that you believe that 

lim [0, 1 - lIn] = [0, 1) 
n~oo 

lim [0, 1 - lIn) = [0, 1) 
n~oo 

lim [0,1 + lIn] = [0, 1] 
n~oo 

lim [0, 1 + lIn) = [0, 1]. 
n~oo o 

Here are relations that provide additional parallels between sets and functions 
and further illustrate the algebraic properties of sets. As usual let {An} be a se
quence of subsets of Q. 

1. We have 

Isup >k An = SUp IAn· n_ 

2. The following inequality holds: 

lUnAn < L IAn 
n 

n~k 

and if the sequence {A,} is mutually disjoint, then equality holds. 

3. We have 

llimsuPn .... x An = lim sup IAn. 
n~oo 

4. Symmetric difference satisfies the relation 

IA68 = IA + 18 (mod 2) . 

Note (3) follows from (1) since 

and from (1) this is 

inf IsupL Ak' n:!l .. ~n 

Again using (1) we get 

inf sup IAk = lim sup IAn' 
n:!l k:!n k~oo 

from the definition of the lim sup of a sequence of numbers. 
To prove (1), we must prove two functions are equal. But linf >kAn(W) = 1 iff n_ 

W E infn:!k An = n~k An iff wEAn for all n > k iff IAn (w) = 1 for all n > k 
iff infn:!k IAn (W) = 1. 0 
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1.5 Set Operations and Closure 

In order to think about what it means for a class to be closed under certain set 
operations, let us first consider some typical set operations. Suppose C C P(Q) 
is a collection of subsets of Q. 

(1) Arbitrary union: Let T be any arbitrary index set and assume for each 
t E T that AI E C. The word arbitrary here reminds us that T is not nec
essarily finite, countable or a subset of the real line. The arbitrary union 
IS 

(2) Countable union: Let An, n > 1 be any sequence of subsets in C. The 
countable union is 

(3) Finite union: Let AI, ... ,An be any finite collection of subsets in C. The 
finite union is 

(4) Arbitrary intersection: As in (1) the arbitrary intersection is 

(5) Countable intersection: As in (2), the countable intersection is 

(6) Finite intersection: As in (3), the finite intersection is 

(7) Complementation: If A E C, then A C is the set of points not in A. 

(8) Monotone limits: If {An} is a monotone sequence of sets in C, the monotone 
limit 

lim An 
n~oo 

is U~lAj in case {An} is non-decreasing and is n~lAj if {An} is non-. . 
mcreasmg. 
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Definition 1.5.1 (Closure.) Let C be a collection of subsets of Q. C is closed 
under one of the set operations 1-8 listed above if the set obtained by performing 
the set operation on sets in C yields a set in C. 

For example, C is closed under (3) if for any finite collection AI, ... , An of 
sets in C, U~=lA j E C. 

Example 1.5.1 1. Suppose Q = JR, and 

C finite intervals 

{(a, b], -00 < a < b < oo). 

C is not closed under finite unions since (1.2] U (36,37] is not a finite 
interval. C is closed under finite intersections since (a, b] n (c, d] = (a v 
c, dl\b]. Here we use the notation avb = max{a, b) and a I\b = min{a, b}. 

2. Suppose Q = IR and C consists of the open subsets of JR. Then C is not 
closed under complementation since the complement of an open set is not 
open. 

Why do we need the notion of closure? A probability model has an event space. 
This is the class of subsets of Q to which we know how to assign probabilities. 
In general, we cannot assign probabilities to all subsets, so we need to distinguish 
a class of subsets that have assigned probabilities. The subsets of this class are 
called events. We combine and manipulate events to make more complex events 
via set operations. We need to be sure we can still assign probabilities to the re
sults of the set operations. We do this by postulating that allowable set operations 
applied to events yield events; that is, we require that certain set operations do not 
carry events outside the event space. This is the idea behind closure. 

Definition 1.5.2 A field is a non-empty class of subsets of Q closed under finite 
union, finite intersection and complements. A synonym for field is algebra. 

A minimal set of postulates for A to be a field is 

(i) Q E A. 

(ii) A E A implies ACE A. 

(iii) A, B E A implies A U B E A. 

Note if AI, A2, A3 E A, then from (iii) 
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and similarly if AI, ... ,An e A, then U7=lAi E A. Also if Ai e A, i 
1, ...• n, then n7=1 A, E A since 

A; e A implies A~ e A , (from (ii» 
n 

implies UAjeA (from (iii» 
,=1 

implies (from (ii» 

and finally 

(VA~r =~AI 
by de Morgan's laws so A is closed under finite intersections. 

Definition 1.5.3 A a-field B is a non-empty class of subsets of Q closed under 
countable union, countable intersection and complements. A synonym for a-field 
is a -algebra. 

A mimi mal set of postulates for B to be a a-field is 

(i) Q e B. 

(ii) B e B implies BC e B. 

(iii) B, e B, i > 1 implies U~l B; e B. 

As in the case of the postulates for a field, if B; e B, for i > 1, then n~ 1 B, E B. 
In probability theory, the event space is a a-field. This allows us enough flexi

bility constructing new-events from old ones (closure) but not so much flexibility 
that we have trouble assigning probabilities to the elements of the a-field. 

1.5.1 Examples 

The definitions are amplified by some examples of fields and a-fields. 

(1) The power set. Let B = 'P(Q), the power set of Q so that 'P(Q) is the 
class of all subsets of Q. This is obviously a a-field since it satisfies all closure 
postulates. 

(2) The trivial a-field. Let B = {0, Q}. This is also a a-field since it is easy to 
verify the postulates hold. 

(3) The countable/co-countable a-field. Let Q = IR, and 

B = {A C IR : A is countable} U {A C IR : AC is countable }, 

so B consists of the subsets of R that are either countable or have countable com
plements. B is a a-field since 
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(i) Q E 13 (since QC = 0 is countable). 

(ii) A E 13 implies ACE B. 

(iii) A, E 13 implies n~IA; E B. 

To check this last statement, there are 2 cases. Either 

(a) at least one A, is countable so that n~IA; is countable and hence in 13, or 

(b) no A; is countable, which means Ai is countable for every i. So U~lAi is 
countable and therefore 

00 00 

(U(Ai»C = n A; E B. 
;=1 ;=1 

Note two points for this example: 

• If A = (-00, 0], then A C = (0, 00) and neither A nor A C is countable 
which means A ¢ B. So 13 i- P(Q). 

• 13 is not closed under arbitrary unions. For example, for each t < 0, the 
singleton set It} E 13, since it is countable. But A = U'~O{t} = (-00,0] ¢ 
B. 

(4) A field that is not a a -field. Let Q = (0, 1] and suppose A consists of 
the empty set 0 and all finite unions of disjoint intervals of the form (a, a'], ° < 
a < a' < 1. A typical set in A is of the form U'=1 (ai, an where the intervals are 
disjoint. We assert that A is a field. To see this, observe the following. 

(i) Q = (0, 1] E A. 

(ii) A is closed under complements: For example, consider the union repre
sented by dark lines 

~~----~~~~--------~~~] 

o 1 

FIGURE 1.1 

which has complement. 

l~~~~--------~~~---------] 

o 1 

FIGURE 1.2 

which is a disjoint union. 
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(iii) A is closed under finite intersections. (By the de Morgan laws, verifica
tion of this assertion is equivalent to showing closure under finite unions.) 
Closure under finite intersections is true because 

(a, a' ] n (b, b/] = (a v b, a' 1\ b/]. 

Note that A is NOT a a-field. The set 

1 1 1 1 1 1 
(0, 2] U (2 + 22' 2 + 22 + 23] 

11 1 111 1 1 1 
U (2 + 22 + 23 + 24' 2 + 22 + 23 + 24 + 25 ] u ... 

is a countable union of members of A but is not in A. o 

1.6 The a-field Generated by a Given Class C 

It is a sad fact that a-fields cannot always be constructed by a countable set of 
operations on simple sets. Sometimes only abstraction works. The exception to 
the sad fact is if Q is finite, in which case construction and enumeration work. 
However, in general, the motto of the budding measure theorist is "induction nO,t 
construction". 

We now discuss how to guarantee a desired a-field exists. 
Let 0 be one of the 8 set operations listed starting on page 11. For example, 0 

could be "countable union". Let {C" t E T} be an indexed family of subsets such 
that for each t, C, is closed under o. Then 

C = n c, is closed under o. 
lET 

(1.2) 

(This is NOT true for U,ET C,.) Observe that the intersection can be with respect 
to an arbitrary index set. This will be used when we discuss the minimal a-field 
generated by a class. 

Here is a sample verification of (1.2) when 0 is countable union: Suppose for 
i > 1 that B, E C. Then for any i > 1, B, E C, for all t E T. Due to the fact that 
C, is closed under 0, we conclude U~l B; E C, for all t E T. Since U~l B; E C, 
for all t, U~l B, E nIETC, • Thus nIETC, is closed under O. 

Applying the principle in (1.2) using the set operations of complementation and 
countable union, we get the following result. 

Corollary 1.6.1 The intersection of a-fields is a a-field. 

Definition 1.6.1 Let C be a collection of subsets of Q. The a-field generated by 
C, denoted a (C), is a a-field satisfying 

(a) a(C) :> C 
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(b) If B' is some other a-field containing e, then B' :::> aCe). 

Another name for aCe) is the minimal a-field over e. Part (b) of the definition 
makes the name minimal apt. 

The next result shows why a a-field containing a given class exists. 

Proposition 1.6.1 Given a class e of subsets of n, there is a unique minimal 
a -field containing e. 
Proof. Let 

~ = {B : B is a a-field, B :::> e} 

be the set of all a-fields containing e. Then ~ ;I:- 0 since pen) E ~. Let 

Since each class B E ~ is a a-field, so is B':. by Corollary 1.6.1. Since B E ~ 
implies B :::> e, we have B':. :::> e. We claim B= = a (e). We checked B= :::> e and, 
for minimality, note that if B' is a a-field such that B' :::> e, then B' E ~ and hence 
B= c B'. 0 

Note this is abstract and completely non-constructive. If n is finite, we can 
construct a (e) but otherwise explicit construction is usually hopeless. 

In a probability model, we start with e, a restricted class of sets to which we 
know how to assign probabilities. For example, if n = (0, 1], we could take 

e = {(a, b], 0 < a < b < I) 

and 
P«a, b]) = b - a. 

Manipulations involving a countable collection of set operations may take us out
side e but not outside a (e). Measure theory stresses that if we know how to assign 
probabilities to e, we know (in principle) how to assign probabilities to a(e). 

1.7 Borel Sets on the Real Line 

Suppose n = IR and let 

e = {(a,b], -00 < a <b < oo). 

Define 
B(IR) := aCe) 

and call B(IR) the Borel subsets of JR. Thus the Borel subsets of JR are elements of 
the a -field generated by intervals that are open on the left and closed on the right. 
A fact which is dull to prove, but which you nonetheless need to know, is that 
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there are many equivalent ways of generating the Borel sets and the following are 
all valid descriptions of Borel sets: 

B(IR) = a«a, b). -00 ~ a ~ b < 00) 

=a([a, b), -00 < a < b < 00) 

=a([a, b], -00 < a <b < 00) 

= a« -00, x], x E IR) 

= a (open subsets of IR). 

Thus we can generate the Borel sets with any kind of interval: open, closed, semi
open, finite, semi-infinite, etc. 

Here is a sample proof for two of the equivalences. Let 

CO = {(a, b), -00 ~ a < b < oo} 

be the open intervals and let 

C(] = {(a, b], -00 < a < b < oo) 

be the semi-open intervals open on the left. We will show 

a(CO) = a (C(]). 

Observe (a,b) = U~ l(a,b -lin]. Now (a,b -lin] E C<1 c a(C<l), for 
alln implies U~ 1 (a, b - l/n] E a(C<J). So (a. b) E a(C<l) which implies that 
CO c a (C<1). Now a(C<1) is a a-field containing CO and hence contains the 
minimal a-field over CO, that is, a(CO) c a(C<l). 

Conversely, (a, b] = n~l (a, b + lin). Now (a, b + lin) E CO c a(CO) 

so that n~] (a, b + lin) E a(CO) which implies (a, b] E a(CO) and hence 
C(] c a(CO). This implies a (C<1) c a(CO). 

From the two inclusions, we conclude 

as desired. 
Here is a sample proof of the fact that 

B(IR) = a (open sets in JR). 

We need the result from real analysis that if 0 c IR is open, 0 = U~ 1 I j, where 
I j are open, disjoint intervals. This makes it relatively easy to show that 

a( open sets) = a(CO). 

If 0 is an open set, then we can write 
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We have I} E CO c a(CO) so that 0 = uj I/j E a(CO) and hence any open 

set belongs to a (C< », which implies that 

a( open sets) C a(CO). 

Conversely, CO is contained in the class of open sets and therefore a(CO) c 
a ( open sets ). 

Remark. If E is a metric space, it is usual to define B(lE), the a-field on E, to be 
the a-field generated by the open subsets of E. Then B(E), is called the Borel 
a-field. Examples of metric spaces E that are useful to consider are 

• JR, the real numbers, 

• JRd, d -dimensional Euclidean space, 

• JRoo, sequence space; that is, the space of all real sequences. 

• C[O, 00), the space of continuous functions on [0,00). 

1.8 Comparing Borel Sets 

We have seen that the Borel subsets of JR is the a-field generated by the intervals 
of JR. A natural definition of Borel sets on (0, 1], denoted B( (0, 1]) is to take 
C (0, 1] to be the subintervals of (0, 1] and to define 

B«O, 1]) := a (C(O, 1]). 

If a Borel set A E B(IR) has the property A C (0, 1], we would hope A E 

B«O, 1]). The next result assures us this is true. 

Theorem 1.S.1 Let Qo c n. 
(1) If B is a a-field of subsets of n, then Bo := {Ano : A E B} is a a

field of subsets of no. (Notation: Bo =: B n no. We hope to verify B«O, 1]) = 
B(IR) n (0, 1 ].) 

(2) Suppose C is a class of subsets of nand B = a (C). Set 

C n no =: Co = {A no : A E C}. 

Then 

a(Co) = a (C) n no 

in no. 

In symbols (2) can be expressed as 

a(C n no) = a (C) n no 
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so that specializing to the Borel sets on the real line we get 

B(O, 1] = B(1R) n (0, 1]. 

Proof. (1) We proceed in a series of steps to verify the postulates defining a a

field. 

(i) First, observe that no E Bo since Qno = no and Q E B. 

(ii) Next, we have that if B = A no E Bo, then 

no \ B = no \ A no = no(n \ A) E Bo 

since n \ A E B. 

(iii) Finally, if for 1l > 1 we have Bn = Anno, and An E B, then 

00 00 00 

U Bn = U Anno = (U An) n no E Bo 
n=l n=l n=l 

since Un An E B. 

(2) Now we show a (Co) = a (C) n no. We do this in two steps. 
Step 1: We have that 

Co := C n no c a (C) n no 

and since (i) assures us that a (C) n no is a a-field, it contains the minimal a-field 
generated by Co, and thus we conclude that 

a(Co) C a (C) n no. 

Step 2: We show the reverse inclusion. Define 

g := {A en: Ano E a(Co)}. 

We hope to show g :::> a(C). 
First of all, g :::> C, since if A E C then Ano E Co c a (Co). Secondly, observe 

that g is a a-field since 

(i) nEg since nno = no E a(Co»· 

(ii) If A E g then A C = n \ A and we have 

Since A E g, we have AQo E a(Co) which implies no \ Ano E a(Co), so 
we conclude A C E g. 
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(iii) If An E Q, for 1l > 1, then 

00 00 

(U An) n no = U Anno. 
n=l n=l 

Since Anno E a(Co), it is also true that U~lAnno E a(Co) and thus 
U~lAn E Q. 

SO Q is a a-field and g :::> C and therefore Q :::> a(C). From the definition of Q, 
if A E a(C), then A E Q and so Ano E a (Co). This means 

a (C) n no C a(Co) 

as required. 

Corollary 1.8.1 Ilno E a(C), then 

a(Co) = (A : A C no, A E a(C)}. 

Proof. We have that 

if no E a(C). 

a(Co) =a(C) n no = (Ano : A E a(C)} 

=(B : B E a(C), B c no} 

This shows how Borel sets on (0, 1] compare with those on JR. 

1.9 Exercises 

o 

o 

1. Suppose n = to, I} and C = {{O}}. Enumerate ~, the class of all a-fields 
containing C. 

2. Suppose n = to, 1, 2} and C = {{O}}. Enumerate ~, the class of all a-fields 
containing C and give a(C). 

3. Let An, A, Bn, B be subsets of n. Show 

lim sup An U Bn = lim sup An U lim sup Bn. 
n~oo n~oo n-oo 

If An ~ A and Bn ~ B, is it true that 

All U BII ~ A U B, All n Bn ~ A n B? 



4. Suppose 
m 

An = {- : mEN}, n E N, 
n 

where N are non-negative integers. What is 

lim inf An and lim sup An? 
n-+oo n-+oo 

5. Let In, I be real functions on Q. Show 
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0000 00 1 
{w : fn(w) fr I(w)} = U n u {w : I/n(w) - l(w)1 > k}· 

k=l N=l n=N 

6. Suppose an > 0, bn > 1 and 

lim an = 0, lim bn = 1. 
n-+oo n-+oo 

Define 

Find 
lim sup An and lim inf An. 
n-oo n-oo 

7. Let 
I = {(x, y) : Ix I < 1, Iy I < 1} 

be the square with sides of length 2. Let In be the square pinned at (0,0) 
rotated through an angle 2rrnf). Describe lim sUPn-+oo In and lim infn_oo In 
when 

(a) f) = l/B, 

(b) f) is rational. 

(c) f) is irrational. (Hint: A theorem ofWeyl asserts that {e211'n6, n > 1} is 
dense in the unit circle when f) is irrational.) 

B. Let 

and define 

What is 

9. Check that 

Be Q, CeQ 

if n is odd, 
if n is even. 

lim inf An and lim sup An ? 
n-oo n-+oo 
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10. Check that 

iff 

pointwise. 

11. Let ° ::: an < 00 be a sequence of numbers. Prove that 

[0, sup an) 
n~l 

n n 
sup[O, ] =F [0, sup ]. 
n~l n + I n~l n + 1 

12. Let Q = {I, 2,3,4,5, 6} and let C = {{2, 4}, {6}}. What is the field gener
ated by C and what is the a-field? 

13. Suppose Q = U,eTC" where Cs n C, = 0 for all s, t E T and s =F t. - -Suppose:F is a a-field on Q = (C" t E T}. Show 

:F := {A = U C, : X E j} 
-. 

leA 

is a a-field and show that 

f: X .... UC, 
-. 

leA 

-is a 1-1 mapping from :F to :F. 

14. Suppose that An are fields satisfying An C An+ 1. Show that Un An is a 
field. (But see also the next problem.) 

15. Check that the union of a countable collection of a-fields Bj, j > 1 need 
not be a a-field even if Bj C Bj +1• Yet, a countable union of a-fields 
whether monotone or not is a field. 

Hint: Try setting n equal to the set of positive integers and set 

In fact, if Bi, i = 1, 2 are two a-fields, 131 U 132 need not be a a-field. 

16. Suppose A is a class of subsets of Q such that 

• Q EA 
• A E A implies ACE A. 

• A is closed under finite disjoint unions. 



1.9 Exercises 23 

Show A does not have to be a field. 

Hint: Try Q = {l, 2, 3, 4} and let A be the field generated by two point 
subsets of Q. 

17. Prove 
lim inf An = {w: lim IAn (w) = I}. 
n-oo n-oo 

18. Suppose A is a class of sets containing Q and satisfying 

A, B E :F implies A \ B = ABc E :F. 

Show A is a field. 

19. For sets A, B show 

and 

20. Suppose C is a non-empty class of subsets of Q. Let A(C) be the minimal 
field over C. Show that A(C) consists of sets of the form 

m n, 

U nA,j' 
,=1 }=1 

where for each i, j either A;j E C or Afj E C and where the m sets 

nj~1 A,}, 1 < i < m, are disjoint. Thus, we can explicitly represent the 
sets in A(C) even though this is impossible for the a-field over C. 

21. Suppose A is a field and suppose also that A has the property that it is 
closed under countable disjoint unions. Show A is a a-field. 

22. Let Q be a non-empty set and let C be all one point subsets. Show that 

a(C) = {A C Q : A is countable} UtA C Q : A C is countable }. 

23. (a) Suppose on IR that In -J, I. Show 

(-00, In] J. (-00, I]. 

(b) Suppose 
In t I. In < I. 

Show 
(-00, In] t (-00, t). 
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24. Let 0 = N, the integers. Define 

A = {A eN: A or AC is finite.} 

Show A is a field, but not a a-field. 

25. Suppose 0 = (ei211'B, 0 < f) < I} is the unit circle. Let A be the collection 
of arcs on the unit circle with rational endpoints. Show A is a field but not 
a a-field. 

26. (a) Suppose C is a finite partition of 0; that is 

k 

C = {A 1, ... , Ak}, 0 = L A, , A; A j = 0, i =F j. 
,=1 

Show that the minimal algebra (synonym: field) A(C) generated by C is the 
class of unions of subfamilies of C; that is 

A(C) = {UJA} : I C {I, ... , k}}. 

(This includes the empty set.) 

(b) What is the a-field generated by the partition A 1, . .. ,An? 

(c) If A 1, A2, ... is a countable partition of 0, what is the induced a-field? 

(d) If A is a field of subsets of 0, we say A E A is an atom of A; if A =F 0 
and if 0 =F B C A and B E A, then B = A. (So A cannot be split into 
smaller sets that are nonempty and still in A.) Example: If 0 = IR and A 
is the field generated by intervals with integer endpoints of the form (a, b] 
(a, b are integers) what are the atoms? 

As a converse to (a), prove that if A is a finite field of subsets of 0, then the 
atoms of A constitute a finite partition of 0 that generates A. 

27. Show that 8(IR) is countably generated; that is, show the Borel sets are 
generated by a countable class C. 

28. Show that the periodic sets of IR form a a-field; that is, let 13 be the class 
of sets A with the property that x E A implies x ± n E A for all natural 
numbers n. Then show 13 is a a-field. 

29. Suppose C is a class of subsets of 1R with the property that A E C implies 
A C is a countable union of elements of C. For instance, the finite intervals 
in IR have this property. 

Show that a (C) is the smallest class containing C which is closed under the 
formation of countable unions and intersections. 

30. Let 13; be a-fields of subsets of 0 for i = 1, 2. Show that the a-field 131 V 132 
defined to be the smallest a-field containing both 131 and 132 is generated 
by sets of the form B1 n B2 where B; E 13, for i = 1, 2. 
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31. Suppose Q is uncountable and let 9 be the a-field consisting of sets A such 
that either A is countable or A C is countable. Show 9 is NOT countably 
generated. (Hint: If 9 were countably generated, it would be generated by 
a countable collection of one point sets. ) 

In fact, if 9 is the a-field of subsets of Q consisting of the countable and 
co-countable sets, 9 is count ably generated iff Q is countable. 

32. Suppose 8 1, 82 are a-fields of subsets of Q such that 8 1 C 132 and 82 is 
countably generated. Show by example that it is not necessarily true that 8 1 

is countably generated. 

33. The extended real line. Let IR = lR U {-(X)} U {(X)} be the extended ~r 
closed real line with the points -00 and 00 added. The Borel sets 8(lR.) 
is the a-field generated by _the sets [-00, x], x E lR, where [-00, x] = 
(-(X) }U( -00, x]. Show 13(R) is also generated by the following collections 
of sets: 

(i) [-00, x), x E JR, 

(ii) (x, 00], x E ~, 

(ii) all finite intervals and {-(X)) and {oo}. 

Now think of IR = [-00, 00] as homeomorphic in the topological sense to 
[-1, 1] under the transformation 

x 
X t-+ ---

l-Ixl 

from [-1, 1] to [-00, 00]. (This transformation is designed to stretch the 
finite interval onto the infinite interval.) Consider the usual topology on 
[ -1, 1] and map it onto a topology on [-00, 00]. This defines a collection 
of open sets on [-00. 00] and these open sets can b~ used to generate a 
Borel a-field. How does this a-field compare with 8(~) described above? 

34. Suppose 8 is a a-field of subsets of Q and suppose A ~ 13. Show that 
a(8 U (A}), the smallest a-field containing both 13 and A consists of sets 
of the form 

AB U AcB', A A' 8 , E . 

35. A a-field cannot be countably infinite. Its cardinality is either finite or that 
of the continuum. 

36. Let n = If, a, n, g}, and C = {{I, a. n}, {a, n}}. Find a(C). 

37. Suppose Q = Z, the natural numbers. Define for integer k 

kZ = {kz : z E Z}. 

Find 8(C) when C is 
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(i) {3Z}. 

(ii) {3Z,4Z}. 

(iii) {3Z, 4Z, 5Z}. 

(iv) {3Z, 4Z, 5Z, 6Z}. 

38. Let Q = !Roo, the space of all sequences of the form 

(**) 

where x, E lIt Let a be a permutation of 1, ... ,n; that is, a is a 1-1 and 
onto map of {I, ... , n} t-+ {I, ... , n}. If w is the sequence defined in (**), 
define aw to be the new sequence 

( ) _ {X(1(j)' 
aW J -

Xj, 

if j < n, 

if j > n. 

. 
A finite permutation is of the form a for some n; that is, it juggles a finite 
initial segment of all positive integers. A set A c Q is permutable if 

A = a A := law : w E A} 

for all finite permutations a. 

(i) Let Bn , n > 1 be a seqence of subsets of lIt Show that 

and 

n 

(w = (x}, X2, ..• ) : LX; E Bn i.o. } 
,=1 

n 

{w = (Xl, X2, ... ) : V Xi E Bn i.o. } 
;=1 

are permutable. 

(ii) Show the permutable sets form a a-field. 

39. For a subset A C N of non-negative integers, write card(A) for the number 
of elements in A. A set A C (N) has asymptotic density d if 

. card(A n (l, 2, ... , n}) d 
hm = . 

n ...... oo n 

Let A be the collection of subsets that have an asymptotic density. Is A a 
field? Is it a a-field? 

Hint: A is closed under complements and finite disjoint unions but is not 
closed under finite intersections. For example, let A be the set of odd inte
gers in (22n , 22n+2] and B be the set of all even integers in [22n+1, 22n+2). 
Then A, B E A but A B ~ A. 



1.9 Exercises 27 

40. Show that 13«0, 1]) is generated by the following countable collection: For 
an integer r, 

Hkr-n, (k + l)r-n), 0 < k < r n, n = 1,2, .... }. 

41. A monotone class M is a non-empty collection of subsets of Q closed 
under monotone limits; that is, if An ? and An E M, then limn--+ oo An = 
UnAn E M and if An '\. and An E M, then limn--+oo An = nnAn E M. 
Show that a a-field is a field that is also a monotone class and conversely, 
a field that is a monotone class is a a-field. 

42. Assume P is a rr-system (that is, P is closed under finite intersections) and 
M is a monotone class. (Cf. Exercise 41.) Show P c M does not imply 
a(P) eM. 

43. Symmetric differences. For subsets A, B, C, D show 

and hence 

(a) (AflB)flC = Afl(BflC), 

(b) (AflB)fl(BflC) = (AflC), 

(c) (AflB)fl(C flD) = (AflC)fl(B flD), 

(d) AflB = C iff A = BflC, 

(e) AflB = C flD iff AflC = BflD. 

44. Let A be a field of subsets of n and define 

A = {A C Q: 3An E A and An -+ A}. 

- -
Show A c A and A is a field. 



2 
Probability Spaces 

This chapter discusses the basic properties of probability spaces, and in particular, 
probability measures. It also introduces the important ideas of set induction. 

2.1 Basic Definitions and Properties 

A probability space is a triple (Q. B. P) where 

• Q is the sample space corresponding to outcomes of some (perhaps hypo
thetical) experiment. 

• B is the a -algebra of subsets of Q. These subsets are called events. 

• P is a probability measure; that is, P is a function with domain B and range 
[0, 1] such that 

(i) P(A) > 0 for all A E B. 

(ii) P is a-additive: If {An. n > I} are events in B that are disjoint, then 

00 00 

P(U An) = L P(An)· 
n=l n=l 

(iii) P(Q) = 1. 

Here are some simple consequences of the definition of a probability measure 
P. 
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1. We have 

since from (iii) 

1 = pen) = peA U A C
) = peA) + P(AC

), 

the last step following from (ii). 

2. We have 
P(0) = 0 

since P(0) = p(nC
) = 1 - pen) = 1 - 1. 

3. For events A, B we have 

To see this note 

and therefore 

peA U B) = PA + PB - P(AB). 

peA) =P(ABC
) + P(AB) 

PCB) =P(BAC
) + P(AB) 

peA U B) =P(AB C U BA C U AB) 

=P(ABC
) + P(BAC

) + P(AB) 

=P(A) - P(AB) + PCB) - P(AB) + P(AB) 

=P(A) + PCB) - P(AB). 

4. The inclusion-exclusion formula: If AI, ... , An are events, then 

n 

LP(Aj )- L P(A;Aj) 
j=l l~;<j~n 

+ L P(A;AjAk) - ... 

(2.1) 

(2.2) 

We may prove (2.2) by induction using (2.1) for n = 2. The terms on the 
right side of (2.2) alternate in sign and give inequalities called Bonferroni 
inequalities when we neglect remainders. Here are two examples: 

P (~Aj) < tPAj 

P (~ AJ) > t PAj - 1~'"f~n P(A,Aj}. 
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5. The monotonicity property: The measure P is non-decreasing: For events 
A,B 

If A C B then P(A) < P(B), 

smce 

P(B) = P(A) + P(B \ A) > P(A). 

6. Subadditivity: The measure P is a-subadditive: For events An, n > 1, 

To verify this we write 

00 

U An = Al + A~A2 + A3A~A2 + ... , 
n=1 

and since P is a -additive, 

00 

P(U An) =P(A}) + P(A~A2) + P(A3A~A2) + ... 
n=1 

by the non-decreasing property of P. 

7. Continuity: The measure P is continuous for monotone sequences in the 
sense that 

(i) If An t A, where A" E B, then P(An) t P(A). 

(ii) If An J. A, where An E B, then P(An) J. P(A). 

To prove (i), assume 

and define 

Then {B,} is a disjoint sequence of events and 

n 00 

UBI =An, UB, =UA, =A. 
1=1 ;=1 
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By a -additivity 

00 00 n 

P(A) =P(UB,) = LP(B;) = n~"60 t LP(B,) 
,=1 ,=1 ,=1 

n 

= lim t P(U B;) = lim t P(An)· 
n-+oo n-+oo ,=1 

To prove (ii), note if An J. A, then A~ t A C and by part (i) 

so that PAn J. PA. o 

8. More continuity and Fatou's lemma: Suppose An E B, for n > 1. 

(i) Fatou Lemma: We have the following inequalities 

P(lim inf An) < lim inf P(An) 
n-+oo n-+oo 

< lim sup P(An) < P(limsupAn). 
n-+oo n-+oo 

(ii) If An ~ A, then P(An) ~ P(A). 

Proof of 8. (ii) follows from (i) since, if An ~ A, then 

lim sup An = liminfAn = A. 
n-+oo n-+oo 

Suppose (i) is true. Then we get 

P(A) = P(lim inf An) < lim inf P(An) 
n-+oo n-+oo 

< lim sup P(An) < P(limsupAn) = P(A), 
n-+oo n-+oo 

so equality pertains throughout. 

Now consider the proof of (i): We have 

P(lim inf An) =P( lim t (n Ak)) 
n-+oo n-+oo 

k~n 

(from the monotone continuity property 7) 

< lim inf P(An) 
n-+oo 
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(from continuity property 7) 

> lim sup P(An). 
n-.oo 

completing the proof. o 

Example 2.1.1 Let n = JR, and suppose P is a probability measure on IR. Define 
F(x) by 

F(x) = P« -00, x D, x E JR. 

Then 

(i) F is right continuous, 

(ii) F is monotone non-decreasing, 

(iii) F has limits at ±oo 

F(oo) := lim F(x) = 1 
xtoo 

F( -00):= lim F(x) = o. 
xJ.-oo 

(2.3) 

Definition 2.1.1 A function F : JR H> [0, 1] satisfying (i), (ii), (iii) is called a 
(probability) distribution function. We abbreviate distribution function by df. 

Thus, starting from P, we get F from (2.3). In practice we need to go in the 
other direction: we start with a known df and wish to construct a probability space 
(n. B. P) such that (2.3) holds. 

Proof of (i), (ii), (iii). For (ii), note that if x < y, then 

( -00, x] C (-00, y] 

so by monotonicity of P 

F(x) = P«-oo,xD < P«-oo,y]) < F(y). 



34 2. Probability Spaces 

Now consider (iii). We have 

F(oo) = lim F(xn) 
xntoo 

(for any sequence Xn t 00) 

= lim t P«-oo,xn)) 
xntoo 

= P( lim t (-00, xn)) (from property 7) 
xntoo 

=P(U(-OO,xn)) = P«-oo,oo)) 
n 

= P(lR) = P(Q) = 1. 

Likewise, 

F(-oo) = lim F(xn) = lim J. P{(-oo,xn)) 
XnJ.-oo Xn .1.-00 

= P( lim (-00, xn)) (from property 7) 
xn.1.-oo 

=p(n(-oo.xn)) = P(0) = O. 
n 

For the proof of (i), we may show F is right continuous as follows: Let Xn J. x. 
We need to prove F (xn) J. F (x). This is immediate from the continuity property 
7 of P and 

(-oo,Xn] J. (-oo,x]. o 

Example 2.1.2 (Coincidences) The inclusion-exclusion formula (2.2) can be 
used to compute the probability of a coincidence. Suppose the integers 1, 2, ... , n 
are randomly permuted. What is the probability that there is an integer left un
changed by the permutation? 

To formalize the question, we construct a probability space. Let Q be the set of 
all permutations of 1, 2, ... , n so that 

Q={(xJ, ... ,xn):x, E{I •... ,n};i=I •... ,n;x, =Ix)}. 

Thus Q is the set of outcomes from the experiment of sampling n times without 
replacement from the population 1, ... ,n. We let B = P(Q) be the power set of 
Q and define for (Xl, ... ,Xn ) E Q 

and for B E B 

1 
P«x], ... ,Xn ) = -,' n. 

P(B) = ~#elements in B. 
n! 

For i = 1, ... , n, let A, be the set of all elements of Q with i in the ith spot. 
Thus, for instance, 

Al =((1, x2,···, xn) : (1, X2, ... , xn) E Q}, 

A2 ={(x], 2, ... , xn) : (x}, 2, ... , xn) E Q}. 



2.2 More on Closure 35 

and so on. We need to compute P(U,/ lA;). From the inclusion-exclusion formula 
(2.2) we have 

n n 

P(UA')=LP(A;)- L P(A;A J )+ 
;=1 ;=] 1~,<j~n 1~,<j<k!E.n 

To compute P(A;), we fix integer i in the ith spot and count the number of ways 
to distribute n - 1 objects in n - 1 spots, which is (n - 1)! and then divide by n!. 
To compute P(A;A J we fix i and j and count the number of ways to distribute 
n - 2 integers into n - 2 spots, and so on. Thus 

P(U
n 

A.) -n (n - 1)! _ (n) (n - 2)! + (n) (n - 3)! _ (_1)n~ ,- , 2 , 3 , ... , 
;=1 n. n. n. n. 

1 1 n 1 
=1- 2! + 3! - ... (-1) n!' 

Taking into account the expansion of e for x = -1 we see that for large n, the 
probability of a coincidence is approximately 

n 

P(UA;) ~ 1- e-1 ~ 0.632. 
,=1 o 

2.2 More on Closure 

A a-field is a collection of subsets of n satisfying certain closure properties, 
namely closure under complementation and countable union. We will have need 
of collections of sets satisfying different closure axioms. We define a structure Q 
to be a collection of subsets of n satisfying certain specified closure axioms. Here 
are some other structures. Some have been discussed, some will be discussed and 
some are listed but will not be discussed or used here. 

• field 

• a-field 

• semialgebra 

• semiring 

• rIng 

• a-rmg 

• monotone class (closed under monotone limits) 
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• ll'-system (P is a ll'-system, if it is closed under finite intersections: A, B E 

P implies A n B E P ) . 

• A-system (synonyms: a-additive class, Dynkin class); this will be used ex
tensively as the basis of our most widely used induction technique. 

Fix a structure in mind. Call it S. As with a-algebras, we can make the follow
ing definition. 

Definition 2.2.1 The minimal structure S generated by a class C is a non-empty 
structure satisfying 

(i) S:J C, 

(ii) If S' is some other structure containing C, then S' :J S. 

Denote the minimal structure by S(C). 

Proposition 2.2.1 The minimal structure S exists and is unique. 

As we did with generating a minimal a-field, let 

~ = {Q : Q is a structure. Q :J C} 

and 

2.2.1 Dynkin 's theorem 

Dynkin's theorem is a remarkably flexible device for performing set inductions 
which is ideally suited to probability theory. 

A class of subsets £, of n is a called a A-system if it satisfies either the new 
postulates AI, A2, A3 or the old postulates A; , A;, A; given in the following table. 

A-system postulates 
old new 

A' '1 nE£' At nE£' 
A; A, BE£', A c B ::} B \ A E £, A2 A E £,::} AC E £, 

A' 3 An t.An E C::} UnAn E £, A3 n :f:. m, AnAm = 0, 
An E £, ::} UnAn E C. 

The old postulates are equivalent to the new ones. Here we only check that 
old implies new. Suppose A;, A;, A; are true. Then Al is true. Since n E £', if 
A E £', then A C n and by A;, n \ A = ACE £', which shows that A2 is true. If 
A, BE£' are disjoint, we show that A U BE£'. Now n \ A E £, and Ben \ A 
(since wEB implies w ;. A which means w E A C = n \ A) so by A; we have 
(n \ A) \ B = ACBc E £, and by A2 we have (ACBC)C = A U BE£' which is 
A3 for finitely many sets. Now if A) E £, are mutually disjoint for j = 1, 2, ... , 
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define Bn = U~=I A j. Then Bn E I:, by the prior argument for 2 sets and by A3 
we have Un Bn = limn-.oo t Bn E 1:,. Since Un Bn = UnAn we have UnAn E I:, 
which is A3. 0 

Remark. It is clear that a a-field is always a A-system since the new postulates 
obviously hold. 

Recall that a rr -system is a class of sets closed under finite intersections; that 
is, P is a rr -system if whenever A, B E P we have ABE P. 

We are now in a position to state Dynkin's theorem. 

Theorem 2.2.2 (Dynkin's theorem) (a) lIP is a rr-system and I:, is a A-system 
such that Pel:" then a (P) c 1:,. 

(b) lIP is a rr-system 

a (P) = I:,(P), 

that is, the minimal a-field over P equals the minimal A-system over P. 

Note (b) follows from (a). To see this assume (a) is true. Since P c I:,(P), we 
have from (a) that a (P) c I:,(P). On the other hand, a (P), being a a-field, is a 
A-system containing P and hence contains the minimal A-system over P, so that 
a (P) :::> I:,(P). 

Before the proof of (a), here is a significant application of Dynkin's theorem. 

Proposition 2.2.3 Let PI, P2 be two probability measures on (Q, 8). The class 

is a A-system. 

Proof of Proposition 2.2.3. We show the new postulates hold: 

(A2) A E I:, implies A C E 1:" since A E I:, means PI (A) = P2(A), from which 

(A3) If {A j} is a mutually disjoint sequence of events in 1:" then PI (A j) -
P2 (A j) for all j, and hence 

j j j j 

so that 

o 
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Corollary 2.2.1 If PI, P2 are two probability measures on (n, B) and if P is a 
rr -system such that 

VA E P : PI (A) = P2(A), 

then 

Proof of Corollary 2.2.1. We have 

is a A-system. But £, :::> P and hence by Dynkin's theorem £, :::> a (P). 0 

Corollary 2.2.2 Let n = nt Let Pl. P2 be two probability measures on (JR, B(JR)) 
such that their distribution functions are equal: 

Then 

on B(JR). 

So a probability measure on JR is uniquely determined by its distribution func
tion. 

Proof of Corollary 2.2.2. Let 

P = {(-oo, x] : x E JR). 

Then P is a rr-system since 

(-00. x] n (-oo,y] = (-00, x Ay] E P. 

Furthermore a (P) = B(JR) since the Borel sets can be generated by the semi
infinite intervals (see Section 1.7). So Fl (x) = F2(X) for all x E JR, means PI = 
P2 on P and hence PI = P2 on a(P) = B(JR). 0 

2.2.2 Proof of Dynkin 's theorem 

Recall that we only need to prove: If P is a rr-system and £, is a A-system then 
PC£' implies a (P) C £'. 

We begin by proving the following proposition. 

Proposition 2.2.4 If a class C is both a rr -system and a A-system, then it is a 
a-field. 

Proof of Proposition 2.2.4. First we show C is a field: We check the field postu
lates. 
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(i) n E C since C is a A-system. 

(ii) A E C implies ACE C since C is a A-system. 

(iii) If A j E C, for j = 1, ... ,n, then n~=t A j E C since C is a rr-system. 

Knowing that C is a field, in order to show that it is a a-field we need to show 
that if A J E C, for j > 1, then Uj tAJ E C. Since 

00 n 

UAo = lim t UAo 
J n-+oo J 

j=t j=l 

and U~=l A J E C (since C is a field) it suffices to show C is closed under monotone 

non-decreasing limits. This follows from the old postulate A;. 0 

We can now prove Dynkin's theorem. 

Proof of Dynkin's Theorem 2.2.2. It suffices to show I:,(P) is a 11"-system since 
I:,(P) is both a 11"-system and a A-system, and thus by Proposition 2.2.4 also a 
a-field. This means that 

Since I:,(P) is a a-field containing p, 

£, (P) :J a (P) 

from which 

I:, > I:,(P) :J a (P), 

and therefore we get the desired conclusion that 

I:, :J a (P). 

We now concentrate on showing that I:,(P) is a 11" -system. Fix a set A E Band 
relative to this A, define 

QA = {B E B : AB E £'(P)}. 

We proceed in a series of steps. 

[A] If A E I:,(P), we claim that QA is a A-system. 

To prove [A] we check the new A-system postulates. 

(i) We have 
n E QA 

since An = A E I:,(P) by assumption. 
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(ii) Suppose B E QA. We have that Be A = A \ AB. But B E QA means 
AB E I:,(P) and since by assumption A E I:,(P), we have A \ AB = 
Be A E I:,(P) since A-systems are closed under proper differences. 
Since Be A E I:,(P), it follows that Be E QA by definition. 

(iii) Suppose {Bj} is a mutually disjoint sequence and Bj E QA. Then 

00 00 

A n (U Bj) = U AB) 
J=l j=l 

is a disjoint union of sets in C,(P), and hence in c'(P). 

[B] Next, we claim that if A E P, then c'(P) C QA. 

To prove this claim, observe that since A E P c c'(P), we have from [A] 
that Q A is a A-system. 

For B E p, we have ABE P since by assumption A E P and P is a 
1r-system. So if B E P. then AB E P c I:,(P) implies B E QA; that is 

(2.4) 

Since QA is a A-system, QA :::> I:,(P). 

[B'] We may rephrase [B] using the definition of QA to get the following state
ment. If A E p, and B E I:,(P), then AB E c'(P). (So we are making 
progress toward our goal of showing I:, (P) is a 1r -system.) 

[C] We now claim that if A E I:,(P), then I:,(P) C QA. 

To prove [C]: If B E P and A E I:,(P), then from [B'] (interchange the 
roles of the sets A and B) we have AB E I:,(P). So when A E I:,(P), 

From [A], QA is a A-system so c'(P) C QA. 

[C'] To finish, we rephrase [C]: If A E I:,(P), then for any B E I:,(P), B E QA. 
This says that 

AB E I:,(P) 

as desired. o 

2.3 Two Constructions 

Here we give two simple examples of how to construct probability spaces. These 
examples will be familiar from earlier probability studies and from Example 2.1.2, 
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but can now be viewed from a more mature perspective. The task of constructing 
more general probability models will be considered in the next Section 2.4 

(;) Discrete models: Suppose Q = {WI, CV2, ••• } is countable. For each i, asso
ciate to Wi the number Pi where 

00 

Vi > 1, p, > 0 and L p; = 1. 
;=1 

Define B = P(Q), and for A E B, set 

P(A) = L p,. 
w, eA 

Then we have the following properties of P: 

(i) P(A) > 0 for all A E B. 

(ii) P(Q) = L~ I P, = 1. 

(iii) P is a-additive: If A j, j > 1 are mutually disjoint subsets, then 

00 

P(UAj)= L P'=L L Pi 
}=I w,eUJA J j w,eA J 

=LP(A}). 
} 

Note this last step is justified because the series, being positive, can be 
added in any order. 

This gives the general construction of probabilities when Q is countable. Next 
comes a time honored specific example of countable state space model. 

(ii) Coin tossing N times: What is an appropriate probability space for the ex
periment "toss a weighted coin N times"? Set 

Q = to, I}N = {(WI, ... ,WN) : Wi = 0 or I}. 

For p > 0, q > 0, p + q = 1, define 

P = pL~=1 WJ qN - L~cl WJ = p#I/Sq#Ols. 
(Wi.··· .WN) 

Construct a probability measure P as in (i) above: Let B = P(Q) and for A C Q 

define 

P (A) = L PW' 
weA 
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As in (i) above, this gives a probability model provided LweQ Pw = 1. Note the 
product form 

N - TI w, l-w, 
P(WI •..• WN) - P q 

;=1 

so 

n LP! = L TIpW'ql-W, 
! Wi.··· .WN ;=1 

o 

2.4 Constructions of Probability Spaces 

The previous section described how to construct a probability space when the 
sample space Q is countable. A more complex case but very useful in applications 
is when Q is uncountable, for example, when Q = R, IRk, Roo, and so on. For 
these and similar cases, how do we construct a probability space which will have 
given desirable properties? For instance, consider the following questions. 

(i) Given a distribution function F(x), let Q = llt How do we construct a 
probability measure P on B(IR) such that the distribution function corre
sponding to P is F: 

P« -00, x]) = F(x). 

(ii) How do you construct a probability space containing an iid sequence of 
random variables or a sequence of random variables with given finite di
mensional distributions. 

A simple case of this question: How do we build a model of an infinite 
sequence of coin tosses so we can answer questions such as: 

(a) What is the probability that heads occurs infinitely often in an infinite 
sequence of coin tosses; that is, how do we compute 

P[ heads occurs i.o. ]? 

(b) How do we compute the probability that ultimately the excess of 
heads over tails is at least 17? 

(c) In a gambling game where a coin is tossed repeatedly and a heads 
results in a gain of one dollar and a tail results in a loss of one dollar, 
what is the probability that starting with a fortune of x, ruin eventually 
occurs; that is, eventually my stake is wiped out? 
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For these and similar questions, we need uncountable spaces. For the coin toss
ing problems we need the sample space 

n ={O, I} N 

= { (w 1 , W2, •.. ) : w, E {O, I}, i > I}. 

2.4.1 General Construction of a Probability Model 

The general method is to start with a sample space n and a restricted, simple class 
of subsets 5 of n to which the assignment of probabilities is obvious or natural. 
Then this assignment of probabilities is extended to a (5). For example, if n = JR., 
the real line, and we are given a distribution function F, we could take 5 to be 

5 = {(a, b] : -00 < a < b < oo} 

and then define P on 5 to be 

P«a. b]) = F(b) - F(a). 

The problem is to extend the definition of P from 5 to B(JR.), the Borel sets. 
For what follows, recall the notational convention that 'L7 1 A; means a dis

joint union; that is, that AI, ... , An are mutually disjoint and 

n n 

LA; = UA;. 
;=1 ;=1 

The following definitions help clarify language and proceedings. Given two 
structures Ql, Q2 of subsets of n such that QI C Q2 and two set functions 

P; : Q; t-+ [0, 1], i = 1,2, 

we say P2 is an extension of PI (or PI extends to P2) if P2 restricted to QI equals 
Pl' This is written 

P21~iJ = PI 

and means P2(At> = PI(AI) for all Al E QI. A set function P with structure Q 
as domain and range [0, 1], 

P : Q t-+ [0, 1], 

is additive if for any n > 1 and any disjoint AI, ... ,An E Q such that 'L7-1 A; E 

Q we have 

n n 

P(LA;) = LP(A;). (2.5) 
;=1 ;=1 

Call P a -additive if the index n can be replaced by 00; that is, (2.5) holds for 
mutually disjoint {An, n > I} with A j e Q, j > 1 and Ej 1 A j E Q. 

We now define a primitive structure called a semialgebra. 
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Definition 2.4.1 A class S of subsets of n is a semialgebra if the following pos
tulates hold: 

(i) 0, n E S. 

(ii) S is a rr-system; that is, it is closed under finite intersections. 

(iii) If A E S, then there exist some finite n and disjoint sets CI, ... , Cn, with 
each Ci E S such that A C = 'L7 I Ci. 

The plan is to start with a probability measure on the primitive structure S, 
show there is a unique extension to A(S), the algebra (field) generated by S 
(first extension theorem) and then show there is a unique extension from A(S) 
to a (A(S» = a(S), the a-field generated by S (second extension theorem). 

Before proceeding, here are standard examples of semialgebras. 

Examples: 

(a) Let n = JR., and suppose S} consists of intervals including 0, the empty 
set: 

S} = {(a, b) : -00 < a < b < oo}. 

If I}, 12 e S}, then I}I2 is an interval and in SI and if I E S}, then IC is a 
union of disjoint intervals. 

(b) Let 

E 
I 

] 

o 1 

FIGURE 2.1 Intervals 

n = IRk = {(x}, ... , Xk) : Xi E R, i = 1, ... , k} 

Sk = all rectangles (including 0, the empty set). 

Note that we call A a rectangle if it is of the form 

A=ltx.··xh 

where I) E SI is an interval, j = 1, ... ,k as in item (a) above. Obviously 
0, n are rectangles and intersections of rectangles are rectangles. When 
k = 2 and A is a rectangle, the picture of A C appears in Figure 2.2, showing 
A C can be written as a disjoint union of rectangles. 
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I 
I 
I 
I 
I 
I 
I 

I I --------T--------T--------
I I 
I I 

: A : 
I I 
I I 
I I 

r--------f--------f--------
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 

FIGURE 2.2 Rectangles 

For general k, let 

k 

A = It x ... x h. = n{(x}' ...• Xk) : x, E I,} 
,=1 

so that 

Since I; E SI, we have I,e = I: + (', where (.1;' E SI are intervals. 

Consider 

V := {Ul x ... x Uk : Ua = la or I~ or I;, a = 1, ... ,k}. 

When U a = la, a = 1, . .. ,k, then U 1 x . .. x Uk = A. So 

Ul X ••• x Uk. 
Ul)( )(UkE'D 

Not all Ua=la, a=I, ... ,k 

This shows that Sk is a semialgebra. o 

Starting with a semialgebra S, we first discuss the structure of A(S), the small
est algebra or field containing S. 

Lemma 2.4.1 (The field generated by a semialgebra) Suppose S is a semial
gebra of subsets of Q. Then 

A(S) = {L S, : I finite, {S;. i E I} disjoint, S, E S}, (2.6) 
,el 

is the family of all sums of finite families of mutually disjoint subsets of Q in S. 

Proof. Let A be the collection on the right side of (2.6). It is clear that A ::) S (take 
I to be a singleton set) and we claim A is a field. We check the field postulates in 
Definition 1.5.2, Chapter 1 on page 12: 
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(i) Q E A since Q E S. 

(iii) If L;el S; and Ljel S] are two members of A, then 

(LS;) n (LSi) = L SiS] E A 
;el jel (;,j)el xl 

since {SiS;, (i, j) E I x J} is a finite, disjoint collection of members of the 
If -system S. 

(ii) To check closure under complementation, let L; el S, E A and observe 

(LS;)< = nS~. 
;el leI 

But from the axioms defining a semi algebra, S; E S implies 

S~ = LS;j 
Jel, 

for a finite index set J; and disjoint sets {S;j, j E J;} in S. Now observe 
that n;e/S~ E A by the previously proven (iii). 

So A is a field, A ::) S and hence A ::) A(S). Since also 

L S, E A implies L S; E A(S), 
leI leI 

we get A C A(S) and thus, as desired, A = A(S). o 

It is now relatively easy to extend a probability measure from S to A(S). 

Theorem 2.4.1 (First Extension Theorem) Suppose S is a semia/gebra of sub
sets ofQ and P : S ~ [0, 1] is a-additive on S and satisfies P(Q) = 1. There is 
a unique extension p' of P to A(S), defined by 

PI(LS;) = L P(S;), (2.7) 
leI ;el 

which is a probability measure on A(S); that is PI(Q) = 1 and p' is a-additive 
on A(S). 

Proof. We must first check that (2.7) defines p' unambiguously and to do this, 
suppose A E A(S) has two distinct representations 

A=LS;=LS]. 
leI jel 
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We need to verify that 

LP(S;) = LP(Sj) (2.8) 
;el jeJ 

so that p' has a unique value at A. Confirming (2.8) is easy since S; C A and 
therefore 

L peS,) = L P(S;A) = L pes; n L S;) 
,el ,el leI jeJ 

= LP(LS;Sj) 
iel jeJ 

and using the fact that S; = LjeJ S,Sj E Sand P is additive on S, we get the 
above equal to 

= LLP(S,S;) = LLP(S,Sj). 
,el jeJ jeJ ,el 

Reversing the logic, this equals 

as required. 
Now we check that p' is a-additive on A(S). Thus suppose for i > 1, 

A, = L S;j E A(S), S'j E S, 
jeJ, 

and {A" i > I} are mutually disjoint and 

00 

A = LA, E A(S). 
,=1 

Since A E A(S), A also has a representation 

A = L Sk. Sk E S, k E K, 
keK 

where K is a finite index set. From the definition of P', we have 

P'CA) = L P(Sk). 
keK 

Write 
00 00 

Sk = Sk A = LSkA, = L L SkS'j. 
,=1 ,=1 jeJ, 
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Now SkSij E S and L~l Ljel, SkS,} = Sk E S, and since P is a-additive on 
S, we have 

Again observe 
L SkSij = AS;} = S;j E S 
keK 

and by additivity of P on S 

00 00 

L L L P(SkSij) = L L P(S;j), 
;=1 jel, keK ,=1 jel, 

and continuing in the same way, we get this equal to 

00 00 

= LP(L S'j) = LP(Ai) 
;=1 jel, ,=1 

as desired. 
Finally, it is clear that P has a unique extension from S to A(S), since if P; 

and P~ are two additive extensions, then for any 

A = LSi E A(S) 
iel 

we have 
P'(A) = L P(S;) = P~(A). 

,el 
o 

Now we know how to extend a probability measure from S to A(S). The next 
step is to extend the probability measure from the algebra to the a-algebra. 

Theorem 2.4.2 (Second Extension Theorem) A probability measure P defined 
on a field A of subsets has a unique extension to a probability measure on a (A), 
the a -field generated by A 

Combining the First and Second Extension Theorems 2.4.1 and 2.4.2 yields the 
final result. 

Theorem 2.4.3 (Combo Extension Theorem) Suppose S is a semialgebra of sub
sets of Q and that P is a a -additive set function mapping S into [0, 1] such that 
P(Q) = 1. There is a unique probability measure on a(S) that extends P. 

The ease with which this result can be applied depends largely on how easily 
one can check that a set function P defined on S is a -additive (as opposed to just 
being additive). Sometimes some sort of compactness argument is needed. 

The proof of the Second Extension Theorem 2.4.2 is somewhat longer than the 
proof of the First Extension Theorem and is deferred to the next Subsection 2.4.2. 
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2.4.2 Proof of the Second Extension Theorem 

We now prove the Second Extension Theorem. We start with a field A and a 
probability measure P on A so that P(Q) = 1, and for all A E A, P(A) > 0 and 
for {A,} disjoint, Ai E A, L:ro 1 Ai E A, we have P(L:~ 1 Ai) = L:ro 1 P(A,). 

The proof is broken into 3 parts. In Part I, we extend P to a set function n on 
a class g ::) A. In Part II we extend n to a set function n* on a class V ::) a (A) 
and in Part III we restrict n· to a (A) yielding the desired extension. 

PART I. We begin by defining the class g: 

00 

g :=(UA J : A) E A} 
,=1 

={ lim t Bn : Bn E A, Bn C Bn+lt Vn}. 
n-oo 

So g is the class of unions of countable collections of sets in A, or equivalently, 
since A is a field, g is the class of non-decreasing limits of elements of A. 

We also define a set function n : g t-+ [0, 1] via the following definition: If 
G = limn_oo t Bn E g, where Bn E A, define 

n(G) = lim t P(Bn). 
n-oo 

(2.9) 

Since P is a -additive on A, P is monotone on A, so the monotone convergence 
indicated in (2.9) is justified. Call the sequence {Bn} the approximating sequence 
to G. To verify that n is well defined, we need to check that if G has two approx
imating sequences {Bn} and {B~}, 

G = lim t Bn = lim t B~ 
n-oo n-oo 

then 
lim t P(Bn ) = lim t P(B~). 

n_oo n-oo 

This is verified in the next lemma whose proof is typical of this sort of uniqueness 
proof in that some sort of merging of two approximating sequences takes place. 

Lemma 2.4.2 If {Bn} and {B~} are two non-decreasing sequences of sets in A 
and 

00 00 

UBn C UB~, 
n=l n=1 

then 
lim t P(Bn):s lim t P(B~). 

n-oo n-oo 

Proof. For fixed m 

lim t BmB~ = Bm. 
n-oo 

(2.10) 
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Since also 
BmB~ C B~ 

and P is continuous with respect to monotonely converging sequences as a con
sequence of being a-additive (see Item 7 on page 31), we have 

lim t P(B~) ~ lim t P(BmB~) = P(Bm), 
n-+oo n-+oo 

where the last equality results from (2.10) and P being continuous. The inequality 
holds for all m, so we conclude that 

lim t P(B~) > lim t P(Bm) 
n-+oo m-+oo 

as desired. 

Now we list some properties of nand g: 

Property 1. We have 

and for G E g 

o E g. n (0) = o. 
Q E g, n(Q) = 1, 

o < neG) < 1. 

More generally, we have A c g and 

that is, n (A) = peA), for A E A. 

o 

(2.11) 

The first statements are clear since, for example, if we set Bn = Q for all 
n, then 

A 3 Bn = Q t Q, 

and 
n(Q) = lim t P(Q) = 1 

n-+oo 

and a similar argument holds for 0. The statement (2.11) follows from 0 < 
P(Bn) < 1 for approximating sets {Bn} in A. To show neAl = peA) for 
An E A, take the approximating sequence to be identically equal to A. 

Property 2. If G, E g for i = 1,2 then 

Gl U G2 E g, GI n G2 E g, 

and 

(2.12) 
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This implies n is additive on g. 

To see this, pick approximating sets Bnl, Bn2 E A such that Bm t G, for 
i = 1, 2 as n ~ 00 and then, since A is a field, it follows that 

A 3 Bnl U Bn2 t Gl U G2, 

A 3 Bnl nBn2 t Gl nG2, 

showing that G 1 U G 2 and GIn G 2 are in g. Further 

P(Bn1 U Bn2) + P(Bnl n Bn2) = P(Bntl + P(Bn2), 

from (2.1) on page 30. If we let n ~ 00 in (2.13), we get (2.12). 

(2.13) 

Property 3. n is monotone on g: If Gj E g, i = 1,2 and G1 C G2, then 
n (G 1) < n (G 2)' This follows directly from Lemma 2.4.2. 

Property 4. If Gn E g and Gn t G, then G E g and 

n(G) = lim n(Gn ). 
n-+oo 

So g is closed under non-decreasing limits and n is sequentially mono
tonely continuous. Combining this with Property 2, we get that if 
{A, ,i > I} is a disjoint sequence of sets in g, L~ 1 A, E g and 

00 n n 

n(~ Aj) =n( lim t ~ A,) = lim t n(~ A,) 
~ n-+oo ~ n-+oo ~ ,=1 ,=1 ,=1 

n 00 

= lim t ~ n(Aj) = ~ P(Aj). 
n-+oo ~ ~ ,=1 ,=1 

So n is a-additive on g. 

For each n, Gn has an approximating sequence Bm•n E A such that 

lim t Bm•n = Gn · 
m-+oo 

(2.14) 

Define Dm = U~ 1 Bm•n . Since A is closed under finite unions, Dm E A. 
We show 

lim t Dm = G, 
m-+oo 

(2.15) 

and if (2.15) is true, then G has a monotone approximating sequence of sets 
in A, and hence G E g. 

To show (2.15), we first verify {Dm} is monotone: 

m m 

Dm = U B m.n C U Bm+1.n 
n=1 n=1 
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(from (2.14» 

m+l 

C U Bm+l.n = Dm+l. 
n=l 

Now we show {Dm} has the correct limit. If n < m, we have from the 
definition of Dm and (2.14) 

m m 

Bm.n C Dm = U Bm.j C U G j = Gm; 
J=l J=l 

that is, 

(2.16) 

Taking limits on m, we have for any n > 1, 

Gn = lim t Bm.n C lim t Dm C lim t Gm = G m-+oo m-+oo m-+oo 

and now taking limits on n yields 

G = lim t G n C lim t Dm C lim t G m = G 
n-+oo m-+oo m-+oo 

(2.17) 

which shows Dm t G and proves G E Q. Furthermore, from the definition 
of n, we know neG) = limm-+oo t n(Dm). 

It remains to show n(Gn ) t neG). From Property 2, all sets appearing in 
(2.16) are in Q and from monotonicity property 3, we get 

Let m -+ 00 and since Gn = limm-+oo t Bm•n we get 

which is true for all n. Thus letting n -+ 00 gives 

and therefore 
lim t n(Gn ) = lim n(Dm). 

n-+oo m-+oo 

The desired result follows from recalling 

lim n(Dm) = neG). 
m-+oo 
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This extends P on A to a a -additive set function n on g. 0 

PART 2. We next extend n to a set function n'" on the power set pen) and 
finally show the restriction of n'" to a certain subclass V of pen) can yield the 
desired extension of P. 

We define n'" : pen) t-+ [0, 1] by 

VA E p(n): n"'(A) = inf{n(G) : A C G E g}, (2.18) 

so n* (A) is the least upper bound of values of n on sets G E 9 containing A. 
We now consider properties of n"': 

Property 1. We have on g: 

n*lg = n 

and 0 < n"'(A) < 1 for any A E pen). 

It is clear that if A E Q, then 

A E {G : A C G E Q} 

and hence the infimum in (2.18) is achieved at A. 

In particular, from (2.19) we get 

n"'(n) = n(n) = 1, n"'(0) = n(0) = o. 

Property 2. We have for AI, A2 E pen) 

(2.19) 

n*(AI U A2) + n*(AI n A2) < n"'(A}) + n*(A2) (2.20) 

and taking Al = A, A2 = A C in (2.20) we get 

(2.21) 

where we used the fact that n"'(n) = 1. 

To verify (2.20), fix € > 0 and find G I E Q such that G i :::> A" and for 
i = 1,2, 

* € n (Ai) + 2 > neG;). 

Adding over i = 1, 2 yields 

n"'(AI) + n"'(A2) + € > neG}) + n(G2). 

By Property 2 for n (see (2.12), the right side equals 

Since G lUG 2 :::> A I U A2, GIn G 2 :::> A I n A2, we get from the definition 
of n * that the above is bounded below by 
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Property 3. n* is monotone on pen). This follows from the fact that n is mono
tone on g. 

Property 4. n* is sequentially monotone continuous on pen) in the sense that 
if An t A, then n*(An) t n*(A). 

To prove this, fix € > O. for each n > 1, find G nEg such that G n :::> An 
and 

(2.22) 

Define G~ = ~=I G m. Since 9 is closed under finite unions, G~ E 9 and 
{G~} is obviously non-decreasing. We claim for all n > 1, 

n 

n*(An) + € L 2-; > n(G~). (2.23) 
;=1 

We prove the claim by induction. For n = 1, the claim follows from (2.22) 
and the fact that G; = G I. Make the induction hypothesis that (2.23) holds 
for n and we verify (2.23) for n + 1. We have 

An C Gn C G~ and An C An+1 C Gn+1 

and therefore An C G~ and An C G n+ 1, so 

An C G~ n G n+ lEg. 

Thus 

n(G~+I) =n(G~ u Gn+t> 

=n(G~) + n(Gn+t> - n(G~ n Gn+t> 

(2.24) 

from (2.12) for n on 9 and using the induction hypothesis, (2.22) and the 
monotonicity of n*, we get the upper bound 

< (n*(An) +€ ~Z-i) + (n*(An+l) + 2:) 
- n*(An) 

n+l 
=€ L 2-; + n*(An+t> 

1=1 

which is (2.23) with n replaced by n + 1. 

Let n ~ 00 in (2.23). Recalling n* is monotone on pen), n is monotone 
on 9 and 9 is closed under non-decreasing limits, we get 

00 

lim t n*(An) + € > lim t n(G~) = n(U G'J ). 
n~oo n~oo 

j=1 
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Since 
00 

A = lim t An C U G'J. E Q, 
n~oo 

J=l 

we conclude 
lim t n*(An) > n*(A). 
n~oo 

For a reverse inequality, note that monotonicity gives 

and thus 
tim t n*(An) ~ n*(A). 
n~oo o 

PART 3. We now retract n* to a certain subclass V of P(Q) and show n* Iv is 
the desired extension. 

We define 
V := (D E P(Q) : n*(D) + n*(DC) = l.} 

Lemma 2.4.3 The class V has the following properties: 

1. V is a a-field. 

2. n* Iv is a probability measure on (Q, V). 

Proof. We first show V is a field. Obviously Q E V since n*(Q) = 1 and 
n*(0) = O. To see V is closed under complementation is easy: If D E V, then 

and the same holds for DC. 
Next, we show V is closed under finite unions and finite intersections. If Dl , D2 E 

V, then from (2.20) 

n*(Dl U D2) + n*(Dl n D2) <n*(Dt> + n*(D2) 

n*«Dl U D2)C) + n*«Dl n D2)C) <n*(DD + n*(D2). 

Add the two inequalities (2.25) and (2.26) to get 

n"'(Dl U D2)+n*«Dl U D2t) 

+ n* (Dl n D2) + n* «Dl n D2)C) < 2 

(2.25) 

(2.26) 

(2.27) 

where we used D; E V, i = 1,2 on the right side. From (2.21), the left side of 
(2.27) is > 2, so equality prevails in (2.27). Again using (2.21), we see 

n*(Dl U D2) + n*«Dl U D2)c) =1 

n*(Dl n D2) + n*«Dl n D2)C) =1. 
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Thus Dl UD2, Dl nD2 E V and V is a field. Also, equality must prevail in (2.25) 
and (2.26) (else it would fail in (2.27». This shows that n* is finitely additive on 
V. 

Now it remains to show that V is a a-field and n* is a-additive on V. Since V 
is a field, to show it is a a-field, it suffices by Exercise 41 of Chapter 1 to show 
that V is a monotone class. Since V is closed under complementation, it is enough 
to show that Dn E V, Dn t D implies D E V. However, Dn t D implies, since 
n* is monotone and sequentially monotone continuous, that 

00 

lim t n*(Dn) = n*(U Dn) = n*(D). 
n-+oo 

n=1 

Also, for any m > 1, 
00 00 

n*«U Dn)C) = n*(n D~) < n*(D~) 
n=1 n=1 

and therefore, from (2.21) 
00 00 

1 < n*(U Dn) + n*«U Dn)C) < lim n*(Dn) + n*(D~) 
n-+oo 

(2.28) 
n=1 n=1 

and letting m ~ 00, we get using Dn E V 

1 < lim n*(Dn) + lim n*(D~) 
n-+oo m-+oo 

= lim (n*(Dn) + n*(D~») = 1, 
n-+oo 

and so equality prevails in (2.28). Thus, Dn t D and Dn E V imply D E V and 
V is both an algebra and a monotone class and hence is a a -algebra. 

Finally, we show n*lv is a-additive. If {Dn} is a sequence of disjoint sets in 
V, then because n* is continuous with respect to non-decreasing sequences and 
V is a field 

00 n 

n*('" D,) =n*( lim '" D,) ~ n-+oo~ 
,=1 i=1 

n 

= lim n*('" D,) 
n-+oo ~ ,=1 

and because n* is finitely additive on V, this is 

n 00 

= lim '" n*(D,) = '" n*(Di), n-+oo~ ~ 
i=1 ,=1 

as desired. 
Since V is a a-field and V :) A, V :) a(A). The restriction n*lu(A) is the 

desired extension of P on A to a probability measure on a (A). The extension 
from A to a (A) must be unique because of Corollary 2.2.1 to Dynkin's theorem. 

o 
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2.5 Measure Constructions 

In this section we give two related constructions of probability spaces. The first 
discussion shows how to construct Lebesgue measure on (0, 1] and the second 
shows how to construct a probability on IR with given distribution function F. 

2.5.1 Lebesgue Measure on (0, 1] 

Suppose 

Q = (0, 1], 

B = B«O. 1]). 

S = {(a. b] : ° < a < b < I}. 

Define on S the function A : S ~ [0, 1] by 

A(0) =0, A(a.b]=b-a. 

With a view to applying Extension Theorem 2.4.3, note that A(A) > 0. To show 
that A has unique extension we need to show that A is a -additive. 

We first show that A is finitely additive on S. Let (a, b] E S and suppose 

k 

(a, b] = U(a" b;], 
,=1 

where the intervals on the right side are disjoint. Assuming the intervals have been 
indexed conveniently, we have 

al = a, bk = b, bi = a,+I, i = 1. ... ,k - 1. 

( 1 I 
a 1 b1=a2 b2=a3 . . . 
( 

a 

FIGURE 2.3 Abutting Intervals 

Then A(a, b] = b - a and 

k k 

LA(a" b, ] = L(b, - ail 
,=1 ,=1 

] 
bk 

) 

b 

= b1 - al + b2 - a2 + ... + bk - ak 

=bk-al=b-a. 

This shows A is finitely additive. 
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We now show A is a-additive. Care must be taken since this involves an infinite 
number of sets and in fact a compactness argument is employed to cope with the 
infinities. 

Let 

00 

(a, b] = U(a" b;] 
,=1 

and we first prove that 

00 

b - a ~ L(b, - ail. (2.29) 
,=1 

Pick 8 < b - a and observe 

00 8 

[a + 8, b] C U (a" b, + 2' ) . 
i=1 

(2.30) 

The set on the left side of (2.30) is compact and the right side of (2.30) gives an 
open cover, so that by compactness, there is a finite subcover. Thus there exists 
some integer N such that 

N 8 
[a + 8, b] C U (ai, b, + -, ) . 

i=1 2 

It suffices to prove 

N 8 b - a - 8 < " (b- - a- + -) - ~ , , 2' 
1 

since then we would have 

that is, 

00 

b - a ~ L(b; - a,) + 28. 
J 

Since 8 can be arbitrarily small 

as desired. 

00 

b - a < L(bi - ail 
1 

(2.31) 

(2.32) 

(2.33) 

(2.34) 
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Rephrasing relations (2.31) and (2.32) slightly, we need to prove that 

implies 

N 

[a, b] c U<ai, bi) 
1 

N 

b -a < L(b; -a,). 
I 

(2.35) 

(2.36) 

We prove this by induction. First note that the assertion that (2.35) implies 
(2.36) is true for N = 1. Now we make the induction hypothesis that whenever 
relation (2.35) holds for N - 1, it follows that relation (2.36) holds for N - 1. We 
now must show that (2.35) implies (2.36) for N. 

Suppose aN = vf a;, and 

(2.37) 

with similar argument if (2.37) fails. Suppose relation (2.35) holds. We consider 
two cases: 

a b 

FIGURE 2.4 Case 1 

a b 

FIGURE 2.5 Case 2 

CASE 1: Suppose aN < a Then 

N 

b - a < bN - aN < L (b; - ai)· 
I 

CASE 2: Suppose aN > a. Then if (2.35) holds 

N-I 

[a, aN] c U (a"b;) 
1 

so by the induction hypothesis 

N-l 

aN -a < L(b; -ail 
,=1 
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so 

b-a =b-aN +aN-a 
N-l 

<b-aN + L(b; -a;) 
;=1 

N-l 

<bN - aN + L(b, - a,) 
;=1 

N 

= L(b; -a;) 
,=1 

which is relation (2.36). This verifies (2.29). 
We now obtain a reverse inequality complimentary to (2.29). We claim that if 

(a, b] = L~ 1 (a" b;], then for every n, 

n n 

A«a, b]) = b - a > L A«ai, b;]) = L(b, - a,). (2.38) 
,=1 ,=1 

This is easily verified since we know A is finitely additive on S. For any n, 
U7 1 (a, , b,] is a finite union of disjoint intervals and so is 

n m 

[a,b]\U(a;,b,]=: U/J • 

,=1 J=l 

So by finite additivity 

n m 

A«a, b]) =A(U(a;, b,] U U Ij), 
,=1 J=1 

which by finite additivity is 

n m 

= LA«a;, b,]) + LA(lj ) 

,=1 j=l 
n 

::: L A«a;, b, D· 
,=1 

Let n -4 00 to achieve 

00 

A«a, b]) ::: L A«a;, b,]). 
,=1 

This plus (2.29) shows A is (J -additive on S. o 
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2.5.2 Construction of a Probability Measure on 1R with Given 
Distribution Function F(x) 

Given Lebesgue measure A constructed in Section 2.5.1 and a distribution func
tion F(x), we construct a probability measure on IR, PF, such that 

PF«-oo,xD = F(x). 

Define the left continuous inverse of F as 

F-(y) = inf{s : F(s) > y}, 0 < y < 1 (2.39) 

F(x) 

y 

F-(y) x 

FIGURE 2.6 

and define 
A(y) := {s : F(s) > y}. 

Here are the important properties of A(y). 

(a) The set A(y) is closed. If Sn E A(y), and Sn J.. s, then by right continuity 

y < F(sn) J.. F(s), 

so F(s) ::: y and s E A(y). If Sn t sand Sn E A(y), then 

y < F(sn) t F(s-) < F(s) 

and y < F(s) implies s E A(y). 

(b) Since A (y) closed, 
infA(y) E A(y); 

that is, 

(c) Consequently, 
F-(y) > t iff y > F(t) 

or equivalently 
F-(y) < t iff y < F(t). 
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The last property is proved as follows. If t < F-(y) = infA(y), then t rt 
A(y), so that F(t) < y. Conversely, if F-(y) < t, then t E A(y) and F(t) > y. 

Now define for A C IR 

~F(A) = {x E (0, 1] : F-(x) E A}. 

If A is a Borel subset of (IR), then ~F(A) is a Borel subset of (0, 1]. 

Lemma 2.5.1 If A E 8(IR), then ~F(A) E 8«0. 1]). 

Proof. Define 

g = (A C R : ~F(A) E 8«0, I])}. 

g contains finite intervals of the form (a, b] C ]R since from Property (c) of F-

~F«a, b)) = {x E (0. 1] : F-(x) E (a, b]) 

= {x E (0. 1] : a < F - (x) < b} 

={x E (0,1]: F(a) < x <F(b)} 

= (F(a), F(b)] E 8«0, 1]). 

Also g is a a-field since we easily verify the a-field postulates: 

(i) We have 
]REg 

since ~F (JR.) = (0, 1]. 

(ii) We have that A E g implies ACE g since 

~F(AC) = {x E (0, 1] : F-(x) E A C} 

= {x E (0. 1] : F-(x) E A}C = (~F(A»c. 
(iii) g is closed under countable unions since if An E g, then 

~F(UAn) = U~F(An) 
n n 

and therefore 

So g contains intervals and g is a a-field and therefore 

g ::> 8( intervals) = 8(lR). 

We now can make our definition of PF. We define 

PF(A) = A(~F(A», 

o 

where A is Lebesgue measure on (0, 1]. It is easy to check that PF is a probability 
measure. To compute its distribution function and check that it is F, note that 

PF(-OO, x] = A(~F(-OO,X]) = A{y E (0,1]: F(y) < x} 

= A {y E (0. 1] : y < F (x) } 

= A«O, F(x»)) = F(x). 0 
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2.6 Exercises 

1. Let Q be a non-empty set. Let Fo be the collection of all subsets such that 
either A or A C is finite. 

(a) Show that Fo is a field. 

Define for E E Fo the set function P by 

peE) = { 0, 
1, 

if E is finite, 
if EC is finite. 

(b) If Q is countably infinite, show P is finitely additive but not a-additive. 

(c) If Q is uncountable, show P is a-additive on Fo. 
Hint: Use Exercise 20 of Chapter 1. 

2. Let A be the smallest field over the 1f -system P. Use the inclusion-exclusion 
formula (2.2) to show that probability measures agreeing on P must agree 
also on A. 

3. Let (Q, 8, P) be a probability space. Show for events B, C A, the follow
ing generalization of subadditivity: 

P(U,A,) - P(U;B,) < L(P(Ai) - PCB;»~. 

4. Review Exercise 34 in Chapter 1 to see how to extend a 0 -field. Suppose P 
is a probability measure on a a-field 8 and suppose A rt 8. Let 

8} = 0(8, A) 

and show that P has an extension to a probability measure Pion 8. (Do 
this without appealing directly to the Combo Extension Theorem 2.4.3.) 

5. Let P be a probability measure on 8(IR). For any B E 8(1R.) and any f > 0, 
there exists a finite union of intervals A such that 

P(Afj.B) < f. 

Hint: Define 

g : = (B E 8(R) : Vf > 0, there exists a finite union of intervals 

A6 such that P(Afj.B) < fl. 

6. Say events A I, A2, ... are almost disjoint if 

P(AinA})=O, i=f:.j. 

Show for such events 
00 00 

P(UA}) = LP(A}). 
}=l }=l 
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7. Coupon collecting. Suppose there are N different types of coupons avail
able when buying cereal; each box contains one coupon and the collector 
is seeking to collect one of each in order to win a prize. After buying n 
boxes, what is the probability Pn that the collector has at least one of each 
type? (Consider sampling with replacement from a population of N dis
tinct elements. The sample size is n > N. Use inclusion-exclusion formula 
(2.2).) 

8. We know that Pl = P2 on B if PI = P2 on C, provided that C generates B 
and is a 1r -system. Show this last property cannot be omitted. For example, 
consider n = {a, b. c, d} with 

and 

Set 

1 
PI ({a}) = PI ({d}) = P2({b}) = P2({C}) = -

6 

C = {{a, b}, {d, c}, {a, c}, {b, d}}. 

9. Background: Call two sets AI, A2 E B equivalent if P(Al~A2) = O. For 
a set A E B, define the equivalence class 

A # = {B E B : P (B ~A) = O}. 

This decomposes B into equivalences classes. Write 

In practice we drop #s; that is identify the equivalence classes with the 
members. 

An atom in a probability space (n, B, P) is defined as (the equivalence 
class of) a set A E B such that P (A) > 0, and if B c A and B E B, then 
PCB) = 0, or peA \ B) = O. Furthermore the probability space is called 
non-atomic if there are no atoms; that is, A E Band P (A) > 0 imply that 
there exists aBE B such that B C A and 0 < PCB) < peA). 

(a) If n = R, and P is determined by a distribution function F(x), show 
that the atoms are (x : F(x) - F(x-) > OJ. 

(b) If (n, B, P) = ((0, 1],8((0, 1]), A), where A is Lebesgue measure, 
then the probability space is non-atomic. 

(c) Show that two distinct atoms have intersection which is the empty set. 
(The sets A, B are distinct means P(A~B) > O. The exercise then 
requires showing P(AB~0) = 0.) 
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(d) A probability space contains at most countably many atoms. (Hint: 
What is the maximum number of atoms that the space can contain 
that have probability at least 1/ n? 

(e) If a probability space (n, B, P) contains no atoms, then for every 
a E (0, 1] there exists at least one set A E B such that P (A) = a. 
(One way of doing this uses Zorn's lemma.) 

(f) For every probability space (n, B, P) and any ~ > 0, there exists 
a finite partition of n by B sets, each of whose elements either has 
probability < ~ or is an atom with probability > ~. 

(g) Metric space: On the set of equivalence classes, define 

d(A1, A~) = P(Al~A2) 
where Ai E A~ for i = 1,2. Show d is a metric on the set of equiva
lence classes. Verify 

so that p# is uniformly continuous on the set of equivalence classes. 
P is a-additive is equivalent to 

B 3 An ~ 0 implies d(A:, 0#) -+ O. 

10. Two events A, B on the probability space (n, B, P) are equivalent (see 
Exercise 9) if 

P(A n B) = P(A) v P(B). 

11. Suppose {Bn, n > I} are events with P(Bn) = 1 for all n. Show 

12. Suppose C is a class of subsets of n and suppose Ben satisfies B E 0' (C). 
Show that there exists a countable class CB C C such that B E a(CB). 

Hint: Define 

Q := (B en: 3 countable CB C C such that B E a(CB)}. 

Show that Q is a a-field that contains C. 

13. If {Bk} are events such that 

n 

L P(Bk) > n - 1, 
k=l 

then 
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14. If F is a distribution function, then F has at most countably many discon
tinuities. 

15. If SI and S2 are two semialgebras of subsets of n, show that the class 

is again a semialgebra of subsets of n. The field (a -field) generated by 
SI S2 is identical with that generated by SI U S2. 

16. Suppose B is a a-field of subsets of n and suppose Q : B ~ [0, 1] is a set 
function satisfying 

(a) Q is finitely additive on B. 

(b) 0 < Q(A) < 1 for all A E Band Q(n) = 1. 

(c) If A, E B are disjoint and L~1 Ai = n, then L~1 Q(A,) = 1. 

Show Q is a probability measure; that is, show Q is a -additive. 

17. For a distribution function F(x), define 

F1-(y) = inf{t : F(t) > y} 

Fr-(y) = inf{t : F(t) > y}. 

We know F1-(y) is left-continuous. Show Fr-(y) is right continuous and 
show 

where, as usual, A is Lebesgue measure. Does it matter which inverse we 
use? 

18. Let A, B. e be disjoint events in a probability space with 

peA) = .6, PCB) = .3, pee) = .1. 

Calculate the probabilities of every event in a (A, B, e). 

19. Completion. Let (n, B, P) be a probability space. Call a set N null if 
NEB and P (N) = O. Call a set Ben negligible if there exists a null 
set N such that BeN. Notice that for B to be negligible, it is not required 
that B be measurable. Denote the set of all negligible subsets by N. Call B 
complete (with respect to P) if every negligible set is null. 

What if B is not complete? Define 

B* := {A U M : A E B, MEN}. 

(a) Show B* is a a-field. 
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(b) If A, E8andM; ENfori=1,2and 

then peA t> = P(A2)· 

(c) Define P* : 8* ~ [0, 1] by 

P*(A U M) = peA), A E 8, MEN. 

Show P* is an extension of P to 8* . 

(d) If Ben and A, E 8, i = 1,2 and Al C B C A2 and P(A2 \ At> = 
0, then show B E 8*. 

(e) Show 8 is complete. Thus every a-field has a completion. 

(f) Suppose n = JR and 8 = 8(lR). Let Pk > 0, Lk Pk = 1. Let {ak} be 
any sequence in JR. Define P by 

... 

P({ak}) = Ph peA) = L Pk, A E 8. 
QkEA 

What is the completion of 8? 

(g) Say that the probability space (n, 8, P) has a complete extension 
(n,8I ,PI) if 8 C 8 1 and PtiB = P. The previous problem (c) 
showed that every probability space has a complete extension. How
ever, this extension may not be unique. Suppose that (n, 82, P2) is 
a second complete extension of (n. 8, Pl. Show PI and P2 may not 
agree on 81 n 82. (It should be enough to suppose n has a small 
number of points.) 

(h) Is there a minimal extension? 

20. In (0, 1], let 8 be the class of sets that either (a) are of the first category 
or (b) have complement of the first category. Show that 8 is a a-field. For 
A E 8, define peA) to be 0 in case (a) and 1 in case (b). Is P a-additive? 

21. Let A be a field of subsets of n and let J1. be a finitely additive probability 
measure on A. (This requires J1.(n) = 1.) 

(a) If A 3 An J.. 0, show J1.(An) J.. o. 
(b) (Harder.) If A 3 An ~ 0, show J1.(A n} -+ o. 

22. Suppose F (x) is a continuous distribution function on JR. Show F is uni
formly continuous. 

23. Multidimensional distribution functions. For a, b, x E 8(lR,k) write 
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a <biffa;< b
" 

i = 1, ... ,k; 

(-00, x] = {u E 8(lR,k) : u < x} 

(a, b] = (u E 8(JRk) : a < u < b}. 

Let P be a probability measure on 8(Rk) and define for x E IRk 

F(x) = P« -00, x]). 

Let Sk be the semialgebra of k-dimensional rectangles in lR,k. 

(a) If a < b, show the rectangle Ik := (a, b] can be written as 

Ik =(-00, b] \ (-00, (ai, b2, ... , bk)]U 

(-00, (bl, a2, ... , bk)] U··· U (-00, (bl, b2, ... , ak)]) 

(2.40) 

where the union is indexed by the vertices of the rectangle other than 
b. 

(b) Show 

(c) Check that {( -00, x], x E lR,k} is a 1l'-system. 

(d) Show P is determined by F(x), x E IRk. 

(e) Show F satisfies the following properties: 

(1) If X, -+ 00, i = 1, ... , k, then F(x) -+ 1. 

(2) If for some i E {I, ... ,k} X, -+ -00, then F(x) -+ O. 
(3) For Sk 3 Ik = (a, b], use the inclusion-exclusion formula (2.2) to 
show 

P(lk) = lllk F . 

The symbol on the right is explained as follows. Let V be the vertices 
of Ik so that 

V = {(Xl, •.• , X;) : X, = a, or b
" 

i = 1, ... , k}. 

Define for X E V 

sgn(x) = 

Then 

{
+1. 
-1, 

if card{i : X; = a;} is even. 

if card{i : x, = a;} is odd. 

lllkF = L sgn(x)F(x). 
xeV 



(f) Show F is continuous from above: 

lim F(x) = F(a). 
a~xJ..a 
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(g) Call F : IRk 1-+ [0, 1] a multivariate distribution function if properties 
(1), (2) hold as well as F is continuous from above and !lIt F > 
O. Show any multivariate distribution function determines a unique 
probability measure P on (IRk, B(IRk». (Use the extension theorem.) 

24. Suppose A2 is the uniform distribution on the unit square [0, 1 f defined by 
its distribution function 

(a) Prove that A2 assigns ° probability to the boundary of [0, If. 

(b) Calculate 

(c) Calculate 

25. In the game of bridge 52 distinguishable cards constituting 4 equal suits are 
distributed at random among 4 players. What is the probability that at least 
one player has a complete suit? 

26. If AI, ... , An are events, define 

n 

SI = LP(A,) 
,=1 

S2 = L P(A,Aj) 
1~,<j~n 

S3= L P(A;A jAk) 
1~;<j<k~n 

and so on. 

(a) Show the probability (1 < m < n) 

n 

p(m) = P[L lA, = m] 
,=1 
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of exactly m of the events occurring is 

(m + 1) (m +2) p(m) =Sm - m Sm+l + m Sm+2 

- + ... ± (:)Sn. (2.41) 

Verify that the inclusion-exclusion formula (2.2) is a special case of 
(2.41). 

(b) Referring to Example 2.1.2, compute the probability of exactly m co
incidences. 

27. Regular measures. Consider the probability space (IRk, B(IRk), Pl. A Borel 
set A is regular if 

P(A) = inf{P(G) : G :) A, G open,} 

and 

P(A) =sup{P(F) : F C A, F closed.} 

P is regular if all Borel sets are regular. Define C to be the collection of 
regular sets. 

(a) Show IRk E C, QJ E C. 

(b) Show C is closed under complements and countable unions. 

(c) Let F (IRk) be the closed subsets of IRk. Show 

F(IRk ) c C. 

(d) Show B(IRk) c C; that is, show regularity. 

(e) For any Borel set A 

P(A) = sup{P(K) : K C A, K compact.} 



3 
Random Variables, Elements, 

and Measurable Maps 

In this chapter, we will precisely define a random variable. A random variable is 
a real valued function with domain n which has an extra property called measur
ability that allows us to make probability statements about the random variables. 

Random variables are convenient tools that allow us to focus on properties of 
interest about the experiment being modelled. The n may be rich but we may 
want to focus on one part of the description. For example, suppose 

n = {O, l}n 

= {( Wt, . .. ,wn ) : w, = 0 or l, i = l, . .. ,n}. 

We may imagine this as the sample space for n repeated trials where the outcome 
is 1 (success) or 0 (failure) at each trial. One example of a random variable that 
summarizes information and allows us to focus on an aspect of the experiment of 
interest is the total number of succeSSes 

X«Wt, ... ,wn» = WI + ... + Wn • 

We now proceed to the general discussion. 

3.1 Inverse Maps 

Suppose nand n' are two sets. Frequently n' = nt Suppose 

X: n ~ n', 
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meaning X is a function with domain Q and range Q'. Then X determines a 
function 

X-I : P(Q') 1-+ P(Q) 

defined by 

X-I(A') = {w E Q: X(w) E A'} 

for A' C Q'. X-I preserves complementation, union and intersections as the 
following properties show. For A' C Q', A; C Q', and T an arbitrary index set, 
the following are true. 

(i) We have 

(ii) Set inverses preserve complements: 

X-I (A'c) = (X- I (A'»C 

so that 

(iii) Set inverses preserve unions and intersections: 

X-I (U A~) = U X-I (A;), 
lET lET 

and 
X-I (n A;) = n X-I (A;). 

lET lET 

Q' 

A' 

FIGURE 3.1 Inverses 

Here is a sample proof of these properties. We verify (ii). We have w E 

X-I (A'C) iffX(w) E (A')C iffX(w) rJ. A' iffw rJ. X-I(A') iffw E (X-I(A'»c. 

Notation: If C' C P(Q') is a class of subsets of Q', define 

X-I (C') := {X- 1 (C') : C' E C'}. 

o 
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Proposition 3.1.1 If B' is a a -field of subsets of 0', then X-I (B') is a a -field of 
subsets of o. 

Proof. We verify the postulates for a a -field. 

(i) Since 0' E B', we have 

X-I (0') = 0 E X-I (B') 

by Property (i) of the inverse map. 

(ii) If A' E B', then (A')C E B', and so if X-I (A') E X-I(B'), we have 

X-I «A')C) = (X- I (A')t E X-I (B') 

where we used Property (ii) of the inverse map. 

(iii) If X- 1 (B~) E X-I (B'), then 

UX-I(B~) = X-l(UB~) E X-I(B') 
n n 

since UB~ E B'. 
n 

A related but slightly deeper result comes next. 

Proposition 3.1.2 If C' is a class of subsets of 0' then 

o 

that is, the inverse image of the a -field generated by C' in 0' is the same as the 
a -field generated in 0 by the inverse images. 

Proof. From the previous Proposition 3.1.1, X-1(a(C'» is a a-field, and 

X-I (a (C'» :) X-I (C'), 

since a (C') :) C' and hence by minimality 

X-I (a(C'» :) a(X-I (C'». 

Conversely, define 

F' := (B' E P(O') : X-I (B') E a(X- I (C'». 

Then F' is a a-field since 

(i) 0' E F', sinceX-1(0') = 0 E a(X-J(C'». 
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(ii) A' E F' implies (A ')C E F' since 

X-I (A'C) = (X-l (A'»C E a(X-I(C'» 

if X-I (A') E a(X-1(C'». 

(iii) B~ E F' implies Un B~ E F' since 

X-I(UnB~) = UnX-l(B~) E a(X-I (C'» 

if X-l(B~) E a(X-1(C'». 

By definition 

Also 

C' c F' 

since X-I (C') c a(X-1 (C'». Since F' is a a-field, 

a(C') c F' 

and thus by (3.1) and (3.2) 

X-I (a (C'» C X-I (F') C a(X-1(C'». 

This suffices. 

3.2 Measurable Maps, Random Elements, Induced 
Probability Measures 

(3.1) 

(3.2) 

o 

A pair (0, B) consisting of a set and a a-field of subsets is called a measurable 
space. (It is ready to have a measure assigned to it.) If (0, B) and (0', B') are 
two measurable spaces, then a map 

X: 0 -+ 0' 

is called measurable if 
X-I (B') c B. 

X is also called a random element of 0'. We will use the notation that 

X E B/B' 

or 
X : (0, B) t-+ (0', B'). 
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A special case occurs when (0', B') = OR, B(R». In this case, X is called a 
random variable. 

Let (0, B, P) be a probability space and suppose 

X : (0. B) ~ (0', B') 

is measurable. Define for A' C 0' 

[X E A'] := X-I (A') = {w : X(w) E A'}. 

Define the set function P 0 X-Ion B' by 

Po X-I (A') = P(X- l (A'». 

P 0 X-I is a probability on (0', B') called the induced probability or the distri
bution of X. To verify it is a probability measure on B', we note 

(a) P 0 X-I (0') = P(O) = 1. 

(b) Po X-I (A') > 0, for all A' E B'. 

(c) If {A~, n > I} are disjoint, 

P oX-I(UA~) =p(UX-I(A~» 
n n 

= L P(X-1 (A~» 
n 

= LPoX-I(A~) 
n 

since {X-I (A~)}n~l are disjoint in B. 

Usually we write 

P 0 X-I (A') = P[X E A']. 

If X is a random variable then P 0 X-I is the measure induced on R by the 
distribution function 

P oX-I(-OO,x] = P[X < x]. 

Thus when X is a random element of B', we can make probability statements 
about X, since X-I (8') E B and the probability measure P knows how to assign 
probabilities to elements of B. The concept of measurability is logically necessary 
in order to be able to assign probabilities to sets determined by random elements. 

Example. Consider the experiment of tossing two die and let 

o = {(i, j) : 1 < i, j < 6}. 
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Define 
X : Q ....... {2, 3, ... , 12} =: Q' 

by 
X«i, j» = i + j. 

Then 
X-1({4}) = [X = 4] = {(1, 3), (3, 1), (2, 2)} C Q 

and 
X-I ({2, 3}) = [X E {2, 3}] = {(I, 1), (1,2), (2, I)}. 

The distribution of X is the probability measure on Q' specified by 

For example, 

and so on. 

Po X-I({i}) = P[X = i], i E Q'. 

1 
P[X = 2] =-

36 
2 

P[X = 3] =-
36 
3 

P[X = 4] =-, 
36 

o 

The definition of measurability makes it seem like we have to check X-I (A') E 

B for every A' E B'; that is 
X-1(B') c B. 

In fact, it usually suffices to check that X-I is well behaved on a smaller class 
than B'. 

Proposition 3.2.1 (fest for measurability) Suppose 

X:Q~Q' 

where (Q, B). a"d (Q', B') are two measurable spaces. Suppose C' ge"erates B'; 
that is 

B' = a (C'). 

The" X is measurable iff 
X-I(C') c B. 

Remark. We do not have to check that 

X-I (a (C'» c B, 

which is what using the definition would require. 
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Corollary 3.2.1 (Special case of random variables) The real valued function 

is a random variable iff 

X-I «-00. AD = [X ~ A] E B, V A E nt 

Proof of Proposition 3.2.1. If 

X- 1(C') c B, 

then by minimality 

However, we get 

which is the definition of measurability. o 
Proof of Corollary 3.2.1. This follows directly from 

a«-oo, A], A E IR) = B(IR). 
o 

3.2.1 Composition 

Verification that a map is measurable is sometimes made easy by decomposing the 
map into the composition of two (or more) maps. If each map in the composition 
is measurable, then the composition is measurable. 

Proposition 3.2.2 (Composition) Let Xl, X 2 be two measurable maps 

Xl: (OJ, Bd ~ (02, B2), 

X 2 : (02. B2) ~ (03, B3) 

where (Q" B,), i = 1, 2, 3 are measurable spaces. Define 

by 

Then 
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FIGURE 3.2 

Proof. It is elementary to check that 

(X2 0 XI)-I = X]I (X2"I (.» 

as maps from P(03) ~ P(OI). The reason is that for any B3 C 03 

(X2 OXI)-I(B3) =(WI : X2 OXI(WI) E B3} 

= {WI: Xl (WI) E X2"I (B3)} 

= (WI: WI E X]I (X2"I (B3»}. 

(X2 oXt>-I(B3) = X]I(X2"I(B3» E 8 1, 

since X2"I (B3) E 82. Thus 

as required. 

3.2.2 Random Elements of Metric Spaces 

o 

The most common use of the name random elements is when the range is a metric 
space. 

Let (S, d) be a metric space with metric d so that d : S x S ~ IR+ satisfies 

(i) d(x, y) > 0, for x, YES. 

(ii) d(x, y) = 0 iff x = y, for any x. yES. 

(iii) d(x, y) = d(y, x), for any x, YES. 

(iv) d(x,z) <d(x,y)+d(y,z), foranyx,y,zES. 

Let 0 be the class of open subsets of S. Define the Borel a-field S to be the 
smallest a-field generated by the open sets 

S = a(O). 
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If 
X : (n, B) ~ (S. S); 

that is, X E B/S, then call X a random element of S. Here are some noteworthy 
examples of random elements. 

1. Suppose S = IR and d (x. y) = Ix - y I. Then a random element X of S is 
called a random variable. 

2. Suppose S = IRk and 

k 

d(x, y) = L lx, - y,12. 
I 

Then a random element X of S is called a random vector. We write X = 
(Xl •... ,Xk)· 

3. Suppose S = IRoo, and the metric d is defined by 

d (x. y) = f: 2-k ( L~ I:; - Y; 1 ). 
k=l 1 + L11x, - Yil 

Then a random element X of S is called a random sequence. We write 
X = (X I • X 2. . .. ). 

4. Let S = C[O, (0) be the set of all real valued continuous functions with 
domain [0. (0). Define 

and 

IIx(·) - Y(·)lIm = sup Ix(t) - y(t)1 
O~I~m 

d(x. y) = f: 2-m ( IIx - Yllm ). 
m=l 1 + IIx - Yllm 

A random element X of S is called a random (continuous) function. 

S. Let (IE. £) be a measurable space where IE is a nice metric space and £ are 
the Borel sets, that is the sets in the a-field generated by the open sets. Let 
S = M + (IE) be the set of all measures on (IE. £) which satisfy the property 
that if J1. E M+(IE), then J1.(K) < 00 if K is a compact subset of IE. Such 
measures which are finite on compacta are called Radon measures. There 
is a standard metric for IE called the vague metric. A random element X of 
S is called a random measure. 

A special case is where M + (lE) is cut down to the space M p (IE) of non
negative integer valued measures. In this case the random element X is 
called a stochastic point process. 
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3.2.3 Measurability and Continuity 

The idea of distance (measured by a metric) leads naturally to the notion of conti
nuity. A method, which is frequently easy for showing a function from one metric 
space to another is measurable, is to show the function is continuous. 

Proposition 3.2.3 Suppose (S;, d,), i = 1,2 are two metric spaces. Let the Borel 
a -fields (generated by open sets) be S;, i = 1, 2. If 

is continuous, then X is measurable: 

Proof. Let 0, be the class of open subsets of S;, i = 1, 2. If X is continuous, 
then inverse images of open sets are open, which means that 

So X E SI / S2 by Proposition 3.2.1. 

Corollary 3.2.2 If X = (Xl, ... ,Xk) is a random vector, and 

g : ]Rk t-+ R, g E B(Rk)/B(R), 

o 

then from Proposition 3.2.2, g(X) is a random variable. In particular, if g is con
tinuous, then g is measurable and the result holds. 

Some examples of the sort of g's to which this result could apply: 

/c 

g(Xl, ... , x/c) = LX" (component sum) 
,=1 

Ie 

= LX, / k, (component average) 
1 

k 

= V x, , (component extreme) 
,=1 

/c 

= n X;, (component product) 
;=1 

Ie 

_ ""' 2 - LX" 
,=1 

(component sum of squares) . 

Another interesting example of g is the projection map 

g = 1f, : :Rk 
t-+ R 
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defined by 
1f, (Xl, ... , Xk) = X, • 

Then 1fi is continuous and if X = (X}, ... , Xk) is a random vector, Jri(X) = Xi 
is a random variable for i = 1, ... , k. 

This observation leads in a simple way to an important fact about random vec
tors: A random vector is nothing more than a vector of random variables. 

Proposition 3.2.4 X = (Xl, ... , X k) is a random vector, that ;s a measurable 
map from (Q, B) ..... (IRk, B(IRk», iff Xi is a random variable for each i = 
1, ... ,k. 

Proof. If X is a random vector, then Xi = Jr, 0 X is measurable since it is the 
composition of two measurable functions X and the continuous function Jr,. 

The converse is easily proved if we know that 

B(}Rk) = a (0) = a(REefS) 

where REefS is the class of open rectangles. We assume this fact is at our dis
posal. Suppose Xl, . .. , X k are random variables. Write 

B=ltx ... xh 

for a rectangle whose sides are the intervals 11, ... , h. Then 

k 

X- 1(B) = nXi 1
(/;). 

,=1 

Since Xi is a random variable, XiI (I,) E B, so X- 1(B) E Band 

X- I ( REefS) c B 

so X-I is measurable. o 

The corresponding basic fact about random sequences, stated next, is proved in 
an analogous manner to the proof of the basic fact about random vectors. It says 
that X is a random sequence iff each component is a random variable. 

Proposition 3.2.5 X = (Xl, X 2, ... ) ;s a random sequence iff for each i = 
1,2, ... the ith component X, is a random variable. Furthermore, X is a random 
sequence iff (X 1, . .. ,X k) is a random vector, for any k. 

3.2.4 Measurability and Limits 

Limits applied to sequences of measurable functions are measurable. 

Proposition 3.2.6 Let X}, X2, ... be random variables defined Oil (Q, B). Then 

(i) vnXn and I\nXn are random variables. 
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(ii) lim infn-+oo Xn alld lim sUPn-+oo Xn are random variables. 

(iii) If limn-+oo X n (w) exists for al/w, then limn-+oo X n is a random variable. 

(iv) The set on which {X n} has a limit is measurable; that is 

(W : limXn(w) exists} E B. 

Proof. (i) We have 

[v Xn < x] = n[Xn < x] E B. 
n n 

since for each n, 
[Xn < x] E B. 

Similarly 

[/\Xn > x] = n[Xn > x] E B. 
n n 

This suffices by Corollary 3.2.1. 
(ii) We have that 

lim inf Xn = sup inf Xk. 
n-oo n~l k~n 

By (i) infk~n X k is a random variable and hence so is sUPn~l (infk~n X k). 

(iii) If limn_oo Xn(w) exists for all w, then 

lim Xn(w) = limsupXn(w) 
n-oo n-+oo 

is a random variable by (ii). 
(iv) Let Q be the set of all rational real numbers so that Q is countable. We have 

{W: limXn(w) exists}C = (w: liminfXn(w) < limsupXn(w)} 

= U [lim infXn < r < limsuPXn] 
Q 

n-oo n-+oo rE 

= U [lim inf X" < r] n [lim sup Xn < r]C E B 
Q 

n-oo n-+oo rE 

SInce 

[lim infXn < r] E B 
n-oo 

and 

[lim supXn < r] E B. 
n-+oo 
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3.3 a-Fields Generated by Maps 

Let X : (Q, 8) ..... OR, 8(R» be a random variable. The a-algebra generated by 
X, denoted a(X), is defined as 

(3.3) 

Another equivalent description of a (X) is 

a(X) = {[X E A]. A E 8(}R)}. 

This is the a-algebra generated by information about X, which is a way of isolat
ing that information in the probability space that pertains to X. More generally, 
suppose 

X: (Q, 8) ..... (Q', 8'). 

Then we define 

a(X) = X- 1(8'). (3.4) 

If F c 8 is a sub -a-field of 8, we say X is measurable with respect to F, written 
X E F, if a(X) c F. 

If for each t in some index set T 

then we denote by 

X, : (Q, 8) ..... (Q', 8'), 

a(X" t E T) = Va(X,) 
'ET 

the smallest a-algebra containing all a (X,). 

Extreme example: Let X (w) = 17 for allw. Then 

a (X) = ([X E B], B E 8(IR)} 

= a(0, Q) = {0, Q}. 

Less extreme example: Suppose X = lA for some A E 8. Note X has range 
to, I}. Then 

and therefore 

To verify this last assertion, call 
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and 

a(X) = LHS. 

Then RHS is a a -field and is certainly contained in LHS. We need to show that 
for any B E B(R), 

[IA E B] E RHS. 

There are four cases to consider: (i) 1 E B, 0 ~ B; (ii) 1 E B,O E B; (iii) 0 E B, 
1 ~ B; (iv) 0 ~ B, 1 ;. B. For example, in case (i) we find 

[IA E B] = A 

and the other cases are handled similarly. 

Useful example: Simple function. A random variable is simple if it has a finite 
range. Suppose the range of X is {a I, . .. , ak }, where the a's are distinct. Then 
define 

A; := X-I ({a;}) = [X = a,]. 

Then {A" i = 1, ... , k} partitions Q, meaning 

k 

A; n A j = 0, i #- j, LA, = Q. 

,=1 

We may represent X as 

k 

X = La;IA" 
1=1 

and 

a(X) = a(A., ... ,Ak) = {LA;: I C {I, ... ,k}}. 
'EI 

In stochastic process theory, we frequently keep track of potential information 
that can be revealed to us by observing the evolution of a stochastic process by 
an increasing family of a-fields. If {Xn , n > I} is a (discrete time) stochastic 
process, we may define 

Thus, Bn C Bn+1 and we think of Bn as the information potentially available at 
time n. This is a way of cataloguing what information is contained in the prob
ability model. Properties of the stochastic process are sometimes expressed in 
terms of {Bn, n > I}. For instance, one formulation of the Markov property is 
that the conditional distribution of X n+ 1 given Bn is the same as the conditional 
distribution of X n+) given X n. (See Chapter 10.) 

We end this chapter with the following comment on the a-field generated by a 
random variable. 
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Proposition 3.3.1 Suppose X is a random variable and C is a class of subsets of 
R such that 

a(C) = B(IR). 

Then 

a(X) = a([X E B], B E C). 

Proof. We have 

a([X E B], B E C) = a(X-1(B), B E C) 

A special case of this result is 

= a(X-1(C» = X-1(a(C» 

= X-I (B(R» = a(X). 

a(X) = a([X ~ A], A E R). 

3.4 Exercises 

1. In the measurable space (Q, B), show A E B iff 1A E B. 

o 

2. Let (Q, B, P) = (0,1]. B«0.1]), A) where A is Lebesgue measure. De
fine 

Xl(W) =0, \/w E Q, 

X2(W) = lU/2}(W), 

X3(W) = lQ(w) 

where Q C (0, 1] are the rational numbers in (0. 1]. Note 

and give 
a(Xi), i = 1,2,3. 

3. Suppose 
f : IRk t-+ R, and f E B(IR)k)/B(R). 

Let X}, ... ,Xk be random variables on (Q, B). Then 

4. Suppose X : Q t-+ R has a countable range n. Show X E B/B(R) iff 

X-I ({x} E B, \/x E n. 
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5. If 
F(x) = P[X < x] 

is continuous in x, show that Y = F (X) is measurable and that Y has a 
uniform distribution 

P[Y < y] = y, 0 < y < 1. 

6. If X is a random variable satisfying P[IXI < 00] = 1, then show that for 
any € > 0, there exists a bounded random variable Y such that 

P[X # Y] < €. 

(A random variable Y is bounded if for allw 

IY(w)1 < K 

for some constant K independent of w.) 

7. If X is a random variable, so is IXI. The converse may be false. 

8. Let X and Y be random variables and let A E 8. Prove that the function 

is a random variable. 

Z(w) = {X(W)' 
Y(w), 

if w E A, 

if w E A C 

9. Suppose that {Bn,n > I} is a countable partition of Q and define 8 = 
a(Bn, n > 1). Show a function X : Q ~ (-00,00] is 8-measurable iff X 
is of the form 

00 

X = Lc,IB., 
;=1 

for constants {c,). (What is 8?) 

10. Circular Lebesgue measure. Define C := {e 21T '8 : 9 E (0, I]) to be the 
unit circle in the complex plane. Define 

T : (0.1] ~ C, T(9) = e21Ti8 • 

Specify a a-field 8(C» of subsets of C by 

8(C) := (A C C : T-1(A) E 8«0, 1]). 

(Why is this a a-field?) Define a probability measure 11 on 8(C) by 11 = 
A 0 T- 1 and call this measure 11 circular Lebesgue measure. 

(a) Identify the complex plane with IR2. Show 

8(C) = 8CR2) n C. 
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(b) Show that B(C) is generated by arcs of C. 

(c) Show 11 is invariant with respect to rotations. This means, if S80 

C t-+ C via 

then 11 = 11 0 Sial. 

(d) If you did not define 11 as the induced image of Lebesgue measure on 
the unit interval, how could you define it by means of the extension 
theorems? 

11. Let (Q, B, P) be ([0, 1], B([O, 1]), A) where A is Lebesgue measure on 
[0, 1]. Define the process {X" ° < t < I} by 

X,(w) = t
o, 
1, 

if t # w, 

if t = w. 

Show that each X, is a random variable. What is the a-field generated by 

{X" ° < t < I}? 

12. Show that a monotone real function is measurable. 

13. (a) If X is a random variable, then a(X) is a countably generated a-field. 

(b) Conversely, if B is any countably generated a -field, show 

B = a(X) 

for some random variable X. 

14. A real function / on the line is upper semi-continuous (usc) at x, if, for 
each €, there is a ~ such that Ix - yl < ~ implies that 

I<y) < f(x) + €. 

Check that if I is everywhere usc, then it is measurable. (Hint: What kind 
of set is (x : I (x) < t}?) 

15. Suppose -00 < a < b < 00. Show that the indicator function l(a.b](X) 

can be approximated by bounded and continuous functions; that is, show 
that there exist a sequence of continuous functions ° < In < 1 such that 
In -+ l(a.b] pointwise. 

Hint: Approximate the rectangle of height 1 and base (a, b] by a trapezoid 
of height 1 with base (a, b + n-1] whose top line extends from a + n- l to 
b. 

16. Suppose B is a a-field of subsets ofR. Show B(IR) c B iff every real valued 
continuous function is measurable with respect to B and therefore B(IR) is 
the smallest a-field with respect to which all the continuous functions are 
measurable. 
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17. Functions are often defined in pieces (for example, let f(x) be x 3 or x-I as 
x > 0 or x < 0), and the following shows that the function is measurable 
if the pieces are. 

Consider measurable spaces (n, 8) and (n', 8') and a map T : n ~ n'. 
Let A I, A2, ... be a countable covering of n by 8 sets. Consider the a

field 8 n = {A : A C An, A E 8} in An and the restriction Tn of T to An. 
Show that T is measurable 8/8' iff Tn is measurable 8 n /8' for each n. 

18. Coupling. If X and Yare random variables on (n, 8), show 

sup IP[X E A] - P[Y E A]I < P[X i:- Y]. 
Ae8 

19. Suppose T : (nt, 8d ~ (n2,82) is a measurable mapping and X is a 
random variable on nl. Show X E a(T) iff there is a random variable Y' 
on (n2, 82) such that 

20. Suppose {X" t > O} is a continuous time stochastic process on the proba
bility space (n, 8, P) whose paths are continuous. We can understand this 
to mean that for each t > 0, X, : n ~ R is a random variable and, for 
each lJJ E n, the function t ~ X, (lJJ) is continuous; that is a member of 
C [0, (0). Let r : n ~ [0, (0) be a random variable and define the process 
stopped at r as the function X l' : n ~ [0, (0) defined by 

Prove X l' is a random variable. 

21. Dyadic expansions and Lebesgue measure. Let § = {O, I} and 

§OO = {(XI, X2, ... ) : x, E §, i = 1, 2, ... } 

be sequences consisting of O's and 1 'So Define 8(§) = P(§) and define 
8(§OO) to be the smallest a-field of subsets of §oo containing all sets of the 
form 

{id x {i2} x ... x {ik} x §oo 

for k = 1, 2, ... and it, i2, ... , ik some string of O's and 1 'so 

For X E [0, 1], let 
X = (dk(X). k > 1) 

be the non-terminating dyadic expansion (dk (0) 
or 1.) Define U : [0, 1] ~ §oo by 

u (x) = (dt (x), d2(X), ••. ). 

o 
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Define V : §OO t-+ [0, 1] by (x = (i1, i2, ... » 
00 • 

L in 
V(x) = -. 

2n 
n=1 

Show U E B([O, 1])/B(§oo) and V E B(§oo)/B([O, 1]). 

22. Suppose {Xn , n > I} are random variables on the probability space (Q, B, P) 
and define the induced random walk by 

Let 

n 

So = 0, Sn = LXi, n > 1. 
i=1 

T := inf{n > 0 : Sn > O} 

be the first upgoing ladder time. Prove T is a random variable. Assume we 
know T(W) < 00 for all W E Q. Prove Sr is a random variable. 

23. Suppose {XI, ... , X n} are random variables on the probability space (Q, B, P) 
such that 

P[ Ties] := P{ U [Xi = XJ]} = O. 
i#i 

1~i.i~n 

Define the relative rank Rn of X n among {X 1, ... , X n} to be 

on [Ties ]e, 
on [Ties] . 

Prove Rn is a random variable. 

24. Suppose (S1, SI) is a measurable space and suppose T : SI t-+ S2 is a 
mapping into another space S2. For an index set r, suppose 

hy : S2 t-+ nt Y E r 

and define 
Q := a(hy, Y E r) 

to be the a -field of subsets of S2 generated by the real valued family 
thy, Y E r}, that is, generated by (h;-1 (B), Y E r, B E B(R)}. Show 
T E S1/Q iff hy 0 T is a random variable on (S], St). 

25. Egorov's theorem: Suppose X n, X are real valued random variables de
fined on the probability space (Q, B, P). Suppose for all W E A E B, we 
have X n (w) --+ X (w). Show for every € > 0, there exists a set Af such that 
P(Af ) < € and 

sup IX(w) - Xn(w)1 --+ 0 (n --+ (0). 
CJJEA \A, 
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Thus, convergence is uniform off a small set. 

Hints: 

(a) Define 
B!k) = [V IX(w) - X, (w)1 n A. 

i~n 

(b) Show B!k) J- 0 as n ~ 00. 

(c) There exists ink} such that P(B~!») < f/2k. 

(d) Set B = UkB~!) so that P(B) < f. 

26. Review Exercise 12 of Chapter 2. Suppose C is a class of subsets of n such 
that, for a real function X defined on n, we have X E B(C). Show there 
exists a countable subclass C· c C such that X is measurable C· . 



4 
Independence 

Independence is a basic property of events and random variables in a probabil
ity model. Its intuitive appeal stems from the easily envisioned property that the 
occurrence or non-occurrence of an event has no effect on our estimate of the 
probability that an independent event will or will not occur. Despite the intuitive 
appeal, it is important to recognize that independence is a technical concept with 
a technical definition which must be checked with respect to a specific probability 
model. There are examples of dependent events which intuition insists must be in
dependent, and examples of events which intuition insists cannot be independent 
but still satisfy the definition. One really must check the technical definition to be 
sure. 

4.1 Basic Definitions 

We give a series of definitions of independence in increasingly sophisticated cir
cumstances. 

Definition 4.1.1 (Independence for two events) Suppose (f2, B, P) is a fixed 
probability space. Events A, B E B are independent if 

P(AB) = P(A)P(B). 

Definition 4.1.2 (Independence of a finite number of events) The events 
AI, . .. ,An (n > 2) are independent if 

p(n A;) = n P(A,), for all finite I c {l, ... ,n}. (4.1) 
;el ,el 
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(Note that (4.1) represents 

t(n)=2n-n-l 
k=2 k 

equations. ) 

Equation (4.1) can be rephrased as follows: The events AI, . .. , An are inde
pendent if 

n 

PCB. n B2··· n Bn) = n PCB,) (4.2) 
,=1 

where for each i = 1, ... , n, 

Bi equals Ai or n. 

Definition 4.1.3 (Independent classes) Let Ci c B, i = 1, ... , n. The classes 
Ci are independent, if for any choice AI, ... ,An' with Ai E Ci, i = 1, ...• n, we 
have the events At. ... ,An independent events (according to Definition 4.1.2). 

Here is a basic criterion for proving independence of a-fields. 

Theorem 4.1.1 (Basic Criterion) If for each i = 1, ... , n, C, is a non-empty 
class of events satisfying 

1. Ci is a rr-system, 

2. C" i = 1, ... ,n are independent, 

then 

are independent. 

Proof. We begin by proving the result for n = 2. Fix A2 E C2. Let 

Then we claim that £, is a A-system. We verify the postulates. 

(a) We have Q E £, since 

(b) If A E £', then AC E £, since 

p«n \ A)A2) = P(A2 \ AA2) 

- P(A2) - P(AA2) = P(A2) - P(A)P(A2) 

P(A2)(1 - P(A» = P(AC)P(A2). 
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(c) If Bn E £, are disjoint (n > 1), then L~I Bn E £, since 

00 00 

P(U Bn A 2) = L P(BnA 2) 
n=1 n=1 

00 00 

L P(Bn )P(A2) = P(U Bn )P(A2)' 
n=1 n=1 

Also £, ::> C}, so £, ::> a(Cd by Dynkin's theorem 2.2.2 in Chapter 2. Thus 
a(Cd, C2 are independent. 

Now extend this argument to show a(C1), a (C2) are independent. Also, we 
may use induction to extend the argument for n = 2 to general n. 0 

We next define independence of an arbitrary collection of classes of events. 

Definition 4.1.4 (Arbitrary number of independent classes) Let T be an arbi
trary index set. The classes C,. t E T are independent families if for each finite 
1.1 c T, C" tel is independent. 

Corollary 4.1.1 If {C" t E T} are non-empty ']'(-systems that are independent, 
then (a(C,), t E T} are independent. 

The proof follows from the Basic Criterion Theorem 4.1.1. 

4.2 Independent Random Variables 

We now tum to the definition of independent random variables and some criteria 
for independence of random variables. 

Definition 4.2.1 (Independent random variables) {X,. t E T} is an indepen
dent family of random variables if (a(X,), t E T} are independent a-fields. 

The random variables are independent if their induced a-fields are independent. 
The information provided by any individual random variable should not affect 
behavior of other random variables in the family. Since 

we have 1AI' ... , IAn independent iff AI, ... ,An are independent. 
We now give a criterion for independence of random variables in terms of dis

tribution functions. For a family of random variables {X,. t E T} indexed by a 
set T, the finite dimensional distribution functions are the family of multivariate 
distribution functions 

FJ(x" t E J) = P[X, < X,. t E J] (4.3) 

for all finite subsets JeT. 



94 4. Independence 

Theorem 4.2.1 (Factorization Criterion) A family of random variables 
{X,. t E T} indexed by a set T, is independent ifffor all finite JeT 

Fl(X" t E J) = n P[X, < x,], Vx, E R. 
,el 

(4.4) 

Proof. Because of Definition 4.1.4, it suffices to show for a finite index set J that 
{X" t E J} is independent iff (4.4) holds. Define 

C, = {[X, < x], x E R}. 

Then 

(i) C, is a 1l'-system since 

[X, < x] n[X, < y] = [X, < X 1\ y] 

and 

(ii) a(C,) = a(X,). 

Now (4.4) says {C" t E J} is an independent family and therefore by the Basic 
Criterion 4.1.1, (a(C,) = a(X,). t E J} are independent. 0 

Corollary 4.2.1 The finite collection of random variables XI, ... ,X k is inde
pendent iff 

k 

P[XI < x., ... ,Xk < Xk] = n P[X, ~ x;], 
;=1 

for all Xi E R, i = 1, ... ,k. 

For the next result, we define a random variable to be discrete if it has a count
able range. 

Corollary 4.2.2 The discrete random variables XI, ... ,X k with countable range 
1(. are independent iff 

k 

P[X; = x;, i = 1, ... ,k] = n P[X, = x;J. (4.5) 
;=1 

for all Xi E 'R, i = 1, ... ,k. 

Proof. If XI, ... ,X n is an independent family, then a (X, ), i = 1, ... ,k is inde
pendent. Since 

[Xi = x,] E a(Xi) 

we have [Xi = x;], i = 1, ... ,k are independent events and (4.5) follows. 
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Conversely, suppose (4.5) holds. Define z < x to mean z, < x" i = 1, ... , k. 
Then 

P[X;<x;,i=l, ... ,k]= L P[X,=z"i=l, ... ,k] 
z<x 

z,e'R 
,=1. .... k 

k 

= L n P[X, = z;] 
z~x ;=1 

z,e'R 
I =1, ... ,k 

k 

L L P[XI =zdnp[X; =z,] 
Z2~x2,···,ZIc~XIcZl~XI ;=2 
z,e'R,;=2, ... ,k zle'R 

k 

L P[XI < xtJ n P[X; = z;] 
Z2~X2.··· .ZIc~XIc ,=2 
z,e'R.,=2 .... . k 

n 

= ... = n P[X; < x,]. 
;=1 

4.3 Two Examples of Independence 

This section provides two interesting examples of unexpected independence: 

• Ranks and records. 

• Dyadic expansions of uniform random numbers. 

4.3.1 Records, Ranks, Renyi Theorem 

o 

Let {Xn , n > I} be iid with common continuous distribution function F(x). The 
continuity of F implies 

P[X; = Xj] = 0, 

so that if we define 
[Ties] = U[X; = Xj], 

'#J 

then 
P[ Ties] = O. 

Call X n a record of the sequence if 

n-l 

Xn > V X;, 
,=1 

(4.6) 
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and define 

An = [Xn is a record ]. 

A result due to Renyi says that the events {A j, j > I} are independent and 

P(Aj) = I/j, j > 2. 

This is a special case of a result about relative ranks. 
Let Rn be the relative rank of X n among X I, . .. ,X n where 

So 

n 

Rn = L l[xJ~Xn]' 
J=I 

Rn 1 iff X n is a record, 

2 iff X n is the second largest of X I, . .. , X n , 

and so on. 

Theorem 4.3.1 (Renyi Theorem) Assume {Xn, n > I} are iid with common, 
continuous distribution function F (x). 

(a) The sequence of random variables {Rn, n > I} is independent and 

1 
P[Rn = k] = -, 

n 

for k = 1, ... ,n. 
(b) The sequence of events {An, n > I} is independent and 

1 
P(An) = -. 

n 

Proof. (b) comes from (a) since An = [Rn = 1]. 
(a) These are n! orderings of X I, ... ,X n' (For a given w, one such ordering is 

XI (w) < ... < Xn(w). Another possible ordering is X2(W) < ... < Xn(w) < 
X I (w), and so on.) By symmetry, since X I, ... ,X n are identically distributed and 
independent, all possible orderings have the same probability ~!' so for example, 

1 
P[X2 < X3 < ... < Xn < Xd = -. 

n! 

Each realization of RI, ... , Rn uniquely determines an ordering: For example, 
if n = 3, suppose RI (w) = 1, R2(W) = 1, and R3(W) = 1. This tells us that 

Xt(w) < X2(W) < X3(W), 

and if Rl (w) = 1, R2(W) = 2, and R3(W) = 3, then this tells us 

X3(W) < X2(W) < XI (w). 
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Each realization of RI, ... ,Rn has the same probability as a particular order
ing of X It . .. ,X n. Hence 

1 
P[Rl = TI, •.• , Rn = rn] = -, ' 

n. 

for r; E {t, ... , i}, i = 1, ... , n. 
Note that 

L P[RI = rl.··· . Rn- I = Tn-It Rn = rn] 

1 
- L n! 

rl.··· .rn-I 

Since r; ranges over i values, the number of terms in the sum is 

Thus 

Therefore 

1 . 2 ·3· .... n - 1 = (n - I)!. 

(n - I)! 1 
P[Rn=Tn]= =-. n=1.2, .... 

n! n 

P[RI 
1 

T}, • •• , Rn = r n] = -
n! 

P[RI = rd, .. P[Rn = Tn]. o 

Postscript: If {Xn , n > I} is iid with common continuous distribution F(x), 
why is the probability of ties zero? We have 

P[ Ties] = P(U[X, = Xj» 
;#j 

and by subadditivity, this probability is bounded above by 

L P[X, = Xj]. 
'#j 

Thus it suffices to show that 

Note the set containment: For every n, 
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By monotonicity and subadditivity 

(4.7) 

Write 

F[a, b] = F(b) - F(a) 

and the above (4.7) is equal to 

k-1 k Loo 
k-1 k 

< max F( -] F( -] 
-oo<k<oo 2n ' 2n k=-oo 2n ' 2n 

k -1 k 
< max F ( , -] . 1 

-oo<k<oo 2n 2n 

k -1 k 
max F( ,-]. 

-oo<k<oo 2n 2n 

Since F is continuous on lR, because F is a also a probability distribution, F is 
uniformly continuous on JR. (See Exercise 22 in Chapter 2.) Thus given any E > 0, 
for n > nO(E) and all k, we have 

k-1 k k k-1 
F( -] - F(-) - F( ) < E 

2n '2" - 2n 2n -' 

Thus for any E > 0, 

(4.8) 

and since E is arbitrary, the probability in (4.8) must be 0. 

4.3.2 Dyadic Expansions of Uniform Random Numbers 

Here we consider 
(n, 8, P) = (0,1],8«0,1]), A), 

where A is Lebesgue measure. We write W E (0, 1] using its dyadic expansion 
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where each dn(w) is either 0 or 1. 
We write 1 as 

00 1/2 
0.11111··. = "'2-n = = 1, f=1 1 -1/2 

and if a number such as ! has two possible expansions, we agree to use the non
terminating one. Thus, even though 1/2 has two expansions 

and 

1 1 - = - + 0 + 0 + ... = .1000· .. 
2 2 

by our convention, we use the first expansion. 

Fact 1. Each dn is a random variable. Since dn is discrete with possible values 
0, 1, it suffices to check 

[dn = 0] E B«O, 1]), [dn = 1] E B«O, 1]), 

for any n > 1. In fact, since [dn = 0] = [dn = I]C, it suffices to check [dn = 1] E 

B«O, 1]). 
To verify this, we start gently by considering a relatively easy case as a warm

up. For n = 1, 

1 
[dl = 1] = (.1000··· ,.1111···] = (2' 1] E B«O, 1]). 

The left endpoint is open because of the convention that we take the non-terminat
ing expansion. Note P[dl = 1] = P[dl = 0] = 1/2. 

After understanding this warmup, we proceed to the general case. For any 
n>2 

[dn = 1] 

u 
(4.9) 

= disjoint union of 2n
-

1 intervals E B«O, 1]). 

For example 
1 1 3 

[d2 = 1] = (-, - ] U ( -, 1]. 
4 2 4 
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Fact 2. We may also use (4.9) to compute the mass function of dn . We have 

P[dn = 1] 

p( (.UI U2 ..• Un-l 1OOO • •• , .UtU2 ••. un-l1111 ••• ]) 

(Ut.U2.···.Un_»e{O.I}n-1 

n-l 00 n-l 1 U· U· 
=2n

-
l 
{""' ~ + ""' 2-1 

- ""' ~ + - J L2' L L2' 2n 
1=1 I=n 1=1 

=2n
-

l 
{ f= ~} = !. 
;=n+l 2 2 

The factor 2n- 1 results from the number of intervals whose length we must sum. 
We thus conclude that 

1 
P[dn = 0] = P[dn = 1] = -. 

2 
(4.10) 

Fact 3. The sequence {dn • n ~ I} is iid. The previous fact proved in (4.10) that 
{dn } is identically distributed and thus we only have to prove {dn } is independent. 
For this, it suffices to pick n > 1 and prove {dl, ... , d,,} is independent. 

For (uJ, ... , un) E to, l}n, we have 
n 

n[d; = u;] = (.UIU2 ••• unOOO • •. , .UIU2 ••• Un 111 ... ]. 
;=1 

Again, the left end of the interval is open due to our convention decreeing that we 
take non-terminating expansions when a number has two expansions. Since the 
probability of an interval is its length, we get 

n n U. 00 1 n U 

p(n[d; = u;]) = L 2; + L 2' - L 2; 
;=1 ;=1 ;=n+l ;=1 

2-(n+l) 1 
-----::- = -
1-! 2n 

;=1 

where the last step used (4.10). So the joint mass function of dJ, ... , dn factors 
into a product of individual mass functions and we have proved independence of 
the finite collection, and hence of {dn , n > I}. 

4.4 More on Independence: Groupings 

It is possible to group independent events or random variables according to dis
joint subsets of the index set to achieve independent groupings. This is a useful 
property of independence. 
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Lemma 4.4.1 (Grouping Lemma) Let {Bt, t E T} be an independent family of 
a-fields. Let S be an index set and suppose for s E S that Ts C T and {Ts, s E S} 
is pairwise disjoint. Now define 

Then 
{BTs,SES} 

is an independent family of a-fields. 

Remember that VteTsBt is the smallest a-field containing all the Bt's. 
Before discussing the proof, we consider two examples. For these and other 

purposes, it is convenient to write 

x II Y 

when X and Yare independent random variables. Similarly, we write BI II B2 
when the two a-fields Bl and B2 are independent. 

(a) Let {Xn, n > I} be independent random variables. Then 

II a(Xj, j > n), 

n n+k 

LX, II LX" 
;=1 ;=n+1 

n n+k 

VX; II V XJ. 
,=1 J=n+l 

(b) Let {A n} be independent events. Then U~ 1 A j and U~ N + 1 A j are inde
pendent. 

Proof. Without loss of generality we may suppose S is finite. Define 

CTs := { n Ba : Ba E Ba, K C Ts, K is finite.} 
aeK 

Then CTs is a Jl'-system for each s, and {CTs' s E S} are independent classes. So 
by the Basic Criterion 4.1.1 we are done, provided you believe 

Certainly it is the case that 

and hence 

a(CTs) c BTs' 
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Also, 

CTs :) Ba , Va E Ts 

(we can take K = (a}) and hence 

a{CTs ) :) Ba, Va E Ts. 

It follows that 

and hence 

4.5 Independence, Zero-One Laws, Borel-Cantelli 
Lemma 

o 

There are several common zero-one laws which identify the possible range of a 
random variable to be trivial. There are also several zero-one laws which provide 
the basis for all proofs of almost sure convergence. We take these up in tum. 

4.5.1 Borel-Cantelli Lemma 

The Borel-Cantelli Lemma is very simple but still is the basic tool for proving 
almost sure convergence. 

Proposition 4.5.1 (Borel-Cantelli Lemma.) Let {An} be any events. If 

LP{An} < 00, 
n 

then 
P{[An i.o.]) = P{limsupAn} = o. 

n~oo 

Proof. We have 

P{[An i.o. ]) = P( lim U A j} 
n~oo 

j~n 

= lim P(U Aj} {continuity of P} 
n~oo 

j~n 

00 

< lim sup L peA j} ( subadditivity ) 
n~oo . 

J=n 

= 0, 

since Ln P{An} < 00 implies LJ n P{Aj} ~ 0, asn ~ 00. o 
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Example 4.5.1 Suppose {X n, n > I} are Bernoulli random variables with 

P[Xn = 1] = Pn = 1 - P[Xn = 0]. 

Note we have not supposed {X n} independent and certainly not identically dis
tributed. We assert that 

if 

P[ lim X n = 0] = 1, 
n-..oo 

LPn < 00. 
n 

To verify that (4.12) is sufficient for (4.11), observe that if 

LPn = LP[Xn = 1] < 00, 
n n 

then by the Borel-Cantelli Lemma 

P([Xn = 1] i.o. ) = O. 

Taking complements, we find 

1 = P(lim sup[Xn = l]C) = P(lim inf[Xn = 0]) = 1. 
n-..oo n-..oo 

(4.11) 

(4.12) 

Since with probability 1, the two valued functions {X n} are zero from some point 
on, with probability 1 the variables must converge to zero. 0 

4.5.2 Borel Zero-One Law 

The Borel-Cantelli Lemma does not require independence. The next result does. 

Proposition 4.5.2 (Borel Zero-One Law) If {An} is a sequence of independent 
events, then 

P([An i.o.]) = to, 
1, 

iff Ln P(An} < 00, 

iff Ln P(An) = 00. 

Proof. From the Borel-Cantelli Lemma, if 

then 

P([An i.o. ]) = O. 
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Conversely, suppose Ln P(An} = 00. Then 

P([An i.o. ]) = POim sup An} 
n~oo 

= I - POim inf A~) 
n~oo 

= I - P( lim n Ak} 
n~oo 

k~n 

= 1- lim p{nAk} 
n-oo 

k~n 

m 

= 1 - lim P{ lim .t. n Ak) 
n~oo m~oo 

k=n 
m 

= I - lim lim pen Ak} 
n~ocm~oo 

k=n 
m 

= I - lim lim n{1 -P{Ak», 
n~oom~oo 

k-n 

where the last equality resulted from independence. It suffices to show 

m 

lim lim n{I- P{Ak» = o. 
n~oom~oo 

k=n 

To prove (4.13), we use the inequality 

I - x < e-x • 0 < x < 1. 

To verify (4.14), note for 0 < x < I that 

00 xn 
-Iog(! - x) = L - ~ x 

n n=1 

so exponentiating both sides yields 

or 

Now for (4.13). We have 

m 

lim n (1 - P{Ak» 
m~oo 

k=n 

1 
-->~ 
I-x 

m 

< lim n e-P(Ak) 
m~oo 

k=n 

lim e - Lk-n P(Ak) 
m~oo 

(4.13) 

(4.14) 
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since Ln P{An) = 00. This is true for all n, and so 

m 

lim lim n{1 - P{Ak» = o. 
n-+oom-+oo 

k=n o 
Example 4.5.1 (continued) Suppose {Xn, n > I} are independent in addition to 
being Bernoulli, with 

P[Xk = 1] = Pk = 1 - P[Xk = 0]. 

Then we assert that 

P[Xn ~ 0] = 1 iff LPk < 00. 
n 

To verify this assertion, we merely need to observe that 

P{[Xn = 1] i.o. } = 0 

iff 
L P[Xn = 1] = LPn < 00. 

n n 

Example 4.5.2 (Behavior of exponential random variables) We assume that 
{En, n > I} are iid unit exponential random variables; that is, 

P[En>x]=e-x , x>O. 

Then 

P[lim sup En/ logn = 1] = 1. (4.15) 
n-+oo 

This result is sometimes considered surprising. There is a (mistaken) tendency 
to think of iid sequences as somehow roughly constant, and therefore the division 
by log n should send the ratio to o. However, every so often, the sequence {En} 
spits out a large value and the growth of these large values approximately matches 
that of {logn, n > I}. 

To prove (4.15), we need the following simple fact: If {Bk} are any events 
satisfying P{Bk) = 1, then p{nk Bk) = 1. See Exercise 11 of Chapter 2. 

Proof of (4.15). For any W E Q, 

. En{w) 
hmsup = 1 
n-+oo logn 

means 

(a) VE > 0, ~O~~) < 1 + E, for all large n, 
and 
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(b) \IE > 0, ~gi~) > 1 - E, for infinitely many n. 

Note (a) says that for any E, there is no subsequential limit bigger than 1 + E and 
(b) says that for any E, there is always some subsequential limit bounded below 
by 1 - E. 

We have the following set equality: Let Ek J, 0 and observe 

[ . En ] hmsup-- = 1 
n~oo logn 

= n {liminf[ En < 1 + Ek]} n n {[ ~ > 1 - Ek] i.o.} (4.16) 
k n~oo logn k logn 

To prove that the event on the left side of (4.16) has probability 1, it suffices to 
prove every braced event on the right side of (4.16) has probability 1. For fixed k 

"""' En L P[-- > 1 - Ek] 
n logn n 

L exp{-(1 - Ek) logn} 
n 

1 - L n1-£k = 00. 
n 

So the Borel Zero-One Law 4.5.2 implies 

Likewise 

so 

P {[ ~ > 1 - Ek] i.o. J = 1. 
logn 

"""' En LP[- > I+Ek] 
n logn 

L exp{-(1 + Ek) logn} 
n 

] 

- L n1+£k < 00, 
n 

P (lim sup [~ > 1 + EkJ) = 0 
n-oo logn 

implies 

p{liminf[~ < I+EkJJ = I-p{limSup [ En < I+EkJC} = 1. 
n~oo log n n~oo log n 

o 
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4.5.3 Kolmogorov Zero-One Law 

Let {X n} be a sequence of random variables and define 

:F~ = a (Xn+l , X n+2, ... ), n = 1,2, .... 

The tail a-field T is defined as 

T = n:F~ = lim J, a(Xn, Xn+lo ... ). 
n~oo 

n 

These are events which depend on the tail of the {Xn } sequence. If A E T, we 
will call A a tail event and similarly a random variable measurable with respect 
to T is called a tail random variable. 

We now give some examples of tail events and random variables. 

1. Observe that 
00 

(w: LXn(w) converges} E T. 
n=1 

To see this note that, for any m, the sum L~ 1 X n (w) converges if and only 
if L~ m X n (w) converges. So 

00 

[L X n converges] = [ L X n converges] E :F:". 
n n=m+1 

This holds for all m and after intersecting over m. 

2. We have 

lim supXn E T, 
n~oo 

lim inf Xn E T, 
n-oo 

(w: lim Xn(w) exists} E T. 
n~oo 

This is true since the lim sup of the sequence {XI, X 2, ... } is the same as 
the lim sup of the sequence {Xm, Xm+l, ... } for all m. 

3. Let Sn = Xl + ... + X n. Then 

{ 
. Sn(w) } 

w: 11m = 0 E T 
n~oo n 

since for any m, 

and so for any m, 
Sn(w) -r' 

lim E .rm . 
n~oo n 
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Call a a-field, all of whose events have probability 0 or 1 almost trivial. One 
example of an almost trivial a-field is the a-field {0, Q}. Kolmogorov's Zero-One 
Law characterizes tail events and random variables of independent sequences as 
almost trivial. 

Theorem 4.5.3 (Kolmogorov Zero-One Law) If {X n} are independent random 
variables with tail a-field T, then A E T implies peA) = 0 or 1 so that the tail 
a -field T is almost trivial. 

Before proving Theorem 4.5.3, we consider some implications. To help us do 
this, we need the following lemma which provides further information on almost 
trivial a-fields. 

Lemma 4.5.1 (Almost trivial a-fields) Let 9 be an almost trivial a-field and let 
X be a random variable measurable with respect to g. Then there exists c such 
that P[X = c] = 1. 

Proof of Lemma 4.5.1. Let 

F{x) = P[X < x). 

Then F is non-decreasing and since [X < x] E a{X) C g, 

F(x) = 0 or 1 

for each x E IR. Let 
c = sup{x : F{x) = OJ. 

The distribution function must have a jump of size 1 at c and thus 

P[X = c) = 1. o 

With this in mind, we can consider some consequences of the Kolmogorov 
Zero-One Law. 

Corollary 4.5.1 (Corollaries of the Kolmogorov Zero-One Law) Let {X n} be in
dependent random variables. Then the following are true. 

(a) The event 
[L X n converges) 

n 

has probability 0 or 1. 

(b) The random variables lim sUPn-+oo Xn and lim infn-+oo Xn are constant 
with probability 1. 

(c) The event 
{w : S,,{w)/n ~ O} 

has probability 0 or 1. 
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We now commence the proof of Theorem 4.5.3. 

Proof of the Kolmogorov Zero-One Law. Suppose A E T. We show A is inde
pendent of itself so that 

peA) = peA n A) = P{A)P{A) 

and thus peA) = (p{A»2. Therefore peA) = 0 or 1. 
To show A is independent of itself, we define 

00 

:Fn = a{Xtt··· ,Xn ) = Va{Xj), 
j=} 

so that:Fn t and 

00 00 

:Foo = a {X}, X2,···) = Va(Xj) = V:Fn • 

j=l n=l 

Note that 

A ETc :F~ = a {Xn+l ,Xn+2, ... ) C a{Xl, X2,· .. ) = :Foo . 

Now for all n, we have 

A E :F~, 

so since :Fn _II :F~, we have 

A II :Fn 

for all n, and therefore 

(4.17) 

Let C1 = {A}. and C2 = Un:Fn. Then C, is a 1l'-system, i = 1,2, C1 II C2 and 
therefore the Basic Criterion 4.1.1 implies 

a(C}) = {<P. Q, A. AC
} and a (C2) = V :Fn =:Foo 

n 

are independent. Now 

and 

A E V :Fn = :Foo 
n 

by (4.17). Thus A is independent of A. o 
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4.6 Exercises 

1. Let B}, ... , Bn be independent events. Show 

n n 

P(U B;) = 1 - n(l- P(B,». 
;=1 ,=1 

2. What is the minimum number of points a sample space must contain in 
order that there exist n independent events Bl, ... , Bn, none of which has 
probability zero or one? 

3. If {An. n > I} is an independent sequence of events, show 

00 00 

p(n An} = n P(An). 
n=l n=l 

4. Suppose (Q. B, P) is the uniform probability space; that is, ([0, 1], B, }..) 
where}.. is the uniform probability distribution. Define 

X(w) = w. 

(a) Does there exist a bounded random variable that is both independent of 
X and not constant almost surely? 

(b) Define Y = X(l - X). Construct a random variable Z such that Z and 
Yare independent. 

5. Suppose X is a random variable. 

(a) X is independent of itself if and only if there is some constant c such that 
P[X=c]=1. 

(b) If there exists a measurable 

g : GR, B(R» t-+ (R, B(R». 

such that X and g(X) are independent, then prove there exists c E R such 
that 

P[g(X) = c) = 1. 

6. Let {Xh k > I} be iid random variables with common continuous distribu
tion F. Let 1T be a permutation of 1 •...• n. Show 

d 
(Xl • ...• Xn) = (X1I'(l) • ...• X1I'(n» 

where d means the two vectors have the same joint distribution. 

7. If A, B, C are independent events, show directly that both A U B and A \ B 
are independent of C. 
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8. If X and Yare independent random variables and I, g are measurable and 
real valued, why are I (X) and g(Y) independent? (No calculation is nec
essary.) 

9. Suppose {An} are independent events satisfying P(An) < 1, for all n. Show 

00 

P(U An} = 1 iff P(An i.o. ) = l. 
n=l 

Give an example to show that the condition P(An) < 1 cannot be dropped. 

10. Suppose {Xn , n > 1) are independent random variables. Show 

P[supXn < 00] = 1 
n 

iff 
L P[Xn > M] < 00, for some M. 

n 

11. Use the Borel-Cantelli Lemma to prove that given any sequence of random 
variables {X n, n > 1) whose range is the real line, there exist constants 
en ~ 00 such that 

P[ lim Xn = 0] = l. 
n-+oo en 

Give a careful description of how you choose en. 

12. For use with the Borel Zero-One Law, the following is useful: Suppose 
we have two non-negative sequences {an) and {bn) satisfying an '" bn as 
n ~ 00; that is, 

. an 
hm -b = 1. 

n-+oo n 

Show 
Lan < 00 iff Lbn < 00. 

n n 

13. Let {Xn, n > 1) be iid with P[XI = 1] = p = 1 - P[XI = 0]. What is 
the probability that the pattern 1,0,1 appears infinitely often? 

Hint: Let 
Ak = [Xk = 1, Xk+l = 0, Xk+2 = 1] 

and consider AI, A4, A 7, .... 

14. In a sequence of independent Bernoulli random variables {X n, n > 1) with 

P[Xn = 1] = p = 1 - P[Xn = 0], 

let An be the event that a run of n consecutive l's occurs between the 2n 

and 2n+1st trial. If p ~ 1/2, then there is probability 1 that infinitely many 
An occur. 
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Hint: Prove something like 

P(An) > 1 - (1 - pn)2" 12n > 1 _ e-(2p)" 12n. 

15. (a) A finite family B;, i E 1 of a-algebras is independent iff for every 
choice of positive B;-measurable random variable Y" i E 1, we have 

E(n Y;) = n E(Y;). 
leI leI 

(One direction is immediate. For the opposite direction, prove the result 
first for positive simple functions and then extend.) 

(b) If {B
" 

1 E T} is an arbitrary independent family of a-algebras in 
(Q, B, P), the family {B;, 1 E T} is again independent if B, :) B;. (1 E T). 
Deduce from this that {I, (X,), 1 E T} is a family of independent random 
variables if the family {X" t E T} is independent and the f, are measurable. 
In order for the family {X,. 1 E T} of random variables to be independent, 
it is necessary and sufficient that 

for every finite family {/j. j E J} of bounded measurable functions. 

16. The probability of convergence of a sequence of independent random vari
ables is equal to ° or 1. If the sequence {X n} is iid, and not constant with 
probability 1, then 

P[Xn converges] = 0. 

17. Review Example 4.5.2 

(a) Suppose {Xn• n > I} are iid random variables and suppose {an} is a 
sequence of constants. Show 

P{[Xn > an] i.o. } = to. 
1, 

iff Ln P[XI > an] < 00. 

iff Ln P[XI > an] = 00. 

(b) Suppose {Xn, n > I} are iid N(O,I) random variables. Show 

. IXnl ~ 
P[hmsup = v2] = 1. 

n-oo Jlogn 

Hint: Review, or look up Mill's Ratio which says 

lim P[Xn > x] = 1, 
x-oo n(x)/x 

where n(x) is the standard normal density. 
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(c) Suppose {Xn , n > I} are iid and Poisson distributed with parameter 
A. Prove 

and therefore 

An An 
-e-).. < P[XI > n] < -, - - - " n. n. 

P[lim sup Xn = 1] = l. 
n_oo loglogn 

18. If the event A is independent of the TC-system l' and A E a (1'), then peA) 
is either 0 or 1. 

19. Give a simple example to show that 2 random variables may be independent 
according to one probability measure but dependent with respect to another. 

20. Counterexamples and examples: 

a) Let Q = {I, 2, 3, 4} with each point carrying probability 1/4. Let Al = 
{1,2}, A2 = {1,3}, A3 = {I, 4}. Then any two of AJ, A2, A3 are inde
pendent, but A I, A2, A3 are not independent. 

b) Let {A;, 1 < i < 5} be a measurable partition of Q such that peAt> = 
P(A2) = P(A3) = 15/64, P(A4) = 1/64, peAs) = 18/64. Define 
B = A I U A4, C = A2 U A4, D = A3 U A4. Check that 

P(BC D) = P(B)P(C)P(D) 

but that B, C, D are not independent. 

c) Let X I, X 2 be independent random variables each assuming only the 
values + 1 and -1 with probability 1/2. Are X I, X 2, X IX 2 pairwise inde
pendent? Are X I, X 2. X IX 2 an independent collection? 

21. Suppose {An} is a sequence of events. 

(a) If P(An) ~ 1 as n ~ 00, prove there exists a subsequence ink} tend
ing to infinity such that P(nkAnk) > O. (Hint: Use Borel-CanteIlL) 

(b) Show the following is false: Given € > 0 such that P(An) > €, it 
follows that there exists a subsequence {nk} tending to infinity such 
that P(nkAnk) > O. 

22. Suppose {An} are independent events such that 

00 

L (P(An) /\(1- P(An») = 00. 

n=l 

Show P is non-atomic. 

23. Suppose {An} are independent events. 
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(a) If for each k 
00 n-l 

L P(Anl n AD = 00, 
n=k ;=k 

show 
P(limsupAn) = 1. 

n-oo 

(b) What is the relevance to the Borel Zero-One Law? 

( c) Is it enough to assume 

00 n-l 

L P(Anl n A~) = oo? 
n=l 1=1 

(d) Show 
P(lim sup An) = 1 

n-oo 

iff 
00 

LP(AAn) = 00 

n=l 

for all events A such that P (A) > O. 

24. If P(An) > € > 0, then P(An i.o. ) > €. 

25. Use Renyi's theorem to prove that if {Xn , n > I} is iid with common con
tinuous distribution 

n 

P{[Xn = V X;) Lo.} = 1. 
1=1 

26. (Barndorff-Nielson) Suppose {En} is a sequence of events such that 

lim P(En) = 0, "P(EnEn+j} < 00. 
n-oo ~ 

n 

Prove 
P(En i.o.) = O. 

Hint: Decompose U7 nE j for m > n. 

27. If {Xn, n > I} are independent random variables, show that the radius of 
convergence of the power series L:: 1 Xnzn is a constant (possibly infinite) 
with probability one. 

Hint: The radius of convergence of L~ 1 cnzn is given by 

R-1 = lim sup IcnI 1/ n. 
n-oo 
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28. Show {X n, n > 1 I are independent if 

are independent for each n > 2. 

29. Let 

Q = {I •...• r}" = {(Xlt •••• xn) : X; E {I, ... , r}, i = 1, ... , n I 

and assume an assignment of probabilities such that each point of Q is 
equally likely. Define the coordinate random variables 

X; «x}, ... , xn» = X;, 1 = 1, ... , n. 

Prove that the random variables Xl, ... , X n are independent. 

30. Refer to Subsection 4.3.2. 

(a) Define 

A = ([d2n = 0] i.o. I, B = {[d2n+l = 1] i.o. }. 

Show A II B. 

(b) Define 

In(w) := length of the run ofO's starting at dn(w), 

= {k > 1, 
0, 

if dn (w) = 0, ... ,dn+k-l (w) = 0, dn+k(W) = 1, 

if dn(w) = 1. 

Show 

1 )k+l 
P[/n =k]=(2 · (4.18) 

(c) Show {[In = 0], n > 1 I are independent events. 

(d) Show P{[/n = 0] i.o. } = 1. (Use the Borel Zero-One Law.) 

(e) The events {[In = 1], n > I} are not independent but the events 
{[ 12n = 1], n > 1 I are, and therefore prove 

P{[/2n = 1] i.o. I = 1 

so that 

P{[/n = 1] i.o. } = 1. 
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(f) Let log2 n be the logarithm to the base 2 of n. Show 

In 
P[lim sup < 1] = 1. 

n-+oo log2 n 

Hint: Show 
L P[/n > (1 + €) log2 n] < 00 

n 

and use Borel-Cantelli. Then replace € by €k J, O. 

(g) Show 
. In 

P[hm sup > 1] = 1. 
n-+oo log2 n 

Combine this with (4.19). 

(4.19) 

Hint: Set rn = log2 n and define nk by n 1 = 1, n2 = l+r}, ... , nk+l = 
nk + rn/c so that nk+l - nk = rn/c. Then 

[/n/c > rn/c] E B(d;, nk < i < nk+t> 

and hence ([/n/c > rn/c], k > 1) are independent events. Use the Borel 
Zero-One Law to show 

and hence 
P{[ln > rn] i.o. ) = 1. 

31. Suppose (Bn, n > 1) is a sequence of events such that for some 8 > 0 

P(Bn ) > 8 > 0, 

for all n > 1. Show lim sUPn-+oo Bn "# 0. Use this to help show with 
minimum calculation that in an infinite sequence of independent Bernoulli 
trials, there is an infinite number of successes with probability one. 

32. The Renyi representation. Suppose E I •...• En are iid exponentially dis
tributed random variables with parameter).. > 0 so that 

P[EI <x] = l-e-Ax
, x> O. 

Let 
El.n < E2.n < ... < En.n 

be the order statistics. Prove the n spacings 

E l.n. E2.n - E I.n, ... , En.n - En-l.n 

are independent exponentially distributed random variables where Ek+l.n
Ek.n has parameter (n - k»)". Thus 

d El E2 
(EI.II < E2.n < ... < En.n) = (-, 1 ' ... , En). 

n n-

Intuitively, this results from the forgetfulness property of the exponential 
distribution. 



5 
Integration and Expectation 

One of the more fundamental concepts of probability theory and mathematical 
statistics is the expectation of a random variable. The expectation represents a 
central value of the random variable and has a measure theory counterpart in the 
theory of integration. 

5.1 Preparation for Integration 

5.1.1 Simple Functions 

Many integration results are proved by first showing they hold true for simple 
functions and then extending the result to more general functions. Recall that a 
function on the probability space (Q, B, P) 

X : Q I--+> lR 

is simple if it has a finite range. Henceforth, assume that a simple function is 
B / B(lR) measurable. Such a function can always be written in the form 

k 

X(w) = La;IA,(w), 
;=1 

where a, E IR and A; E B and AI, ... ,Ak are disjoint and L:: 1 A; = Q. 

Recall 

B(X) = B(A;, i = 1, .. . k) = {UAi : I C {I, ... ,k}}. 
leI 
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Let E be the set of all simple functions on Q. We have the following important 
properties of E. 

1. E is a vector space. This means the following two properties hold. 

(a) IfX=L~_la;lA, eE,thenaX=L~ laa;lA, eE. 

(b) If X = L~ 1 a; lA, and Y = L~l bj1B} and X, Y e E, then 

X + Y = L(a; + bj)lA,nB} 
I,J 

and {A;BJ , 1 <i < k, 1 < j < m} is a partition ofQ. SoX+Y e E. 

2. If X, Y e E, then XY e E since 

XY = La;bj1A,nB}. 
I,J 

3. If X, Y e E, then X v Y, X 1\ Y e E, since, for instance, 

XVY = La; V bJ 1A,B}. 
I.J 

5.1.2 Measurability and Simple Functions 

The following result shows that any measurable function can be approximated by 
a simple function. It is the reason why it is often the case that an integration result 
about random varables is proven first for simple functions. 

Theorem 5.1.1 (Measurability Theorem) Suppose X (w) > O. for all w. Then 
X e B I B(llt) iff there exist simple functions X neE and 

O<XntX. 

Proof. If Xn e E, then Xn e BIB(JR), and if X = Iimn-+oo t X n, then X e 
B I BOlt) since taking limits preserves measurability. 

Conversely, suppose 0 < X e BIBeR). Define 

n2" (k -1) 
X n := '"' 2 l[k-1 <x < k ) + n l[X>n). ~ n Y- rr -

k=l 

Because X e BIB(lR), it follows that Xn e E. Also Xn < Xn+l and if X(w) < 
00, then for all large enough n 

1 
IX(w) - Xn(w)1 < 2n -+ O. 

If X(w) = 00, then Xn(w) = n -+ 00. o 
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Note if 

then 

M := sup IX(w)1 < 00, 
wen 

sup IX(w) - Xn (w) I ~ o. 
wen 

5.2 Expectation and Integration 

This section takes up the definition of expectation, or in measure theory terms, the 
Lebesgue-Stieltjes integral. Suppose (Q, B, P) is a probability space and 

- -
X : (Q, 8) ~ IR, B(lR) 

where (lR = [-00, 00] so X might have ±oo in its range. We will define the 
expectation of X, written E (X) or 

LXdP 

or In X (w) P(dw) , 

as the Lebesgue-Stieltjes integral of X with respect to P. We will do this in stages, 
the first stage being to define the integral for simple functions. 

5.2.1 Expectation of Simple Functions 

Suppose X is a simple random variable of the form 

n 

X = La;lA" 
,=1 

where la, I < 00, and L~ 1 A, = Q. Define for X E £ the expectation as 

k 

E(X) = f XdP =: LQ,PA,. 
,=1 

(5.1) 

Note this definition coincides with your knowledge of discrete probability from 
more elementary courses. For a simple function (which includes all random vari
ables on finite probabilty spaces) the expectation is computed by taking a possible 
value, multiplying by the probability of the possible value and then summing over 
all possible values. 

We now discuss the properties arising from this definition (5.1). 
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1. We have that 
£(1) = 1, and £(1A) = P(A}. 

This follows since 1 = In so £(1) = p(n} = 1 and 

so 

2. If X > 0 and X E £ then £ (X) > O. 

To verify this, note that if X > 0, then 

k 

X = La;IA" and a; > 0, 
,=1 

and therefore £ (X) = L~ 1 a, P(A,} > O. 

3. The expectation operator £ is linear in the sense that if X, Y E £, then 

£(aX + {3Y} = a£(X) + {3£(Y} 

for a, {3 E JR. 

To check this, suppose 

and then 

so that 

k 

X = La;lA" 
,=1 

m 

Y = LbjlBJ• 
j=1 

aX + {3Y = L(aa; + {3bj}IA,BJ' 
'.j 

;,j 

'.J '.J 

k m m k 

=0' La; L P(A,Bj} + {3 LbJ L P(A;Bj} 
;=1 j=1 j=1 ;=1 
k m 

=0' La;P(A;} + {3 LbJP(Bj} 
,=1 j=1 

= 0'£ (X) + {3£(Y}. 



5.2 Expectation and Integration 121 

4. The expectation operator E is monotone on £ in the sense that if X < Y 
and X, Y E £, then E(X) < E(Y). 

To prove this, we observe that we have Y - X > 0 and Y - X E £. So 
E (Y - X) > 0 from property 2, and thus 

E(Y) = E(Y -X +X) = E(Y -X) +E(X) > EX 

since E(Y - X) > O. 

5. If Xn, X E £ and either Xn t X or Xn i X, then 

E(Xn) t E(X) or E(Xn) i E(X). 

Suppose X n E £, and X n i O. We prove E (X n) i O. As a consequence 
of being simple, Xl has a finite range. We may suppose without loss of 
generality that 

sup Xl(CV) = K < 00. 
wen 

Since {X n} is non-increasing, we get that 

o <Xn< K 

for all n. Thus for any f > 0, 

o <Xn = X nl[Xn >f) + X nl[Xn :5f ) 

<Kl[xn >f) + fl[xn :5f ). 

and therefore by the monotonicity property 4, 

o <E(Xn) < K P[Xn > f] + fP[Xn < f] 

< K P[Xn > f] + f. 
Since X n i 0, we have, as n -+ 00, 

and by continuity of P 
P[Xn > f] i O. 

lim sup E(Xn) < f. 
n-+oo 

Since f is arbitrary, E (X n) i O. 

If Xn i X, then Xn - X i 0, so 

E(Xn) - E(X) = E(Xn - X) i 0 

from the previous step. 

If X n t X, then X - X n i 0 and 

E(X) - E(Xn) = E(X - Xn) i O. o 



122 5. Integration and Expectation 

5.2.2 Extension of the Definition 

We now extend the definition of the integral beyond simple functions. The pro
gram is to define expectation for all positive random variables and then for all 
integrable random variables. The term integrable will be explained later. 

It is convenient and useful to assume our random variables take values in the 
extended real line 1R (cf. Exercise 33). In stochastic modeling, for instance, we 
often deal with waiting times for an event to happen or return times to a state or 
set. If the event never occurs, it is natural to say the waiting time is infinite. If the 
process never returns to a state or set, it is natural to say the return time is infinite. 

Let £+ be the non-negative valued simple functions, and define 

t+ := {X > 0: X : (Q, B) t--» (i, B(i»)l 

to be non-negative, measurable functions with domain Q. If X E £+ and 
P[X = 00] > 0, define E(X) = 00. 

Otherwise by the measurability theorem (Theorem 5.1.1, page 118), we may 
find X n E £+, such that 

O<XntX. 

We call {Xn} the approximating sequence to X. The sequence (E(Xn)} is non
decreasing by monotonicity of expectations applied to £+. Since limits of mono
tone sequences always exist, we conclude that limn_ oo E (X n) exists. We define 

E(X):= lim £ (Xn)· (5.2) 
n-oo 

This extends expectation from £ to £+. 
The next result discusses this definition further. 

Proposition 5.2.1 (Well definition) E is well defined on £+, since if X n E £+ 
and Ym E £+ and Xn t X, Ym t X, then 

lim E(Xn) = lim E(Ym). 
n-+oo n-+oo 

Proof. Because of the symmetric roles of X nand Y m, it suffices to prove the 
following assertion. If X n, Ym E £+ and both sequences {Xn} and {Ym} are non
decreasing, then the assumption 

lim t X n < lim t Y m 
n-+oo m-+oo 

(5.3) 

implies 

lim t E(Xn) < lim t E(Y",). 
n-+oo m-+OO 

(5.4) 

To prove (5.4), note that as m -+ 00 
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SInce 
lim Ym > lim Xm > X n. 

m-+oo m-+oo 

So from monotonicity of expectations on £+, 

E(Xn} = lim t E(Xn " Ym} < lim E(Ym}. 
m-+oo m-+oo 

This is true for all n, so let n -+ 00 to obtain 

lim t E(Xn} < lim t E(Yn}· 
n-+oo n-+oo 

This proves (5.4). o 

5.2.3 Basic Properties of Expectation 

We now l~st some properties of the expectation operator applied to random vari
ables in £+. 

1. We have 
o < E(X) < 00, 

and if X, Y E £+ and X < Y, then E(X} < E(Y). 

The proof is contained in (5.4). 

2. E is linear: For a > 0 and (J > 0, 

E(aX + {JY} = aE(X) + {JE(Y}. 

To check this, suppose Xn t X, Yn t Y and X n, Yn E £+. For c > 0 

E(cX} = lim E(cXn) 
n-+oo 

= lim cE(Xn} (linearity on £+) 
n-+oo 

=cE(X). 

We also have 

£(X + Y) = lim E(Xn + Yn} 
n-+oo 

= lim (E(Xn) + E(Yn» (linearity on £+) 
n-+oo 

= E(X) + £(Y). 

3. Monotone Convergence Theorem (MCT). If 

o <Xn t X, (5.5) 
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then 
E(Xn) t E(X), 

or equivalently, 

E (lim t Xn) = lim t E(Xn)· 
n-+oo n-+oo 

We now focus on proving this version of the Monotone Convergence Theorem, 
which allows the interchange of limits and expectations. 

Proof of MeT. Suppose we are given X n, X E £+ satisfying (5.5). We may find 
simple functions y~n) E £+, to act as approximations to X n such that 

y~n) t X n, m -+ 00. 

We need to find a sequence of simple functions {Zm} approximating X 

Zm t X, 

which can be expressed in terms of the approximations to {X n}. So define 

Z - Vy(n) m- m· 
n~m 

Note that {Z m} is non-decreasing since 

Z < V y(n) ( since y(n) < y(n) ) 
m - m+l m - m+l 

~ V Y~'21 = Zm+l. 
n~m+l 

Next observe that for n < m, 

(A) y:(n) < y:(m) < V y:{j) = Z . 
m _ m - J~m m m, 

(B) Zm < Vj~m Xj = X m, 

since Y~) < X j, which is monotone in j and so 

C) v(n) Z 
( ~m < m < X m • 

By taking limits on m in (C), we conclude that for all n 

Xn = lim y~n) < lim Zm < lim X m. 
m-+oo m-+oo m-+oo 

So 

X = lim X n < lim Z m < lim X m = X. 
n-+oo m-+OO m-+oo 

Therefore 
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(D) X = limn-+oo Xn = limm-+oo Zm 
and it follows that (Zm} is a simple function approximation to X. 

(E) Now because expectation is monotone on £, 

E(Xn) = lim t E(y~n» 
m-+oo 

< lim t E(Zm) 
m-+oo 

< lim t E(Xm ) 
m-+OO 

(expectation definition) 

(from (C» 

(from (C» . 

However Zm E £+ and {Zm} is a simple func~ion approximation to X. Therefore, 
we get from the definition of expectation on £+ and (D) 

E(X) = E( lim t Zm) = lim t E(Zm)· 
m-+oo m-+oo 

So (E) implies for all n that 

and taking the limit on n 

lim E(Xn) < E(X) < lim E(Xm). 
n-+oo m-+oo 

hence the desired equality follows. o 

We now further extend the definition of E(X) beyond £+. For a random vari
able X, define 

Thus 

Therefore 

and 

and 

X+ = X V 0, X- = (-X) v o. 

X+ = X, if X > 0 (and then X- = 0), 

X- = -X, if X < 0 (and then X+ = 0). 

x± >0 - , 

IXI =X+ +X-

X E B/B(~) iff both X± E B/B(~). 

(5.6) 

Call X quasi-integrable if at least one of E(X+), E(X-) is finite. In this case, 
define 
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If E(X+) and E(X-) are both finite, call X integrable. This is the case iff EIXI < 
00. The set of integrable random variables is denoted by L 1 or L t (P) if the prob
ability measure needs to be emphasized. So 

Lt (P) = {random variables X : EIXI < oo}. 

If E(X+) < 00 but E(X-) = 00 then E(X) = -00. If E(X+) = 00 but 
E (X-) < 00, then E (X) = 00. If E (X+) = 00 and E X- = 00, then E (X) does 
not exist. 

Example 5.2.1 (Heavy Tails) We will see that when the distribution function of 
a random variable X has a density I(x). The expectation, provided it exists, can 
be computed by the familiar formula 

If 

£(X) = f x/(x)dx. 

{
x-2, ifx>l, 

I(x) = 
0, otherwise, 

then E (X) exists and E (X) = 00. 

On the other hand, if 

then 

if x > 1, 

otherwise, 

and E (X) does not exist. The same conclusion would hold if I were the Cauchy 
density 

1 
I(x) = n(1 + x2) , X E nt 

o 
We now list some properties of the expectation operator E. 

1. If X is integrable, then P[X = ±oo] = O. 

For example, if P[X = 00] > 0, then E(X+) = 00 and X is not integrable. 

2. If E (X) exists, 
E(cX) = cE(X). 

If either 
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or 

then X + Y is quasi-integrable and 

E(X + Y) = E(X) + E(Y). 

To see this, observe that 

and since 
IX + YI < IXI + IYI, 

we have from monotonicity of expectation on £+ that 

EIX + YI < E(IXI + IYD = EIXI + EIYI < 00, 

the last equality following from linearity on £+. Hence X + Y ELI. 

Next, we have 

so 

LHS := (X + Y)+ + X- + Y- = (X + Y)- + X+ + y+ =: RHS. 

The advantage of this over (5.7) is that both LHS_ and RHS are sums of positive 
random variables. Since expectation is linear on £+, we have 

E( LHS) = E(X + Y)+ + E(X) - +E(Y)-

= E( RHS) = E(X + Y)- + E(X+) + E(Y+). 

Rearranging we get 

or equivalently, 

E(X + Y) = E(X) + E(Y). o 

3. If X > 0, then E(X) > 0 since X = X+. If X, YELl, and X < Y, then 

E(X) < E(Y). 

This is readily seen. We have E (Y - X) > 0 since Y - X > 0, and thus by 
property (2) from this list, 

E(Y - X) = E(Y) - E(X) > o. 
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4. Suppose {X n} is a sequence of random variables such that X n ELI for 
some n. If either 

Xn tX 

or 

then according to the type of monotonicity 

E(Xn) t E(X) 

or 
E(Xn) J. E(X). 

To see this in the case X n t X, note X; J. X- so E (X-) < 00. Then 

o <X;:- = Xn +X; < Xn +XI t X +XI . 

From the MeT given in equation (5.5) 

o <E(Xn +XI ) t E(X +XI )· 

Fr.om property 2 we have 

E(Xn + Xl) = E(Xn) + E(XI )· 

Since E (X-) < 00 and E (Xl) < 00, we also have 

E(X + Xl) = E(X) + E(XI ), 

and thus 
lim E(Xn) = E(X). 

n-+oo 

If X n J. X, proceed similarly by considering -x n + Xi. 

5. Modulus Inequality. If X ELI, 

IE(X)I < E(IXI). 

This has an easy proof. We have 

6. Variance and Covariance. Suppose X2 ELI, which we write as X E L2. 
Recall that we define 
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and because of linearity of expectation, this is equal to 

For random variables X, Y E L2, write 

Cov(X, Y) = E «X - E(X»(Y - E(Y»), 

and again because of linearity of expectation, this is equal to 

=E(XY) - E(X)E(Y). 

Note that if X = Y, then Cov(X, Y) = Var(X). We will prove in Example 
5.9.2 that if X II Y and X, Y E L2, then E(XY) = E(X)E(Y) and 
consequently Cov(X, Y) = O. 

The covariance is a bilinear function in the sense that if XI, ... , X k and 
Yl, ... ,YI are L2 random variables, then for constants ai, ... , ak, and 
bl, ... , bl 

k I k I 

Cov(L:a,X, , LbjY,) = LLa;bjCov(X" Y,). (5.8) 
,=1 ,=1 ;=1 ,=1 

This also follows from linearity of expectations as follows. Without loss of 
generality, we may suppose that E(X,) = E(Yj ) = 0 for i = 1, ... , k, j = 
1, ... ,I. Then 

Cov(ta,Xi. t bJYJ ) =E (ta,x, ~bJYJ) 
k I 

= LLa;bjE(X;Y,) 
.=1 J=1 

k I 

= L La,b,Cov(Xi, Yj). 
,=1 j=1 

A special case of this formula is used for computing the variance of a sum 
of L 2 random variables XI, ... , X n. We have 

n n n n n 

Var(LX;) = COV(LX" LX,) = L L Cov(X" Xj). 
,=1 ;=1 ,=1 ,=1 j=1 

Split the index set 

{(i, j) : 1 < i, j < n} = {(i, i) : 1 < i < n} U {(i, j) : i f:. j}, 
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and we get 

" II 

Var(LX;) = L Cov(X;. Xi) + 2 L Cov(X;, Xj} 
i-I i-I l~i<j~1I 

n 

= L Var(X;) + 2 L Cov(X;, X J)' (5.9) 
;=) 

If Cov(X; I X j) = 0 for i :1= j t that is, if X) I ••• t X n are uncorreioled. then 

II n 

Var(L Xi) = L Var(X;). 
.=1 ;=) 

In particular, this is true when X) • ...• X" are independent. 

7. Markov Inequality. Suppose X eLI. For any A > 0 

PlIXI ~ A] < A -) E<lXI). 

This proof is also simple. Note 

Take expectations through the inequalities. 

8. Chebychev Inequality. We have 

assuming E IXI < 00 and Var(X) < 00. 

This follows from the Markov Inequality. We have 

P[lX - E(X)I >).] - P[lX - E(X)12 ~ A,2] 

< A -2E(X - E(X»2. 

where the last inequality is an application of the Markov Inequality. 

(5.10) 

9. \\'eak Law Lall:e Numbers (WLLN). This is one way to express the fact 
that the sample average of an iid sequence approximates the mean. Let 
(X,," n ~ I) be iid with finite mean and variance and suppose E(XII ) = Jl 
and Var(X,,) = (12 < 00. Then for any f > 0, 

II 

lim P[ln-1 
"'" X, - J.l1 > f] = O. 

11-..00 ~ 
;-1 
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To see this, just use Chebychev and (5.10): 

P[ n-1 t; Xi - J-L > "1 < ,,-2Var e::::7: 1 Xi) 

I:7=t Var(X,) nVar(Xi) 

o 

5.3 Limits and Integrals 

This section presents a sequence of results which describe how expectation and 
limits interact. Under certain circumstances we are allowed to interchange expec
tation and limits. In this section we will learn when this is safe. 

Theorem 5.3.1 (Monotone Convergence Theorem (MCT» If 

o <Xn t X 

then 
o < E(Xn ) t E(X). 

This was proved in the previous subsection 5.2.3. See 3 page 123. 

Corollary 5.3.1 (Series Version ofMCT) If ~j > 0 are non-negative random 
variables for n > 1, then 

00 00 

E(L~) = LE(~)), 
)=1 j=1 

so that the expectation and infinite sum can be interchanged. 

To see this, just write 

00 n 

E('" ~j) =E( lim '" ~j) ~ n-oo~ 
)=1 )=1 

n 

= lim t E('" ~j) 
n-oo ~ 

(Mel) 
)=1 

n 

= lim t '" E(~j) n-oo ~ 
)=1 

00 

= LE(~). 
j=1 o 
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Theorem 5.3.2 (Fatou Lemma) If X n > 0, then 

E(lim inf Xn) < lim inf E(Xn). 
n-+oo n-+OO 

More generally, if there exists Z ELI and Xn > Z, then 

E(lim inf Xn) < lim inf E(Xn). 
n-+oo n-+oo 

Proof of Fatou. If X n > 0, then 

so 

E(lim inf Xn) E(n!!.~ t C~ Xk) 

n!!.~ t E ('6 Xk) 

n-+oo 

(from MCf 5.3.1) 

< lim inf E(Xn). 
n-+oo 

For the case where we assume X n > Z, we have X n - Z > 0 and 

E(lim inf(Xn - Z) < lim inf E(Xn - Z) 
n-+oo n-+oo 

E(lim inf Xn) - E(Z) < lim inf E(Xn) - E(Z). 
n-+oo n-+oo 

The result follows by cancelling E (Z) from both sides of the last relation. 0 

Corollary 5.3.2 (More Fatou) If Xn < Z where Z ELI, then 

E(limsupXn) > limsupE(Xn). 
n-+oo n-+OO 

Proof. This follows quickly from the previous Fatou Lemma 5.3.2. If X n < Z, 
then -X n > - Z ELI, and the Fatou Lemma 5.3.2 gives 

E(lim inf( -Xn» < lim inf E( -Xn), 
n-+oo n-+oo 

so that 
E(-lim inf(-Xn» > -lim inf(-EXn). 

n-+oo n-+oo 

The proof is completed by using the relation 

- lim inf - = lim sup. o 
Canonical Example. This example is typical of what can go wrong when limits 
and integrals are interchanged without dny dominating condition. Usually some
thing very nasty happens on a small set and the degree of nastiness overpowers 
the degree of smallness. 
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Let 
(Q, 8, P) = ([0, 1],8([0, 1», A) 

where, as usual, A is Lebesgue measure. Define 

X n = n2
1(O.1/n). 

For any W E [0, 1], 

so 

However 

so 

and 

l(O.I/n)(W) ~ 0, 

2 1 
E(Xn) = n . - = n ~ 00, 

n 

E(lim inf Xn) = ° < lim inf(EXn) = 00 
n-+oo n-oo 

E(limsupXn) = 0, limsupE(Xn) = 00. 
n-OO n-oo 

So the second part of the Fatou Lemma given in Corollary 5.3.2 fails. So obviously 
we cannot hope for Corollary 5.3.2 to hold without any restriction. 0 

Theorem 5.3.3 (Dominated Convergence Theorem (DCT» If 

and there exists a dominating random variable Z ELI such that 

then 
E(Xn) ~ E(X). 

Proof of Dcr. This is an easy consequence of the Fatou Lemma. We have 

-Z < Xn < Z 

and - Z ELI as well as Z ELI. So both parts of Fatou's lemma apply: 

E(X) =E(lim inf Xn) 
n-oo 

< lim inf E(Xn ) 
n-oo 

< lim sup E(Xn ) 
n-oo 

<E(lim sup Xn) 

=E(X). 

Thus all inequalities are equality. 

(Fatou Lemma 5.3.2) 

(since inf < sup) 

(Corollary 5.3.2 ) 

o 
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5.4 Indefinite Integrals 

Indefinite integrals allow for integration over only part of the Q-space. They are 
simply defined in terms of indicator functions. 

Definition 5.4.1 If X ELI, we define 

i XdP := E(XIA ) 

and call fAXdP the integral of X over A. Call X the integrand. 

Suppose X > O. For positive integrands, the integral has the following proper
ties: 

(1) We have 

0< iXdP<E(X). 

This is a direct consequence of the monotonicity property of expectations. 

(2) We have 

iff 
P(A n [X > 0]) = O. 

This proof of this important result is assigned in Exercise 6 at the end of the 
chapter. 

(3) If {An, n > I} is a sequence of disjoint events 

LA. XdP = tr L XdP. 

To prove (5.11), observe 

1 XdP =E(X1UnAn) 
UnAn 

00 

=E(L X1 A n ) 

n=l 
00 

=(L E (X1An ) 

n=l 

= f r XdP. 
n=l JAn 

(from Corollary 5.3.1) 

(5.11) 

o 
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(4) If 

then 

1 XdP ~ 1 XdP. 
Al A2 

(5) Suppose X ELI and {An} is a monotone sequence of events. If 

An./ A, 

then 

1 XdP ./l XdP 
An A 

while if 
An '\a A, 

then 

1 XdP'\a 1 XdP. 
An A 

Property (4) is proved using the monotonicity property of expectations and 
Property (5) is a direct consequence of the MCT 5.3.1. 0 

5.5 The Transformation Theorem and Densities 

Suppose we are given two measurable spaces (Q, B) and (Q', B'), and 

T : (Q, B) ~ (Q', 8') 

is a measurable map. P is a probability measure on B. Define P' := Po T-1 to 
be the probability measure on B' given by 

P'(A') = P(T-1(A'», A' E 8'. 

Theorem S.S.1 (Transformation Theorem) Suppose 

x' : (Q', B') ~ OR, B(R» 

is a random variable with domain Q'. (Then X' 0 T : Q ~ R is also a random 
variable by composition.) 

(i) If X' > 0, then 

r X'(T(w»P(dw) = r X'(w')P'(dw'), 
10 101 

where P' = PoT-I. Equation (5.12) can also be expressed as 

E(X' 0 T) = E'(X'), 

(5.12) 

(5.13) 
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where £' is the expectation operator computed with respect to P'. 
(ii) We have 

in which case 

r X'(T(w»P(dw) = r X'(w')P'(dw'). 
lr-I(A') lA' 

(5.14) 

Proof. (i) Typical of many integration proofs, we proceed in a series of steps, 
starting with X as an indicator function, proceeding to X as a simple function and 
concluding with X being general. 

(a) Suppose 

X' = lA', A' E 8'. 

Note 

so 

In X'(T(w»P(dw) = Left side of (5.12) 

(b) Let X' be simple: 

= In lA'(T(w»P(dw) 

= In l r -I(A,)(w)P(dw) 

= p(T-I(A'» = P'(A') 

= r lA'(W)P'(dw') 
lrl' 

= Right side (5.12). 

k 

X' = ~ a'lA' ~, , 
,=1 
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so that 

k In X'(T w)P(dw) = In t;a;1A;(T(W»P(dW) 

k 

= La; ( 1r-l(A;>(W)P(dw) 
1=1 Jo 

k 

= L a; P(T-1 (A~» 
1=1 

k 

= La;P'(A~) 
;=1 

(c) Let X' > 0 be measurable. There exists a sequence of simple functions 
{X~}, such that 

X~ t X'. 

Then it is also true that 

and 

X~ 0 T t X' 0 T 

Left side (5.12) = In X'(Tw)P(dw) 

= lim t ( X~(Tw)P(dw) 
n-oo In. 

= lim t ( X~(w')P'(dw') 
n-oo JOI 

= ( X'(w')P'(dw') 
In.' 

(Mer) 

(from Step (b» 

(from MCf). 

The proof of (ii) is similar. To get (5.14) we replace X' in (5.12) by X'lA'. 0 

5.5.1 Expectation is Always an Integral on IR 

Let X be a random variable on the probability space (Q, B, P). Recall that the 
distribution of X is the measure 

F:= P oX-1 

on (R, B(R» defined by (A E B(R»: 

F(A) = P 0 X-I (A) = P[X E A]. 
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The distribution function of X is 

F(x) := F«-oo,x]) = P[X < xl. 

Note that the letter "F' is used in two ways. Usually, there will be no confusion. 
Here is an excellent example of the use of the Transformation Theorem which 

allows us to compute the abstract integral 

E(X) = In XdP 

as 

E(X) = L xF(dx), 

which is an integral on R. 

Corollary S.S.1 (i) If X is an integrable random variable with distribution F, 
then 

E(X) = L xF(dx). 

(ii) Suppose 
X : (n, B) ~ (lE, £) 

is a random element oflE with distribution F = P 0 X-I and suppose 

is a non-negative measurable function. The expectation of g (X) is 

E(g(X» = 1 g(X(w»P(dw) = 1 g(x)F(dx). 
Q xeE 

Proof. (i) For ease of applying the Transformation Theorem, we make the follow
ing notational identifications: 

X : (n, B) ~ (R, B(R), 

X' : (n', B') = (R, B(R) ~ (R, B(R», 

X'(x) =X, 

T=X 

P' =P oX-1 =: F. 

According to the conclusion of the Transformation Theorem, we get the equation 

1 X'(T(w»P(dw) = 1 X'(w')P'(dw') 
Q S'2' 

and with the identifications listed above, the equation becomes 

In X(w)P(dw) = L xF(dx). 
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(ii) We proceed in stages using the usual progression: start with an indicator 
function, proceed to simple functions and graduate to general non-negative func
tions. Here are the stages in more detail. 

(a) If A E £" and g(x) = 1A (x), then (i) is true. This follows from F = PoX-I. 

(b) Check (i) holds for g simple. 

(c) Finish with an application of the MCT. o 

The concluding message: Instead of computing expectations on the abstract 
space Q, you can always compute them on JR using F, the distribution of X. 

5.5.2 Densities 

Let X : (Q, B) t-+ (JRk, B(JRk» be a random vector on (Q, B, P) with distribution 
F. We say X or F is absolutely continuous (AC) if there exists a non-negative 
function 

such that 

F(A) = L f(x)dx. 

where dx stands for Lebesgue measure and the integral is a Lebesgue-Stieltjes 
integral. 

Proposition 5.5.2 Let g : (IRk, 8(Rk» ~ (IR+, B(R+» be a non-negative mea
surable function. Suppose X is a random vector with distribution F. II F is AC 
with density f, we have for the expectation of g(X) 

Eg(X) = L g(x) f(x)dx. 

Proof. Repeat (a), (b), (c) of the proof of Corollary 5.5.1 (ii) for the case where 
there is a density. 0 

5.6 The Riemann vs Lebesgue Integral 

Every probability student is first taught to compute expectations using densities 
and Riemann integrals. How does this the Riemann integral compare with the 
Lebesgue integral? 

Suppose (-00 < a < b < 00) and let f be real valued on (a, b]. Generally 
speaking, if I is Riemann integrable on (a, b], then f is Lebesgue integrable on 
(a, b] and the two integrals are equal. The precise statement is next. 

Theorem 5.6.1 (Riemann and Lebesgue) Suppose I : (a, b] r+ Rand 
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(a) I is B( (a, b]) / B(lR) measurable, 

(b) I is Riemann-integrable on (a, b]. 

Let J... be Lebesgue measure on (a, b]. Then 

(i) I ELI ([a, b], J...).In lact I is bounded. 

(ii) The Riemann integral 01 I equals the Lebesgue integral. 

Proof. If I is Riemann integrable, then from analysis we know that I is bounded 
on (a. b] (and also continuous almost everywhere on (a, b]). For an interval I, 
define 

IV (I) = sup I(x), 1"(1) = inf I(x). 
xel xel 

Chop up (a, b] into n subintervals It), ... ,I~n) where 

b-a 
- (a,a+ ], 

n 
b-a 2(b-a) 

- (a + . a + ], 
n n 

a-b 
- (b- ,b]. 

n 

Define 

n 

In (x) L I V (IJn»l / cn) (x), 
J=l J 

n 

L(x) = LI"(IJn»l/ cn){x) 
J=l J 

so that In, I are simple (and hence measurable) and 
-=--n 

(5.15) 

Define 

an = 1. in (x)J...(dx) = t IV (IJn»J...(IJn» 
(a.b] J=1 

!!n = 1. L (x)J...(dx) = t 1"(It»J...(It» 
(a.b] j=l 
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where A(lt» = (b - a)/n. Let 

I = lb f(x)dx 

be the Riemann integral of f. I has upper Riemann approximating sum an and 
lower Riemann approximating sum Q:". Since f is Riemann-integrable, given f, 

there exists no = no(f) such that n > no implies 

Because of (5.15) and monotonicity of expectations 

Q." = 1 L,dA < 1 fdA < 1 ["dA = an, 
(a.b] (a.b] (a.b] 

and from (5.16 

so 

that is, 

This completes the proof. 

11 fdA-II<f. 
(a.b] 

We need the next lemma in order to discuss the subsequent example. 

(5.16) 

o 

Lemma 5.6.1 (Integral Comparison Lemma) Suppose X and X' are random 
variables on the probability space (Q, B, P) and suppose X E Lt. 

(a) If 

P[X = X'] = 1, 

then 

X' E Lt and E(X) = E(X' ). 

(b) We have 

P[X = X'] = 1 

iff L XdP = L X'dP, VA E B. 

The condition "for all A E B" can be replaced by "for all A E P JJ where P is a 
1f -system generating B. 
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Proof. Part (a) basically follows from Exercise 6. Here, we restrict ourselves to 
commenting on why if X ELI and P[X = X'] = 1, it follows that X' ELI' 

Write N = [X :f= X'] so that P (N) = 0 and then 

E(IX'I) = E(IXll[1XI=IX'1]} + E(IX' IIN) 

< E IXI) + 0 < 00, 

where we have applied Exercise 6. A modification of this argument shows E (X) = 
E(X'). 

Now consider (b) which uses the following result also following from Exercise 
6: 

If X > 0, then E(X) = 0 implies P[X = 0] = 1, (5.17) 

or equivalently 

if X > 0, then P[X > 0] > 0 implies E(X) > O. (5.18) 

Suppose for all A E B that 

i XdP = i X'dP. 

To get a contradiction suppose P[X :f= X'] > O. So either P[X > X'] > 0 or 
P[X < X'] > O. If P[X > X'] > 0, then set A = [X > X'] and (X -X')IA > 0, 
and P[(X - X')IA > 0] > P(A) > O. So from (5.18 we have 

that is, 

i X - i X' > O. 

a contradiction. So P(A) = O. 
Conversely, if P[X = X'] = 1, then set N = [X :f= X'] and for any A E B 

{XdP= { XdP+ { XdP 
JA JAnN JAnNc 

=0+ { X'dP = ( X'dP. 
JAnNc JA 

with the 0 resulting from Exercise 6. o 

Example 5.6.1 For this example we set Q = [0, 1], and P = A = Lebesgue 
measure. Let X (s) = 1 Q(s) where Q are the rational real numbers. Note that 

A(Q) = A(UreQ{r}) = LA({r}) = 0 
reQ 
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so that 

)'([X = 0]) = 1 = ),([0, 1] \ Q). 

Therefore from the Integral Comparison Lemma 10.1 E(X) = £(0) = ° since 
A[X = OJ = 1. Note also that X is not Riemann-integrable, since for every n, 

n j_1 j 1 n 1 n LXv ( , -J- = L 1 . - = - = 1 
I n nn Inn 

n j_1 j 1 n 1 L X"( ·-J-=LO.-=O 
Inn n I n 

and thus the upper and lower Riemann approximating sums do not converge to 
each other. We conclude that the Riemann integral does not exist but the Lebesgue 
integral does and is equal to 0. 

For a function to be Riemann-integrable, it is necessary and sufficient that the 
function be bounded and continuous almost everywhere. However, 

(w E [0, 1] : 1Q(·) is discontinuous at w} = {w E [0, I]} = [0, 1] 

and thus 

A{W: 1Q(·) is continuous at w} = 0. o 

5.7 Product Spaces, Independence, Fubini Theorem 

This section shows how to build independence into a model and is also important 
for understanding concepts such as Markov dependence. 

Let QI, Q2 be two sets. Define the product space 

and define the coordinate or projection maps by (i = 1. 2) 

so that 

If A C QI x Q2 define 

{W2 : (WI. (2) E A} C Q2 

{WI: (WI. Wl) E A} c Qj. 

AWl is called the section of A at w, . 
Here are some basic properties of set sections. 
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(ii) If, for an index set T, we have Aa C QI X Q2, for all ex E T, then 

<U Aa )Wl = U(Aa )WI ' (nAa)wl = n(Aa)wl· 
a a a a 

Now suppose we have a function X with domain Q I x Q2 and range equal to 
some set S. It does no harm to think of S as a metric space. Define the section of 
the function X as 

so 
XWI : Q2 H- S. 

We think of WI as fixed and the section is a function of varying W2. Call X WI the 
section of X at WI. 

Basic properties of sections of functions are the following: 

(i) {tA)wl = lAwl 

(ii) If S = IRk for some k > 1 and if for i = 1,2 we have 

then 

(iii) Suppose S is a metric space, Xn : Q I x Q2 H- Sand limn--.oo Xn exists. 
Then 

A rectangle in QI x Q2 is a subset of Ql x Q2 of the form A 1 x A2 where 
A, C Q;, for i = 1, 2. We call A I and A 2 the sides of the rectangle. The rectangle 
is empty if at least one of the sides is empty. 

Suppose (Q;, B;) are two measurable spaces (i = 1,2). A rectangle is called 
measurable if it is of the form A 1 x A2 where A; E B;, for i = 1, 2. 

An important fact: The class of measurable rectangles is a semi-algebra which 
we call RECT. To verify this, we need to check the postulates defining a semi
algebra. (See definition 2.4.1, page 44.) 

(i) 0, Q ERECT 

(ii) RECT is a 7l'-class: If Al x A2, A~ x A; ERECT, then (AI x A2) n (A~ x 
A;) = AlA; x A2A; ERECT. 
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(iii) RECT is closed under complementation. Suppose A x A2 ERECT. Then 

Qt x Q2 \AI x A2 =(QI \At) x A2 +AI x (Q2 \A2) 

+A~ x A2. 

We now define a a-field on QI x Q2 to be the smallest a-field containing RECT. 
We denote this a-field 8 1 x 82 and call it the product a-field. Thus 

81 x 82 := a( RECT). (5.19) 

Note if QI = Q2 = IIt this defines 

81 x 82 = a(AI x A2 : A, E 8(lR), i = 1,2). 

There are other ways of generating the product a -field on lR2. If C(] is the class of 
semi-open intervals (open on the left, closed on the right), an induction argument 
gives 

Lemma 5.7.1 (Sectioning Sets) Sections of measurable sets are measurable. If 
A E 81 x 82, then for all WI E QI, 

Proof. We proceed by set induction. Define 

CW] = {A C QI x Q2 : Aw] E 82}. 

If A ERECT and A = Al x A2 where A, E 8i. then 

Thus AWl E CW]' implying that 

if WI E Al 
if WI ¢. A I • 

Also CW] is a A-system. In order to verify this, we check the A-system postu
lates. 

(i) We have 

since Ql x Q2 ERECT. 

(ii) If A E CW] then ACE CWI since (A C)WI = (Aw])C and A E CWI implies 
Aw] E 82 and hence (Aw])C E 82. This necessitates (A C)Wl E CW]. 
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c) If An E CWI ' for n > 1 with {An} disjoint, then (An )WI E B2 implies 
Ln (An )WI E B2· But 

00 00 

L(An)wI = (LAn)wI E B2 
n=1 n=1 

and hence 

Now we know that CW1 is a A-system. Further we know that 

which implies by Dynkin's theorem 2.2.2 that 

There is a companion result to Lemma 5.7.1 about sections of measurable func
tions. 

Corollary 5.7.1 Sections of measurable function are measurable. That is, if 

then 

Proof. Since X is Bl x B2/ S measurable, we have for A E S that 

and hence by the previous results 

However 

(X-1(A»wI ={W2 : X(w}, CO2) E A} 

={W2 : XW1 (W2) E A} = (Xwl )-I(A), 

which says X WI is B2/ S measurable. o 
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5.8 Probability Measures on Product Spaces 

We now consider how to construct probability measures on the product space 
(nI x n2, BI x B2). In particular, we will see how to constuct independent random 
variables. 

Transition Functions. Call a function 

a transition function if 

(i) for each WIt K(w}, .) is a probability measure on B2, and 

(ii) for each A 2 E B2, K (., A 2) is BI / B([O, 1]) measurable. 

Transition functions are used to define discrete time Markov processes where 
K (WI, A2) represents the conditional probability that, starting from WI, the next 
movement of the system results in a state in A2. Here our interest in transi
tion functions comes from the connection with measures on product spaces and 
Fubini's theorem. 

Theorem S.S.1 Let PI be a probability measure on B}, and suppose 

K : n. x B2 ~ [0, 1]) 

is a transition function. Then K and PI, uniquely determine a probability on 
BI x B2 via the formula 

(5.20) 

for all Al x A2 ERECT. 

The measure P given in (5.20) is specified on the semialgebra RECT and we 
need to verify that the conditions of the Combo Extension Theorem 2.4.3 on 
page 48 are applicable so that P can be extended to a(RECT) = BI x B2. 

We verify that P is a-additive on RECT and apply the Combo Extension The
orem 2.4.3. Let 

(A(n) x A(n) n > I} 
1 2'-

be disjoint elements of RECT whose union is in RECT. We show 

00 00 

p(LA~n) x A~n» = L p(A~n) x A~n». 
n=I n=1 

Note ifLn A~n) x A~n) = Al x A2, then 

tA I (WI) tA2 (W2) = lA I xA2 (WJ, W2) = L 1 A ~n) xA~n) (WI, W2) 
n 
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Now making use of the series form of the monotone convergence theorem we 
have the following string of equalities: 

P(A I x A2) = { lA] (wI)K (WI, A2)PI (dwI) In.] 
= { [{ lA] (wI)lA2(W2)K(WI, dW2)] PI (dwI) In.] In.2 
= { [( LlAcn)(wt>lAcn)(W2)K(wt,dw2)]PI(dwI) In.] In.2 n] 2 

= { L[ { lAcn)(WI)lACn)(W2)K(wl,dw2)]PI(dwt> In.1 n In.2] 2 

= L ( lACn)(WI)[ ( lAcn) (w2)K(WI, dW2)] PI (dwI) 
n In.1 1 In.2 2 

= L ( 1 A Cn) (wI)K (WI, A~n»pl (dwI) 
n In.1 1 

= L 1 K (WI, A~n»PI (dWl) 
A Cn) n ] 

= L p(A~n) x A~n». 
n o 

Special case. Suppose for some probability measure P2 on B2 that K (WI, A2) = 
P2(A2) . Then the probability measure P, defined in the previous result on BI XB2 
IS 

We denote this P by PI X P2 and call P product measure. Define a-fields in 
Q I x Q2 by 

Bf - {AI x Q2 : Al E Btl 
~ - {Q I X A 2 : A2 E B2}. 

With respect to the product measure P = PI x P2, we have I3f _" B~ since 

P(AI x Q2 n QI x A2) = P(AI x A2) = PI (AI)P2(A2) 

= P(A 1 x Q2)P(QI x A2). 

Suppose Xi : (Qi, B;) H- (TIt B(1R» is a random variable on Q, for i = l, 2. 
Define on Q I X Q2 the new functions 
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With respect to P = PI X P2, the variables Xf and X~ are independent since 

p[Xf < x. X~ < y] = PI x P2({(W), (2) : XI(WI) < x, X2(W2) < y}) 

= PI X P2({WI : Xl(Wt> < xl x {W2: X2(W2) < y}) 

= Pl({XI(WJ} < X})P2({W2 : X2(W2) < y}) 

= P({(WI, W2) : Xf (WI, (2) < x}) 

P({(w}, (2) : X1(WI, Wl) < y}) 

= p[X1 < x]P[X~ < y]. 

The point of these remarks is that independence is automatically built into the 
model by construction when using product measure. Quantities depending on dis
joint components can be asserted to be independent without proof. We can extend 
these constructions from two factors to d > 2 factors and define product measure 
PI x ... x Pd. Having independence built into the model is a big economy since 
otherwise a large number of conditions (of order 2d ) would have to be checked. 
See Definition 4.1.2 on page 91 and the following discussion. 

5.9 Fubini's theorem 

Fubini's theorem is a basic result which allows interchange of the order of inte
gration in multiple integrals. We first present a somewhat more general and ba
sic result that uses transition kernels. We continue to work on the product space 
(QI x Q2, BI x B2). 

Theorem 5.9.1 Let PI be a probability measure on (Q1, B1) and suppose K 
Q 1 x B2 H- [0, 1] is a transition kernel. Define P on (QI x Q2, Bl x B2) by 

Assume 
X : (QI x Q2, BI x B2) H- (IIt B(lR» 

and furthermore suppose X ~ 0 (X is integrable). Then 

has the properties 

(a) Y is well defined. 

(b) Y E B1. 

(c) Y > 0 (Y ELI (PI», 

(5.21) 
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and furthermore 

Proof. For fixed wI, we have XCVI (W2) is 82-measurable so Y is well defined. It 
is not hard to show that Y is 81 measurable and we skip this and we proceed to 
show (5.22) under the assumption X > O. Define 

and 

We begin by supposing 

where 

Then 

and 

A 1 X A2 E REef. 

LHS =1 dP = P(AI x A2) 
AIXA2 

RHS = { [{ K(WI, dW2)lAl (W})lA2(W2)]Pl (dwI) 
10.1 10.2 

=1 K(wI.A2)PI(dw}) = P(AI x A2)· 
Al 

So (5.22) holds for indicators of measurable rectangles. Let 

C = {A E 8 1 x 82: (5.22) holds for X = lA}, 

and we know REef C C. 
We claim that C is a A-system. We check the postulates. 

(i) 01 x 02 E C since 01 x 02 E REef. 
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(ii) If A E C then for X = IN', we have LHS = P(AC
) = 1 - P(A) so that 

LHS 

SoAC E C. 

I - J J K (WI. dw:z) IAwl (w:z) PI (dw» 

J J K (WI. dW2)(1 - IAwl (W2»P, (dw» 

- J J K (w), dw:z) I(Awl IC(W2)PI (dW2) 

J J K (w), dw:z) I (AClwl (w:z) PI (dW2) 

RHS. 

(iii) If An E C, and {An, n > I} are disjoint events, then 

( lL~lAndP=P(LAn)=LP(An) 
Jnl Xn2 n n 

= L J J K(w), dw:z)I(A.lw1 (w:z)PI (dwI) 
n 

because An E C; applying monotone convergence we get 

so Ln An E C. 

= J J K (WI. dW2) I (U.A. IWI (w:z) PI (dw» 

= RHS, 

We have thus verified that C is a A-system. Furthermore, 

C::) REef, 

which implies 
C ::) a( REef) = Bl X B2. 

We may therefore conclude that for any A E Bl X B2, if X = lA then (5.22) holds 
for this X. 

Now express (5.22) as LHS(X) =RHS(X). Both LHS(X) and RHS(X) are 
linear in X so (5.22) holds for simple functions of the form 

k 

X = La,lA" Ai E Bl X B2-
,=1 
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For arbitrary X > 0, there exists a sequence of simple X n, such that X n t X. We 
have 

LHS (Xn ) = RHS (Xn ), 

and by monotone convergence 

LHS (Xn ) t LHS (X). 

Also, we get for RHS, by applying monotone convergence twice, that 

lim t 
n-+OO 

RHS(Xn) = lim tll K(Wl,dW2)(Xn)Wl(W2)]Pl(dw}) 
n-+OO Ol 0'2 

=1 [lim tl K(W2.dW2)(Xn)Wl(W2)]Pl(dw}) 
Ol n-+oo 02 

= 1 [1 lim (Xn)Wl (w2)K(w}. dW2)]P1(dw}) 
01 02 n-+OO 

=1 [1 K(Wt,dW2)XW1(W2)]Pl(dwl) 
Ol 02 

= RHS (X). o 
We can now give the result, called Fubini's theorem, which justifies interchange 

of the order of integration. 

Theorem 5.9.2 (Fubini Theorem) Let P = PI X P2 be product measure. If X is 
BI X B2 measurable and is either non-negative or integrable with respect to P, 
then 

Proof. Let K(WI, A2) = P2(A2). Then PI and K determine P = PI X P2 on 
BI x B2 and 

Also let 

be a transition function with 



5.9 Fubini's theorem 153 

Then K and P2 also determine P = PI X P2 and 

{ XdP = { [( K(lt>2, dWt)XW2(Wt)]P2(dw2) 
jo'l x 0,2 l0'2 lo'l 

= { [( Pt (dw})XW2 (WI)]P2(dW2). 
l0'2 lo'l 0 

We now give some simple examples of the use of Fubini's theorem. 

Example 5.9.1 (Occupation times) Let (X(I, w), I E [0, I]} be a continuous 
time stochastic process indexed by [0, I] on the probability space (Q, 8, P) sat
isfying 

(a) The process X ( .) has state space JR. 

(b) The process X is two-dimensional measurable; that is, 

X : ([0,1] x Q, 8([0, 1]) x 8) ~ 8(lR) 

so that for A E 8(lR) 

X-I(A) = {(I, w) : X(I, w) E A} E 8([0, I» x 8. 

Fix a set A E 8(IR). We ask for the occupation time of X in A during times I E A, 
for A E 8([0, I]). Since A E 8(lR), 

11\ : (JR, 8(JR» ~ ({O, I), {0, {O, I}. (OJ, (l}}) 

is measurable and therefore 

I1\(X(s,w»: ([0,1] x Q,8([0, 1]) x 8) ~ ({O, 1},8({0, I}». 

Define the random measure 

X(A, w):= L l,,(X(s, w»ds 

and call it the occupation time in A during times lEA. 

We have 

which by Fubini's theorem is the same as 

= L [In l,,(X(s, W»dP] ds 

= L P[X(s) E AIds. 

Thus expected occupation times can be computed by integrating the probability 
the process is in the set. 0 
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Example 5.9.2 Let X, > 0, i = 1, 2 be two independent random variables. Then 

To prove this using Fubini's theorem 5.9.2, let X = (XI, X 2), and let g(Xl, X2) = 
XIX2. Note Po X-I = FI X F2 where Fi is the distribution of Xi. This follows 
SInce 

P[(XI, X2) E Al x A2l 

P[XI E AI, X2 E A2l 

- P[XI E AdP[X2 E A2l 

Fl (A})F2(A2) 

FI x F2(AI x A2). 

So P 0 X-I and FI x F2 agree on REef and hence on B(RECT) = Bl x B2. 
From Corollary 5.5.1 we have 

EXIX2= Eg(X) = ( g(x)PoX-1(dx) 
JR~ 

= ( gd(Fl x F2) 
JR~ 

= L+ X2[! xIFI(dxd]F2(dx2) (Fubini) 

= E(Xd ! X2F2(dx2) = E(XI)E(X2)· 

o 

Example 5.9.3 (Convolution) Suppose XI, X 2 are two independent random vari
ables with distributions Fl. F2. The distribution function of the random variable 
XI + X 2 is given by the convolution FI * F2 of the distribution functions. For 
xElR 

P[XI +X2 < x] =: FI * F2(X) = L FI(x - U)F2(du) = L F2(X - u)FI(du). 

To see this, proceed as in the previous example. Let X = (X I, X 2) which has 
distribution Fl x F2 and set 

From Corollary 5.5.1 
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Iterating the multiple integral a la Fubini, we have 

= L [L 1{(u ,v)eIR2:u+vs< J (x 10 X2) FI (dXI)] F2 (dX2) 

= L [L 1( veR:v:5x-X2J (XI)£I (dx I)] F2 (dX2) 

= L FI (x - X2) F2 (dX2)' 

5.10 Exercises 

o 

1. Consider the triangle with vertices (-1,0), (1,0), (0, 1) and suppose (X 1, X2) 
is a random vector uniformly distributed on this triangle. Compute 
E(XI + X2). 

2. Argue without a computation that if X E L2 and C E R, then Var(c) = 0 
and Var(X + c) = Var(X). 

3. Refer to Renyi's theorem 4.3.1 in Chapter 4. Let 

L 1 := inf{j 2: 1 : X j is a record.} 

Check E(L 1) = 00. 

4. Let (X, Y) be uniformly distributed on the discrete points (-1, 0), (1, 0), 
(0, 1), (0, -1). Verify X, Yare not independent but E(XY) = E(X)E(Y). 

5 . (a) If F is a continuous distribution function, prove that 

L F(x)F(dx) = ~. 

Thus show that if XI, X 2 are iid with common distribution F, then 

and E(F(X I» = 1/2. (One solution method relies on Fubini's theo
rem.) 

(b) If F is not continuous 

] 1 
E(F(X}» = - + - LP[XI = al, 

2 2 a 

where the sum is over the atoms of F. 
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(c) If X, Yare random variables with distribution functions F(x), G(x) 
which have no common discontinuities, then 

E(F(Y» + E(G(X» = 1. 

Interpret the sum of expectations on the left as a probability. 

(d) Even if F and G have common jumps, if X_" Y then 

E(F(Y» + E(G(X» = 1 + P[X = Y]. 

6. Suppose X ELI and A and An are events. 

(a) Show 

( XdP ~ O. 
J[lXI>n) 

(b) Show that if P (An) ~ 0, then 

1 XdP~O. An 

Hint: Decompose 

l 1X,dP = 1 IXldP + 1 IXldP 
An An[lXI~M] An[IXI>M] 

for large M. 

(c) Show 

i IXldP = 0 iff P(A n [lXI > 0]) = O. 

(d) If X E L2, show Var(X) = 0 implies P[X = E(X)] = 1 so that X is 
equal to a constant with probability 1. 

(e) Suppose that (0, B, P) is a probability space and A, E B, i = 1,2. 
Define the distance d : B x B ~ IR by 

Check the following continuity result: If An, A E Band 

then 

1 XdP~lXdP An A 

so that the map 

A~ iXdP 

is continuous. 
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7. Suppose Xn , n ~ 1 and X are uniformly bounded random variables; i.e. 
there exists a constant K such that 

If X n ~ X as n ~ 00, show by means of dominated convergence that 

EIXn -X! ~ o. 

8. Suppose X, Xn , n > 1 are random variables on the space (0, B, P) and 
assume 

sup !Xn(w)1 < 00; 
even 
n~l 

that is, the sequence {X n} is uniformly bounded. 

(a) Show if in addition 

sup IX(w) - Xn(w)! ~ 0, n ~ 00, 
even 

then E(Xn) ~ E(X). 

(b) Use Egorov's theorem (Exercise 25, page 90 of Chapter 3) to prove: 
If {Xn} is uniformly bounded and Xn ~ X, then E(Xn) ~ E(X). 
(Obviously, this follows from dominated convergence as in Exercise 7 
above; the point is to use Egorov's theorem and not dominated con
vergence.) 

9. Use Fubini's theorem to show for a distribution function F(x) 

L (F(x + a) - F(x»)dx = a, 

where" dx" can be interpreted as Lebesgue measure. 

10. For X > 0, let 
00 k 

X· = ~ -I[k-l X k J' n ~ 2n y~ <2"' 
k=l 

Show 
E (X~) J. E (X). 

11. If X, Yare independent random variables and E (X) exists, then for all 
B E B(IR), we have 

{ XdP = E(X)P[Y E B]. 
J[YeB] 
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12. Suppose X is an uncountable set and let 8 be the a-field of countable and 
co-countable (complements are countable) sets. Show that the diagonal 

DIAG:= {(x,x):x EX};' 8 x 8 

is not in the product a-field. However, every section of DIAG is measur
able. (Although sections of measurable sets are measurable, the converse is 
thus not true.) 

Hints: 

• Show that 

8 x 8 = 8({{x} x X,X x (x},x EX}), 

sO that the product a-field is generated by horizontal and vertical 
lines. 

• Review Exercise 12 in Chapter 2. 

• Proceed by contradiction. Suppose DIAG E 8 x 8. Then there exists 
countable SeX such that 

DIAG E 8({{x} x X,X x (x},x E s}) =: g. 

• Define 
P := {{s}, s E S, SCI 

and observe this is a partition of X and that 

{A1 x A2 : Ai E P; i = 1, 2} 

is a partition of X x X and that 

g = 8(Al x A2 : A, E p, i = 1,2). 

Show elements of g can be written as unions of sets A j x Ak. 

• Show it is impossible for DIAG E g. 

13. Suppose the probability space is the Lebesgue interval 

and define 

(0 = [0, 1],8([0, 1]), A) 

Xn = nl(O _I ) ',;n . 

Show X n ~ 0 and E (X n) ~ 0 even though the condition of domination 
in the Dominated Convergence Theorem fails. 
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14. Suppose X_" Y and h : IR2 ~ [0,00) is measurable. Define 

g(x) = E(h(x, Y» 

and show 
E(g(X» = E(h(X. Y». 

15. Suppose X is a non-negative random variable satisfying 

prO < X < 00] = 1. 

Show 

(a) lim nE (.!..l[x>n]) = 0, 
n-+oo X 

(b) n~~ n-
1 
E (~ 1[x>n-11) = O. 

16. (a) Suppose -00 < a < b < 00. Show that the indicator function 1(a.b](X) 

can be approximated by bounded and continuous functions; that is, show 
that there exist a sequence of continuous functions 0 < In < 1 such that 
In ~ l(a.b) pointwise. 

Hint: Approximate the rectangle of height 1 and base (a. b] by a trapezoid 
of height 1 with base (a. b + n-I ] whose top line extends from a + n-1 to 
b. 
(b) Show that two random variables X I and X 2 are independent iff for every 
pair II, /2 of positive bounded continuous functions, we have 

(c) Suppose for each n, that the pair ~n and 1]n are independent random 
variables and that pointwise 

~n ~ ~oo, 1]n ~ 1]00' 

Show that the pair ~oo and 1]00 are independent so that independence is 
preserved by taking limits. 

17. Integration by parts. Suppose F and G are two distribution functions with 
no common points of discontinuity in an interval (a. b]. Show 

1. G (x)F(dx) 
(a.b) 

= F(b)G(b) - F(a)G(a) -1. F(x)G(dx). 
(a.b] 

The formula can fail if F and G have common discontinuities. If F and G 
are absolutely continuous with densities I and g, try to prove the formula 
by differentiating with respect to the upper limit of integration. (Why can 
you differentiate?) 
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18. Suppose (Q, B, P) = «0, 1], B«O, 1]), A) where A is Lebesgue measure 
on (0, 1]. Let A x A be product measure on (0, 1] x (0, 1]. Suppose that 
A C (0, 1] x (0, 1] is a rectangle whose sides are NOT parallel to the axes. 
Show that 

A x A(A) = area of A. 

19. Define (Qi, Bi, 11,), for i = 1,2 as follows: Let 11} be Lebesgue measure 
and 112 counting measure so that 112(A) is the number of elements of A. Let 

Define 

(a) Compute 

and 

Q} =(0, 1), 

Q2 =(0, 1), 

B} = Borel subsets of (0, 1), 

B2 = All subsets of (0, 1). 

f(x, y) = {
I, 

0, 

if x = y, 
otherwise. 

(b) Are the two integrals equal? Are the measures a-finite? 

20. For a random variable X with distribution F, define the moment generating 
function t/>(A) by 

t/>(A) = E(eAx). 

(a) Prove that 

t/>(J..) = L eM F(dx). 

Let 
A = (A E R : t/>(A) < co} 

and set 
Aoo = sup A. 

(b) Prove for A in the interior of A that t/>(A) > ° and that t/>(A) is continuous 
on A. (This requires use of the dominated convergence theorem.) 

(c) Give an example where (i) Aoo E A and (ii) Aoo ;. A. (Something like 
gamma distributions should suffice to yield the needed examples.) 

Define the measure FA by 

[ 

eAx 
FA(I) = -F(dx), 

I t/>(A) 
A EA. 
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(d) If F has a density f, verify FA has a density fA' What is fA? (Note that 
the family (fA, ).. E A} is an exponential family of densities.) 

(e) If F(/) = 0, show FA(/) = 0 as well for 1 a finite interval and)" E A. 

21. Suppose (Ph k > 0) is a probability mass function on (O. 1. ... ) and define 
the generating function 

00 

pes) = LPkSk, 0 <s < 1. 
k=O 

Prove using dominated convergence that 

that is, prove differentiation and summation can be interchanged. 

22. (a) For X, a positive random variable, use Fubini to prove 

E(X) = r P[X > t]dt. 
J[o.oo) 

(b) Check also that for any a > 0, 

E(Xa ) = a r x a - 1 P[X > x]dx. 
J[o.oo) 

(c) If X > 0 is a random variable such that for some ~ > 0 and 0 < f3 < 1 

P[X > n~] < (const)f3n , 

then E(Xa ) < 00. 

(d) If X > 0 is a random variable such that for some ~ > 0, E(X eS ) < 00, 

then 
lim xeS P[X > x] = O. 

x-+oo 

(e) Suppose X > 0 has a heavy-tailed distribution given by 

P [X > x] = const. x ~ 17. 
xlogx 

Show E(X) = 00 but yet xP[X > x] ~ 0 as x ~ 00. 

(f) If E(X2) < 00, then for any 1] > 0 

lim x P[lXI > 1].JX] = o. 
x-+oo 
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23. Verify that the product a -algebra is the smallest a -algebra making the co
ordinate mappings Jl'l , Jl'2 measurable. 

24. Suppose Xl, X 2 are iid random variables with common N (0, 1) distribu
tion. Define 

Use Fubini's theorem to verify that 

Note that as n ~ 00, 
Xl 

Yn ~ Y:=--
IX 21 

and that the expectation of Y does not exist, so this is one case where ran
dom variables converge but means do not. 

25. In cases where expectations are not guaranteed to exist, the following is a 
proposal for defining a central value. Suppose F (x) is a strictly increasing 
and continuous distribution function. For example F could be the standard 
normal distribution function. Define 

by 

g: 1R ~ (-1,1) 

1 
g(x) = 2(F(x) - 2). 

For a random variable X, define ¢ : IR ~ (-1, 1) by 

¢(y) = E(g(X - y»). (*) 

The central value of X with respect to g, denoted y (X), is defined as the 
solution of 

¢(y) = O. 

(a) Show ¢(y) is a continuous function of y. 

(b) Show 

lim ¢(y) = -1, 
)1-+00 

lim ¢(y) = 1. 
)1-+-00 

(c) Show ¢(y) is non-increasing. 

(d) Show y (X), the solution of 

¢(y) = 0 
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is unique. 

Show y (X) has some of the properties of expectation, namely the follow
mg. 

(e) For any c E IR 
y(X + c) = y(X) + c. 

(f) Now suppose g in (*) is g : IR H> (-1T /2, 1T /2) defined by 

g(x) := arctan(x), 

so that g(-x) = -g(x). Show 

y( -X) = -y(X). 

26. Suppose {Xn, n > I} is a sequence of (not necessarily independent) Bernoulli 
random variables with 

P[Xn = 1] = Pn = 1 - P[Xn = 0]. 

Show that L~l Pn < 00 implies L~l E(Xn) < 00 and therefore that 
P[Xn ~ 0] = 1. (Compare with Example 4.5.1 in Chapter 4.) 

27. Rapid variation. A distribution tail! - F(x) is called rapidly varying if 

. 1 - F(tx) too, 
hm = 

1-+00 1 - F(t) 0, 

if 0 < x < 1, 

if x > 1. 

Verify that if F is normal or gamma, then the distribution tail is rapidly 
varying. 

If X > 0 is a random variable with distribution tail which is rapidly varying, 
then X possesses all positive moments: for any m > 0 we have E (xm) < 
00. 

28. Let {Xn, n > !} be a sequence of random variables. Show 

iff there exists a random variable 0 < Y ELI such that 

P[lXnl < Y] = 1, \In > 1. 

29. Suppose X n is a sequence of random variables such that 

3 1 
P[Xn = ±n ] = -2' 

2n 

1 
P[Xn = 0] = 1- -. 

n2 

Show that using Borel-Cantelli that P[limn-+oo X n = 0] = 1. Compute 
lim E (X n). Is it O? If not, why does the Lebesgue Dominated Convergence 

n-+oo 
Theorem fail? 
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30. Pratt's lemma. The following variant of dominated convergence and Fatou 
is useful: Let X n , Yn , X, Y be random variables on the probability space 
(Q, B, P) such that 

(i)O<Xn<Yn, 

(ii) Xn ~ X, Yn -+ Y, 

(iii) E(Yn) ~ E(Y). 

Prove E(Xn) ~ E(X). Show the Dominated Convergence Theorem fol
lows. 

31. If X is a random variable, call m a median of X if 

1 
- < P[X > m]. 2- -

(a) Show the median always exists. 

(b) Is the median always unique? 

1 
P[X < m > -. - -2 

(c) If I is an interval such that P[X E I] > 1/2, show mEl. 

(d) When the variance exists, show 

1m - E(X)I < J2Var(X). 

(e) If m is a median of X ELI show 

E (IX - ml) < E (IX - al), \fa E JR. 

Thus the median minimizes L 1 prediction. 

(f) If X E L2, show that for p. = E(X) 

E (IX - 1l12) < E (IX - a 12) , \fa E iR. 

Thus the mean minimizes L 2 prediction. 

(g) Suppose XI. X2, ... , Xn• Xn+l are L2 random variables. Find the -best linear predictor X n+ 1 based on X I , •••• X n of X n+ 1; that is, find 
the linear function L~=l (X,X, such that 

is minimized. 

32. (a) Suppose X has possible values ±1, ±2 and that X assumed each of 
these 4 values with equal probability 1/4. Define Y = X2. Despite this 
functional relationship, show X and Yare uncorrelated; that is, show 

Cov(X. Y) = O. 
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(b) Suppose U, V are independent. Define 

X=U+V, Y+U-V. 

Show X, Yare uncorrelated. 

(c) Toss two dice. Let X be the sum of the faces and Y be the difference. 
Are X, Y independent? Are they uncorrelated? 

33. Suppose X, Yare two L2 random variables such that (X, Y) and (-X, Y) 
have the same joint distributions. Show that X and Yare uncorrelated. 

34. Suppose {Xn, n > I} are iid with E(Xn) = 0, Var(Xn) = 1. Compute 

where Sn = XI + ... + X n' 

35. Suppose X, Y ELI. 

(a) Show 

£(Y) - £(X) = ~ (P[X < x <Y] - pry < x <X])dx. 

(b) The expected length of the random interval (X, Y] is the integral with 
respect to x of P[x E (X, Y]], the probability the random interval 
covers x. 

36. Beppo Levi Theorem. Suppose for n > 1 that X n ELI are random vari
ables such that 

supE(Xn ) < 00. 
n::! 1 

Show that if Xn t X, then X ELI and 

E(Xn) ~ E(X). 

37. Mean Approximation Lemma. Suppose that X ELI (Q, B, P). For any 
€ > 0, there exists an integrable simple random variable X E such that 

Hint: Consider X+ and X- separately. 

Furthermore, if A is a field such that a (A) = B, then XE can be taken to 
be of the form 

k 

X E = Le,IA,. 
,=1 

where Ai E A for i = 1, ... , k. Hint: Review Exercise 5 from Chapter 2. 
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38. Use the Fatou Lemma to show the following: If ° ~ X n -+ X and supn E (X n) = 
K < 00, then E(X) < K and X E Lt. 

39. A Poisson process (N(A, w), A E 8(R2) on R2 with mean measure p. is 
defined to have the following properties: 

(a) p. is a measure such that if A is a bounded measurable set, p.(A) < 00. 

(b) For any set A E 8(R2), the random variable N(A) is Poisson dis
tributed with parameter p.(A): 

if p.(A) < 00, 

if p.(A) = 00. 

(c) For A I, A2, ... ,Ak disjoint regions, the counting random variables 
N(AI), ... , N(Ak) are independent. 

Define for a point process the Laplace functional L as follows: L maps 
non-negative measurable functions f : R2 ~ [0, (0) into [0, (0) via the 
formula 

L (f) :=E(exp{ - ( f(x)N(dx)}) 
1R2 

= { exp{- ( f(x)N(dx,w)}P(dw). 10. J R2 

Show for the Poisson process above that 

L (f) = e- fR2(1-e-/(X»Il(dx). 

Hint: Start with f an indicator function and remember how to compute 
the generating function or Laplace transform of a Poisson random vari
able. Then go from indicator variables to simple variables to general non
negative f via monotone convergence. 

40. (a) Suppose 1] is a N(p., ( 2) random variable satisfying E(exp{1]}) = 1. 
Show p. = -a2/2. 
(b) Suppose (~, 1]) are jointly normal. If ~ and eT] are uncorrelated, then so 
are ~ and 1]. 



6 
Convergence Concepts 

Much of classical probability theory and its applications to statistics concerns 
limit theorems; that is, the asymptotic behavior of a sequence of random vari
ables. The sequence could consist of sample averages, cumulative sums, extremes, 
sample quantiles, sample correlations, and so on. Whereas probability theory dis
cusses limit theorems, the theory of statistics is concerned with large sample prop
erties of statistics, where a statistic is just a function of the sample. 

There are several different notions of convergence and these are discussed next 
in some detail. 

6.1 Almost Sure Convergence 

Suppose we are given a probability space (Q, 8, P). We say that a statement 
about random elements holds almost surely (abbreviated a.s.) if there exists an 
event N E 8 with peN) = 0 such that the statement holds if W E N C

• Synonyms 
for almost surely include almost everywhere (abbreviated a.e.), almost certainly 
(abbreviated a.c.). Alternatively, we may say that the statement holds for a.a. 
(almost all) w. The set N appearing in the definition is sometimes called the ex
ception set. 

Here are several examples of statements that hold a.s.: 

• Let X, X' be two random variables. Then X = X' a.s. means 

P[X = X'] = 1; 
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that is, there exists an event NEB, such that peN) = 0 and if W ENe, 
then X(w) = X'(w). 

• X < X' a.s. means there exists an event NEB, such that peN) = 0 and if 
wE N e then 

X(W) <X'(w). 

• If {X n} is a sequence of random variables, then limn-+oo X n exists a.s. 
means there exists an event NEB, such that peN) = 0 and if W E N e 

then 
lim Xn(w) 

n-+oo 
exists. It also means that for a.a. w, 

IimsupXn(W) = liminfXn(w). 
n-+oo n-+oo 

We will write Iimn-+oo Xn = X a.s. or Xn -+ X a.s. or Xn ~. X. 

• If {X n } is a sequence of random variables, then Ln X n converges a.s. means 
there exists an event NEB, such that P (N) = 0, and W E N e implies 
Ln Xn(w) converges. 

Most probabilistic properties of random variables are invariant under the rela
tion almost sure equality. For example, if X = X' a.s. then X ELI iff X' ELI 

and in this case E (X) = E (X'). 
Here is an example of a sequence of random variables that converges a.s. but 

does not converge everywhere. For this example, the exception set N is non
empty. 

Example 6.1.1 We suppose the probability space is the Lebesgue unit interval: 
([0, 1], B([O, 1 D. )..) where).. is Lebesgue measure. Define 

We claim that for this example 

if 0 < s < ~, 
if 1 < s < 1. n -

Xn -+ 0 a.s. 

since if N = (OJ, then sENe implies X n (s) -+ O. It is not true for this example 
that Xn(s) -+ 0 for all s E [0, 1], since Xn(O) = n -+ 00. 0 

Here is another elementary example of almost sure convergence. This one is 
taken from extreme value theory. 

Proposition 6.1.1 Let {X n} be iid random variables with common distribution 
function F(x). Assume that F(x) < 1, for all x. Set 

n 

Mn = V Xi-
t 
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Then 
Mn t 00 a.s. 

Proof. Recall 

P[Mn < x] P[X1<X, ... ,Xn <X] 
n 

TI P[X; ~ x] = Fn(x). 
1=1 

We must prove that there exists N E 8, such that peN) = 0 and, for W E N C
, we 

have that 
lim Mn(w) = 00; 

n-+oo 

that is, for all i, there exists no{w, i) such that if n > "o(w, i), then Mn{w) > i. 
Note 

LP[Mn < i] = LFn{i) < 00 
n n 

since F(i) < 1. So the Borel-Cantelli Lemma implies 

P([Mn ~ i] i.o. ) = P(lim sup[Mn < i]) = 0 
n-+oo 

and if 
Nj = lim sup[Mn < i] 

n-+oo 

we have P(Nj) = O. Note 

N}~ = lim inf[Mn > i], 
n-+oo 

so for w E Nj, we get Mn{w) > i for all large n. 
Let N = U} N} so 

peN) < L peN}) = O. 
} 

If W E N C
, we have the property that for any i, Mn{w) > i for all sufficiently 

large n. 0 

6.2 Convergence in Probability 

Suppose X n, n > 1 and X are random variables. Then {X n} converges in proba

bility (i.p.) to X, written Xn ~ X, if for any f > 0 

lim P[lXn - XI> f] = O. 
n-+oo 

Almost sure convergence of (Xnl demands that for a.a. w, Xn(w) - X{w) gets 
small and stays small. Convergence i.p. is weaker and merely requires that the 
probability of the difference Xn{w) - X(w) being non-trivial becomes small. 

It is possible for a sequence to converge in probability but not almost surely. 
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Example 6.2.1 Here is an example of a sequence which converges Lp. to 0 but 
does not converge a.s. to O. Let (n, B, P) = ([0. 1], B([O, 1]), A) where A is 
Lebesgue measure and define {X n} as follows: 

and so on. 

XI = 1[0.1], 

X2 = I[o.~]' 
X4 = I[o.!], 

X3 = I[~.I] 
Xs = IU.j]' X6 = I[j.l] 

For any W E [0, 1], Xn(w) fr 0 since Xn(w) = 1 for infinitely many values of 
p 

n. However Xn -+ O. 0 

We next see that a.s. convergence implies convergence i.p. The previous Exam
ple 6.2.1 showed the converse false in general. 

Theorem 6.2.1 (Convergence a.s. implies convergence i.p.) Suppose that 
{Xn, n > 1, X} are random variables on a probability space (n, B, P). If 

Xn -+ X, a.s., 

Then 
p 

Xn -+ X. 

Proof. If X n -+ X a.s. then for any €, 

0= P([lXn - XI> €] i.o.) 

= P(lim sup[lXn - XI> €]) 
n-+oo 

= lim P( U [lXn - XI> €]) 
N-+oo N 

n~ 

> lim P[lXn - XI > €]. 
n-+oo o 

Remark. The definition of convergence i.p. and convergence a.s. can be read
ily extended to random elements of metric spaces. If {X n, n ?: 1, X} are ran
dom elements of a metric space S with metric d, then Xn -+ X a.s. means that 

p p 
d(Xn, X) -+ 0 a.s. and Xn -+ X means d(Xn, X) -+ O. 

6.2.1 Statistical Terminology 

In statistical estimation theory, almost sure and in probability convergence have 
analogues as strong or weak consistency. 

Given a family of probability models (n, B, Pe), () E 8). Suppose the statis
tician gets to observe random variables XI, . .. ,X n defined on n and based on 
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these observations must decide which is the correct model; that is, which is the 
correct value of o. Statistical estimation means: select the correct model. 

For example, suppose n = Roo, B = B(Roo). Let w = (Xl, X2, ••• ) and 
define Xn(w) = Xn. For each 0 E R, let Pe be product measure on Roo which 
makes {Xn, n ?: I} iid with common N(O, 1) distribution. Based on observing 
X It ... ,Xn , one estimates 0 with an appropriate function of the observations 

On = On (X It . .. ,X n ). 

On(XI, ... ,Xn) is called a statistic and is also an estimator. When one actually 
does the experiment and observes, 

then O(Xl, ... ,xn) is called the estimate. So the estimator is a random element 
while the estimate is a number or maybe a vector if 0 is multidimensional. 

In this example, the usual choice of estimator is On = L~=l X,/no The estima
tor en is weakly consistent if for all () E e 

Pe[lOn - 01 > E"] ~ 0, n ~ 00; 

that is, 
A Po 

On ~ o. 
This indicates that no matter what the true parameter is or to put it another way, no 
matter what the true (but unknown) state of nature is, e does a good job estimating 
the true parameter. On is strongly consistent if for all 0 E e, On ~ 0, Pe-a.s. 
This is obviously stronger than weak consistency. 

6.3 Connections Between a.s. and i.p. Convergence 

Here we discuss the basic relations between convergence in probability and almost 
sure convergence. These relations have certain ramifications such as extension of 
the dominated convergence principle to convergence in probability. 

Theorem 6.3.1 (Relations between i.p. and B.S. convergence) Suppose that 
{X n, X, n > I} are real-valued random variables. 

(a) Cauchy criterion: {Xn} converges in probability iff{Xn} is Cauchy in prob
ability. Cauchy in proability means 

P 
X n - X m ~ 0, as n, m ~ 00. 

or more precisely, given any f > 0, ~ > 0, there exists no = no(E",~) such 
that for all r, s ?: no we have 

P[lXr - Xsi > E"] < ~. (6.1) 
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(b) X n ~ X iff each subsequence {X nt} contains a further subsequence 
(X nth)} which converges almost surely to X. 

Proof. (i) We first show that if Xn ~ X then {Xn} is Cauchy Lp. For any ~ > 0, 

To see this, take complements of both sides and it is clear that if 

~ ~ 

IXr - XI < 2 and IXs - XI < 2' 

then by the triangle inequality 

Thus, taking probabilities and using subadditivity, we get from (6.2) 

If 

for n > no(~, ~), then 

for r, s > no. 
(ii) Next, we prove the following assertion: If {X n} is Cauchy i.p., then there ex

ists a subsequence {X n J } such that {X n J } converges almost surely. Call the almost 
sure limit X. Then it is also true that also 

p 
Xn ~ X. 

To prove the assertion, define a sequence n j by n 1 = 1 and 

(In the definition (6.1) of what it means for a sequence to be Cauchy Lp., we let 
~ = ~ = 2- j .) Note, by construction n J > n j -1 so that n j ~ 00. Consequently, 
we have 

and thus 
00 

L P[lXnJ+1 - Xn) I > 2- i ] < 00. 

J=1 
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The Borel-Cantelli Lemma implies 

P(N) := P{lim sup[lXnJ+1 - XnJ I > 2- j
]} = o. 

}-.oo 

For W E N C
, 

(6.3) 

for all large j and thus (XnJ (w)} is a Cauchy sequence of real numbers. The 
Cauchy property follows since (6.3) implies for large I that 

L IXnJ+1 (w) - XnJ (w)1 ~ L 2- j = 2.2-1
, 

j~1 }~I 

and therefore for any k > I large, we get 

IXnk(w) - Xn/(w)1 < L IXnJ+1 (w) - XnJ (w)1 ~ 2.2-1
• 

}~I 

Completeness of the real line implies 

exists; that is 
w E N C implies lim X n J (w) exists. 

}-.oo 

This means that {X n J} converges a.s. and we call the limit X. 
p 

To show Xn ~ X note 

Given any 1], pick n j and n so large that the Cauchy i.p. property guarantees 

€ 1] 
P [IX n - X n J I > 2] < 2· 

Since XnJ ~. X implies XnJ ~ X, 

P[lXnJ -XI> ~] < ~ 

for large n j. This finishes the proof of part ( a). 

We now focus on the proof of (b): Suppose X n ~ X. Pick any subsequence 

{Xnk }. Then it is also true that X nk ~ X. From (ii) above, there exists a further 
subsequence {Xnkfl )} converging a.s. 

Conversely: Suppose every subsequence has an a.s. convergence subsequence. 

To show Xn ~ X, we suppose this fails and get a contradiction. If {Xn} fails to 
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converge in probability, there exists a subsequence {X nk} and a ~ > 0 and € > 0 
such that 

But every subsequence, such as {X nk} is assumed to have a further subsequence 
(X nkt,)} which converges a.s. and hence i.p. But 

contradicts convergence i.p. o 

This result relates convergence in probability to point wise convergence and 
thus allows easy connections to continuous maps. 

Corollary 6.3.1 (i) If Xn ~. X and 

is continuous, then 
g(Xn) ~. g(X). 

(ii) If Xn ~ X and 
g:lRH-IR 

is continuous, then 
p 

g(Xn) ~ g(X). 

Thus, taking a continuous function of a sequence of random variables which con
verges either almost surely or in probability, preserves the convergence. 

Proof. (i) There exists a null event NEB with P(N) = 0, such that if W E N C
, 

then 
Xn(W) ~ X(w) 

in lR, and hence by continuity, if W E N C
, then 

g(Xn(W» ~ g(X(w». 

This is almost sure convergence of (g(Xn)}. 
(ii) Let {g(Xnk )} be some subsequence of {g(Xn)}.1t suffices to find an a.s. con

vergence subsequence (g(Xnk(I)}. But we know {Xnk } has some a.s. convergent 

subsequence (X nA:(,)} such that X nkh) ~ X almost surely. Thus g(X nk(,» ~. g(X) 
which finishes the proof. 0 

Thus we see that if Xn ~ X, it is also true that 

X~ ~ X 2 , and arctanXn ~ arctanX 
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and so on. 
Now for the promised connection with Dominated Convergence: The statement 

of the Dominated Convergence Theorem holds without change when almost sure 
convergence is replaced by convergence i.p. 

Corollary 6.3.2 (Lebesgue Dominated Convergence) If X n ~ X and if there 
exists a dominating random variable ~ ELI such that 

then 

E(Xn) -4 E(X). 

Proof. It suffices to show every convergent subsequence of E (X n) converges to 
E(X). 

Suppose £ (X nk) converges. Then since convergence in probability is assumed, 

{X nk} contains an a.s. convergent subsequence (X nJc(I)} such that X n/c(1) ~. X. The 
Lebesgue Dominated Convergence Theorem implies 

So E(Xnk ) -4 £(X). 

We now list several easy results related to convergence in probability. 

p p 
(1) If Xn -4 X and Yn -4 Y then 

p 
Xn + Yn -4 X + Y. 

To see this, just note 

Take probabilities, use subadditivity and let n -4 00. 

(2) A multiplicative counterpart to (1): If Xn ~ X and Yn ~ Y, then 

p 
XnYn -4 XY. 

o 

To see this, observe that given a subsequence {nk}, it suffices to find a fur
ther subsequence (nk{t)} C {nk} such that 

Since X nk ~ X, there exists a subsequence {n~} C {nk} such that 

X a.s·X 
n' -4 . 

k 



176 6. Convergence Concepts 

Since Yn ~ Y, given the subsequence {n~}, there exists a further subse
quence (n~(,)} C {n~} such that 

and hence, since the product of two convergent sequences is convergent, we 
have 

X Y a.s. Y 
n' n' ~ X . 

k(r) Jefl) 

Thus every subsequence of {X n Yn } has an a.s. convergent subsequence. 

(3) This item is a reminder that Chebychev's inequality implies the Weak Law 
of Large Numbers (WLLN): If {X n, n > 1} are iid with EX n = J.l and 
Var(Xn ) = a 2, then 

n p 
LX;/n ~ J.l. 
;=1 

(4) Bernstein's version 01 the Weierstrass Approximation Theorem. Let / 
[0, 1] H> 1R be continuous and define the Bernstein polynomial of degree n 
by 

O<x<l. 

Then 
Bn(x) ~ I(x) 

uniformly for x E [0, 1]. The proof of pointwise convergence is easy using 
the WLLN: Let ~1, ~2, •.. ,fJn be iid Bernoulli random variables with 

P[fJ; = 1] =X = 1- P[fJ, = 0]. 

Define Sn = L7-1~; so that Sn has a binomial distribution with success 
probability p = x and 

E(Sn) = nx, Var(Sn) = nx(1- x) < n. 

Since 1 is continuous on [0, 1], 1 is bounded. Thus, since 

Sn P 

from the WLLN, we get 

-~x, 

n 

Sn P 
1(-) ~ I(x) 

n 
by continuity of / and by dominated convergence, we get 

Sn 
E/(-) ~ I(x). 

n 
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But 

S n k (n) EI(...!!..) = L f( -) k xk(1 - x)n-k = Bn{x). 
n k=O n 

We now show convergence is uniform. Since I is continuous on [0, 1], I 
is uniformly continuous, so define the modulus of continuity as 

CV(~) = sup If{x) - l(y)l, 
Ix-)'I~.s 

O~x.y~l 

and uniform continuity means 

Define 

Now we write 

lim w(~) = o. 
c5J,O 

11/11 = sup{lf(x)1 : 0 <x < I}. 

sup IBn(x) - l(x)1 = sup IE(f(Sn») - l(x)1 
O~x~l x n 

< sup E(I/(Sn) - l{x)1) 
x n 

< S~P{E(lf(> - f(x)ll[1~_XI~'I) 

+ S~PE(lJ(;) - f(x)ll[1~_XI>'I)} 
Sn 

~ cv(E")P[ ] + 211/11 sup P[I- - xl > E"] 
x n 

Var(~) 
< cv(E") + 211 f II sup 2 n 

x E" 

) 211 f II nx (1 - x) 
< cv (E" + 2 sup 2 

E" x n 

= CV(E") + 211 III ~ . ~ 
E"2 4 n 

(by Chebychev) 

where we have used 

So we conclude 

1 
sup x(1 - x) = -. 

O~x~l 4 

1 
sup IBn(x) - l(x)1 = cv{E") + (const) . -, 

O~x~l n 
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and therefore 

lim sup sup IBn (x) - /(x)1 < w(€). 
n-oo O~x~1 

Since w(€) ~ 0 as E" ~ 0, the proof is complete. 

6.4 Quantile Estimation 

o 

A significant statistical application of convergence in probability is to quantile 
estimation. 

Let F be a distribution function. For 0 < p < 1, the pth order quantile of 
F is F+-(p). If F is unknown, we may wish to estimate a quantile. Statistical 
tests, reliability standards, insurance premia, dam construction are all based on 
estimated quantiles. How can one estimate F+-(p) based on a random sample? 

One non-parametric method uses order statistics. Let Xl • ...• X n be a random 
sample from F; that is, Xl, ... ,X n are iid with common distribution function F. 
The order statistics of the sample are 

X(n) < X(n) < ... < X(n) 
1- 2 - - n' 

so that X~n) is the minimum of the sample and X~n) is the maximum. Define the 
empirical cumulative distribution function (edt) by 

which is the percentage of the sample whose value is no greater than x. Note that 
if we think of success at the j th trial as the random variable X J having a value 
< x, then 

nFn (x) = # successes in n trials 

is a binomial random variable with success probability F(x). So 

£(nFn(x» = nF(x), Var(nFn(x» = IlF(x)(l- F(x» 

and the WLLN implies 
p 

Fn(x) ~ F(x) 

for each x. In fact, much more is true as we will see when we study the Glivenko
Cantelli Lemma in the next chapter. 
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Thus, Fn approximates or estimates F and we hope Fn- estimates F-. But 
since Fn only jumps at the order statistics, we have 

Fn+-(p) = inf{y : Fn(y) > p} 

= inf{X~n) : Fn(X~n» > p} 

= inf{Xt) : ~ > p} 

= inf{X~n) : j ~ np} 

X(n) = rnpl' 

where rnpl is the first integer ~ np. We will try X~:~l as the quantile estimator. 

Theorem 6.4.1 Suppose F is strictly increasing at F+-(p) which means that for 
all € > 0 

Then we have X~:~l is a weakly consistent quantile estimator, 

X (n) P F+- ) 
rnpl ~ (p . 

Proof. We begin with a reminder that 

We must prove for all € > 0, 

which is equivalent to showing that for all € > 0, 

P[X~:~l > F-(p) + €] ~ 0, 

P[X~:~l :5 F+-(p) - €] ~ o. 

From (6.5), this in tum is equivalent to showing that for all € > 0: 

1 - P[X~:~l :5 F-(p) + €] = 1 - P[nFn(F-(p) + €) > rnpl] 

(6.4) 

(6.5) 

(6.6) 

(6.7) 

(6.8) 

= P[nFn(F-(p) + €) < fnpl] ~ 0 (6.9) 

and 

(6.10) 
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For (6.10) we have 

P[Fn(F-(p) _~) > rnpl] 
n 

= P[Fn(F-(p) -~) - F(F-(p) - €) > rnpl - F(F-(p) - €)], 
n 

(6.11) 

where we centered the random variable on the left to have zero mean. Now 
rn!, ~ p and by the WLLN 

Also by (6.4), there exists [) > 0 such that 

For all large n, 
rnpl _ [) 
-n- - F(F (p) -~) > 2 > o. 

So the probability in (6.11) is bounded above by 

Similarly, we can show the convergence in (6.9). o 

6.5 L p Convergence 

In this section we examine a form of convergence and a notion of distance that is 
widely used in statistics and time series analysis. It is based on the L p metric. 

Recall the notation X E L p which means E(IXIP) < 00. For random variables 
X, Y E L p, we define the L p metric by 

This indeed defines a metric but proving this is not completely trivial. (The trian
gle inequality is the Minkowski Inequality.) This metric is norm induced because 

is a norm on the space L p. 

A sequence {Xn } of random variables converges in Lp to X, written 

L 
Xn 4X, 
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if 

as n ~ 00. 

The most important case is when p = 2, in which case L 2 is a Hilbert space 
with the inner product of X, Y defined by the correlation of X, Y. Here are two 
simple examples which use the L 2 metric. 

1. Define {Xn} to be a (2nd order, weakly, covariance) stationary process if 
EX n =: m independent of nand 

for all n. No distributional structure is specified. The best linear predictor 
of X n+ I based on Xl, . .. ,X n is the linear combination of X I, ... ,X n 
which achieves minimum mean square error (MSE). Call this predictor 
......... ............ ~ n 
Xn+l. Then X n+l IS of the form Xn+1 = LI a;X; and aI, ... ,an are 
chosen so that 

n 
........ 2· '" 2 E(Xn+l - Xn+t> = mm E(La,X; - Xn+t> . 

al.··· .an ,=1 

2. Suppose {X n} is an iid sequence of random variables with E (X n) = J1. and 
Var(Xn ) = a 2• Then 

since 

_ n L 
X = LX;/n ~ J1., 

I 

Sn 2 1 2 
E(- - J1.) = -E(Sn - nJ1.) 

n n2 

1 
= 2"Var(Sn) 

n 

na2 
= -2- ~ O. 

n 

Here are some basic facts about L p convergence. 

o 

L 
(i) L p convergence implies convergence in probability: For p > 0, if X n 4 X 

p 
then Xn ~ X. 

This follows readily from Chebychev's inequality, 

EIXn -XIP 
P[lXn - XI > ~] < ~P ~ O. (6.12) 
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(ii) Convergence in probability does not imply L P convergence. What can go 
wrong is that the nth function in the sequence can be huge on a very small 
set. 

Here is a simple example. Let the probability space be ([0, 1],13([0, 1]), A) 
where A is Lebesgue measure and set 

Then 

but 
1 

E (IXn IP) = 2np _ ~ 00. 
n 

(iii) L P convergence does not imply almost sure convergence as shown by the 
following simple example. Consider the functions {X n} defined on ([0, 1], 
13([0, 1]), A) where A is Lebesgue measure. 

Xl = l[o.~J' 

X3 = l[o.~]' 

Xs = l[~.lJ' 

and so on. Note that for any p > 0, 

So E(IXnIP) ~ 0 and 

X2 = 1[~.lJ 
X4 = 1[ I 2] 

l'l 

X6 = I[O.!J 

L 
Xn 4 o. 

Observe that {X n} does not converge almost surely to O. o 

Deeper and more useful connections between modes of convergence depend on 
the notion of uniform integrability (ui) which is discussed next. 

6.5.1 Uniform Integrability 

Uniform integrability is a property of a family of random variables which says 
that the first absolute moments are uniformly bounded and the distribution tails 
of the random variables in the family converge to 0 at a uniform rate. We give the 
formal definition. 



6.5 L p Convergence 183 

Definition. A family {X" t e T} of L 1 random variables indexed by T is uni
formly integrable (abbreviated ui) if 

supE (IX,11IX,I>a]) = sup { IX,ldP ~ 0 
tET tET J[lX,I>a] 

as a ~ 00; that is, 

( IX,ldP ~ 0 
J[lX,I>a] 

as a ~ 00, uniformly in t E T. 
We next give some simple criteria for various families to be uniformly inte

grable. 

(1) If T = {I} consists of one element, then 

as a consequence of Xl ELI and Exercise 6 of Chapter 5. 

(2) Dominated families. If there exists a dominating random variable Y ELI, 

such that 

for all t E T, then {X,} is ui. To see this we merely need to observe that 

sup { IX,ldP < { IYI ~ 0, a ~ 00. 
tET J[lX,I>a] J[lYI>a] 

(3) Finite families. Suppose X, E L}, for i = 1, ... ,n. Then the finite family 
{X 1, X 2, ... ,X n} is ui. This follows quickly from the finite family being 
dominated by an integrable random variable, 

n 

IX;I < L IXjl ELI 
,=1 

and then applying (2). 

(4) More domination. Suppose for each t E T that X tEL 1 and Yt ELI and 

IXtl < IYtl· 

Then if {Y,} is ui so is {X,} ui. 

This is an easy consequence of the definition. 
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(5) Crystal Ball Condition. For p > 0, the family {IXn IP} is ui, if 

sup E (IXn IP+c5) < 00, 
n 

for some ~ > o. 

(6.13) 

For example, suppose (X,,} is a sequence of random variables satisfying 
E(Xn) = 0, and Var(Xn) = 1 for all n. Then {Xn} is ui. 

To verify sufficiency of the crystal ball condition, write 

-+ 0, 

as a -+ 00. o 

We now characterize uniform integrability in terms of uniform absolute conti
nuity and uniform boundedness of the first absolute moments. 

Theorem 6.5.1 Let (X I, t E T} be L 1 random variables. This family is ui iff 

(A) Uniform absolute continuity: For all € > 0, there exists ~ = ~(€), such that 

and 

VA E B: suPllXlldP < € if P(A) <~, 
lET A 

(B) Uniform bounded first absolute moments: 

supE(IX,1) < 00. 
lET 

Proof. Suppose (X,} is ui. For any X ELI and a > 0 

L \XldP = 1 IXldP + 1 IXldP 
A[IXI~a] A[lXI>a] 

< aP(A) + { IXldP. 
lUX,>aj 
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So 

supllXt,dP < aP(A) + sup] IXtldP. 
lET A lET IX,I>a 

Insert A = Q and we get (B). To get (A) pick "a" so large that 

i € 
sup IX,ldP < -. 
lET [lX,I>a] 2 

If 

then 

1 € € 
sup IX,ldP < - + - = € 
lET A 2 2 

which is (A). 
Conversely: Suppose (A) and (B) hold. Chebychev's inequality implies 

sup P[IXt I > a] < sup E (lXI I)/a = const/a 
lET lET 

from (B). Now we apply (A): Given € > 0, there exists ~ such that whenever 
P(A) < ~,we have L IX,ldP < E 

for all t E T. Pick "a" large enough so that P[lX, I > a] < ~, for all t. Then for 
all t we get 

{ IXtldP < €, 
J[lX,I>a] 

which is the ui property. 

Example 6.5.1 Let {X n} be a sequence of random variables with 

P[Xn=O]=p,P[Xn=n]=q, p+q=1. 

Find a value of p = Pn so that 

and thus 

Since Xn > 0, 

1 = E(Xn ) = O· P + nq 

1 
q --- , 

n 
1 

P = 1--. 
n 

supE(IXnD = 1 
n~l 

o 
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but the family in not ui since 

IXnldP = l {I, 

[lXnl>a] O. 

This entails 

if a < n, 

if a > n. 

sup ( IXnldP = 1. 
n~l J[IXnl>a] 

6.5.2 Interlude: A Review of Inequalities 

o 

We pause in our discussion of L p convergence and uniform integrability to discuss 
some standard moment inequalities. We take these up in turn. 

1. Schwartz Inequality: Suppose we have two random variables X. Y E L2. 
Then 

To prove this, note for any t E IR that 

o < E(X - ty)2 = E(X2) - 2tE(XY) + t 2E(y2) (6.14) 

: q(t) 

and that q (.) is differentiable 

q'(t) = -2£(X)£(Y) + 2tE(y2). 

Set q' (t) = 0 and solve to get 

Substitute this value of t into (6.14) which yields 

0< E(X2) _ 2 E (XY) E(XY) + (E(Xy»)2 E(y2). 
- E (y2) E (y2) 

Multiply through by E (y2). o 
A minor modification of this procedure shows when equality holds. This is 
discussed in Problem 9 of Section 6.7 

2. Holder's inequality: Suppose p, q satisfy 

1 1 
P > I, q > 1, - + - = 1 

P q 

and that 
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Then 

In terms of norms this says 

Note Schwartz's inequality is the special case p = q = 2. 

The proof of Holder's inequality is a convexity argument. First note that 
if E(IXIP) = 0, then X = 0 a.s .. Thus, E(IXYI) = 0 and the asserted 
inequality holds. Similarly if E(IYlq) = o. So suppose the right side of 
Holder's inequality is strictly positive. (This will allow us at the end of the 
proof to divide by IIXllpIIYllq.) 
Observe for a > 0, b > 0 there exist s, t E IR such that 

(6.15) 

Since exp(x} is convex on IR and p-l + q-l = 1, we have by convexity 

or from the definition of s, t 

Now replace a by IXI/IIXlip and b by IYI/IIYllq to get 

IXYI < -1 ( IXI)P -1 ( IYI )q 
IIXllpllYllq - p IIXlip + q IIYllq 

and so, after taking expectations, we get 

E(IXYI) -1 -1 
IIX llpllYllq < p + q = 1. 

o 

3. Minkowski Inequality: For 1 < P < 00, assume X, Y E L p. Then X + Y E 

Lp and 

To see why L p is closed under addition, note 

If P = 1, Minkowski's inequality is obvious from the ordinary triangle 
inequality. So assume 1 < P < 00 and choose q conjugate to p so that 
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p-l + q-l = 1 and thus P - 1 = p/q. Now we apply Holder's inequality. 
We have 

IIX + YII~ =E (IX + YIP) = E (IX + YIIX + YIP/q) 

<E (lXIIX + YIP/q) + E (lYIiX + YI P/q) 

and applying HOlder's inequality, we get the bound 

«IIXllpIlIX + YIP/qllq + IIYllplllX + YIP/qllq 

=(IIXlip + IIYll p) II IX + YIP/q IIq 

=(IIXlip + IIYllp ) (EIX + YIP)q 

=(IIXlip + IIYllp)IIX + YII~/q 

=(IIXli p + IIYllp)IIX + YII~-l. 

-1 

Assuming the last factor is non-zero, we may divide through to get the 
result. If the last factor equals zero, both sides of the inequality are zero. 0 

4. Jensen's inequality: Suppose u : IR H- IR is convex and E (IX I) < 00 and 
E(lu(X)1) < 00. Then 

E(u(X» > u(E(X». 

This is more general than the variance inequality Var(X) > 0 implying 
E(X2) > (EX)2 which is the special case of Jensen's inequality for u(x) = 
x 2• 

If u is concave, the inequality reverses. 

For the proof of Jensen's inequality, note that u convex means for each 
~ E IR, there exists a supporting line L through (~, u(~» such that graph of 
u is above the line. So 

u(x) ~ line L thru (~, u(~» 

and therefore, parameterizing the line, we have 

u(x) > u(~) + A(X - ~) 

where A is the slope of L. Let ~ = E (X). Then for all x 

u(x) > u(E(X» + A(X - E(X». 

(Note A depends on ~ = E (X) but does not depend on x.) Now let x = X 
and we get 

u(X) > u(E(X» + A(X - E(X». 

Taking expectations 

Eu(X) > u(E(X» + AE(X - EX) = u(E(X». 0 
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Example 6.5.2 (An application of Holder's Inequality) Let 0 < ex < {3 and set 

{3 {3 
r = - > 1, s =--

ex {3 - ex 

Then 

Set 

With these definitions, we have by Holder's inequality that 

that is, 

so that 

and 

We conclude that X E L ~ implies X E La, provided ex < {3. Furthermore 

is non-decreasing in t. 
Also if 

and p' < p, then 

L 
Xn4X 

6.6 More on L p Convergence 

This section utilizes the definitions and basic properties of L p convergence, uni
form integrability and the inequalities discussed in the previous section. We begin 
with some relatively easy implications of L p convergence. We work up to an 
answer to the question: If random variables converge, when do their moments 
converge? 

Assume the random variables {X, X n , n > 1) are all defined on (Q, 13, P). 
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1. A form of Sclze!fe's lemma: We have the following equivalence for L 1 con
vergence: As n ~ 00 

iff 

sup I { XndP - ( XdPI --+ O. 
AE8 JA JA 

(6.16) 

Note that if we replace A by Q in (6.16) that we get 

/E(Xn) - E(X)I < EIXn - XI ~ 0 

so that first moments converge. This, of course, also follows by the modulus 
inequality. 

To verify (6.16), suppose first that Xn !:.l. X. Then we have 

sup I { XndP- { XdPI 
A JA JA 

= sup I { (Xn - X)dPI 
A JA 

< sup ( IXn - XldP 
A JA 

< f IXn -XldP 

=E(IXn - XI) ~ O. 

For the converse, suppose (6.16) holds. Then 

EIXn -XI =1 (Xn -X)dP +1 (X -Xn)dP 
(Xn>X] (Xn::5X] 

= ([Xn>XI Xn -[Xn>XI x) 
+(1 x-I Xn) 

(X,,::5X] (X,,::5X] 

<2sup I { Xn - { XI· 
A JA JA 

2. If 

then 

o 
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or equivalently 

For this verification, write 

x = Xn +X -Xn 

and Minkowski's inequality implies 

(6.17) 

Interchange the roles of X n and X in (6.17) to get 

IIXn lip < IIXli p + IIX - Xn lip. (6.18) 

So combining (6.17)and (6.18) we get 

IIIXnllp -IIXllpl ~ IIX - Xnllp ~ 0, (6.19) 

as was to be proved. o 

Towards a resolution of the problem of when moments of a sequence of random 
variables converge, we present the following result which deals with the case 
p=1. 

Theorem 6.6.1 Suppose for n > 1 that X n ELI. The following statements are 
equivalent: 

(a) {Xn I is L I-convergent. 

(b) {X n} is L I-cauchy; that is, 

EIXn - Xml ~ 0, 

as n, m ~ 00. 

(c) {Xn} is uniformly integrable and {Xn} converges in probability. 

So if X n ~. X or X n 2:;. X and {X n I is ui, then the first moments converge: 

IE(Xn) - E(X)I ~ E(IXn - XI) ~ O. 

Later, we will see that convergence i.p. of {X n} can be replaced by convergence 
in distribution to X. 

Proof. (a)~(b): L I convergence implies Cauchy convergence because of the tri
angle inequality. 

(b)~(c): Given (b) we first show that {Xnl is ui. Given f > 0, there exists Nt 
such that if m, n > Nt then 

f IXn - XmldP < ,,/2. (6.20) 
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To show {Xn} is ui, we use Theorem 6.5.1. For any A E B 

lIXn'dP::: l lXn -XN, +XN,ldP 

< L IXN, IdP + f IXn - XN,ldP. 

For any n > Nf 

that is, 

sup {IXnldP < { IXN
E 
IdP + E"/2. 

n~Nf JA JA 
and thus 

sup { IXnldP ~ sup {IXmldP + E"/2. 
n JA m~Nf JA 

If A = (2, we conclude 

supE(IXnl) < sup EC/XmD + E"/2 < 00. 
n m~Nf 

Furthermore, since finite families of L 1 rv's are ui, {X m, m < Nf } is ui and given 
E" > 0, there exists 8 > 0 such that if peA) < 8, then 

so we may conclude that whenever peA) < 8, 

Hence {X n} is ui. 

sup { IXnl < E"/2 + E"/2 = E". 
n JA 

To finish the proof that (b) implies (c), we need to check that {Xn} converges 
in probability. But 

so {Xn} is Cauchy i.p. and hence convergent in probability. 

(c)~(a): If Xn ~ X, then there exists a subsequence Ink} such that 

X a.s·X 
nk -+ , 
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and so by Fatou's lemma 

since {Xn} is ui. So X ELI. Also, for any € > 0 

f IXn - XldP < { IXn - XldP + { IXnldP 
J[lXn-XI~f] JUXn-XI>f] 

+ { IXldP 
JUXn-XI>f] 

<€+A+B. 

Since X n 2:;. X, 
P[IXn -XI> €] ~ 0 

and hence B ~ 0 as n ~ 00 by Exercise 6 of Chapter 5. 
To verify A ~ 0, note that since {X n} is ui, given € > 0, there exists 8 > 0 

such that 

sup ( IXkldP < € 
k~I JA 

if P(A) < 8. Choose n so large that 

P[IXn -XI> €] < 8 

and then A < €. o 

Example. Suppose Xl and X2 are iid N(O, 1) random variables and define Y = 
X 1/ IX 21. The variable Y has a Cauchy distribution with density 

1 
f(y) = n(1 + y2) , Y E 1R. 

Define 

Then 
Yn ~ Y 

but {Yn} is NOT ui, since E(Yn) = 0 but EIYI = 00. If {Yn} were ui, then by 
Theorem 6.6.1 we would have 

E(Yn ) ~ E(Y) 

but the expectation of Y does not exist. 
We give more detail about why E (Yn ) = O. Let FI = F2 be standard normal 

distributions. Then 

E(Yn ) = 11 I Xl FI X F2(dxI, dX2)· 
}R2 n- + IX21 
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Note that the integrand is in L I (Fl x F2) since 

If 
I XI FI x F2(dxI, dx2) ~nlf IXIIFI x F2(dxI, dx2) 

IR2 n- + IX21 R2 

=nE(IXII)· 

Thus, from Fubini's theorem 

E(X.) = { I 1 I [( xIFI (dXI)] F2(dx2) = 0, JJR n- + IX2 JJR 
since the inner integral is zero. 

We give the extension of Theorem 6.6.1 to higher moments. 

Theorem 6.6.2 Suppose p > 1 and X n E L p. The following are equivalent. 

(a) {Xn} is Lp convergent. 

(b) {Xn} is Lp-cauchy; that is 

as n, m --+ 00. 

(c) {lXnIP} is uniformly integrable and {Xn} is convergent in probability. 

o 

Note that this Theorem states that L p is a complete metric space; that is, every 
Cauchy sequence has a limit. 

Proof. The proof is similar to that of Theorem 6.6.1 and is given briefly. 
(a)--+(b): Minkowski's inequality means IIXli p is a norm satisfying the triangle 

inequality so 

as n, m --+ 00. 

(b)--+(c): If {Xn} is L p Cauchy, then it is Cauchy in probability (see (6.12» 

so there exists X such that Xn ~ X. To show uniform integrability we verify 
the conditions of Theorem 6.5.1. Note by (6.19) (with Xm replacing X), we have 
{IIX nil p, n > I} is a Cauchy sequence of real numbers and hence convergent. So 
supn IIXn lip < 00. This also implies that X, the limit in probability of X n, is in 
L p by Fatou. To finish, note we have 

L IX.IPdP < L IX. -Xm +XmIPdP 

and applying the 2P inequality of Exercise 3 we get the bound 

<2P LIX.-XmIPdP+2P L,Xm,PdP 

<2PIIX. - Xmll~ + 2P L IXmIPdP. 
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Given € > 0, there exists mo such that n > mo implies 

Since Xmo E L P' we have 2P fA IXmolPdP ~ 0 as P(A) ~ 0 (see Exercise 6 of 
Chapter 5). The uniform integrability follows. 

(c)~(a): As in Theorem 6.6.1, since {Xn} is convergent in probability, there 

exists X such that along some subsequence Xnlc ~. X. Since {IXnIP} is ui 

00 

E(IXI P
) < IkiminfE(IXnIcIP) < V E(IXnIP) < 00, 

-00 
n=l 

so X E L p. One may now finish the proof in a manner wholly analogous to the 
proof of Theorem 6.6.1. 0 

6.7 Exercises 

1. (a) Let {X n} be a monotone sequence of random variables. If 

then 

(Think subsequences.) 

P 
Xn~X 

X as·X n ~ • 

(b) Let {X n} be any sequence of random variables. Show that 

iff 

Xn~·X 

P 
SUplXk -XI ~ o. 
k~n 

(c) Points are chosen at random on the circumference of the unit circle. Yn 
is the arc length of the largest arc not containing any points when n points 
are chosen. Show Yn --. 0 a.s. 

(d) Let {Xn } be iid with common distribution F(x) which satisfies F(xo) = 
1, F(x) < 1 for x < Xo with Xo < 00. Prove 

max{X}, ... , Xn} t Xo 

almost surely. 
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2. Let {Xn} be iid, EXn = J1.., Var(Xn) = (J2. Set X = L~-I Xi/no Show 

1 ~ - 2 P 2 - L..,(X; - X) ~ ~(J . 
n ,=1 

3. Suppose X > 0 and Y > 0 are random variables and that p > o. 

(a) Prove 

(b) If p > 1, the factor 2P may be replaced by 2P- I • 

(c) If 0 < p < 1, the factor 2P may be replaced by 1. 

4. Let {Xn, n > I} be iid, EXn = 0, EX; = (J2. Let an E 1R for n ~ 1. Set 
Sn = L:~=I a,X,. Prove {Sn} is L2-convergent iff L:r' 1 a; < 00. 

5. Suppose {Xn} is iid. Show {n-ISn, n > I} is ui provided X; ELI. 

6. Let {Xn} be ui and let X E Lt. Show {Xn - X} is ui. 

7. Let Xn be N(O. (J;). When is {Xn} ui? 

8. Suppose {X n} and {Yn} are two families of ui random variables defined on 
the same probability space. Is {X n + Yn } ui? 

9. When is there equality in the Schwartz Inequality? (Examine the derivation 
of the Schwartz Inequality.) 

10. Suppose {Xn} is a sequence for which there exists an increasing function 
f : [0. (0) ~ [0,00) such that I(x)/x ~ 00 as x ~ 00 and 

Show {Xn} is ui. 

sup E (I (IX n I» < 00. 
n~t 

Specialize to the case where 1 (x) = x P for p > 1 or 1 (x) = x (log x) + . 

11. Suppose {Xn, n > I} are iid and define Mn = v7 IX;. 

(a) Check that 
P[Mn > x] < nP[XI > x]. 

(b) If E(Xf) < 00, then Mn/n l / p ~ o. 
(c) If in addition to being iid, the sequence {Xn} is non-negative, show 

Mn/n ~ 0 iff nP[XI > n] ~ 0, as n ~ 00. 
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(d) Review the definition of rapid variation in Exercise 27 of Chapter 5. 
Prove there exists a sequence b(n) -+ 00 such that 

p 
Mn/b(n) -+ 1, n -+ 00, 

iff 1 - F(x) := P[XI > x] is rapidly varying at 00. In this case, we 
may take 

b(n) = ( 1 )<4- (n) 
I-F 

to be the 1 - ~ quantile of F. 

(e) Now suppose {Xn} is an arbitrary sequence of non-negative random 
variables. Show that 

n 

E(Mn1[Mn~c5]) < LE(Xkl[Xk~c5])· 
k=l 

If in addition, {Xn} is ui, show E(Mn)/n -+ O. 

12. Let {X n} be a sequence of random variables. 

p 
(a) If Xn -+ 0, then for any p > 0 

IXnlP ~ 0 
1 + IXnlP 

and 

p 
(b) If for some p > 0 (6.21) holds, then Xn -+ O. 

(c) Suppose p > O. Show Xn ~ 0 iff (6.22). 

(6.21) 

(6.22) 

13. Suppose {Xn • n > I} are identically distributed with finite variance. Show 
that 

and 
V7=IIX,1 Po In -+. 

14. Suppose {Xk} are independent with 

2 1 
P[Xk = k ] = -

k 

1 
P[Xk = -1] = 1 - k. 

Show L:7 1 X, -+ -00 almost surely as n -+ 00. 
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p 
15. Suppose Xn > 0 for n > 0 and Xn -+ Xo and also E(Xn) -+ E(Xo). 

Show Xn -+ Xo in LI. (Hint: Try considering (Xo - Xn)+.) 

16. For any sequence of random variables {Xn} set Sn = L:7-1 X,. 

(a) Show Xn ~. 0 implies Sn/n ~. o. 
L L 

(b) Show Xn 4 0 implies Sn/n 4 0 for any p > 1. 

(c) Show Xn l: 0 does NOT imply Sn/n l: O. (Try Xn = 2n with proba
bility n- I and = 0 with probability I-n-1• Alternatively look at functions 
on [0, 1] which are indicators of [i/n. (i + l)/n].) 

(d) Show Sn/n l: 0 implies Xn/n ~ o. 

17. In a discrete probability space, convergence in probability is equivalent to 
almost sure convergence. 

18. Suppose {X n} is an uncorrelated sequence, meaning 

Cov(X" Xl) = 0, i # j. 

If there exists a constant c > 0 such that Var(X n) ~ c for all n ~ 1, then 
for any ex > 1/2 we have 

p p 
19. If 0 < Xn < Yn and Yn -+ 0, check Xn -+ O. 

20. Suppose E(X2) = 1 and E(IXI) > a > O. Prove for 0 < A < 1 that 

21. Recall the notation d(A, B) = P(A~B) for events A. B. Prove 

22. Suppose {Xn, n ~ I} are independent non-negative random variables satis
fying 

E(Xn) = J.1..n. Var(Xn) = 0';. 
Define for n > 1, Sn = L:7 I Xi and suppose L:~ 1 J1n = 00 and 0'; ~ 

P 
CJ.1..n for some c > 0 and all n. Show Sn/(E(Sn) -+ 1. 
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23. A classIcal transform result says the following: Suppose Un ~ 0 and u,. -+ 
u as n -+ 00. For 0 < s < 1, define the generating function 

Show that 

00 

U (s) = L u,.s". 
,,=0 

lim(1- slUes) = u 
$-1 

by the following relatively painless method which uses convergence in 
probability: Let T(s) be a geometric random variable satisfying 

PlT(s) = n] = (I - s)sn. 

Then T(s) .!;. 00. What is £(uT(J)1 

24. Recall a random vector (Xn , Yn ) (that is, a random elemenl of }R2) con
verges in probability to a hmit random vector (X, Y) if 

p 
d«X,., Y,.), (X, Y» --+ 0 

where d is the Euclidean metric on ]R2. 

(8) Prove 

P 
(XII' YII> -+ (X. Y) (6.23) 

iff 
p p 

X" --+ X and Y,. --+ Y. 

(b) If I : R2 H Rd is continuous (d ~ I), (6.23) implies 

p 
I(X", Y,.) --+ I(X. Y). 

(c) If (6.23) holds, then 

p 
(X" + Y,., X,.Y") -+ (X + y, Xy). 

25. For random variables X, Y define 

p(X, Y) = inf(& > 0 : P[lX - YI > c5] :5 c5}. 

(a) Show p(X. Y) = 0 iff P[X = Y] = 1. Form equivalence classes of 
random variables which are equal almost surely and show that p is a 
metric on the space of such equivalence classes. 

(b) This metric metrizes convergence in probability: 

X" .!;. X iff p(X,., X) --+ O. 
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(c) The metric is complete: Every Cauchy sequence is convergent. 

(d) It is impossible to metrize almost sure convergence. 

26. Let the probability space be the Lebesgue interval; that is, the unit interval 
with Lebesgue measure. 

(a) Define 
n 

Xn = --1(0 n-1), n > 3. 
logn . 

Then {X n} is ui, E (X n) ~ 0 but there is no integrable Y which dom
inates {Xn }. 

(b) Define 
Xn = nl(O.n-1) - nl(n-1.2n-1). 

Then {Xn} is not ui but Xn ~ 0 and E(Xn) ~ O. 

27. Let X be a random variable in L 1 and consider the map 

X : [1,00] t4- [0,00] 

defined by x(p) = IIXI/p. Let 

PO := sup{p > 1 : IIXllp < oo}. 

Show X is continuous on [1, po). Furthermore on [1, po) the continuous 
function p t4- log IIXlip is convex. 

28. Suppose u is a continuous and increasing mapping of [0, 00] onto [0,00]. 
Let u ~ be its inverse function. Define for x > 0 

U(x) = fox u(s)ds, V(x) = fox u+-(s)ds. 

Show 
xy < U(x) + V(y). x, y E [0,00]. 

(Draw some pictures.) 

Hence, for two random variables X, Y on the same probability space, XY 

is integrable if U(IXD E Ll and V(IYD E Lt. 

Specialize to the case where u(x) = x p - t , for p > 1. 

29. Suppose the probability space is «0. 1].8«0. 1]), A) where A is Lebesgue 
measure. Define the interval 

where 2P + q = n is the decomposition of n such that p and q are integers 

satisfying p > 0, 0 < q < 2P • Show IAn ~ 0 but that 

lim sup IAn = 1, 
n-+OO 

lim inf IAn = O. 
n-+oo 
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30. The space L 00: For a random variable X define 

IIXlioo = sup{x : P[lXI > x] > OJ. 

Let L 00 be the set of all random variables X for which IIX 1100 < 00. 

(a) Show that for a random variable X and 1 < p < q < 00 

(b) For 1 < P < q < 00, show 

Loo eLq eLp eLt. 

(c) Show Holder's inequality holds in the form 

E(IXYI) < IIXlltlIYlloo. 

(d) Show Minkowski's inequality holds in the form 

IIX + Ylloo < IIXlloo + IIYlloo. 

31. Recall the definition of median from Exercise 31 of Chapter 5. 

(a) Let {Xn, n > I} be a sequence of random variables such that there exists 
a sequence of constants {cn } with the property that 

p 
Xn - Cn ~ O. 

If m(Xn ) is a median of X n , show 

and Cn - m(Xn) ~ O. 

(b) If there exists a random variable X with a unique median such that 
p 

Xn ~ X, then m(Xn) ~ m(X). 

32. For a random variable X, let y (X) be the central value defined in Exercise 
25 of Chapter 5. For a sequence of random variables {Xn, n > OJ, suppose 
there exist a sequence of constants {cn} such that Xn - Cn ~ Xo almost 
surely. Show limn_oo X n - Y (X n) exists and is finite almost surely, where 
y(Xn ) is the unique root of the equation E(arctan(X - y) = O. Show 
limn_oo(cn - y(Xn» exists and is finite. 

33. Suppose {Xn.k, 1 < k < n. n > I} is a triangular array of random variables. 
For n > 1, set 

n 

Sn = LXn.;, 
,=1 

n 

Mn = V Xn.;. 
,=t 

Show that M n ~ 0 implies Sn / n ~ O. 





7 
Laws of Large Numbers and Sums 

of Independent Random Variables 

This chapter deals with the behavior of sums of independent random variables and 
with averages of independent random variables. There are various results that say 
that averages of independent (and approximately independent) random variable!; 
are approximated by some population quantity such as the mean. Our goal is to 
understand these results in detail. 

We begin with some remarks on truncation. 

7.1 Truncation and Equivalence 

We will see that it is easier to deal with random variables that are uniformly 
bounded or that have moments. Many techniques rely on these desirable prop
erties being present. If these properties are not present, a technique called trunca
tion can induce their presence but then a comparison must be made between the 
original random variables and the truncated ones. For instance, we often want to 
compare 

{Xn } with {Xnl[1Xnl~n]} 

where the second sequence is considered the truncated version of the first. 
The following is a useful concept, expecially for problems needing almost sure 

convergence. 

Definition. Two sequences {X n} and {X~} are tail equivalent if 

L P[Xn # X~] < 00. (7.1) 
n 
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When two sequences are tail equivalent, their sums behave asymptotically the 
same as shown next. 

Proposition 7.1.1 (Equivalence) Suppose the two sequences {Xn} and {X~} are 
tail equivalent. Then 

(1) Ln(Xn - X~) converges a.s. 

(2) The two series Ln Xn and Ln X~ converge a.s. together or diverge a.s. 
together; that is 

LX n converges a.s. iff L X~ converges a.s. 
n n 

(3) If there exists a sequence {an} such that an t 00 and if there exists a random 
variable X such that 

then also 

Proof. From the Borel-Cantelli Lemma, we have that (7.1) implies 

P([Xn # X~] i.o. ) = 0, 

or equivalently 
P(lim inqXn = X~]) = 1. 

n-+oo 

So for W E lim infn-+oc(Xn = X~] we have that Xn(w) = X~(w) from some 
index onwards, say for n > N(w). This proves (1). 

For (2) note 
00 00 

L Xn(w) = L X~(w). 
n=N n=N 

For (3) we need only observe that 

1 n 

- L(Xj - Xj) ~. o. 
an . 1 J= 

7.2 A General Weak Law of Large Numbers 

o 

Recall that the weak law of large numbers refers to averages of random variables 
converging in the sense of convergence in probability. We first present a fairly 
general but easily proved result. Before proving the result, we look at several 
special cases. 
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Theorem 7.2.1 (General weak law of large numbers) Suppose {Xn, n > I} are 
independent random variables and define Sn = :LJ=l Xj. If 

(;) 

(ii) 

then if we define 

we get 

n 

LPUXJI > n] ~ 0, 
J=l 

1 n 

n2 L EX~l[1XJI~n] ~ 0, 
J=l 

n 

an = L E (Xjl[1XJI~n]), 
J=l 

Sn - an P 0 
---~ . 

n 

(7.2) 

(7.3) 

(7.4) 

One of the virtues of this result is that no assumptions about moments need to 
be made. Also, although this result is presented as conditions which are sufficient 
for (7.4), the conditions are in fact necessary as well. We will only prove suffi
ciency, but first we discuss the specialization of this result to the iid case under 
progressively weaker conditions. 

SPECIAL CASES: 

(a) WLLN with variances. Suppose {Xn, n > I} are iid with E(Xn) = J-L and 
E(X~) < 00. Then as n ~ 00, 

1 P 
-Sn ~ 11· 
n 

The proof is simple since Chebychev's inequality makes it easy to verify (7.2) and 
(7.3). For instance (7.2) becomes 

nP[IXtI > n] ~ nE(X})2jn2 ~ 0 

and (7.3) becomes 

1 2 1 2 
n2nE(Xl1[1Xll~n] < n E(X l ) ~ o. 

Finally, we observe, as n ~ 00 

(b) Khintchin's WLLN under the first moment hypothesis. Suppose that 
{Xn, n > I} are iid with E(IXID < 00 and E(Xn) = 11. (No assumption is made 
about variances.) Then 
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To prove this by means of Theorem 7.2.1, we show that (7.2) and (7.3) hold. 
For (7.3) observe that 

since E (IX 1 D < 00. 

nP[lXll > n] =E(n1[1Xrl>n) 

<E(IX111[1xll>n) ~ 0, 

Next for (7.3), we use a divide and conquer argument. We have for any ~ > 0 

1 2 1( 2 2 ) 
n EXl1[1Xll~n] < n E(Xl1[1Xll~€Jii]) + E(Xl1[€Jii~IXll~n) 

~2n 1 
< -;- + n E(nIXII1[€Jii~IXrl~n]) 

:s~2 + E(IXlI1€Jii~IXrl) 
~~2 , 

as n ~ 00, since E (IX 1 D < 00. So applying Theorem 7.2.1 we conclude 

Since 

the result follows. 

Sn - nE(Xl1[1Xll~n]) ~ o. 
n 

(c) Feller's WLLN without a first moment assumption: Suppose that 
{Xn , n > I} are iid with 

lim xP[IXII > x] = o. 
x-oc 

(7.5) 

Then 

The converse is true although we will not prove it. Note that this result makes no 
assumption about a finite first moment. 

As before, we show (7.2) and (7.3) hold. The condition (7.2) becomes in the iid 
case nP[IXll > n] ~ 0 which is covered by (7.5). To show (7.3) holds, we need 
to write it in terms of 

rex) := xP[lXll > x]. 
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Let P [X 1 <x] = F (x) and because of the iid assumption (7.3) becomes 

.!. ( IXl121[lXll~n]dP =.!.1 x 2F(dx) 
n 19. n (x:lxl~n) 

= .!.1 (llx'2sdS)F(dX) 
n Ixl~n 5=0 

= ~ in 2S[1 F (dx) ]ds ( by Fubini ) 
n s=o s<lxl~n 

11n 

= - 2S(P[lXll > s] - P[lXtI > n])ds 
n 0 

11n 11n 

= - 2r(s)ds - - 2sdsP[lX11 > n] 
non 0 

2 (n 
= n 10 r(s)ds - !,P[lx! I> nl ~ 0 

r(n) 

since if res) ~ 0 so does its average. 

Proof of Theorem 7.2.1. Define 

Then 

So 

and therefore 

n 

X~j = X J I[lXJI~n] and S~ = LX~j. 
J=l 

n n 

L P[X~J ,e XJ] = L P[IXjl > n] ~ o. 
J=l J=l 

P[ISn - S~ I > €] < P[Sn ,e S~] 
~ P{U[X~j ,e XJ]} 

j=l 

n 

< LP[X~j #Xj] ~ 0 
j=l 

o 

(7.6) 

The variance of a random variable is always bounded above by the second mo
ment about 0 since 
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So by Chebychev's inequality 

P[ 
S~ - ES~ ] Var(S~) 

> € < 2 n - n €2 

where that convergence is due to (7.3). 
Note an = ES~ = L~=l EXjl[IXJI!:n], and thus 

We therefore get 

S~ - an P 
~--~o. 

n 

Sn - an Sn - S~ + S~ - an ~ 0 
n n n 

(7.7) 

where the first difference goes to zero because of (7.6) and the second difference 
goes to zero because of (7.7). 0 

Example: Let F be a symmetric distribution on 1R and suppose 

e 
1 - F(x) = , x > e 

2x log x 

Suppose {X n, n > I} is an iid sequence of random variables with common distri
bution function F. Note that 

100 e e roo dy 
EX+ = e 2xlogx dx = 211 Y = 00. 

so because the distribution is symmetric 

and E (X) does not exist. However, 

e e 
rex) =xP[lXII > x] =x· = -- ~ 0 

x logx logx 

and an = 0 because F is symmetric, so 

Sn ~ o. 
n 

Thus, without a mean existing, the WLLN still holds. When we consider the 
strong law of large numbers, we will see that a.s. convergence fails. 0 
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7.3 Almost Sure Convergence of Sums of 
Independent Random Variables 

This section considers the basic facts about when sums of independent random 
variables converge. We begin with an inequality about tail probabilities of maxima 
of sums. 

Proposition 7.3.1 (Skorohod's inequality) Suppose {Xn, n > I} is an indepen
dent sequence of random variables and suppose a > 0 is fixed. For n > 1, define 
Sn = L: 1 X" and set 

c := sup P[ISN - Sjl > a]. 
j~.N 

Also, suppose c < 1. Then 

1 
P[sup ISjl > 2a] < P[lSNI > a]. 

J~N 1 - c 
(7.8) 

There are several similar inequalities which bound the tail probabilities of the 
maximum of the partial sums, the most famous of which is Kolmogorov's inequal
ity. One advantage of Skorohod's inequality is that it does not require moment 
assumptions. 

Note that in the iid case, the constant c somewhat simplifies since we can ex-
press it as 

c = V P[lSjl > a] = V P[lSN - Sjl > a] 
j~N j~N 

due to the fact that 
d 

(X., ... , XN) = (XN, ... , Xl). 

This means that the sums of the variables written in reverse order (SN - Sj, j = 
N, N - 1, ... , 1) have the same distribution as (Sl, ... , SN). 

Proof of Proposition 7.3.1. Define 

J := inf{j : ISjl > 2a}, 

with the convention that inf" = 00. Note that 
n 

[sup ISjl > 2a] = [J < N] = L[J = j], 
j~N j=l 

where the last union is a union of disjoint sets. Now we write 

P[ISNI > a] > P[lSNI > a, J < N] 
N 

L P[lSN I > a, J = j] 
J=l 

N 

> L P[ISN - Sjl < a, J = j]. (7.9) 
J=l 
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To justify this last step, suppose 

ISN(W) - Sj(w)1 < a, and J (w) = j 

so that ISj(w)1 > 2a. If it were the case that ISN(W)I < a, then it would follow 
that ISN(W) -SJ (w)1 > a which is impossible, so ISN(W)I > a. We have checked 
that 

[lSN - Sj I < a, J = j] C [lSN I > a, J = j] 

which justifies (7.9). Thus, 

N 

P[ISNI > a] > LP[ISN - SJI < a,J = j]. 
J=l 

It is also true that 

and 

Since 

we have 

N 

SN-SJ= L X J EB(XJ+l, ... ,XN) 
I=J+l 

[J = j] = [supIS,1 < 2a, ISJI > 2a] E B(Xl ... Xj). 
I<J 

N 

P[ISNI > a] > L P[ISN - SJ I <a]P[J = j] 
J=l 
N 

> L(1 - c)P[J = j] (from the definition of c) 
J=l 

= (1 - c)P[J < N] 

= (1- c)P[sup ISJI > 2a]. 
j~N 0 

Based on Skorohod's inequality, we may now present a rather remarkable result 
due to Levy which shows the equivalence of convergence in probability to almost 
sure convergence for sums of independent random variables. 

Reminder: If {~n} is a monotone sequence of random variables, then 

p 
~n --+ ~ 

implies (and hence is equivalent to) 

l: a.s. l: 
sn --+ s· 



7.3 Almost Sure Convergence of Sums of Independent Random Variables 211 

Theorem 7.3.2 (Levy's theorem) If {Xn' n > 1} is an independent sequence of 
random variables, 

LX n converges i.p. iff LX n converges a.s. 
n n 

This means that if Sn = L~-l X" then the following are equivalent: 

1. {Sn} is Cauchy in probability. 

2. {Sn} converges in probability. 

3. {Sn} converges almost surely. 

4. {Sn} is almost surely Cauchy. 

Proof. Assume {Sn} is convergent in probability, so that {Sn} is Cauchy in proba
bility. We show {Sn} is almost surely convergent by showing {Sn} is almost surely 
Cauchy. To show that {Sn} is almost surely Cauchy, we need to show 

~N = sup ISm - Sn I --+ 0 a.s., 
m.n~N 

as N --+ 00. But {~N, N > 1} is a decreasing sequence so from the reminder it 

suffices to show ~N ~ 0 as N --+ 00. Since 

~N = sup ISm - SN + SN - Snl 
m.n~N 

it suffices to show that 

< sup ISm - SNI + sup ISn - SNI 
m~N n~N 

=2 sup ISn - SNI 
n~N 

=2sup ISN+j - SNI, 
j~O 

(7.10) 

For any £ > 0, and 0 < 8 < !, the assumption that {Sn} is cauchy i.p. implies 
that there exists NE." such that 

(7.11 ) 

if m, m' > Nf .", and hence 

(7.12) 
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if n > N£,'" 
Now write 

Now we seek to apply Skorohod's inequality. Let X; = X N+. and 

j j 

Sj = LX; = LXN+i = SN+j - SN-
1=1 .=1 

With this notation we have 

P[ sup ISN+J - SNI > E] 
N'~j~O 

from the choice of 8. Note that from (7.11) 

Since 8 can be chosen arbitrarily small, this proves the result. o 

Levy's theorem gives us an easy proof of the Kolmogorov convergence crite
rion which provides the easiest method of testing when a series of independent 
random variables with finite variances converges; namely by checking conver
gence of the sum of the variances. 

Theorem 7.3.3 (Kolmogorov Convergence Criterion) Suppose {Xn, n > I} is 
a sequence of independent random variables. If 

thell 
00 

00 

L Var(Xj) < 00, 

j=1 

L (X J - E (X)» converges almost surely. 
J=l 
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Proof. Without loss of generality, we may suppose for convenience that E (X) = 
O. The sum of the variances then becomes 

00 

LEX; < 00. 

)=1 

This implies that {Sn} is L2 Cauchy since (m < n) 

n 

IISn - Smll~ = Var(Sn - Sm) = L EX; ~ 0, 
j=m+l 

as m, n --+ 00 since L) E(X;) < 00. So {Sn}, being L2-Cauchy, is also Cauchy 
in probability since 

n 

P[ISn - Sml > €] < E-2Var(Sn - Sm) = L Var(Xj) --+ 0 
)=m 

as n, m ~ 00. By Levy's theorem {Sn} is almost surely convergent. o 

Remark. Since {Sn} is L 2 convergent, the first and second moments converge; 
that is, 

and 
n n 00 

LVar(Xj) = Var(L(Xj - EX)} ~ Var(LXj), 
j=l )=1 )=1 

so we may conclude 

00 00 

Var(LX) = LVar(X). 
j=l )=1 

7.4 Strong Laws of Large Numbers 

This section considers the problem of when sums of independent random vari
ables properly scaled and centered converge almost surely. We will prove that 
sample averages converge to mathematical expectations when the sequence is iid 
and a mean exists. 

We begin with a number theory result which is traditionally used in the devel
opment of the theory. 
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Lemma 7.4.1 (Kronecker's lemma) Suppose we have two sequences {Xk} and 
{an} such that Xk E 1R and 0 < an t 00.1/ 

then 

OOx 
L ...!.. converges, 
k=l ak 

n 

lim a;l "Xk = O. 
n-+oo ~ 

k=l 

Proof. Let rn = L:En+l Xk/ak so that rn ~ 0 as n ~ 00. Given € > 0, there 
exists No = No(€) such that for n > No, we have Irnl < €. Now 

so 

and 

n n 

LXk = L(rk-l - rk)ak 
k=l k=l 

n-l 
= L(aJ+l -aj)rj +alro -anrn. 

J=l 

Then for n > No, 

No-l ( ) n-] ( ) 

< " aj+l -aj Ir-I +" aj+l -aj Ir-I 
~ a J ~ a J 
J=] n J=No n 

alrO a r 
+I-I+I~I 

an an 
const € 
-- + -(aNo+l - aNo + aNo+2 - aNo+l 

an an 

+ aNo+3 - aNo+2 + ... + an - an-I> + rn 

< 0(1) + €(an - aNo) + € 

an 

< 2€ + 0(1). 

This shows the result. o 
The Kronecker lemma quickly gives the following strong law. 

Corollary 7.4.1 Let {Xn, n > 1} be an independent sequence 0/ random vari
ables satisfying E (X~) < 00. Suppose we have a monotone sequence bn t 00. 

If 

" Xk ~ Var(-) < 00, 
k bk 
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then 
Sn - E(Sn) a.s. 0 
---- ---+ • 

bn 

Proof. Because the sum of the variances is finite, the Kolmogorov convergence 
criterion yields 

,,(Xn - E(Xn») 
~ converges a.s. 

n bn 

and the Kronecker Lemma implies 

n 

L(Xk - E(Xk»/bn -+ 0 
k=l 

almost surely. o 

7.4.1 Two Examples 

This section discusses two interesting results that require knowledge of sums of 
independent random variables. The first shows that the number of records in an 
iid sequence grows logarithmically and the second discusses explosions in a pure 
birth process. 

Example 1: Record counts. Suppose {X n, n > I} is an iid sequence with com
mon continuous distribution function F. Define 

N N 

J.i.N = L l[X, is a record] = L Ij 
J=l j=l 

where 

1 J = I[X, is a record ]. 

SO J.i.N is the number of records in the first N observations. 

Proposition 7.4.1 (Logarithmic growth rate) The number of records in an iid 
sequence grows logarithmically and we have the almost sure limit 

I· J.i.N I 1m ---+ • 
N-oo 10gN 

Proof of Proposition 7.4.1. We need the following fact taken from analysis: There 
is a constant c (Euler's constant) such that 

as n ---+ 00. 

n 1 
log n - L -:- ~ c, 

J=l J 
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Recall that {I j, j > I} are independent. The basic facts about {I j} are that 

1 I 
P[/j = 1] = -:" E(lj) = -:" 

) ) 

2 2 I 1 j-l 
Var(lj) = E(1J) - (EI J) = -:- - ~ = '2' 

J) ) 

This implies that 

00 (1) 00 I LVar _J_. = L . 2 Var(1J) 
j=1 log) 1 (log) 

L
oo j-1 

= <00 
1 j2(log j)2 

since by the integral test 

~ j-I ~ j 
f;t j2(log j)2 ~ ~ j2(log j)2 

00 1 

= t; j (log j)2 

100 dx 

~ e x(logx)2 

= 100 d; < 00. 
1 Y 

The Kolmogorov convergence criterion implies that 

00 ((1 - E(1o») 00 (1j - 1) L J . J = L .J converges 
j=1 log) J=I log) 

and Kronecker's lemma yields 

""n (1 . -I ) ""n I ""n . -I o ~ Lj=1 j - ) = LJ=I j - Lj=1 ) ""n '-1 Jln - Lj=l) 
logn logn logn 

Thus 

""n '-1 ""n '-1 I Jln Jln - Lj=1 ) L}=I) - ogn 
-- - 1 = + --+ O. 
logn logn logn 

This completes the derivation. 0 

Example 2: Explosions in the Pure Birth Process. Next we present a stochastic 
processes example where convergence of a series of independent random vari
ables is a crucial issue and where the necessary and sufficient criterion for con
vergence can be decided on the basis of first principles. 
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Let {X j, j > I} be non-negative independent random variables and suppose 

P [X n > x] = e -AnX ,x > 0 

where An > 0, n > 1 are called the birlh parameters. Define the birth time process 
Sn = L: 1 X, and the population size process (X(I), I > O} of the pure birlh 
process by 

X(I) = 

Next define the event explosion by 

2, 

3, 

00 

if SI < I < S2, 

if S2 < I < S3, . 

[explosion] = [LXn < 00] 

n=1 

= [X(I) = 00 for some finite I]. 

Here is the basic fact about the probability of explosion in the pure birth pro
cess. 

Proposition 7.4.2 For Ihe probability of explosion we have 

P[ explosion] = {I, 
O. 

if Ln A;1 < 0, 

if Ln A;1 = 00. 

Recall that we know that P[Ln X n < 00] = 0 or 1 by the Kolmogorov Zero
One Law. 

Proof. If Ln A; 1 < 00, then by the series version of the monotone convergence 
theorem 

00 00 00 

E(LXn ) = LE(Xn ) = LA;1 < 00, 

n=1 n=l n=1 

and so P[L: 1 Xn < 00] = 1. (Otherwise, recall that E(Ln Xn) = 00.) 
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Conversely, suppose P[Ln Xn < 00] = 1. Then exp{- L~ I Xn} > 0 a.s., 

which implies that E (exp{ - Ln X n}) > O. But 

00 

o < E(e- E:'1 Xn) = E(n e-Xn ) 

n=l 

N 

= E( lim n e-Xn ) 

N-+oo k=1 

= lim E (fI e-x.) (by Monotone Convergence) 

N-+oo n=l 

N 

= lim n E(e-Xn ) (by independence) 

N-+oo n=l 

Now 

E(exp{- LXn }) > o iff -logE(e- EnXn ) < 00 

n 

iff f -log ( An ) < 00 

n!.l 1 + An 

oc 

iff L log(1 + A;;I) < 00. 

n=1 

If L~ 1log(1 + A;I) < 00, then log(1 + >..;1) -+ 0 implies A;1 -+ o. Since 

lim log(1 + x) = 1, 

x,J.O x 

by L'Hopital's rule, we have 

and thus 
00 

00 

L log(1 + ;.,;1) < 00 iff LA;1 < 00. 

n=1 n=1 o 
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7.5 The Strong Law of Large Numbers 
for lID Sequences 

This section proves that the sample mean is almost surely approximated by the 
mathematical expectation. We begin with a preparatory lemma. 

Lemma 7.5.1 Let {Xn, n > I} be an iid sequence of random variables. The fol
lowing are equivalent: 

(a) EIXII < 00. 

(b) limn_oo I ~ I = 0 almost surely. 

(c) For every € > 0 
00 

LP[IXd > €n] < 00. 

n=l 

Proof. (a) ~ (c): Observe that: 

EOXIIl = 10
00 

P[lXII > xldx 

00 I n
+

1 

= L P[lXll > x]dx 
n=O n 
00 

> LP[IXII > n + 1] 
n=O 
00 

< L P[lXll > n]. 
n=O 

Thus E(IX1D < 00 iff L~o P[IXll > n] < 00. Set Y = ~ and we get the 
following chain of equivalences: 

E(IXI D < 00 iff E(IYD < 00 

(c) ~ (b): Given € > 0, 

00 

iff L P[IYI > n] < 00 

n=O 
00 

iff L P[lXll > En] < 00. 

n=O 

L P[lXll > €n] = L P[lXnl > €n] < 00 
n n 

is equivalent, by the Borel zero-one law, to 

{ [ 
IXnl ].} P -n- > € 1.0. = O. 
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which is in turn equivalent to 

. IXnl 
hmsup-- < f 
n-oo n 

almost surely. Since lim sUPn_oo I:nl is a tail function, it is a.s. constant. If this 
constant is bounded by f for any f > 0, then 

. IXnl 
hmsup-- = O. 
n-oo n 

This gives (b) and the converse is similar. o 

We are now prepared to consider Kolmogorov's version of the strong law of 
large numbers (SLLN). 

Theorem 7.5.1 (Kolmogorov's SLLN) Let {Xn, n > I} be an iid sequence of 
random variables and set Sn = L:7=1 Xi. There exists c E IR such that 

X- S / a.s. 
n= n n-+c 

iff E(IXI D < 00 in which case c = E(Xl). 

Corollary 7.5.1 If {X n} is iid, then 

E(IXID < 00 implies Xn ~. JJ. = E(Xtl 

and 

Proof of Kolmogorov's SLLN (a) We show first that 

Sn a.s. 
- -+ c 
n 

implies E(IX1 D < 00. We have 

n n 

= Sn _ (n -1) Sn-l 
n n n-l 

a.s. 0 
-+ C-C= . 

Since 
X / 

a.s·
O n n -+ , 
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Lemma 7.5.1 yields E(IXI D < 00. 

(b) Now we show that E(IXI D < 00 implies Sn/n ~. E(Xt}. To do this, we 
use a truncation argument. Define 

Then 

LP[Xn =FX~] = LP[IXnl > n] < 00 
n n 

(since E IX 11 < 00) and hence {X n} and {X~} are tail equivalent. Therefore by 
Proposition 7.1.1 

n 

Sn/n ~. E(Xt} iff S~/n = LX~/n ':!. E(Xt}. 
j=I 

So it suffices to consider the truncated sequence. 
Next observe that 

S~ - E(S~) S~ - E(Sn) nE(X}) - L~=I E(XI1[1Xll~J]) 
n n n 

~ o. 

This last step follows from the fact that 

and hence the Cesaro averages converge. We thus conclude that 

, "n(X'. - E(X') 
Sn _ E(Xt}~' 0 iff L..I ) J ~. o. 
n n 

To prove the last statement, it is enough by Kronecker's lemma to prove 

X' L Var( -!-) < 00. 
. J 

) 
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However, 

Now 

X'. 1 E (X'. )2 L Var( -!-) = L "72 Var(X~) < L ./ 
j J J J j J 

00 1 
= L "72E(Xrl[1Xll~j]) 

j=1 J 

00 i 1 
= L L "72E(Xrl[k-l<IXll~k]) 

J=1 k=1 J 
00 00 1 

= L(L "72 )E(Xrl[k-l<IXll~k]). 
k=1 j=k J 

1 I j 
1 "72 < 2 dx , 

J i-I X 

and therefore 

00 1 00 Ii 1 100 
1 

'"" - < '"" -dx = -dx L, J·2 - L, ·-1 x2 k-l x 2 
J=k J=k J 

1 2 
- <-

k-1-k 

provided k > 2. So 

00 001 002 

L(L ""72)E(Xr1[k-l<IXll~k]) < L k E(IXI121[k-l<IXll~k]) 
k=2 J=k J k=2 

00 2 
< L k . kE(IXlI1[k-l<IXll~k]) 

k=2 

= 2E(IX I D < 00. 

7.5.1 Two Applications of the SLLN 

o 

Now we present two standard applications of the Kolmogorov SLLN to renewal 
theory and to the Glivenko-Cantelli Lemma. 

Renewal Theory. Suppose {X n, n > I} is an iid sequence of non-negative 
random variables. Assume E (X n) = JJ. and that 0 < JJ. < 00. Then 

Sn Q.S. 0 
-~JJ.> 
n 
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so that Sn ~. 00. Let So = ° and define 

00 

N (t) := L 1 [5J !:I)' 

}=o 

We call N (t) the number of renewals in [0, t]. Then 

[N(t) < n] = [Sn > t] 

and 

(7.13) 

(7.14) 

Note that since we assume So = 0, we have N(t) > 1. Also observe (N(t). t > o} 
is non-decreasing in t. We need to show N (t) -+ 00 a.s. as t -+ 00 and because 

of the monotonicity, it suffices to show N (t) ~ 00. Since for any m 

lim P[N(t) < m] = lim P[Sm > t] -+ 0, 
1--.00 1--'00 

we get the desired result that N(t) ~ 00. Now define the sets 

Sn(w) 
Al = {w : -+ J,L}, 

n 
A2 = (w: N(t,w) -+ oo}, 

so that 
P(At> = P(A2) = 1. 

Then A := Al n A2 has P(A) = 1. For w E A, as t -+ 00 

SN(I.w)(w) 
--.;........- -+ J,L, 

N(t,w) 

and so 

as t -+ 00. From (7.14) 

and 

t SN(I)-I SN(I)-I N(t) - 1 
N(t) > N(t) = N(t) - l' N(t) -+ J,L ·1, 

so we conclude that t / N (t) ~. J,L and thus N (t) / t -+ J,L -I. Thus the long run 
rate of renewals is 11-1• 0 
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Glivenko-Cantelli Theorem. The Glivenko-Cantelli theorem says that the em
pirical distribution function is a uniform approximation for the true distribution 
function. 

Let {X n, n > I} be iid random variables with common distribution F. We 
imagine F is unknown and on the basis of a sample Xl, ... , X n we seek to esti
mate F. The estimator will be the empirical distribution function (edt) defined by 

By the SLLN we get that for each fixed x, Fn(x) -+ F(x) a.s. as n -+ 00. In fact 
the convergence is uniform in x. 

Theorem 7.5.2 (Glivenko-Cantelli Theorem) Define 

" Dn := sup IFn(x) - F(x)l. 
x 

Then 
Dn -+ 0 a.s. 

as n -+ 00. 

Proof. Define 
Xv.k := F+- (vI k), v = 1, ... ,k, 

where F-(x) = inf{u : F(u) > x}. Recall 

F+-(u) < t iff u < F(t) 

and 

(7.15) 

(7.16) 

since for any € > 0 F(F-(u) - €) < u. If Xv.k < x < Xv+l.h then monotonicity 
implies 

F(Xv.k) < F(x) < F(Xv+1.k-), Fn(xvk ) < Fn(x) < Fn(xv+1.k-), 

and for such x 

Fn(Xv.k) - F(Xv+l.k-) < Fn(x) - F(x) 

< Fn(xv+l.k-) - F(Xv.k)· (7.17) 

Since 



7.5 The Strong Law of Large Numbers for lID Sequences 225 . 
we modify (7.17) to get 

A 1 A 

Fn(X Vk) - F(xVk ) - k < Fn(x) - F(x) 

A 1 
< Fn(Xv+1.k-) - F(Xv+1.k-) + k' (7.18) 

Therefore 
A 

sup IFn(x) - F(x)1 
xe[xVk .Xv+l k) 

A A 1 
< (IFn(xv.k) - F(Xv.k)1 V IFn(xv+1.k-) - F(Xv+1.k-)1) + k' 

which is valid for v = 1, ... ,k - 1, and taking the supremum over v gives 

sup IFn(x) - F(x)1 
xe[xlk.xk.k) 

k 
1 V A ,. 

< k + IFn(xv.k) - F(Xv.k)1 V IFn(xv.k-) - F(Xv.k-)1 
v=l 

= RHS. 

We now show that this inequality also holds for X < X1.k and x > Xk.k. If 
A " 

X > Xk.h then F(x) = Fn(x) = 1 so Fn(x) - F(x) = 0 and RHS is still an upper 
bound. If x < X1.h either 

or 

(i) F(x) > Fn(x) in which case 

" IFn(x, w) - F(x)1 = F(x) - Fn(x, w) 

< F(x) < F(Xl.k-) 

1 
<--k 

so RHS is still the correct upper bound, 

" (ii) Fn (x) > F (x) in which case 

" " IFn(x, w) - F(x)1 = Fn(x, w) - F(x) 
" < Fn(Xl.k-, w) - F(Xl.k-) + F(Xl.k-) - F(x) 
" < IFn(Xl,k-, w) - F(Xl,k-)1 + IF(xu-) - F(x)1 

and since the last term is bounded by 1/ k we have the bound 

1 A 

< k + IFn(xu-, w) - F(xu-)I 

<RHS. 
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We therefore conclude that 

Dn < RHS. 

The SLLN implies that there exist sets A v.k, and Av.k, such that 

and such that 
" 

Fn(Xv.k) ~ F(Xvk). n ~ 00 

and 

provided W E Avk and A vk respectively. Let 

Ak = n Av.k n n Av.k. 
v v 

. 1 
hm sup Dn(w) < -. 

n--.oo k 

lim Dn(w) = O. 
n--'oo 

o 

7.6 The Kolmogorov Three Series Theorem 

The Kolmogorov three series theorem provides necessary and sufficient condi
tions for a series of independent random variables to converge. The result is espe
cially useful when the Kolmogorov convergence criterion may not be applicable, 
for example, when existence of variances is not guaranteed. 

Theorem 7.6.1 Let {Xn' n > I} be an independent sequence of random vari
ables. In order for Ln X n to C01lverge a.s., it is necessary and sufficie1lt that there 
exist c > 0 such that 

(i) Ln P[IXnl > c) < 00. 

(ii) Ln Var(XnI(IXnl~c]) < 00. 

(iii) Ln E (X n I[IXnl~c]) converges. 
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If Ln X n converges a.s., then (i), (ii), (iii) hold for any c > O. Thus if the three 
series converge for one value of c > 0, they converge for all c > O. 

In this section, we consider the proof of sufficiency and an example. The proof 
of necessity is given in Section 7.6.1. 

Proof of Sufficiency. Suppose the three series converge. Define 

Then 

L P[X~ =I- Xn] = L P[IXnl > c) < 00 
n n 

by (i) so {X~} and {X n} are tail equivalent. Thus Ln X n converges almost surely 
iff Ln X~ converges almost surely. 

From (ii) 

L Var(X~) < 00, 
n 

so by the Kolmogorov convergence criterion 

L (Xi - E (X~») converges a.s. 
n 

But (iii) implies 

L E (X~) converges 
n 

and thus L j Xi converges, as desired. o 

Remark 7.6.1 In the exercises there awaits an interesting fact for you to ver
ify. When the independent random variables in the three series theorem are non
negative, it is only necessary to check convergence of two series; the third series 
involving the truncated variances is redundant. 

Example. Heavy tailed time series models: It is increasingly common to en
counter data sets which must be modeled by heavy-tailed times series. Many time 
series are defined by means of recursions; for example, pth order autoregressions 
are defined as 

p 

Xn =L4>;Xn-;+Zn, n=O,l, ... 
;=1 

(7.19) 

where {Zn} is an iid sequence. When does there exist a stationary process {X n} 
satisfying (7.19)? It is usually possible to iterate the recursion and guess that the 
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solution is some infinite series. Provided the infinite series converges, it is rela
tively simple to show that this infinite sum satisfies the recursion. For instance, 
(7.19) for the case p = 1 is 

Xn =4>Xn-l + Zn = 4>(4)Xn-2 + Zn-t> + Zn 

=4>2Xn _2 + Zn + 4>Zn-l. 

Continuing the iteration backward we get 

m-l 
Xn =4>m X n- m + L 4>; Zn-,· 

;=0 

This leads to the suspicion that L~O 4>; Zn-; is a solution to (7.19) when p = 
1. Of course, this depends on L~O 4>' Zn-, being an almost surely convergent . 
senese 

Showing the infinite sum converges can sometimes be tricky, especially when 
there is little information about existence of moments which is usually the case 
with heavy-tailed time series. Kolmogorov's three series theorem helps in this 
regard. 

Suppose a time series is defined by 

00 

Xn = LPJZn-J' n = 0, 1, ... (7.20) 
J=o 

where {Pn} is a sequence of real constants and {Zn} is an iid sequence with Pareto 
tails satisfying 

(7.21) 

for some ex > 0, and k > O. (Tail conditions somewhat more general than (7.21) 
such as regular variation could easily be assumed at the expense of slightly ex
tra labor in the verifications to follow.) A sufficient condition for existence of a 
process satisfying (7.20) is that 

00 

LlpjZjl < 00, 

j=l 

almost surely. Condition (7.22) is often verified under the condition 

L IPj IcS < 00, 0 < ~ < ex 1\ 1, 
J 

(7.22) 

(7.23) 

(cf. Brockwell and Davis (1991)) especially when (7.21) is replaced by a condi
tion of regular variation. 
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We now prove that (7.23) is sufficient for (7.22) and by Remark 7.6.1 we need 
to verify that (7.23) implies convergence of the two series 

00 00 

L P[lpJ Z jl > 1] = L F(1/lpjl) < 00. 

j=1 J=1 
00 00 

L E(lpjZJll[PJZJI~I]) =: L IPjlm(1/IPjl) < 00, 
j=1 j=1 

where 
m(t) := E(lZlI1[IZI19])' 

Verifying (7.24) is relatively easy since, as j -+ 00, we have 

P[lpjZjl> 1] '" klpJla 

(7.24) 

(7.25) 

which is summable due to (7.23). To verify (7.25), we observe that by Fubini's 
theorem 

m(t) = (' xF(dx) = l' [l X 

dU] F(dx) 10 x=o u=O 

= l' [1' F(dX)] du = (' F(u)du - tF(t) 
u=O x=u 10 

< 10' F(ujdu. 

From (7.21), given 8 > 0, there exists xo such that x > Xo implies 

F(x) < (1 + 8)kx-a =: k1x-a . 

Thus from (7.26) 

Ioxo l' l' m(t) < + < e + kl u-adu, 
o Xo Xo 

t > xo. 

Now for a > 1, E(IZI I) < 00 so that 

L IpjIm(e/lpj I) < L IPjIE(IZ11) < 00 
j J 

by (7.23). For a = 1, we find from (7.28) that 

m(t) < e' + k210gt, t > Xo 

(7.26) 

(7.27) 

(7.28) 

for positive constants e', k2. Now choose 1] > 0 so small that 1 - 1] > ~, and for 
another constant e" > 0 

j J 
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where we have used (7.23) and 

Finally for cx < 1, t > Xo 

so that 

J 

from (7.23). 

j 

, 
x >x. 

J 

7.6.1 Necessity of the Kolmogorov Three Series Theorem 

o 

We now examine a proof of the necessity of the Kolmogorov three series theo
rem. Two lemmas pave the way. The first is a partial converse to the Kolmogorov 
convergence criterion. 

Lemma 7.6.1 Suppose {Xn, n > I} are independent random variables which are 
uniformly bounded, so that for some cx > 0 and all W E 11 we have IX n (w) I < cx. 
IfLn(Xn - E(Xn» converges almost surely, then L~ I Var(Xn) < 00. 

Proof. Without loss of generality, we suppose E(Xn) = 0 for all n and we prove 
the statement: If {Xn, n > I} are independent, E(Xn) = 0, IXn I < cx, then Ln Xn 
almost surely convergent implies Ln E (X;) < 00. 

We set Sn = L? 1 Xi, n > I and begin by estimating Var(SN) = L~ 1 E(X;> 
for a positive integer N. To help with this, fix a constant A > 0, and define the 
first passage time out of [-A, A] 

t' := inf{n > I : ISn I > A}. 

Set t' = 00 on the set [v~ IISnl < A]. We then have 

N 

LE(X;) = E(S~) = E(S~I[T~N]) + E(S~I[T>N]) (7.29) 
,=1 

= I + II. 

Note on t' > N, we have vf liS, I < A, so that in particular, S~ < A 2• Hence, 

For I we have 
N 

I = LE(S~I[T=j). 
j=l 

(7.30) 
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Note 

while 

and thus 
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N 

E(S11[r=))) = E«Sj + L X,)2)1[r=jJ). 
;=)+1 

j-l 
[T = j] = [V 1 S;I < A, 1 S j 1 > A] E a (X 1, ... , X) ) 

;=1 

n 

L X; E a(X)+I, ... , XN), 
,=)+1 

N 

l[r=)) _II LX;. 
;=)+1 

Hence, for j < N, 

E(s11[T=Jl) = E«S; +2SJ t Xi + ( t x,)2)I[T=Jl) 
;=j+l ,=)+1 

N 

= E(S;l[r=jJ)+2E(S)1[r=jJ)E( LX;) 
;=j+l 

N 

+ E( L X,)2p[T = j] 
;=)+1 

N 

= E(S;l[r=j) + 0 + E( L X;)2 P[T = j] 
,=)+1 

N 

< E(IS)-11 + IX)D2
1[r=j]) + L E(X;)2p[T = j] 

,=)+1 
N 

< (A +a)2P[T = j] + L E(X,)2p[T = j]. 
,=j+l 

Summarizing, we conclude for j < N that 

E(s11[T=jJ) < (0., + a)2 + t E(Xd )p[r = n. (7.31) 
,=)+1 
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and defining L~ N + 1 E (X,)2 = 0, we find that (7.31) holds for 1 < j < N. 
Adding over j yields 

I = E(S~l[r:SN1) < (0 .. +a)2 + ~E(X?»)p[r < N] 

= (0- + ,d + E(S~»)p[r < N]. 

Thus combining (7.30) and (7.32) 

N 

E(s1) = LE(X;)=I+II 
;=1 

< (0. + 0')2 + E(S1») P[l' < N] + (A + 0')2 P[l' > N] 

«A + 0')2 + E(S1)p[l' < N] 

and solving for E (S1) yields 

Let N -» 00. We get 

f E(X~) < (A +_0')2 • 
;=1 P[l' - 00] 

(7.32) 

which is helpful and gives the desired result only if P[ l' = 00] > O. However, 
note that we assume Ln X n is almost surely convergent, and hence for almost 
allw, we have {Sn(w). n > I) is a bounded sequence of numbers. So vnlSnl is 
almost surely a finite random variable, and there exists A > 0 such that 

00 

P[l' = 00] = P[V ISnl < A] > O. 
n=1 

else P[v~ tlSn I < 00] = 0, which is a contradiction. This completes the proof 
of the lemma. 0 

Lemma 7.6.2 Suppose {Xn, n > I} are independent random variables which are 
uniformly bounded in the sense that there exists a > 0 such that IXn(w)1 < a 
for all n > 1 and w E Q. Then Ln Xn convergent almost surely implies that 
Ln E (X n) converges. 

Proof. The proof uses a technique called symmetrization. Define an independent 

sequence {Yn • n > I} which is independent of {X n. n > I} satisfying Yn d X n. 

Let 
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Then {Zn, n > I} are independent random variables, E(Zn) = 0, and the distri
bution of each Z n is symmetric which amounts to the statement that 

Further, 
Var(Zn) = Var(Xn) + Var(Yn) = 2Var(Xn) 

and IZnl < IXnl + IYnl < 2a. 
Since {X n, n > I} d {Yn , n > I} as random elements of ]Roo, the convergence 

properties of the two sequences are identical and since Ln X n is assumed almost 
surely convergent, the same is true of Ln Yn. Hence also Ln Zn is almost surely 
convergent. Since {Zn} is also uniformly bounded, we conclude from Lemma 
7.6.1 that 

L Var(Zn) = L 2Var(Xn) < 00. 
n n 

From the Kolmogorov convergence criterion we get Ln (X n - E (X n» almost 
surely convergent. Since we also assume Ln X n is almost surely convergent, it 
can only be the case that Ln E (X n) converges. 0 

We now tum to the proof of necessity of the Kolmogorov three series theorem. 

Re-statement: Given independent random variables {X n, n > I} such that 
Ln X n converges almost surely, it follows that the following three series converge 
for any c > 0: 

(i) Ln P[lXnl > c], 

(ii) Ln Var(X n l[IXnl:::c), 

(iii) Ln E(Xn l[1Xnl:::c), 

Proof of necessity. Since Ln X n converges almost surely, we have X n ~. 0 and 
thus 

P([IXn I > c] i.o. ) = O. 

By the Borel zero-one law, it follows that 

LP[IXnl > c] < 00. (7.33) 
n 

If (7.33) holds, then {Xn} and {XnI[lXnl:::c]} are tail equivalent and one converges 
iff the other does. So we get that the uniformly bounded sequence {XnI[lXnl:::c)} 
satisfies Ln Xn I[IXnl:::c] converges almost surely. By Lemma 7.6.2, 
Ln E (X n l[1xn I:::c) (the series in (iii» is convergent. Thus the infinite series of 
uniformly bounded summands 

L (Xnl[IXnl:::C) - E(Xnl[1xnl:::c)) 
n 



234 7. Laws of Large Numbers and Sums of Independent Random Variables 

is almost surely convergent and by Lemma 7.6.1 

LVar(Xnl[lxnl~C]) < 00 
n 

which is (ii). o 

7.7 Exercises 

1. Random signs. Does Ln l/n converge? Does Ln(-l)nl/n converge? Let 
{Xn } be iid with 

Does Ln Xn/n converge? 

1 
P[Xn = ±l] = -. 

2 

2. Let {Xn} be iid, EXn = 11-, Var(Xn) = a 2• Set X = L7 1 X,/n. Show 
that 

1 ~ - 2 P 2 
- ~ (X, - X) ~ a . 
n ,=1 

3. Occupancy problems. Randomly distribute r balls in n boxes so that the 
sample space 11 consists of,{ equally likely elements. Write 

n 

Nn = L l[ilh box isemply] 
,=1 

for the number of empty boxes. Check 

P[ith box is empty] = (1 - .!.l 
n 

so that E(Nn) = nO - n-l)r. Check that as r/n ~ c 

E(Nn)/n --+ e-c 

Nn)/n ~ e-c . 

For the second result, compute Var(Nn) and show Var(Nn/n 2) ~ o. 

(7.34) 

(7.35) 

4. Suppose g : [0. 1] ~ R is measurable and Lebesgue integrable. Let 
{Un, n > l} be iid uniform random variables and define Xi = g(U,). In 

what sense does L7 1 X, /n approximate Jd g(x)dx? (This offers a way to 
approximate the integral by Monte Carlo methods.) How would one guar
antee a desired degree of precision? 
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5. (a) Let {Xn, n > I} be iid, EXn = 0, EX;' = a 2• Let an E IR for n > 1. 
Set Sn = L7 1 a,Xi· Prove {Sn} is L2-convergent iff L~ 1 a~ < 00. If 
L~l a~ < 00, then {Sn, n > I} is almost surely convergent. 

(b) Suppose {X n, n > I} are arbitrary random variables such that Ln ±X n 

converges almost surely for all choices ±1. Show Ln X;' < 00 almost 
surely. (Hint: Consider Ln Bn (t)Xn (w) where the random variables 
{Bn, n > I} are coin tossing or Bernoulli random variables. Apply Fubini 
on the space of (1, w).) 

(c) Suppose {Bn, n > I} are iid with possible values {I, -I} and 

1 
P[Bn = ±I] = 2. 

Show for constants an that 

Lan Bn converges iff La; < 00. 
n n 

(d) Show Ln Bnn-8 converges a.s. iff () > 1/2. 

6. Suppose {Xk, k > 1} are independent random variables and suppose Xk 
has a gamma density fk (x) 

Give necessary and sufficient conditions for Lr-l Xk to converge almost 
surely. (Compare with the treatment of sums of exponentially distributed 
random variables.) 

7. Let {En} be events. 

(a) Verify 
n n 

L l£k = IUk:1 Ek L IEk 
k=l k=l 

and then, using the Schwartz inequality, prove that 

P(Un E) > (E(L~=1IEk»)2 
k=l k - E(L~=l l£k)2 . 

(b) Deduce from this that if 

(i) Ln PEn = 00, and 

(ii) there exists c > 0 such that for all m < n, we have 

then 
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(iii) P(lim supn .... oo En} > O. 

Thus, we get a partial converse to Borel-Cantelli: if (iii) fails, that is, if 
P(lim supn .... oo En} = 0, and (ii) holds, then (i) fails so that Ln peEn} < 
00. 

(c) Let {Yn , n > I} be iid positive random variables with common distri
bution function G and suppose {Xn, n > I} is a sequence of iid positive 
random variables with common distribution F. Suppose {X n} and {Yn } are 
independent. Prove using Borel-Cantelli that if for all € > 0 

then as n ---+ 00 

100 G(dy} 
---- <00, 

o I - F(€y} 

Yn 
--- ---+ 0, 
v~ IX; 

almost surely. Prove the converse using the converse to Borel-Cantelli proved 
in (b) above. 

8. The SLLN says that if {Xn, n > I} are iid with EIXII < 00, then 

Sn/n ~. E(XJ}. 

Show also that 
LI 

Sn/n ---+ E(Xl}· 

(Think of uniform integrability.) 

9. Suppose {Xn} are iid, E IX 11 < 00, EX 1 = 0 and suppose that {en} is a 
bounded sequence of real numbers. Prove 

(If necessary, examine the proof of the SLLN.) 

10. (a) Suppose that {X n} are m-dependent in the sense that random variables 
more than m apart in the sequence are independent. More precisely, let 

and assume that 8~:, .... 8~: are independent if k; -1 + m < j; for i = 
2, ...• I. (Independent random variables are O-dependent.) Suppose that the 
{Xn} have this property and are uniformly bounded and that EXn = O. 
Show that n -1 Sn ---+ 0 a.s. 

Hint: Consider the subsequences X;, X,+m+l, X,+2(m+l), ... for 1 < i < 
m+1. 



7.7 Exercises 237 

(b) Suppose that {X n} are iid and each X, has finite range Xl, ••. , XI and 

P[XI = x;] = p(Xj), i = 1, ... . 1. 

For UI, ... ,Uk, a k-tuple of the XI'S, let Nn(UI, ... ,Uk) be the frequency 
of the k-tuple in the first n + k - 1 trials; that is, the number of m such that 
1 <m < nand 

Xm = UJ, ... , Xm+k-l = Uk· 

Show that with probability 1, all asymptotic relative frequencies are what 
they should be-that is, with probability 1, 

n- l Nn (UI, ... , Uk) --+ P(UI) ... p(Uk) 

for every k and every k-tuple UI, ... ,Uk. 

11. Suppose {X n, n > 1} are iid with a symmetric distribution. Then Ln X n /1l 
converges almost surely iff E(IX1 D < 00. 

12. Suppose {X n} is defined iteratively in the following way: Let Xo have a uni
form distribution on [0, 1] and for n > 1, Xn+l has a uniform distribution 
on [0, X n]. Show that 

1 
- log X n converges a.s. 
n 

and find the almost sure limit. 

13. Use the three series theorem to derive necessary and sufficient conditions 
for Ln X n to converge a.s. when {X n} are independent and exponentially 
distributed. 

14. Suppose {Xn , n > I} are independent, normally distributed with 

E(Xn) = Iln, Var(Xn) = u;. 
Show that Ln X n converges almost surely iff Ln Iln converges and 
LnU; < 00. 

15. Prove the three series theorem reduces to a two series theorem when the 
random variables are positive. If Vn > 0 are independent, then Ln Vn < 00 

a.s. iff for any c > 0, we have 

LP[Vn > c] < 00, 
n 

LE(Vnl[Vn~cl) < 00 .. 
n 

16. If {Xn} are iid with EIXII < 00, EXI -=F 0, show that 

v~ 11X;/ a.s. 0 
--"--- --+ . 

ISnl 

(i) 

(ii) 
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17. Suppose {Xn } are independent with 

Prove 

2 1 
P[Xk = k ] = k 2 ' 

1 
P [X k = -1] = 1 - k 2 • 

n 

lim'"' Xk n-oo~ ,=1 
exists a.s. and find the limit. 

18. Supppse {X n, n > I} are iid with E (X n) = 0, and E (X;) = 1. Set Sn = L: 1 X,. Show 

Sn --+ 0 
n1/ 210gn 

almost surely. 

19. Suppose {X n, n > I} are non-negative independent random variables. Then 
Ln X n < 00 almost surely iff 

'"' ( Xn ) ~E <00 
n 1 +Xn 

iff 
L E(Xn 1\ 1) < 00. 

n 

20. Suppose {Xn, n > I} are independent random variables with £(Xn) = 0 
for all n. If 

LE (X;IUXnl~11 + IXn lluxn l>11) < 00, 
n 

then Ln X n converges almost surely. 

Hint: We have 

21. Suppose {Xn (8), n > I} are iid with common exponential distribution with 
mean 8. Then 

n p LX, (8)/n --+ e. 
,=1 

Show for any u : IR+ H> IR+ which is bounded and continuous that 

u(y)e-ny8 n8-1dy --+ u(8). 100 -I (-ny8- 1 )n-l 

o (n - I)! 

Show this convergence is uniform on finite 8-intervals. (Compare this with 
the Bernstein polynomials of item 6.3 on page 176.) 
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22. The WLLN and inversion of Laplace transforms. Let X > 0 be a non
negative random variable with distribution function F and Laplace trans
form 

--
EO .. ) = E(e-}.x) = ( e->..x F(dx), 

J[o.oo> 

Show that F determines F using the weak law of large numbers and the 
following steps. 

(a) Show 

F(k)()...) = { (_l)kyke->..x F(dx). 
J[o.OO) 

(b) Suppose {~n(8), n > I} are iid non-negative random variables with 
a Poisson distribution, parameter 8 > 0, Use the weak law of large 
numbers to prove 

lim P[~~, (8)jn < x] = {I, 
n-oo ~ 0 

;=1 ' 

and therefore 

lim "" en() (n8)i = {I, 
n-+oo ~ J'! 0 

< ' J_nx 

if x > 8, 

if x < 8, 

if x > 8, 

if x < 8. 

(c) Conclude for any x > 0 which is a point of continuity of F that 

"" (-I)i '''(') 
~ ., n1 F J (n) --+ F(x). 
J~nx J. 

23. Suppose {Xn, n > I} are iid and uniformly distributed on (-1,1). What is 
E(Xi)? Verify 

so that if we define 
n 

IIXn lin = (L X~)1/2, 
,=1 

then 

Iix.Ii.NiI .!. Jf 
Now define the n-dimensional annulus 

n It IIxlln {1 
Bn.f, := {x E IR : Y "3 - ~ < In < Y "3 + ~}, 
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Further define the n-dimensional cube 
n 

In = (-1, l)n := {x ERn: V lx, I < I}. 
,=1 

If An is n-dimensional Lebesgue measure, show that 

2-nAn(Bn.8 n In} ~ 1. 

This gives the curious result that for large n, the cube is well approximated 
by the annulus. 

24. Relative stability of sums. Prove the following are equivalent for iid non
negative random variables {Xn , n > I}. 

(a) There exist constants an > 0 such that 

(b) Asn ~ 00 

(c) We have 

n 

a;1 LX, ~ 1. 
;=1 

lim E(Xl1[xJ~x]} = 00. 

x-oo XP[XI > x] 
(d) We have that the function J..l(x} := E(XII[xJ~x]) is slowly varying; 

that is, 

I· 11 (tx) I 1m = , 
1-00 l1(t} 

"Ix> O. 

This is equivalent to 

U(x) = fox P[X. > s]ds 

being slowly varying. 

(e) In this case, show we may select an as follows. Set H (x) = x / u (x) 
and then set 

an = H'-(n) 

where H - is the inverse function of H satisfying H (H - (x» "oJ X • 

(f) Now apply this to the St. Petersburg paradox. Let {Xn, n > I} be iid 
with 

P[X1 =2k ]=2-k , k>1. 

What is E(Xl)? Set Sn = L7=1 Xi. The goal is to show 

Sn ~ 1. 
(n log n)/ log 2 

Proceed as follows: 
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i. Check P[X > 2n] = 2-n, n > 1. 

ii. Evaluate 

to get 

2n n 21 

{ P[X1 > s]ds = L ( P[XI > s]ds 
10 )=1 12/-1 

logx 
U(x)""" -. 

log 2 

So H (x) = x / U (x) ,..." log 2(x / log x) and 

an ,..." (n logn)/ log2. 

25. Formulate and prove a generalization of Theorem 7.2.1 applicable to tri
angular arrays {Xn./c, 1 ~ k ~ n; n > I} where {Xn./c, 1 < k < n} is 
independent and where n is replaced by a general sequence of constants 
{bn }. For iid random variables, the conditions should reduce to 

nP[IXn,ll > bn] --+ 0, 
n 2 
b2 E (X n.1IlIXn.ll~bnl) --+ o. 

n 

If Sn = 2:7-1 X n.l , the conclusion for the row iid case is 

Sn - nE(Xn.l1[1xn.ll~bnl) p 0 
--------~ --+ • 

bn 

Apply this to the St. Petersburg paradox of Problem 24. 

(7.36) 

(7.37) 

26. If {Xn, n > I} is defined as in the St. Petersburg paradox of Problem 24, 
show almost surely that 

1
. Xn 
1m sup = 00, 
n-+ 00 n log2 n 

so that for the partial sums we also have almost surely 

. Sn 
hmsup = 00. 
n-+oo n log2 n 

Thus we have another example of a sequence converging in probability but 
not almost surely. 

27. More applications ofWLLN. 

(a) Suppose u(x. y) is continuous on the triangle 

TRI := {(x. y) : x > O. Y > O. x + y = I}. 

Show that uniformly on TRI 

LU(i, k) . n!. xjylc(I-x _ y)n-j-Ic --+ u(x,y). 
n n J!k!(n-J-k)! 
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(b) Suppose u : [0, 00) ~ R is continuous with 

lim u(x) =: u(oo) 
x-+oo 

existing finite. Show u can be approximated uniformly by linear con
binations of enx . 

28. Suppose {Xn , n > I} are uncorrelated random variables satisfying 

Show that as n 4- 00 that 2:~=1 Xiln -+ /-L in probability and in L2. 

Now suppose E(Xn) = 0 and E(XiXj) < p(i - j) for i > j and p(n) 4- 0 

as n -+ 00. Show 2:7-1 X,ln ~ o. 
29. Suppose {Xn , n > I} is iid with common distribution described as follows. 

Define 
1 

Pk = 2kk(k + 1)' 

and Po = 1 - 2:~ 1 Pk· Suppose 

P[Xn = 2k - 1] = PI<, k > 1 

and P[Xn = -1] = Po. Observe that 

00 00 (1 1) L 2k Pk = L k - k + 1 = 1. 
k=l k=l 

and that E(Xn) = O. For Sn = 2:7=1 X" n > 1, prove 

Sn ~ -1. 
n/log2 n 

30. Classical coupon collecting. Suppose {XI<, k > I} is iid and uniformly 
distributed on {I, ...• 1l }. Define 

Tn = inf{m : {Xl.···, Xm} = {I, ...• nl} 

to be the first time all values are sampled. 

The problem name stems from the game of collecting coupons. There are 
n different coupons and one samples with replacement repeatedly from the 
population {I, ... , n} until all coupons are collected. The random variable 
Tn is the number of samples necessary to obtain all coupons. 

Show 
Tn P 
-- -+ 1. 
nlogn 
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Hints: Define 

t'k(n) = inf{m : card{X) , ... , Xm} = k} 

to be the number of samples necessary to draw k different coupons. Verify 
that t') (n) = 1 and {t'k (n) - t'k-l (n). 2 < k < n} are independent and 
geometrically distributed. Verify that 

Check 

n 1 
E(Tn) = n L '7 ,....., n logn, 

I 1=) 

n n; n 
Var(Tn) = n2 L - :::: n2 L ;-2. 

;=1 n 1=1 

Var(Tnl E(Tn» --+ O. 

31. Suppose {Xn, n > I} are independent Poisson distributed random variables 
with E(Xn) = An. Suppose {Sn = L:=1 X" n > I} and that Ln An = 00. 

Show Sn IE (Sn) --+ 1 almost surely. 

32. Suppose {Xn, n > I} are iid with P[X, > x] = e-x , x > O. Show as 
n --+ 00 

n 

V X,I logn --+ 1, 
;=1 

almost surely. Hint: You already know from Example 4.5.2 of Chapter 4 
that 

almost surely. 

. Xn 
hmsup-- = 1. 
n~oo logn 

33. Suppose (X)' j > I} are independent with 

Use the Kolmogorov convergence criterion to verify that if ex > 1/2, then 
Ln X n converges almost surely. Use the Kolmogorov three series theo
rem to verify that ex > 112 is necessary for convergence. Verify that 
Ln E(IXnD < 00 iff ex > 1. 

34. Let {Nn, n > I} be iid N(O, 1) random variables. Use the Kolmogorov 
convergence criterion to verify quickly that L~) ~ sin(n1l't) converges 
almost surely. 
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35. Suppose {Xn, n 2: I} is iid and 

E(X:) < 00, E(X;) = 00. 

Show Sn / n -+ -00 almost surely. (Try truncation of X; and use the clas
sical SLLN.) 

36. Suppose {Xn, n > I} is independent and Xk > O. If for some 8 E (0, 1) 
there exists x such that for all k 

( XkdP < 8E(Xk), 
JrXk>X] 

then almost sure convergence of Ln X n implies Ln E (X n) < 00 as well. 

37. Use only the three series theorem to come up with a necessary and suffi
cient condition for sums of independent exponentially distributed random 
variables to converge. 

38. Suppose {Xn, n > I} are iid with 

1 
P[Xn = 0] = P[Xn = 2] = -. 

2 

Show L~1 Xn/3n converges almost surely. The limit has the Cantor dis
tribution. 

39. If {An, n > I} are independent events, show that 

1 n 1 n p 
- ""' lA - - ""' P(A;) -+ O. n~ , n~ 

;=1 1=1 

40. Suppose {Xn' n > I} are independent and set Sn = L7-1 X;. Then Sn/n -+ 
o almost surely iff the following two conditions hold: 

p 
(a) Sn/n -+ O. 

(b) S2n /2n -+ 0 almost surely. 

41. Suppose {Xn, Yn, n > I} are independent random variables such that Xn d 

Yn for all n > 1. Suppose further that, for all n 2: 1, there is a constant K 
such that 

IXnl v IYnl < K. 

Then Ln (X n - Yn) converges almost surely iff Ln Var(X n) < 00. 

42. Suppose {X n, n > I} is an arbitrary sequence of random variables that have 
finite means and variances and satisfying 

(a) limn-+oo E(Xn) = C, for some finite constant c, and 
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(b) L~=l Var(Xn ) < 00. 

Show X n -+ C almost surely. (Hint: Define ~n = X n - E (X n) and show 
Ln~; < 00 almost surely. Alternatively, try to proceed using Chebychev's 
inequality. ) 

If (b) is replaced by the hypothesis Var(X n) -+ 0, show X n ~ c. 

43. (a) Fix a real number p E (0,1) and let {Bn, n > I} be iid Bernoulli random 
variables with 

P[Bn = 1] = p = 1 - P[Bn = 0]. 

Define Y = L~1 Bn /2n. Verify that the series converges. What is the 
range of Y? What is the mean and variance of Y? Let Q p be the distribution 
of Y. Where does Q p concentrate? 

Use the SLLN to show that if p "# p', then Q p and Q pi are mutually 
singular; that is, there exists a set A such that Q p (A) = 1 and Q pi (A) = O. 

(b) Let Fp(x) be the distribution function corresponding to Qp. Show Fp(x) 

is continuous and strictly increasing on [0. 1], Fp(O) = 0, Fp(l) = 1 and 
satisfies 

F (x) = {(I - p)Fp (2x), 
p 1 - P + P F p (2x - 1), 

if 0 < x < 1/2, 

if 1/2 < x < 1. 

44. Let {Xn,n > I} be iid with values in the set S = {I, ... , 17}. Define the 
(discrete) density 

10(Y) = P[XI = y], yES. 

Let It "# 10 be another probability mass function on S so that for yES, 
we have FI (y) > 0 and LJES It (j) = 1. Set 

Zn = Ii It (X,) , n > 1. 
;=1 10(X,) 

Prove that Zn ~. O. (Consider Yn = log Zn.) 

45. Suppose {X n, n > I} are iid random variables taking values in the alphabet 
S = {I, ... , r} with positive probabilities PI, ... , pr. Define 

Pn (i 1, ... , in) = P [X 1 = iI, ... , X n = in], 

and set 
Xn (w) : = pn (X 1 (w), ... , X n (w». 

Then Xn(w) is the probability that in a new sample of n observations, what 
is observed matches the original observations. Show that 

11 ) o.s. H ~ 1 -- og Xn(w -+ := - ~p, ogp,. 
n ,=1 
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46. Suppose {X n, n > I} are iid with Cauchy density. Show that 
{Sn/n, n > I} does not converge almost surely but V~_lX; /n converges 
in distribution. To what? 



8 
Convergence in Distribution 

This chapter discusses the basic notions of convergence in distribution. Given a 
sequence of random variables, when do their distributions converge in a useful 
way to a limit? 
_ In statisticians' language, given a random sample XI, ... ,Xnt the sample ~ean 

Xn is CAN; that is, consistent and asymptotically normal. This means that X has 
an approximately normal distribution as the sample size grows. What exactly does 
this mean? 

8.1 Basic Definitions 

Recall our notation that df stands for distribution function. For the time being, we 
will understand this to correspond to a probability measure on JR. 

Recall that F is a df if 

(i) 0 < F (x) < 1; 

(ii) F is non-decreasing; 

(iii) F(x+) = F(x) "Ix E lR, where 

F(x+) = lim F(x + E); 
f>O 
£.1.0 

that is, F is right continuous. 
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Also, remember the shorthand notation 

F(oo) : = lim F(y) 
ytoo 

F( -00) : = lim F(y). 
yJ,oo 

F is a probability distribution function if 

F(-oo) = 0, F(+oo) = 1. 

In this case, F is proper or non-defective. 
If F(x) is a df, set 

C(F) = {x E 1R : F is continuous at x}. 

A finite interval I with endpoints a < b is called an interval of continuity for F if 
both a, b E C(F). We know that 

(C(F)t = {x : F is discontinuous at x} 

is at most countable, since 

1 
An = {x : F({x}) = F(x) - F(x-) > -} 

n 

has at most n elements (otherwise (i) is violated) and therefore 

(C(F»C = U An 
n 

is at most countable. 
For an interval I = (a, b], we write, as usual, F(I) = F(b) - F(a). If a, b E 

C(F), then F«(a, b» = F«a, b]). 

Lemma 8.1.1 A distribution function F(x) is determined on a dense set. Let D 
be dense in IIt Suppose F D (.) is defined on D and satisfies the following: 

(a) F D (.) is non-decreasing on D. 

(b) 0 < FD(X) ~ 1, for all xED. 

(c) limxeD.x_+oo FD(X) = 1, limxeD.x_-oo FD(X) = O. 

Define for all x E IR 

F(x) := inf FD(Y) = lim FD(y). (8.1) 
)'>x )'.Lx 
yeD yeD 

Then F is a right continuous probability df. Thus, any two right continuous df's 
agreeing on a dense set will agree everywhere. 
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Remark 8.1.1 The proof of Lemma 8.1.1 below shows the following: We let 
g : 1R t-+ 1R have the property that for all x E 1R 

g(x+) = limg(y) 
y.lx 

exists. Set h (x) = g(x+). Then h is right continuous. 

Proof of Lemma 8.1.1. We check that F, defined by (8.1), is right continuous. 
The plan is to fix x E 1R and show that F is right continuous at x. Given ~ > 0, 
there exists x' ED, x' > x such that 

F(x) + ~ > FD(X' ). 

From the definition of F, for y E (x, x'), 

FD(X /) > F(y) 

so combining inequalities (8.2) and (8.3) yields 

F(x) + ~ > F(y). Vy E (x, x'). 

Now F is monotone, so let y ! x to get 

F(x) + ~ > F(x+). 

This is true for all small ~ > 0, so let ~ J, ° and we get 

F(x) > F(x+). 

(8.2) 

(8.3) 

Since monotonicity of F implies F(x+) > F(x), we get F(x) = F(x+) as 
desired. 0 

Four definitions. We now consider four definitions related to weak conver
gence of probability measures. Let {Fn , n > I} be probability distribution func
tions and let F be a distribution function which is not necessarily proper. 

(1) Vague convergence. The sequence {Fn} converges vaguely to F, written 

Fn ~ F, if for every finite interval of continuity I of F, we have 

Fn(/) 4- F(/). 

(See Chung (1968), Feller (1971).) 

(2) Proper convergence. The sequence {Fn} converges properly to F, written 

Fn 4- F if Fn ~ F and F is a proper df; that is FOR) = 1. (See Feller 
(1971).) 

(3) Weak convergence. The sequence {Fn} converges weakly to F, written Fn ..! 
F, if 

Fn(x) 4- F(x), 

for all x E C(F). (See Billingsley (1968, 1994).) 
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(4) Complete convergence. The sequence {Fn} converges completely to F, writ

ten Fn ~ F, if Fn ~ F and F is proper. (See Loeve (1977).) 

Example. Define 
Fn(x) := F(x + (-ltn). 

Then 

F2n(x) = F(x + 2n) ~ 1 

F2n+l (x) = F(x - (2n + 1» ~ o. 
Thus {Fn (x)} does not converge for any x. Thus weak convergence fails. However, 
for any I = (a, b] 

F2n(a, b] = F2n(b) - F2n(a) ~ 1 - 1 = 0 

F2n+l(a, b] = F2n+l(b) - F2n+l(a) ~ 0 - 0 = O. 

v 
So Fn(/) ~ 0 and vague convergence holds: Fn ~ G where G(lR) = O. So the 
limit is not proper. 

Theorem 8.1.1 (Equivalence of the Four Definitions) If F is proper, then the 
four definitions (1), (2), (3), (4) are equivalent. 

Proof. If F is proper, then (1) and (2) are the same and also (3) and (4) are the 
same. 

We check that (4) implies (2). If 

Fn(x) ~ F(x), Yx E C(F), 

then 

Fn(a, b] = Fn(b) - Fn(a) ~ F(b) - F(a) = F(a, b] 

if (a, b] is an interval of continuity. 
Next we show (2) implies (4): Assume 

Fn(/) ~ F(/), 

for all intervals of continuity I. Let a, b E C(F). Then 

Fn(b) > Fn(a, b] ~ F(a, b], 

so 

lim inf Fn(b) > F(a, b], Ya < b, a E C(F). 
n~oo 

Let a -1. -00, a E C(F) to get 

lim inf Fn(b) > F(b). 
n-OO 
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For the reverse inequality, suppose I < b < r, I, r E C(F), and I chosen so small 
and r chosen so large that 

F«/, rr) < E. 

Then since Fn(/, r) ~ F(/, r), we have 

So given E > 0, there exists no = nO(E) such that n > no implies 

For n > no, 

Fn(b) = Fn(b) - Fn(/) + Fn(l) 

= Fn (/. b) + Fn(/) 

< Fn(/, b] + 2E, 

since Fn(/) < Fn«l, b)C). So 

lim sup Fn(b) < F(/, b] + 2E 
n~oo 

< F(b) + 2E. 

Since E > ° is arbitrary 

lim sup Fn(b) < F(b). 
n~oo o 

Notation: If {F, Fn, n > 1} are probability distributions, write Fn =? F to mean 
any of the equivalent notions given by (1)-{4). If Xn is a random variable with dis
tribution Fn and X is a random variable with distribution F, we write X n => X to 
mean Fn =? F. This is read "Xn converges in distribution to X" or "Fn converges 
weakly to F." Notice that unlike almost sure, in probability, or L p convergence, 
convergence in distribution says nothing about the behavior of the random vari
ables themselves and only comments on the behavior of the distribution functions 
of the random variables. 

Example 8.1.1 Let N be an N(O, 1) random variable so that the distribution func
tion is symmetric. Define for n > 1 

Xn = (_1)n N. 

Then X n d N, so automatically 

But of course {X n} neither converges almost surely nor in probability. 
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Remark 8.1.2 Weak limits are unique. If Fn ~ F, and also Fn ~ G, then 
F = G. There is a simple reason for this. The set (C(F»C U (C(G»C is countable 
so 

INT = C(F) n C(G) 

= lR \ a countable set 

and hence is dense. For x E INT, 

Fn(x) -+ F(x), Fn(x) ~ G(x), 

so F(x) = G(x) for x E INT, and hence by Lemma 8.1.1, we have F = G. 

Here is a simple example of weak convergence. 

Example 8.1.2 Let {X n, n > I} be iid with common unit exponential distribution 

P[Xn>x]=e-X
• x>O. 

Mn -Iogn =? Y, 

where 
pry < x] = exp{-e-X

}, x E JR. 

To prove (8.4), note that for x E JR, 

n 

P[Mn - logn < x] = p(n[X, < x + 10g1l]) 
;=1 

8.2 Scheffe's lemma 

= (1 - e-<x+logn>)" 
-x 

= (1 - ~)n ~ exp{-e-X
). 

n 

(8.4) 

o 

Consider the following modes of convergence that are stronger than weak conver
gence. 

(a) Fn(A) ~ F(A), VA E B(lR). 

(b) sup IFn(A) - F(A)I ~ O. 
AeL3(1R) 

Definition (a) (and hence (b)) would rule out many circumstances we would 
like to fall under weak convergence. Two examples illustrate the point of this 
remark. 
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Example 8.2.1 (i). Suppose Fn puts mass ~ at points { ~, ~, ... , ~}. If 

F (x) = x, 0 < x < 1 

is the uniform distribution on [0, 1], then for x E (0, 1) 

[nx] 
Fn(x) = - ~ x = F(x). 

n 

Thus we have weak convergence Fn =? F. However if Q is the set of rationals in 
[0, 1], 

so convergence in the sense of (a) fails even though it seems natural that the 
discrete uniform distribution should be converging to the continuous uniform dis
tribution. 

(ii) DeMoivre-Laplace central limit theorem: This is a situation similar to what 
was observed in (a). Suppose {X n, n > 1} are iid, with 

P[Xn = 1] = p = 1 - P[Xn = 0]. 

Set Sn = L~-l Xi, which has a binomial distribution with parameters n t p. Then 
the DeMoivre-Laplace central limit theorem states that 

But if 

we have 

Sn -np IX 
P[ ,JnPq < x] ~ N(x) = n(u)du 

npq -00 

= __ e-u /2du. I x 1 2 

-00$ 

k-np 
A = { r.;n;;: k > 0, n > OJ, 

",npq 

S -np 
p[ ~ EA]=1#N(A)=0. 

npq 

Weak convergence, because of its connection to continuous functions (see The
orem 8.4.1) is more useful than the convergence notions (a) or (b). The conver
gence definition (b) is called total variation convergence and has connections to 
density convergence through Scheffe's lemma. 

Lemma 8.2.1 (Scheff.Ps lemma) Suppose {F, Fn , n > I} are probability distri
butions with densities {It In, n > 1}. Then 

sup IFn(B) - F(B)I = ~ f lIn (x) - l(x)ldx. (8.5) 
Bei3(lR) 2 
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If fn(x) ~ f(x) almost everywhere (that is, for all x except a set of Lebesgue 
measure 0), then 

f Ifn(x) - f(x)ldx --+ O. 

and thus Fn ~ F in total variation (and hence weakly). 

Remarks. 

• If Fn ~ F and Fn and F have densities fn, f, it does not necessarily 
follow that fn (x) ~ f (x). See Exercise 12 . 

• Although Scheffe's lemma as presented above looks like it deals with den
sities with respect to Lebesgue measure, in fact it works with densities with 
respect to any measure. This is a very useful observation and sometimes a 
density with respect to counting measure is employed to deal with conver
gence of sums. See, for instance, Exercise 4. 

Proof of Scheffe's lemma. Let B E B(IR). Then 

1 - 1 = f (fn(x) - f(x»dx = o. 

so 

0= {(fn(X) - f(x))dx + { (fn(x) - f(x»dx, 
lB lBc 

which implies 

I { (fn(x) - f(x»dxl = I ( (fn(x) - f(x»dxl· (8.6) 
lB lBc 

This leads to 

2IFn(B) - F(B)I = 21 Is (fn(x) - f(x»dxl 

= I { (fn(x) - f(x»dxl + I { (fn(x) - f(x»dxl 
lB lBc 

< ( Ifn(x) - f(x)ldx + ( Ifn(x) - f(x)ldx 
lB lBc 

= f Ifn(x) - f(x)ldx. 

To summarize: 

sup IFn(B) - F(B)I < ~ f Ifn(x) - f(x)ldx. 
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If we find some set B for which equality actually holds, then we will have 
shown (8.5). Set B = lIn > I], Then from (8.6) 

2IFn(B) - F(B)I = I { (In (x) - I(x»dxl + I ( (/n(x) - I(x»dxl, 1B lBc 

and because the first integrand on the right is non-negative and the second is non
positive, we have the equality 

= Is Ifn(x) - f(x)ldx + 

= f Ifn(x) - f(x)ldx. 

So equality holds in (8.5). 

I ( lIn (x) - l(x)ldx lBc 

Now suppose In(x) -+ I(x) almost everywhere. So I - In -+ 0 a.e., and 
therefore (I - In) + -+ 0 almost everywhere. Also 

and I is integrable on IR with respect to Lebesgue measure. Since 

it follows that 

f If(x) - fn(x)ldx = f (f(x) - fn(x»+ dx + f (f(x) - fn(xW dx 

= 2 f (f(x) - fn(x»+dx. 

Thus 

and 

a.e. and dominated convergence implies 

f If(x) - fn(x)ldx -+ O. 

8.2.1 Scheffe's lemma and Order Statistics 

o 

As an example of one use for Scheffe's lemma, we consider the following limit 
result for order statistics. 
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Proposition 8.2.1 Suppose {Vn, 1l > I} are iid V(O, 1) random variables so that 

P[V) <x]=x, O<x<l 

and suppose 

V(l.n) < V(2.n) < ... < V(n.n) 

are the order statistics so that V(l.n) = min{Vl, ... , Vn}, V(2.n) is the second 
smallest and V(n,n) is the largest. Assume k = ken) is a function of n satisfying 
ken) ~ 00 and kin ~ O. as n ~ 00. Let 

Then the density of;n converges to a standard normal density and hence by 
Scheffe's lemma 

asn ~ 00. 

Proof. The distribution of V(k.n) can be obtained from a binomial probability 
since for 0 < x < 1, P[V(k.n) < x] is the binomial probability of at least k 
successes in n trials when the success probability is x. Differentiating, we get the 
density fn (x) of V(k.n) to be 

n! 
I' (x) - x k(l_x)n-k 0 < x < 1. 
In - (k - l)!(n - k)! ' 

(This density can also be obtained directly by a multimomial argument where 
there are 3 cells with proabilities x. dx and (1 - x) and cell frequencies k, 1 and 
n - k.) Since 

as n ~ 00, the convergence to types Theorem 8.7.1 discussed below assures us 
we can replace the square root in the expression for ;n by ~/n and thus we 
consider the density 

By Stirling's formula (see Exercise 8 of Chapter 9), as n ~ 00, 

n! ~ ------------- ------~~------~~~ 
(k -1)!(n - k)! J21i"(~)k-1/2(1 _ ~r-k+l/2' 
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Neglecting the factorials in the expression for the density, we have two factors of 
the form 

( 
~ k k-l k ~ )n-k -x+-) (1----x 
n n n n 

_ (k )k-l ( x )k-l ( k )n-k( x )n-k -- 1+- 1-- 1- . 
n ~ n (n-k)/~ 

Thus we get for the density of ;n, the following asymptotic expression 

1 x k x k --(1 + -) -1(1 _ )n- . 
$ ~ (n-k)/~ 

It suffices to prove that 

(
X )k-l ( x )n-k -x2/2 1+- 1- -+e 
~ (n-k)/~ 

or equivalently, 

x x x 2 
(k - 1) log(1 + /L) + (n - k) log(1 - ~) -+ -. (8.7) 

vk (n - k)/ k 2 

Observe that, for It I < 1, 

00 tn 

-log(1- t) = L-, 
n 

n=1 

and therefore 

if It I < 1/2. So the left side of (8.7) is of the form 

x x 2 x x 2 

(k -1)[- - -] - (n -k)[ + +0(1) 
~ 2k (n - k)/~ 2(n - k)2/k 

where x x 
0(1) = (k - 1)8( /L) + (n - k)8( /L) -+ O. 

vk (n -k)/vk 
Neglecting 0(1), (8.7) simplifies to 

x x 2 1 1 2 
-- - -(1 - - + n ) -+ -x /2. 
~ 2 k I-I 

(8.8) 

o 
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8.3 The Baby Skorohod Theorem 

SkoTohod's theorem is a conceptual aid which makes certain weak convergence 
results easy to prove by continuity arguments. The theorem is true in great gener
ality. We only consider the result for real valued random variables and hence the 
name Baby Skorohod Theorem. 

We begin with a brief discussion of the relationship of almost sure convergence 
and weak convergence. 

Proposition 8.3.1 Suppose {X, XII' n > I} are random variables. If 

X a.s·x 
n -+ • 

then 

Proof. Suppose X n ~ X and let F be the distribution function of X. Set 

N = [Xn ~ X]C 

so that P(N) = O. For any h > 0 and x E C(F), we have the following set 
containments: 

N C n [X < x - h) c lim inf[Xn < x] n N C 

n-oo 
c lim sup[Xn < x] n N C 

and hence, taking probabilities 

F(x -/z) < P(lim inf[Xn < x]) 
n-oo 

< lim inf P[Xn < x] 
n-oo 

(from Fatou's lemma) 

< lim sup P[Xn < x] 
n-oo 

< P(lim sup[Xn < x]) (from Fatou's lemma) 

< F(x). 

Since x E C(F), let h J. 0 to get 

F(x) < lim inf Fn(x) < lim sup Fn(x) < F(x). 
n-oo 11-00 • o The converse If false: Recall Example 8.1.1. 

Despite the fact that convergence in distribution does not imply almost sure 
convergence, Skorohod's theorem provides a partial converse. 
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Theorem 8.3.2 (Baby Skorohod Theorem) Suppose {Xn, n > O} are random 
variables defined 011 the probability space (Q, B, P) such that 

Then there exist random variables {X!, n > O} defined on the Lebesgue proba
bility space ([0, 1], B([O, 1]), A = Lebesgue measure) such that for each fixed 
n > 0, 

and 

where a.s. means almost surely with respect to A. 

Note that Skorohod's theorem ignores dependencies in the original {X n} se
quence. It produces a sequence {X!} whose one dimensional distributions match 
those of the original sequence but makes no attempt to match the finite dimen
sional distributions. 

The proof of Skorohod's theorem requires the following result. 

Lemma 8.3.1 Suppose Fn is the distribution function of Xn so that Fn =? Fo. If 

t E (0, 1) n C(F+-), 

then 

Proof of Lemma 8.3.1. Since C(Fo)C is at most countable, given E > 0, there 
exists x E C (Fo) such that 

From the definition of the inverse function, x < Fo+-(t) implies that F(x) < t. 
Also, x E C(Fo) implies Fn(x) ~ Fo{x). So for large n, we have Fn(x) < t. 
Again, using the definition of the inverse function, we get x < Fn+-(t). Thus 

for all large n and since E > 0 is arbitrary, we conclude 

(8.9) 

Note that we have not yet used the assumption that t is a continuity point of Fo+
and this is used for the reverse inequality. 

Whenever t ' > t, we may find y E C(Fo) such that 
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This gives 
Fo(y) > I' > I. 

Since y E C(Fo), Fn(y) ~ Fo(Y) and for large n, Fn(y) ~ I, therefore y > 
Fn- (I). and thus 

Fo-(l') + € > Y > Fn-(l) 

for all large 1l. Moreover, since € > 0 is arbitrary, 

lim sup Fn-(l) < Fo- (I'). 
n~oo 

Let I' ! t and use continuity of Fo+- at I to conclude that 

lim sup Fn+-(I) < Fo+-(l). 
n-+oo 

The two inequalities (8.9) and (8.10) combine to yield the result. 

(8.10) 

o 
This lemma only guarantees convergence of Fn- to Fo+- at continuity points of 

the limit. However, convergence could take place on more points. For instance, if 
Fn = Fo for allll, Fn+- = Fo+- and convergence would be everywhere. 

Lemma 8.3.1 allows a rapid proof of the Baby Skorohod theorem. 

Proof of the Baby Skorohod Theorem. On the sample space [0, 1], define the 
random variable U (I) = I so that U is uniformly distributed, since for 0 < x < 1 

A[U < x] = A{t E [0,1]: U(t) < x} = A[O,x] =x. 

For Il > 0 define X: on [0, 1] by 

X! = Fn+-(U). 

Then for y E R 

A[X! < y] = A{I E [0, 1] : Fn+-(t) < y} = A{I E [0, 1] : t < Fn(y)} = Fn(y). 

So we conclude that X: d X n, for each Il > 0. 
Next, we write 

A{t E [0, 1] :X! (t) -/+ xg(t)} 

= A{t E [0, 1] : Fn+- (I) -/+ Fo+- (t)}. 

and using Lemma 8.3.1, this is bounded by 

< A{I E [0, 1] : Fo+- is not continuous at t } 

= A { a countable set } = 0. o 
The next corollary looks tame when restricted to JR, but its multidimensional 

generalizations have profound consequences. For a map Jz : R t-+ R, define 

Disc(Jz) = (x : Jz is not continuous at x ) = (C(h»c. 
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Corollary 8.3.1 (Continuous Mapping Theorem) Let {X n, n > O} be a se
quence of random variables such that 

Xn => Xo· 

For n > 0, assume Fn is the distribution function of X n. Let h : R ~ R satisfy 

P[Xo E Disc(h)] = o. 
Then 

h(Xn) => h(Xo), 

and if h is bounded, dominated convergence implies 

Eh(Xn) = J h(x)Fn(dx) ~ Eh(x) = J h(x)Fo(dx). 

Remark. Disc(h) is always measurable even if h is not. 
As a quick example, if Xn => Xo, then X~ ~ X5 which is checked by applying 

the continuous function (so Disc(h) is empty) h(x) = x 2• 

Proof. The proof of the corollary uses the Baby Skorohod Theorem which iden

tifies new random variables X! d X n, n > 0, with X! defined on [0, 1]. Also 
X!(t) ~ xg(t) for a.a. t. If X~(t) E C(h), then h(X!(t» ~ h(X~(t». Thus, 

A{t E [0, 1] :h(X!(t» ~ h(X~(t»} 

> A{t E [0, 1] : X~(t) E (Disc(h»C) 

= P([Xo E Disc(h)]C) = 1. 

So h(X!) ~ h(X~) almost surely with respect to A, and since almost sure con
vergence implies convergence in distribution, we have 

h(Xn) d h(X!) => h(Xg) d h(Xo) 

so that h(Xn) => h(Xo). o 

8.3.1 The Delta Method 

The delta method allows us to take a basic convergence, for instance to a limiting 
normal distribution, and apply smooth functions and conclude that the functions 
are asymptotically normal as well. 

In statistical estimation we try to estimate a parameter f) from a parameter set 
e based on a random sample of size n with a statistic 

Tn = Tn (X 1, ... , X n ). 

This means we have a family of probability models 

«Q, B, Pe), f) E S}, 
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and we are trying to choose the correct model. The estimator Tn is consistent if 

for every f). The estimator Tn is CAN, or consistent and asymptotically normal, if 
for all f) E e 

lim Pe[O'n(Tn - f) < x] = N(O, 1,x), 
n~OO 

for some an ~ 00. 

Suppose we have a CAN estimator of f), but we need to estimate a smooth 
function g(f). For example, in a family of exponential densities, f) may represent 
the mean but we are interested in the variance f)2. We see from the delta method 
that g(Tn ) is also CAN for g(f). 

We illustrate the method using the central limit theorem (CLl) to be proved in 
the next chapter. Let {Xj, j > I} be iid with E(Xn ) = J.L and Var(Xn ) = 0'2. 

From the CLT we get 
Sn - nJ.L 

,Jti => N (0, 1), 
0' n 

where N (0, 1) is a normal random variable with mean 0 and variance 1. Equiva
lently, we can express this in terms of X = L:7=1 X;/n as 

(
X - J.L) In 0' => N (0, 1). 

So X is consistent and an asymptotically normal estimator of J.L. The delta method 
asserts that if g(x) has a non-zero derivative g'(J.L) at J.L, then 

In (g(X) - g(J.L») => N (0, 1). 
O'g' (J.L) 

(8.11) 

So g(X) is CAN for g(J.L). 

Remark. The proof does not depend on the limiting random variable being N (0. 1) 
and would work equally well if N (0, 1) were replaced by any random variable Y. 

Proof of (8.11). By the Baby Skorohod Theorem there exist random variables Z! 
and N# on the probability space «0, 1). B«O. 1». A) such that 

z! d In ( X ~ JL ) , N# d N 

and 

Define 
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so that X d X#. Then using the definition of derivative 

In (g(X) - g(~») d In (g(~ + aZ!/Jn) - g(~») 
ag'(~) ag'(~) 

g(~ + a Z!I In) - g(~) a Z! 
-

aZ!/Jn ag'(~) 

a.s ()..) I () a N# N# d N 
~g~. = =, 

ag'(~) 

since a Z!I In -+ 0 almost surely. This completes the proof. 

Remark. Suppose {Xn, n > O} is a sequence of random variables such that 

Suppose further that 
Iz : ]R t-+ §, 

where § is some nice metric space, for example, § = ]R2. Then if 

P[Xo E Disc(Iz)] = 0, 

Skorohod's theorem suggests that it should be the case that 

in §. But what does weak convergence in § mean? Read on. 

8.4 Weak Convergence Equivalences; 
Portmanteau Theorem 

o 

In this section we discuss several conditions which are equivalent to weak conver
gence of probability distributions. Some of these are of theoretical use and some 
allow easy generalization of the notion of weak convergence to higher dimensions 
and even to function spaces. The definition of weak convergence of distribution 
functions on 1R is notable for not allowing easy generalization to more sophis
ticated spaces. The modern theory of weak convergence of stochastic processes 
rests on the equivalences to be discussed next. 

We nead the following definition. For A E B(R), let 

a (A) = the boundary of A 

= A - \ A 0 = the closure of A minus the interior of A 

= {x : 3 Yn EA. Yn ~ x and 3 Zn E A C ,Zn ~ x} 

= points reachable from both outside and inside A. 
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Theorem 8.4.1 (portmanteau Theorem) Let {Fn, n > O} be a family of proper 
distributions. The following are equivalent. 

(1) Fn =} Fo· 

(2) For all f : R ~ 1R which are bounded and continuous, 

J fdFn ~ J fdFo· 

Equivalently, if Xn is a random variable with distribution Fn (n > 0), then 
for f bounded and continuous 

(3) If A E B(lR) satisfies Fo(8(A» = 0, then 

Fn (A) ~ Fo(A). 

Remarks. (i) Item (2) allows for the easy generalization of the notion of weak 
convergence of random elements {~n, n > O} whose range § is a metric space. 
The definition is 

iff 
E(f(~n» ~ E(f(~o» 

as n ~ 00 for all test functions f : § t--+- 1R which are bounded and continuous. 
(The notion of continuity is natural since § is a metric space.) 

(ii) The following clarification is necessary. Portmanteau is not the name of the 
inventor of this theorem. A portmanteau is a large leather suitcase that opens into 
two hinged compartments. Billingsley (1968) may be the first to call this result 
and its generalizations by the name portmanteau theorem. He dates the result back 
to 1940 and attributes it to Alexandrov. 

Proof. (1) ~ (2): This follows from Corollary 8.3.1 of the continuous mapping 
theorem. 

(1) ~ (3): Let f(x) = 1A (x). We claim that 

8(A) = Disc(1A). (8.12) 

To verify (8.12), we proceed with verifications of two set inclusions. 

(i) 8(A) c Disc(1A). This is checked as follows. If x E 8(A), then there exists 

So 

Yn E A, andYn ~ x, 
Zn E A c, and Zn ~ x. 

1 = 1A(Yn) 4> 1, 0 = 1A(zn) ~ 0 

implies x E Disc(1A). 
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(ii) Disc(1A) C 8(A): This is verified as follows. Let x E Disc(IA). Then 
there exists Xn ~ x, such that 

Now there are two cases to consider. 

Case (i) lA (x) = 1. Then there exists n' such that lA (xn/) ~ O. So for all 
large n', IA(xn/) = 0 and Xnl E A C

• Thus Xnl E A C
• and Xnl ~ x. 

Also let Yn = X E A and then Yn ~ x, so x E 8(A). 

Case (ii) lA (x) = O. This is handled similarly. 

Given A E B(IR.) such that Fo(8(A» = 0, we have that Fo{{x : x E Disc(1A)} = 
o and by the continuous mapping theorem 

f lAdFn = Fn(A) -> f lAdFo = Fo(A). 

(3) ~ (1): Let X E C(Fo). We must show Fn(x) ~ F(x). But if A = (-00, x), 
then 8(A) = {x} and Fo(8(A» = 0 since Fo({x}) = 0 because x E C(Fo). So 

F" (A) = Fn (x) ~ Fo(A) = Fo(x). 

(Recall, we are using both Fn and Fo in two ways, once as a measure and once as 
a distribution function.) 

(2) ~ (1). This is the last implication needed to show the equivalence of (1), 
(2) and (3). Let a, b E C(F). Given (2), we show Fn(a, b) ~ Fo(a, b). 

Define the bounded continuous function gk whose graph is the trapezoid of 
height 1 obtained by taking a rectangle of height 1 with base [a. b) and extending 
the base symmetrically to [a - k- J , b + k- J • Then gk J. I[a.b] as k ~ 00 and for 
all k, 

Fn(a, b] = 1. l(a.bJdFn < f gkdFn -> f gkdFo 

as n ~ 00 due to (2). Since gk < 1, and gk J. l[a.b] we have 

f gkdFo .J. Fo([a, bj) = Fo«a, bj). 

We conclude that 
lim sup Fn(a, b] < Fo(a, b). 

n--+OO 

Next, define new functions Ilk whose graphs are trapezoids of height 1 obtained 
by taking a rectangle of height 1 with base [a + k- 1, b - k-1) and stretching the 
base symmetrically to obtain [a, b). Then hk t l(a.b) and 
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for all k. By monotone convergence 

f hkdFo t Fo«a, b» = Fo«a, b)) 

as k ~ 00, so that 
lim inf Fn«a, b]) > Fo«a, b]). 
n~oo 

o 

Sometimes one of the characterizations of Theorem 8.4.1 is much easier to 
verify than the definition. 

Example 8.4.1 The discrete uniform distribution is close to the continuous 
uniform distribution. Suppose Fn has atoms at i/n, 1 < i < n of size lin. Let 
Fo be the uniform distribution on [0, 1]; that is 

F (x) = x, 0 < x < 1. 

Then 
Fn => Fo. 

To verify this, it is easiest to proceed by showing that integrals of arbitrary 
bounded continuous test functions converge. Let f be real valued, bounded and 
continuous with domain [0, 1]. Observe that 

f 
n 1 

fdFn = L f(i/n)-
. 1 n 1= 

= Riemann approximating sum 

-4 101 

f(x)dx (n -4 00) 

= f fdFo 

where Fo is the uniform distribution on [0, 1]. o 

It is possible to restrict the test functions in the portmanteau theorem to be 
uniformly continuous and not just continuous. 

Corollary 8.4.1 Let {Fn, n > O} be a family of proper distributions. The follow
ing are equivalent. 

(1) Fn => Fo. 

(2) For all f : IR t--+- R which are bounded and uniformly continuous, 

f fdFn -4 f fdFo· 

Equivalently, if X n is a random variable with distribution Fn (n > 0), then 
for f bounded and uniformly continuous 
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Proof. In the proof of (2) ~ (1) in the portmanteau theorem, the trapezoid func
tions are each bounded, continuous, vanish off a compact set, and are hence uni
formly continuous. This observation suffices. 0 

8.5 More Relations Among Modes of Convergence 

We summarize three relations among the modes of convergence in the next propo
sition. 

Proposition 8.5.1 Let {X, X n , n > 1) be random variables on the probability 
space (Q, B, P). 

(i) If 

X a.s·X 
n ~ , 

then 
p 

Xn ~ X. 

(ii) If 
p 

Xn ~X. 

then 

All the converses are false. 

Proof. The statement (i) is just Theorem 6.2.1 of Chapter 6. To verify (ii), suppose 

X n ~ X and f is a bounded and continuous function. Then 

by Corollary 6.3.1 of Chapter 6. Dominated convergence implies 

E(f(Xn» ~ E(f(X» 

(see Corollary 6.3.2 of Chapter 6) so 

by the portmanteau theorem. o 

There is one special case where convergence in probability and convergence in 
distribution are the same. 
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Proposition 8.5.2 Suppose {X n, n > I} are random variables. If c is a constant 
such that 

then 

and conversely. 

p 
Xn ~ c, 

Xn => c 

Proof. It is always true that convergence in probability implies convergence in 
distribution, so we focus on the converse. If 

Xn => c 

then 

{ 0, if x < c, 
P[Xn < x] ~ 1, 

if x > c, 

and 
p 

Xn ~c 

means P[lXn - cl > €] ~ 0 which happens iff 

P[Xn < c - €] ~ 0 and P[Xn < c + €] ~ 1. o 

8.6 New Convergences from Old 

We now present two results that express the following fact. If X n converges in 
distribution to X and Yn is close to X n, then Yn converges in distribution to X as 
well. 

Theorem 8.6.1 (Slutsky's theorem) Suppose {X, X n, Yn , ~n, n > I} are ran
dom variables. 

(a) If Xn => X, and 

then 

p 
Xn - Yn ~ 0, 

Yn => X. 

(b) Equivalently, if Xn => X, and ~n ~ 0, then 

Xn+~n=>X. 

Proof. It suffices to prove (b). Let f be real valued, bounded and uniformly con
tinuous. Define the modulus of continuity 

WfJ(f) = sup If(x) - f(Y)I. 
Ix-yl~fJ 
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Because I is uniformly continuous, 

W['(/) ~ 0, fJ ~ o. (8.13) 

From Corollary 8.4.1 if suffices to show E I (X n + ~n) ~ E I (X). To do this, 
observe 

IEI(Xn + ~n) - EI(X)I 

< IEI(Xn + ~n) - EI(Xn)1 + IEI(Xn) - EI(X)I 

= EI/(Xn + ~n) - I(Xn)11[1~nl~[,1 + 2 sup I/(x)IP[I~nl > fJ] + 0(1) 
x 

(since Xn => X) 

= 0(1) + w['(/) + (const)P[I~nl > fJ]. 

The last probability goes to 0 by assumption. Let fJ ~ 0 and use (8.13). 0 

Slutsky's theorem is sometimes called the converging together lemma. Here 
is a generalization which is useful for truncation arguments and analyzing time 
series models. 

Theorem 8.6.2 (Second Converging Together Theorem) Let us suppose that 
{Xun, Xu, Yn, X; n > 1, u > I} are ralldom variables such that lor each n, 
Yn, X un, U > 1 are defined on a common domain. Assume lor each u, as n ~ 00, 

and as u ---+ 00 

Suppose further that lor all € > 0, 

lim lim sup P[IXun - Yn I > €] = o. 
u-+OO n-+oo 

Then we have 
Yn =>X 

asn ~ 00. 

Proof. For any bounded, uniformly continuous function I, we must show 

lim EI(Yn) = EI(X). 
n-+oo 

Without loss of generality, we may, for neatness sake, suppose that 

sup I/(x)1 < 1. 
xe:i 
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Now write 

so that 

IE!(Yn) - E!(X)I < EI!(Yn) - !(Xun)1 + EI!(Xun ) - !(Xu)1 

+ EI!(Xu) - !(X)I 

limsupIE!(Yn) - E!(X)I 
n~oo 

< lim limsupEI!(Yn) - !(Xun)1 + 0 + 0 
u~oo n~oo 

+ lim limsupEI!(Yn) - !(Xun )ll[lYn-Xunl>f] 
u~oo n~oo 

< sup{I!(x) - !(Y)I : Ix - yl < f} 

+ lim lim sup P[IYn - Xun I > f] 
u~oo n~oo 

-+0 

as f -+ 0. 

8.6.1 Example: The Central Limit Theorem for m-dependent 
random variables 

o 

This section discusses a significant application of the second converging together 
theorem which is often used in time series analysis. In the next chapter, we will 
state and prove the central limit theorem (CLT) for iid summands: Let {X n, n > I} 
be iid with p. = E(Xl), a 2 = Var(Xd. Then with Sn = L~=l X" we have partial 
sums being asymptotically normally distributed 

Sn - np. = Sn - E(Sn) => N(O, 1). (8.14) 
a .jii JVar(Sn) 

In this section, based on (8.14), we will prove the CLT for stationary, m-dependent 
summands. 

Call a sequence {Xn , n > I} strictly stationary if, for every k, the joint distri
bution of 

(Xn+1, ... , Xn+k) 

is independent of n for n = 0, 1, .... Call the sequence m-dependent if for any 
integer t, the a-fields a(Xj, j < t) and a(Xj, j > t + m + 1) are independent. 
Thus, variables which are lagged sufficiently far apart are independent. 

The most common example of a stationary m-dependent sequence is the time 
series model called the moving average o! order m which is defined as follows. 
Let {Zn} be iid and define for given constants C1, ••• ,Cm the process 

m 

Xt=LCjZt-j, t=O,I, .... 
;=1 
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Theorem 8.6.3 (Hoeffding and Robbins) Suppose {X n, n > I} is a strictly sta
tionary and m-dependent sequence with E (X 1) = 0 and 

Suppose 

Then 

and 

where Xn = L~=1 X,/n. 

m 

Vm := y (0) + 2 L y (j) # O. 
j=1 

1 n 

.jii ~Xr =} N(O, vm), 

Proof. Part 1: Variance calculation. We have 

1 n 1 n n 
nVar(Xn ) = -E(L Xi)2 = -E(LLX,XJ ) 

n n 
,=1 ,=1 J=l 

1 n n 

= - LLy(j-O 
n ,=1 j=1 

1 
= - L (#(i, j) : j - i = k)y(k) 

n Ikl<n 

= L e ~ Ikl) y(k). 
1*I<n 

(8.15) 

(8.16) 

This last step is justified by noting that, for example when k > 0, i could be 
1,2, ... ,n - k and j = k + i. Thus we conclude that 

- " ( Ikl) "Var(Xn ) = ~ 1 - --;; y(k). 
Ikl<n 

Recall that y(l) = 0 if III > m and as n ~ 00 

nVar(Xn ) ~ L y(k) = Vm · 

1*1<00 

(8.17) 

Part 2: The big block-little block method. Pick u > 2m and consider the fol
lowing diagram. 
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1 

1st 
little 
block 

u-m u 

1st 
big 

block 

Let 

2nd 
big 

block 

2nd 
little 
block 

2u-m 2u 

r = [:J 
so that r In -+ l/u and define 

;1 = Xl + ... +Xu - m , 

;2 = X u+l + ... + X2u-m, 

(r-l)u 

rth 
big 

block 

;r = X(r-l)u+l + ... + X ru - m 

ru-m ru n 
4 ~ 

remainder 

which are the "big block" sums. Note by stationarity and m-dependence that 
;1, ... ,;r are iid because the little blocks have been removed. 

Define 

Note 

as n -+ 00. From the CLT for iid summands, as n -+ 00 

Var(;I) 
Xun =} N(O. ) =: Xu. 

u 

Now observe, that as u -+ 00 

- u-m = (u - m)Var(Xu- m ) • --
u 

-+ Vm ·1= Vm , 
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from the variance calculation in Part 1. Thus, as u -+ 00, 

Var(~I) 
Xu = N(O, ) =} N(O, vm) =: X, 

u 

since a sequence of normal distributions converges weakly if their means (in this 
case, all zero) and variances converge. 

By the second converging together theorem, it remains to show that 

lim lim sup P[ Xu. - L~Xi > f] = O. 
u~oo n~oo n 

(8.18) 

For i = 1, ... ,r - 1, let 

B, = {iu - m + 1, ... ,iu} 

be the m integers in the ith little block, and let 

Br = {ru - m + 1, ... ,n} 

be the integers in the last little block coupled with the remainder due to u not 
dividing n exactly. Then we have 

L:~_I X; 
=.:~- -Xun 
~ 

and all sums on the right side are independent by m-dependence. So 

(
L:n X ) 1 ( m n-ru+m+l) 

Var '.jk 1 - Xun = n (r - I)Var(~X;) + Yare LX;) . 
1=1 1=1 

Note that 

h (n) : = n - r u + m + 1 = n - [:] u + m + 1 

n 
< n - (- - l)u + m + 1 

u 

=n-n+u+m+l=u+m+1. 

Thus for fixed u, as n -+ 00, 

Also, since r In -+ l/u as n -+ 00 

1 ( m) 1 m - (r - I)Var(LX;) ,..., -Var{LXi) -+ 0 
n . 1 U 1 1= 1= 
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as U -+ 00 and we have by Chebychev's inequality 

I· I· P[ L~= 1 Xi X 1 1m 1m sup r= - un > f 
u~oo n~oo '\In 

< lim lim sup 12 Var( L1n X, - X un) 
u~oo n~oo f n 

= lim (.!.var(~ X,) + 0) u~oo U ~ ,=1 
= o. 

This completes the proof. o 

8.7 The Convergence to Types Theorem 

Many convergence in distribution results in probability and statistics are of the 
following form: Given a sequence of random variables {;n, n > I} and an > 0 
and bn E IR, we prove that 

where Y is a non-degenerate random variable; that is, Y is not a constant a.s. This 
allows us to write 

;n - bn 
P[ < xl ~ PlY < xl =: G(x), 

an 

or by setting y = anx + bn 

This allows us to approximate the distribution of;n with a location-scale family. 
The question arises: In what sense, if any are the normalizing constants an and 

bn unique? If we changed normalizations, could we get something significantly 
different? 

The answer is contained in the convergence to types theorem. The normaliza
tions are determined up to an asymptotic equivalence and the limit distribution is 
determined up to location and scale. 

Example. As a standard example, supppse {Xn, n > I} are iid with E(Xn) = P. 
and Var(Xn ) = 0 2• The Central Limit Theorem states that for each x E 1R 

S - np. l x 
e-

u2
/
2 

P[ n.Jti ~ xl -+ PlY < xl = .J2iWdu 
o n -00 2rro 
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so that 

where N (x) is the standard normal distribution function. 

Definition. Two distribution functions U (x) and V (x) are of the same type if there 
exist constants A > 0 and B E 1R such that 

Vex) = U(Ax + B). 

In terms of random variables, if X has distribution U and Y has distribution V, 
then 

d X-B 
Y= . 

A 

For example, we may speak of the normal type. If XO,l has N(O, 1, x) as its 

distribution and Xll,a has N(p., a 2) as its distribution, then Xll,a d aXO,l + p.. 
Now we state the theorem developed by Gnedenko and Khintchin. 

Theorem 8.7.1 (Convergence to Types Theorem) We suppose U (x) and V (x) 
are two proper distributions, neither of which is concentrated at a point. Sup
pose for n > 0 that Xn are random variables with distribution function Fn and 
the U, V are random variables with distribution functions U (x), V (x). We have 
constants an > 0, an > 0, bn E JR, f3n E III 

(a) If 

(8.19) 

or equivalently 

Xn - f3n V ---=> , (8.20) 
an 

then there exist constants A > 0, and B E !R such that as n -+ 00 

(8.21 ) 

and 

Vex) = U(Ax + B), (8.22) 

(b) Conversely, if (8.21) holds, then either of the relations in (8.19) implies the 
other and (8.22) holds. 

Proof. (b) Suppose 
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and 

Then 

f3n - bn 
--- -+ B. 

(
an f3n - bn ) 

Fn(anx + f3n) = G n -x + ( ) . 
an an 

Pick X such that X E C(U(A· +B». 
Suppose x > O. A similar argument works if x < O. Given f > 0 for large n, 

we have 

so 

lim sup Fn(anx + fin) < lim sup Gn«A + €)x + (B + €». 
n~oo n~oo 

Therefore, for any Z E C(U(·» with Z > (A + f)X + (B + f). we have 

lim sup Fn(anx + f3n) < lim sup Gn(z) = U(z). 
n~oo n~oo 

Thus 
lim sup Fn(anx + f3n) < inf U(z). 
n~oo z>(A+E")x+(B+E") 

zeC(U(·» 

Since € > 0 is arbitrary, 

lim sup Fn(anx + f3n) < inf U(z) = U(Ax + B) 
n~oo z>Ax+B 

by right continuity of U (.). Likewise, 

> liminfGn(z) = G(z) 
n~oo 

for any z < (A - f)X + B - f and z E C(U(·». Since this is true for all € > 0, 

Iiminf Fn(anx + f3n) > sup U(z) = U(Ax + B), 
n~oo z<Ax+B 

zeC(U(·» 

since Ax + B E C(U(·». 
We now focus on the proof of part (a). Suppose 
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Recall from Lemma 8.3.1 that if G n ~ G, then also G;;- ~ G -. Thus we have 

Since U (x) and V (x) do not concentrate at one point, we can find Yl < Y2 with 
Yi E C(U-) n C(V-), for i = L 2, such that 

and 

Therefore, for i = 1, 2 we have 

(8.23) 

In (8.23) subtract the expressions with i = 1 from the ones with i = 2 to get 

Now divide the second convergence in the previous line into the first convergence. 
The result is 

Also from (8.23) 

Fn-(Yl) - bn U-() 
~---- ---+ Yl , 

an 

Fn-(Yl) - f3n Fn-(Yl) - f3n an V-()A = . - ---+ Yl, 
an an an 

so subtracting yields 

as desired. So (8.21) holds. By part (b) we get (8.22). o 
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Remarks. 

(1) The theorem shows that when 

Xn -bn ---=}V 

and V is non-constant, we can always center by choosing bn = Fn- (Yl ) 
and we can always scale by choosing an = Fn-(Y2) - Fn-(Yl). Thus quan
tiles can always be used to construct the centering and scaling necessary to 
produce convergence in distribution. 

(2) Consider the following example which shows the importance of assuming 
limits are non-degenerate in the convergence to types theorem. Let 

Then 

Vex) = t
o, 
1, 

if t < c, 

if t > c. 

-00, if t = 0, 

V-(t) = inf{y : V(y) ~ t} = c, ifO<t<l, 

00, if t > 1. 

8.7.1 Application of Convergence to Types: Limit Distributions 
for Extremes 

A beautiful example of the use of the convergence to types theorem is the deriva
tion of the extreme value distributions. These are the possible limit distributions 
of centered and scaled maxima of iid random variables. 

Here is the problem: Suppose {Xn, n > I} is an iid sequence of random vari
ables with common distribution F. The extreme observation among the first n . 
IS 

n 

Mn := V Xi· 
;=1 

Theorem 8.7.2 Suppose there exist normalizing constants an > ° and bn E IR 
such that 

(8.24) 

where the limit distribution G is proper and non-degenerate. Then G is the type 
of one of the following extreme value distributions: 

(i) <!>a(x) = exp{ _x-a}, X > 0, a > 0, 
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x < 0, 
x> 0, 

(iii) A(x) = exp{-e-X
}, x E lIt 

a>O 

The statistical significance is the following. The types of the three extreme 
value distributions can be united as a one parameter family indexed by a shape 
parameter y E IR: 

Gy(x) = exp{-(l + yx)-l/y}, 1 + yx > 0 

where we interpret the case of y = 0 as 

Go = exp{-e-X
}, x E lR. 

Often in practical contexts the distribution F is unknown and we must estimate 
the distribution of M n or a quantile of M n. For instance, we may wish to design a 
dam so that in 10,000 years, the probability that water level will exceed the dam 
height is 0.001. If we assume F is unknown but satisfies (8.24) with some G y as 
limit, then we may write 

and now we have a three parameter estimation problem since we must estimate 
y, an, bn• 

Proof. We proceed in a sequence of steps. 
Step (i). We claim that there exist two functions a(t) > 0 and f3(t), t > 0 such 

that for all t > 0, 

an 
- -+ a(t), 
a[nt] 

b n - b[nt] t:I.) 
----=-~ -+ fJ (t , 

a[n/] 
(8.25) 

and also 

G' (x) = G(a(t)x + f3(t». (8.26) 

To see this, note that from (8.24), for every t > 0, we have on the one hand 

and on the other 

Thus G' and G are of the same type and the convergence to types theorem is 
applicable. Applying it to (8.25) and (8.26) yields the claim. 
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Step (ii). We observe that the function a(t) and {3(t) are Lebesgue measurable. 
For instance, to prove a(·) is measurable, it suffices (since limits of measurable 
functions are measurable) to show that the function 

is measurable for each n. Since an does not depend on t, the previous statement 
is true if the function 

t ~ arm] 

is measurable. Since this function has a countable range {a), j > I} it suffices to 
show 

{t > ° : arm] = a j} 

is measurable. But this set equals 

which, being a union of intervals, is certainly a measurable set. 
Step (iii). Facts about the Hamel Equation. We need to use facts about possi

ble solutions of functional equations called Hamel's equation and Cauchy's equa
tion. If f(x), x > ° is finite, measurable and real valued and satisfies the Cauchy 
equation 

f(x + y) = f(x) + f(y), x > O,y > 0, 

then f is necessarily of the form 

f (x) = cx. x > 0, 

for some c E JR. A variant of this is Harne/'s equation. If tJ>(x). x > ° is finite, 
measurable, real valued and satisfies Hamel's equation 

tJ>(xy) = tJ>(x)tJ>(y), x > 0, y > 0, 

then tJ> is of the form 

for some p E JR. 
Step (iv). Another useful fact. If F is a non-degenerate distribution function and 

F(ax + b) = F(cx + d) 'Ix E JR, 

for some a > 0, and c > 0, then a = c, and b = d. A proof of this is waiting for 
you in the exercises (Exercise 6). 
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Slep (v). Now we claim that the functions a(·) and {J(.) satisfy (I > 0, s > 0) 

a(ls) = a(l)a(s), 

fJ(ts) = a(I){J(s) + {J(t) 

= a(s){J(I) + {J(s), 

the last line following by symmetry. 
To verify these assertions we use 

G' (x) = G(a(l)x + {J(t» 

to conclude that 

G(a(ts)x + {J(ts» = GIS(X) = (GS(x»' 

= (G(a(s)x + {J(S»)' 

= G(a(I)[a(s)x + {J(s)] + {J(I» 

= G(a(t)a(s)x + a(t){J(s) + {J(t». 

Now apply Step (iv). 

(8.27) 

(8.28) 

(8.29) 

Slep (vi). Now we prove that there exists () E JR such that a(l) = t6 • If () = 0, 
then {J (I) = clog t, for some c E IIt If () =F 0, then fJ (t) = c(1 - (6), for some 
c E JR. 

Proof of (vi): Since a(·) satisfies the Hamel equation, a(l) = t6 for some 
() E nt If () = 0, then a (t) = 1 and fJ (I) satisfies 

{J(IS) = {J(s) + {J(I). 

So exp{fJ (.)} satisfies the Hamel equation which implies that 

exp{{J(I)} = Ie, 

for some c E JR and thus {J(I) = c log I. 
If () #= 0, then 

{J(IS) = a(t){J(s) + {J(t) = a(s){J(t) + fJ(s). 

Fix So #= 1 and we get 

a(t){J(so) + {J(t) = a(so){J(t) + fJ(so), 

and solving for {J (t) we get 

{J(t)(1 - a(so» = {J(so)(l - a(t». 

Note that 1 - a (so) #= O. Thus we conclude 

{J(t) = (1 - a(l» =: c(1 - I ). ( 
{J(so) ) 6 

1 - a(so) 
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Step (vii). We conclude that either 

(a) G' (x) = G (x + clog t), «() = 0), 

or 

Now we show that () = 0 corresponds to a limit distribution of type A(x), that 
the case () > 0 corresponds to a limit distribution of type <l>a and that () < 0 
corresponds to Wa. 

Consider the case () = O. Examine the equation in (a): For fixed x, the function 
G' (x) is non-increasing in t. So C < 0, since otherwise the right side of (a) would 
not be decreasing. If Xo E R such that G (xo) = 1, then 

1 = G'(xo) = G(xo + clogt), 'It > 0, 

which implies 

G(y) = 1, Vy E lR, 

and this contradicts G non-degenerate. If Xo E 1R such that G (xo) = 0, then 

0= G' (xo) = G(xo + c logt), 'It > 0, 

which implies 

G(x) = 0, 'Ix E IR, 

again giving a contradiction. We conclude 0 < G(y) < 1, for all y E IR. 
In (a), set x = 0 and set G(O) = e-K

• Then 

e-1K =G(clogt). 

Set y = clog t, and we get 

G(y) = exp{-KeY/C
} = exp{_e-<fcr-1ogK)} 

which is the type of A(x). The other cases () > 0 and () < 0 are handled similarly. 
o 

8.8 Exercises 

1. Let Sn have a binomial distribution with parameters nand () E [0, 1]. What 
CLT does Sn satisfy? In statistical terms, {j := Sn / n is an estimator of () 
and 

Sn - E(Sn) 

-jVar(Sn) 
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is an approximate pivot for the parameter (). If 

is the log-odds ratio, we would use gee) to estimate g«(}). What CLT does 
A 

g«(}) satisfy? Use the delta method. 

2. Suppose {X n, n > I} is a sequence of random variables satisfying 

1 
P[Xn = n] = -, 

n 
1 

P[Xn = 0] = 1 - -. 
n 

(a) Does {Xn } converge in probability? If so, to what? Why? 

(b) Does {Xn} converge in distribution? If so, to what? Why? 

(c) Suppose in addition that {Xn} is an independent sequence. Does {Xn} 
converge almost surely? What is 

lim sup X n and lim inf X n 
n-foOO n-foOO 

almost surely? Explain your answer. 

3. Suppose { Un, n > 1) are iid U (0, 1) random variables so that 

P[Uj<X]=X, O<x<l. 

(a) Show nj=l uJln converges almost surely. What is the limit? 

(b) Center and scale the sequence {nj=l uJln, n > I} and show the 
resulting sequence converges in distribution to a non-degenerate limit. 
To which one? 

4. (a) Let {Xn , n > O} be positive integer valued random variables. Prove 

Xn => Xo 

iff for every k > 0 
P[Xn = k] ~ P[Xo = k]. 

(b) Let {Xn} be a sequence of random vectors on lRd such that Xn has a 
discrete distribution having only points with integer components as possible 
values. Let X be another such random vector. Show 

Xn => X 
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iff 

L IP[Xn = x] - P[X = x]1 ~ 0 
x 

as n ~ 00. (Use Scheffe's lemma.) 

(c) For events {An, n > OJ, prove 

(d) Let Fn concentrate all mass at Xn for n > O. Prove 

Fn => Fo iff Xn ~ Xo. 

(e) Let Xn = 1 - lin or 1 + lin each with probability 1/2 and suppose 
P[X = 1] = 1. Show Xn => X but that the mass function fn(x) of Xn 
does not converge for any x. 

5. If un(x),x E IR are non-decreasing functions for each nand un(x) ~ 
uo(x) and uo(') is continuous, then for any -00 < a < b < 00 

sup lun(x) - uo(x)1 ~ O. 
xe[a.b] 

Thus, convergence of monotone functions to a continuous limit implies lo
cal uniform convergence. 

(b) Suppose Fn, n > 0 are proper df's and Fn => Fo. If Fo is continuous, 
show 

sup IFn(x) - Fo(x)1 ~ O. 
xeIR 

For instance, in the central limit theorem, where Fo is the normal distribu
tion, convergence is always uniform. 

(c) Give a simple proof of the Glivenko-Cantelli lemma under the addi
tional hypothesis that the underlying distribution is continuous. 

6. Let F be a non-degenerate df and suppose for a > 0, C > 0 and b E JR, 
d E IR, that for all x 

F(ax + b) = F(cx + d). 

Prove that a = c and b = d. Do this 2 ways: 

(i) Considering inverse functions. 

(ii) Showing it is enough to prove F(Ax + B) = F(x) for all x implies 
A = 1, and B = 17 Gust kidding, B = 0). If T x = Ax + B then iterate the 
relation F(Tx)=F(x) again and again. 
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7. Let {Xn, n > I} be iid with E(Xn) = 11, Var(Xn) = 0'2 and suppose N is 
a N (0, 1) random variable. Show 

In(i~ -112
) => 211O'N 

In(eXn - ell) => a ell N. 

8. Suppose Xl t ••• , X n are iid exponentially distributed with mean 1. Let 

X1.n < ... < Xn.n 

be the order statistics. Fix an integer 1 and show 

nX',n => Y, 

where Y, has a gamma (I, 1) distribution. 

(a) 

(b) 

Try doing this (a) in a straightforward way by brute force and then (b) try 
using the Renyi representation for the spacings of order statistics from the 
exponential density. See Exercise 32 on page 116. 

9. Let {Xn, n > O} be random variables. Show Xn => Xo iff E(g(Xn» ~ 
E (g(X 0» for all continuous functions g with compact support. 

10. Let X and Y be independent Bernoulli random variables on a probability 

space (n, 8, P) with X d Yand 

1 
P[X = 0] = - = P[X = 1]. 

2 

Let Xn = Y for n > 1. Show that 

Xn =>X 

but that X n does NOT converge in probability to X. 

11. Levy metric. For two probability distributions F, G, define 

d(F, G) := inf{<S > 0 : 'Ix E IR, F(x - <S) - <S < G(x) < F(x + <S) + <S}. 

Show this is a metric on the space of probability distribution functions 
which metrizes weak convergence; that is, Fn => Fo iff d (Fn, Fo) ~ o. 

12. Suppose Fn has density 

I ( _ {I - cos 2n 1T x t 

In x)-
0, 

if 0 < x < 1, 

otherwise. 

Show that Fn converges weakly to the uniform distribution on [0, 1] but 
that the densities In do not converge. 
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13. Suppose {Nn • n > O} is a sequence of normal random variables. Show 
Nn => No iff 

E(Nn ) ~ E(No) and Var(Nn ) ~ Var(No). 

Derive a comparable result for (a) Poisson random variables; (b) exponen
tial random variables. 

14. Consider the sphere in IRn of radius In and suppose Xn is uniformly dis
tributed on the surface of this sphere. Show that the first component of Xn 
converges in distribution to a standard normal. Hint: If N

" 
i > 1 are iid 

N (0, 1) random variables, show 

15. (Weissman) Suppose Yn , n > 1 are random variables such that there exist 
an > 0, bn E 1R and 

non-degenerate, and for each t > ° 

non-degenerate. Then there exists aCt) > 0, {J(t) E 1R such that 

G(x) = G,(a(t)x + aCt»~ 

and aCt) = t 9 • If e = 0, then {J(t) = clogt, and if e #= 0, then {J(t) = 
c(1 - t 9 ). 

16. Suppose {Xn, n > I} are iid non-negative random variables and set Mn = 
v7 -I X, ,n > 1. Show that there exists a sequence an > ° such that (x > 0) 

lim P[Mn/an < x] = exp{-x-a }, x > 0, a > 0, 
n-f>OO 

iff the regular variation condition holds: 

. P[XI > tx] -a 
hm = x , x > 0. '-00 P[XI > t] 

In this case, what limit distribution exists for log Mn? For M;? 

Verify (8.30) for the Cauchy density and the Pareto distribution? 

(8.30) 

17. If {X n} are iid U (0, 1) random variables, find a non-degenerate limit dis
tribution for M n = v7 1 X, under suitable normalization. 
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18. Give an example of a sequence of discrete distributions that converge weakly 
to a limit distribution which possesses a density. 

19. (Second continuous mapping theorem) Suppose that X n => X 0 and that 
for n > 0, Xn : IR ~ IR are measurable. Define 

£ := (x : 3xn ~ x but Xn(xn) -1+ xo(x)}. 

Suppose E is measurable and P[Xo E £] = O. Show Xn(Xn) => Xo(Xo). 

20. Suppose we have independent Bernoulli trials where the probability of suc
cess in a trial is p. Let vp be the geometrically distributed number of trials 
needed to get the first success so that 

P[vp >n]=(1_p)n-l, ,,>1. 

Showasp ~ 0 
pVp => E, 

where E is a unit exponential random variable. 

21. Sampling with replacement. Let {Xn • n > I} be iid and uniformly dis
tributed on the set {I •... , m }. In repeated sampling, let Vm be the time of 
the first coincidence; that is, the time when we first get a repeated outcome 

Vm := inf{n > 2 : Xn E {X}, ... , Xn-d}. 

Verify that 

n ( . 1) P[vm > n] = n 1 _ I : • 

1=2 

Show as m ~ 00 that 
Vm/,Jm => v 

where P[v > xl = exp{-x2/2}, x > O. 

22. Sample median; more order statistics. Let U1, ... , Un be iid U (0, 1) ran
dom variables and consider the order statistics U1.n < U2.n < ... < Un.n. 
When n is odd, the middle order statistic is the sample median. Show that 

1 
2(Un ,2n+1 - 2)-J2i, 

has a limit distribution. What is it? (Hint: Use Scheffe's lemma 8.2.1 page 
253.) 

23. Suppose {Xn • n > I} are iid random variables satisfying 

E(Xn ) = /.1, Var(Xn ) = 0 2. 

The central limit theorem is assumed known. Set X n = L~ -I X, / n. Let 
N (0, 1) be a standard normal random variable. Prove 
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(i) In(X~ - J1.2) => 2J1.oN(O, 1). 

(ii) In(eXn - e~) => e~ N(O, 1). 

(iii) In(logXn - log J1) => ~ N(O, 1), assuming J1 #= 0. 

Now assume additionally that E (xt) < 00 and prove 

(iv) In (log(~ L~-l (X; - Xn)2) -logo2) => ~J E(Xt)N(O, 1). 

(v) Define the sample variance 

2 1 ~ - 2 
Sn = - ~(X; -Xn) . 

n . 1 
1= 

Show 

./ii(fSi - 0') =} 2~ J E(Xt)N(O,1), 

What is a limit law for S;? 

24. Show that the normal type is closed under convolution. In other words, if 
N l , N2 are two independent normally distributed random variables, show 
that N 1 + N2 is also normally distributed. Prove a similar statement for the 
Poisson and Cauchy types. 

Is a similar statement true for the exponential type? 

25. (i) Suppose F is a distribution function and u is a bounded continuous func
tion on nt Define the convolution transform as 

F * u(/) = L u(/ - y)F(dy), 

Let {Fn, n > O} be a sequence of probability distribution functions. Let 
C [ -00, 00] be the class of bounded, continuous functions on 1R with finite 
limits existing at ±oo. Prove that Fn => Fo iff for each u E C[ -00,00], 
Un := Fn * u converges uniformly to a limit U. In this case, U = Fo * u. 

(ii) Suppose X is a random variable and set Fn (x) = P[X / n < x]. Prove 
Fn * u ~ u uniformly. 

(iii) Specialize (ii) to the case where F is the standard normal distribu
tion and verify the approximation lemma: Given any € > ° and any u E 

C[ -00,00], there exists an infinitely differentiable v E C[ -00,00] such 
that 

sup Iv(x) - u(x)1 < €. 
xelR. 

(iv) Suppose that u(x, y) is a function on R2 vanishing at the infinities. 
Then u can be approximated uniformly by finite linear combinations 
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Lk ckgk(X)hk(Y) with infinitely differentiable gk, hk. (Hint: Use normal 
distributions. ) 

(v) Suppose Fn is discrete with equal atoms at -n, 0, n. What is the vague 
limit of Fn as n ~ oo? What is the vague limit of Fn * Fn? 

(vi) Suppose Fn concentrates all mass at l/n and u(x) = sin(x2). Then 
Fn * u converges pointwise but not uniformly. (Is u E C[ -00, oo]?) 

26. Suppose {X n, n > I} are iid random variables with common distribution F 
and set Sn = L~-1 X,. Assume that there exist an > 0, bn E 1R such that 

where Y has a non-degenerate proper distribution. Use the convergence to 
types theorem to show that 

(Symmetrize to remove bn. You may want to first consider a2n/an.) 

27. Suppose {Xn, n > I} are iid and non-negative random variables with com
mon density I (x) satisfying 

A := lim 1(1) > 0. 
1.1.0 

Show n 1\7=1 X, has a limit distribution. (This is extreme value theory, but 
for minima not maxima.) 

28. Let x E (0, 1) have binary expansion 

Set 

In(x) = {
2' 
1, 

if dn = 0, 

if dn = 1. 

Then show Jd In(x)dx = 1 so that In is a density. The sequence In only 
converges on a set of Lebesgue measure 0. If Xn is a random variable with 
density In then Xn => U, where U is U(O, 1). 

29. Suppose {X" t > O} is a family of random variables parameterized by a 
continuous variable t and assume there exist normalizing constants a (t) > 
0, b(l) E IR such that as t ~ 00 

XI - b(l) 
a(t) => Y, 
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where Y is non-degenerate. Show the normalizing functions can always 
be assumed continuous; that is, there exist continuous functions a (I) > 
0, {3 (I) E 1R such that 

X, - {3(I) y' 
----=} , 

a(l) 

where Y' has a non-degenerate distribution. (Hint: The convergence to types 
theorem provides normalizing constants which can be smoothed by integra
tion.) 

30. Suppose {X n, n > 1} are random variables and there exist normalizing 
constants an > 0, bn E IR such that 

Xn -bn ---=}Y. 

where Y is non-degenerate. Assume further that for 8 > 0 

supE n n < 00. 
(

X - b 2+15) 
n~l an 

Show the mean and standard deviation can be used for centering and scal
mg: 

Xn - E(Xn) y' 
=}, 

""Var(Xn ) 

where Y is non-degenerate. 

It is enough for moment generating functions to converge: 

E(eya;;I(Xn-bn » =)- E(eYY ), 

for y E I, an open interval containing O. 

31. If Xn =} Xo and 
supE(IXnI2+c5

) < 00, 
n 

show that 
E(Xn) ~ E(Xo), Var(Xn ) ~ Var(Xo)· 

(Use Baby Skorohod and uniform integrability.) 

32. Given random variables {X n} such that 0 < X n :5 1. Suppose for all x E 

(0, 1) 
P[Xn :5 xl ~ 1 - p. 

Show X n =} B where B is a Bernoulli random variable with success prob
ability p. 

33. Verify that a continuous distribution function is always uniformly continu
ous. 
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34. Suppose {En, n ~ I} are iid unit exponential random variables. Recall from 
Example 8.1.2 that 

n 

V E, -logn =)- Y, 
;=1 

where Y has a Gumbel distribution. 

Let {Wn, n ~ I} be iid Weibull random variables satisfying 

P[Wn > xl = e-xa
, a > 0, x > o. 

Use the delta method to derive a weak limit theorem for v~ I W,. (Hint: Ex
press W, as a function of E; which then requires that v7=1 W, is a function 
ofv7 IE,.) 

35. Suppose {Fn, n ~ o} are probability distributions such that Fn =)- Fo. For 
t > 0, let u, (.) : IR r+ 1R be an equicontinuous family of functions that are 
uniformly bounded; that is 

sup u,(x):5 M, 
I>O.xeIR 

for some constant M. Then show 

lim (u, (x)Fn (dx) = ( u, (x)Fo(dx), 
n~nooJIR JIR 

uniformly in t. 

36. Suppose Fn =)- Fo and g is continuous and satisfies fIR gd Fn = 1 for all 
n ~ o. Define the new measure Gn(A) = fA gdFn. Show Gn =)- Go. (You 
can either do this directly or use Scheffe's lemma.) 





9 
Characteristic Functions and 
the Central Limit Theorem 

This chapter develops a transform method called characteristic functions for deal
ing with sums of independent random variables. The basic problem is that the dis
tribution of a sum of independent random variables is rather complex and hard to 
deal with. If XI, X 2 are independent random variables with distributions Fl, F2, 
set 

g(u, v) = 1(-oo.I](u + v). 

Then using the transformation theorem and Fubini's theorem (Theorems 5.5.1 and 
5.9.2), we get for t E 1R 

P[XI + X2 =:: t] = E(g(X}, X2) 

(transformation theorem) 

= f f {(x,y)€R2:X+Y:9) F\ X F2 

= {[ ( Fl (dx) ]F2(dy) 
JIR J{X€lt:X~I-Y} 

(Fubini's theorem) 

= L F\(I - y)F2(dy) 

=: Fl * F2(1), 

where the last line defines the convolution between two distributions on the real 
line. Convolution is a fairly complex operation and somewhat difficult to deal 
with. Transform methods convert convolution of distributions into products of 
transforms and products are easier to handle than convolutions. 



294 9. Characteristic Functions and the Central Limit Theorem 

The next section reviews the relation between transforms and the central limit 
theorem. 

9.1 Review of Moment Generating Functions and the 
Central Limit Theorem 

-The moment generating function (mgt) F(t) of a random variable X with distri-
bution F exists if 

F(t) := Ee'x = L e'x F(dx) < 00, \It E /, 

where I is an interval containing 0 in its interior. The problem with using the 
mgf of a distribution is that it does not always exist. For instance, the mgf of the 
Cauchy distribution does not exist and in fact existence of the mgf is equivalent 
to the tail of the distribution of X being exponentially bounded: 

P[IXI > x] < Ke-cx , for some K > 0 and c > o. 

(So what do we do if the mgf does not exist?) 
The mgf, if it exists, uniquely determines the distribution of X, and we hope 

that we can relate convergence in distribution to convergence of the transforms; 
that is, we hope X n =)- X if 

where I is a neighborhood of O. This allows us to think about the central limit 
theorem in terms of transforms as follows. 

Suppose {X n, n ~ I} is an iid sequence of random variables satisfying 

Suppose the mgf of Xi exists. Then 

n 

= E n e'x,/~ = (EeIXl/~)n 
;=1 

= (i(tIJn»)n 

and expanding in a Taylor series about 0, we get 
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where "junk" represents the remainder in the expansion which we will not worry 
about now. Hence, as n ~ 00, if we can neglect "junk" we get 

which is the mgf of a N (0. a 2) random variable. Thus we hope that 

Sn 2 ,Jii =* N (0, a ). 

How do we justify all this rigorously? Here is the program. 

1. We first need to replace the mgf by the characteristic function (chf) which 
is a more robust transform. It always exists and shares many of the algebraic 
advantages of the mgf. 

2. We need to examine the properties of chf and feel comfortable with this 
transform. 

3. We need to understand the connection between moments of the distribution 
and expansions of the chf. 

4. We need to prove uniqueness; that is that the chf uniquely determines the 
distribution. 

5. We need a test for weak convergence using chf's. This is called the conti
nuity theorem. 

6. We need to prove the CLT for the iid case. 

7. We need to prove the CLT for independent, non-identically distributed ran
dom variables. 

This is the program. Now for the details. 

9.2 Characteristic Functions: Definition and 
First Properties 

We begin with the definition. 

Definition 9.2.1 The characteristic function (chf) of a random variable X with 
distribution F is the complex valued function of a real variable t defined by 

4>(t) := E e"x. t E 1R 
= E(cos(tX» + iE(sin(tX» 

= L cos(tx)F(dx) + i L sin(tx)F(dx). 
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A big advantage of the chf as a transform is that it always exists: 

Note that 

I£(U + iV)12 = I£(U) + i£(V)12 = (£U)2 + (£V)2 

and applying the Schwartz Inequality we get that this is bounded above by 

< £(U2) + E(V2) = £(U2 + V2) 

= EIU + iV12. 

We now list some elementary properties of chf's. 

1. The chf ¢ (t) is uniformly continuous on lIt For any t E IR, we have 

I¢(t + h) - ¢(t)1 = l£e'(I+h)X - £e'IX I 

= I£ellx (eihX - 1)1 

~ £ leihX - 11 ~ 0 

as h J.. 0 by the dominated convergence theorem. Note that the upper bound 
is independent of t which accounts for the uniform continuity. 

2. Thechfsatisfies 1¢(t)1 < 1 and¢(O) = 1. 

3. The effect on the chf of scaling and centering of the random variable is 
given by 

Eeil(aX+b) = ¢(at)e,hl . 

4. Let ¢(t) be the complex conjugate of ¢(t). Then 

5. We have that 

¢(-t) = ¢(t) = Re(¢(t) - ilm(¢(t» 

= chfof - X. 

Re(¢(t» = f cos(tx)F(dx) 

is an even function, while 

Im(¢(t» = f sin(tx)F(dx) 

is an odd function. 
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6. The chf 4> is real iff 
d 

X=-X 

iff F is a symmetric function. This follows since 4> is real iff 4> = ~ iff 
X and -X have the same chf. As we will see (anticipating the uniqueness 

theorem), this implies X d - X. 

7. If X, has chf 4>i , i = 1, 2 and Xl and X 2 are independent, then the chf of 
Xl + X 2 is the product 4>1 (t )<1>2 (t) since 

Eeil (Xl+X2) = EeilXleilX2 

= Ee'IX1 Eei1X2 . 

Compare this with the definition of convolution at the beginning of the 
chapter. 

8. We generalize the previous property in a direction useful for the central 
limit theorem by noting that if Xl, ... , X n are iid with common chf 4>, then 

9.3 Expansions 

The CLT is dependent on good expansions of the chf 4>. These in tum depend on 
good expansions of e'x so we first take this up. 

9.3.1 Expansion of eix 

Start with an integration by parts. For n > 0 we have the following identity: 

e'S(x - s)nds = + (x - s)n+le,sds. lo
x xn+l i lox 

o n+1 n+1 0 
(9.1) 

For n = 0, (9.1) gives 

Lx . eix - 1 lox 
elSds = . = x + i (x - s)elSds. 

0 1 0 

So we have 
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(from (9.1) with n = 1) 

where the last expression before the vertical dots comes from applying (9.1) with 
n = 2. In general, we get for n > 0 and x E JR, 

(9.2) 

Thus 

n (ix)k Ixln+1 

Ie'x ~ k! I ~ -(n-+-1)-! (9.3) 

where we have used the fact that lelX I = 1. Therefore we conclude that chopping 
the expansion of e'x after a finite number of terms gives an error bounded by the 
modulus of the first neglected term. 

Now write (9.1) with n - 1 in place of n and transpose to get 

If we multiply through by (n~l)! and interchange left and right sides of the equa
tion, we obtain 

-- (x - s)ne'Sds = (x - s)n-lelSds - . 
in+1 LX in LX . (ix)n 

n! 0 (n - I)! 0 n! 

Substitute this in the right side of (9.2) and we get 

I·X ~ (ix)k in LX (ix)n 
e - ~ = (x - s)n-1e'Sds - , 

k=O k! (n - I)! 0 n! 

and thus 

lelX _ ~ (ix)k I < Ixl
n + Ixl

n = 21xl
n 

. 
~ k' - n' n' n' k=O· • • • 

(9.4) 

Combining (9.3) and (9.4) gives 

n (ix)k Ixln+1 21xln 

le'x - ~ I < 1\ -f=o k! - (n + I)! n!· 
(9.5) 



9.3 Expansions 299 

Note that the first term in the minimum gives a better estimate for small x, while 
the second term gives a better estimate for large x. 

Now suppose that X is a random variable whose first n absolute moments are 
finite: 

E (IXI) < 00, ... , E (IXln
) < 00. 

Then 

and applying (9.5) with x replaced by tX, we get 

(9.6) 

Next, suppose all moments exist and that for all t E JR 

lim It In E (IXl
n

) = o. 
n-OO n! 

(9.7) 

In (9.6), let n --+ 00 to get 

A sufficient condition for (9.7) is 

(9.8) 

which holds if 

\l1(t) = Ee'x < 00, "It E R; 

that is, if the mgf exists on all of JR. (To check this last statement, note that if 
Ee'x < 00 for all t, we have 

EellllXI = E(eIIIX l[x>O]) + E(e-11IX l[x <0]) 

=s \II (It I) + \II(-Itl) < 00. 

This verifies the assertion.) 
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Example 9.3.1 Let X be a random variable with N (O, 1) distribution. For any 
t E IR, 

£e'X = 100 

e'U 
-00 

= exp{--(u2 - 2tu + t 2)}du e' /2 100 1 1 2 

-00 .J2rr 2 

(from completing the square) 

1 )2 

1
00 -l(U-1 

12/2 e d =e u 
-00 .J2rr 

2 100 

2 = e' /2 n (t, 1, u)d u = e' /2. 
-00 

Here, n{t, 1, u) represents the normal density with mean t and variance 1 which 
integrates to 1. Thus we conclude that for all t E 1R 

Ee'x < 00. 

We may therefore expand the mgf as well as e12
/ 2 to get 

that is, 

Equating coefficients yields that the 

So we conclude that 

Thus, since 
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we get 

(9.9) 

This shows one way of computing the chf of the N(0,1) distribution. 

Note that the chf of the normal density has the property that the chf and the 
density are the same, apart from multiplicative constants. This is a useful and 
unusual feature. 

9.4 Moments and Derivatives 

When the kth absolute moment of a random variable exists, it can be computed 
by taking k-fold derivatives of the chf. 

Suppose X is a random variable with finite first absolute moment; that is, 
E(IXI) < 00. Then 

_0/ ____ 0/ __ E(iXe"x) = E ""{t + h) - ""{t) (ei(l+h)X - e itX - ihX e itX ) 

h h 

( 
. x {eihX 

- 1 - ihX}) = E ell h . 

Apply (9.4) with n = 1 to get 

. eihX - 1 - ihX 
le"xl I h I ~ 21XI ELI· 

Since by (9.3) or (9.5) we have 

eihX -1 - ihX h2X2 X2 
I I < =h-~O 

h - 2h 2 

as h ,J.. 0, we get by dominated convergence that 
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Thus 

4>'{t) = E{iXeitX ). (9.10) 

In general, we have that if E{IXlk ) < 00, 

4>(k)(t) = E (iX)kellX ) , Vt E 1R (9.11) 

and hence 

9.5 Two Big Theorems: Uniqueness and Continuity 

We seek to prove the central limit theorem. Our program for doing this is to show 
that the chf of centered and scaled sums of independent random variables con
verges as the sample size increases to the chf of the N (0, 1) distribution which we 
know from Example 9.3.1 is exp{-t2/2}. To make this method work, we need to 
know that the chf uniquely determines the distribution and that when chf's of dis
tributions converge, their distributions converge weakly. The goal of this section 
is to prove these two facts. 

Theorem 9.5.1 (Uniqueness Theorem) The chf of a probability distribution 
uniquely determines the probability distribution. 

Proof. We use the fact that the chf and density of the normal distribution are the 
same apart from multiplicative constants. 

Let X be a random variable with distribution F and chf 4>. We show that 4> 
determines F. For any distribution G with chf y and any real 0 E JR, we have by 
applying Fubini's theorem the Parseval relation 

( e-iOY4>(y)G(dy) = 1 e-'Oy [l eiyx F(dX)]G(dY) 
~ yeR xeR 

= J J R2 e'Y(x-O) F(dx)G(dy) 

= 1 [1 e,(x-O)YG (dY)] F{dx) 
xeR yeR 

= 1 y(x - O)F(dx). 
xeR 

(9.12) 

(9.13) 

Now let N have a N(O, 1) distribution with density n{x) so that uN has a normal 
density with variance u 2• Replace G(dy) by this normal density u-1n{u-1 y). 
After changing variables on the left side and taking account of the form of the 
normal chf y given by (9.9) on the right side, we get 

(9.14) 
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Now, integrate both sides of (9.14) over 0 from -00 to x to get 

and using Fubini's theorem to reverse the order of integration on the right side 
yields 

In the inner integral on the right side, make the change of variable s = 0 - z to 
get 

Divide through by £u-1• Let u ~ 00. Given the chf ¢, we find 

u LX 1 . lim £ e-lOuy ¢(uy)n{y)dydO 
u-oo 2rr 0=-00 R 

= lim P[u-1 N + X <x] = F{x), \Ix E C(F), 
u-oo 

(9.15) 

by Slutsky's theorem 8.6.1 of Chapter 8. So for any x E C(F), ¢ determines F{x) 
which is sufficient for proving the result. 0 

A quick corollary gives Fourier inversion. 

Corollary 9.5.1 Suppose F is a probability distribution with an integrable chI ¢; 
that is, I¢ I ELI so that L 1t/>(t)ldt < 00. 

Then F has a bounded continuous density I given by 

I{x) = - e-lYX¢{y)dy. 11 . 
2rr R 

Proof. Examine (9.15). Note 

P[u-1 N + X <x] =: Fu(x) 
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has a density fu since 0"-1 N has a density. From the left side of (9.15), 

Note that 

and as 0" ~ 00 

/,,(9) = )z;; { e-,6Y.p(y)n(a-1y)dy 
2rr 1'R 

= - e- l Y cP{y)e-U Y dye 1 1 00 -2 2/2 

2rr :R 

So by dominated convergence, fu «(}) ~ f{(}). Furthermore, for any finite inter
vall 

1 i -2 2/2 sup fu{(}) < -2 14>{y)le-U Y dy 
Bel rr R 

< ~ L 1.p(Y)ldy < 00. 

So as 0" ~ 00, we have by Slutsky's theorem 8.6.1 and bounded convergence 

F{/) = lim P[O"-IN+Xe/]= lim r fu«(})d(} = {f{(})d(}. 
u-oo u-oo 11 11 

Thus f is the density of F. o 

We now state and prove the continuity theorem which allows the conclusion 
of weak convergence of probability distributions from pointwise convergence of 
their chf's. 

Theorem 9.5.2 (Continuity Theorem) (i) Easy part: We let {Xn, n > 1} be a 
sequence of random variables with X n having distribution Fn and chf cPn. If as 
n ~ 00 we have 

then 

cPn (t) ~ ¢OCt), Vt e IR. 

(ii) Deeper part: Suppose 

(a) limn_oo cPn{t) exists for all t. Call the limit cPoo{t). 

(b) cPoo(t) is continuous at O. 
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Then for some distribution function F 00, 

and ¢oo is the chf of F 00. If ¢oo (0) = 1, then F 00 is proper. 

Proof of the easy part (i). If X n => X 0, then by the continuous mapping theorem, 
we have e"xn => e"xo and since le"xn I < 1, we have by dominated convergence 
that 

o 

The proof of the harder part (ii) is given in the next section. 
We close this section with some simple but illustrative examples of the use of 

the continuity theorem where we make use of the harder half to prove conver
gence. 

Example 9.5.1 (WLLN) Suppose {Xn• n > I} is iid with common chf¢(t) and 
assume E (IX 1 D < 00 and E (X t) = Il. Then 

Since convergence in probability to a constant is equivalent to weak conver
gence to the constant, it suffices to show the chf of Sn / n converges to the chf of 
Il, namely eip.,. We have 

Ee"sn/n = ¢n(t/n) = (1 + itll +o(:'»)n. 
n n 

(9.16) 

The last equality needs justification, but suppose for the moment it is true; this 
would lead to 

as desired. 
To justify the representation in (9.16), note from (9.6) with n = 1 that 

t t (t21Xt12 t ) I¢ ( n) - 1 - i n III < E 2n2 1\ 2 n IX II , 

so it suffices to show that 

(9.17) 

Bring the factor n inside the expectation. On the one hand 
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and on the other 

as n -+ 00. So by dominated convergence, (9.17) follows as desired. 0 

Example 9.5.2 (Poisson approximation to the binomial) Suppose 
the random variable Sn has binomial mass function so that 

If P = p{n) -+ 0 as n -+ 00 in such a way that np -+ J... > 0, then 

Sn :::} PO{J...) 

where the limit is a Poisson random variable with parameter J.... 

To verify this, we first calculate the chf of PO(J...). We have 

00 

= e-A L(J...e")k / k! = e-AeAe" 

k=O 
_ A(e" -I) -e . 

Recall we can represent a binomial random variable as a sum of iid Bernoulli 
random variables ~l, •.. , ~n where P[~I = 1] = p = 1 - P[~I = 0]. So 

ACe" -1) -+e . 

The limit is the chf of PO(J...) just computed. o 

The final example is a more sophisticated version of Example 9.5.2. In queue
ing theory, this example is often used to justify an assumption about traffic inputs 
being a Poisson process. 

Example 9.5.3 Suppose we have a doubly indexed array of random variables 
such that for each n = 1, 2, ... , {~n.k' k > I} is a sequence of independent (but 
/lot necessarily identically distributed) Bernoulli random variables satisfying 

PRn,k = 1] = Pk{n) = 1 - P[~".k = 0], (9.18) 



9.6 The Selection Theorem, Tightness, and Prohorov's theorem 307 

Then 

V Pk{n) =: ~(n) ~ 0, n ~ 00, 

l~k~n 

n n 

L Pk{n) = E{L ~n,k) ~ A E CO, (0), n ~ 00. 

k=l k=l 

n 

L ~n.k => PO(A). 
k=l 

The proof is left to Exercise 13. 

9.6 The Selection Theorem, Tightness, and 
Prohorov's theorem 

(9.19) 

(9.20) 

This section collects several important results on subsequential convergence of 
probability distributions and culminates with the rest of the proof of the continuity 
theorem. 

9.6.1 The Selection Theorem 

We seek to show that every infinite family of distributions contains a weakly con
vergent subseqence. We begin with a lemma. 

Lemma 9.6.1 (Diagonalization) Given a sequence {a}, j > I} of distinct real 
numbers and a family (u n ('), n > 1} of real functions from 1R t--+ lR, there exists 
a subsequence {u nk (.)} converging at each a j for every j. (Note that ±oo is an 
acceptable limit.) 

Proof. The proof uses a diagonalization argument. 
There exists a subsequence {nk} such that fUnk {a}}} converges. We call this 

lull) (.), k > I} so that lull) {a}}, k > I} converges. 

Now there exists a subsequence kj such that (ul:)(a2), j > I} converges. Call 

this subfamily of functions u j2) (.), j > I} so that 

(uj2) (a)}, j > I} and (u~2)(a2)' j ::: 1} 

are both convergent. 
Now continue by induction: Construct a subsequence (ujn){.), j > 1} for each 

n, which converges at an and is a subsequence of previous sequences so that 
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converges for i = 1, ... , n. Now consider the diagonal sequence of functions 

For any a, 
{u~n)(a;), n > i} C {u~')(a;), j > i} 

where the sequence on the right is convergent so 

lim u~~) (a,) exists 
n~oo 

for i = 1, 2, .... 

Remark. If lun(·)1 < M for all n, then 

lim lu(n)(a,)1 < M. 
n~oo n 

o 

Lemma 9.6.2 If D = {a;} is a countable dense subset ofR and if {Fn} are df's 
such that 

lim Fn (a;) exists 
n-oo 

for all i, then define 
Foo(a;) = lim F,,(a,). 

n-oo 

This determines a df Foo on 1R and 

w 
Fn ~ Foo· 

Proof. Extend Foo to R by right continuity: Define for any x, 

Foo(x) = lim J. Foo(a;). 
a,J.x 

This makes Foo right continuous and monotone. Let x E C(Foo). Since D is 
dense, there exist a, , a; E D such that 

a; t x, a; J. x, 

and for every k and i 

Take the limit on k: 

Foo(a;) < lim inf Fk(X) < lim sup Fk(X) < Fk(a;). 
k-oo k-oo 

Let a; t x and a; J. x and use the fact that x E C(Foo ) to get 

Foo(x) ::: lim inf Fk(X) < lim sup Fk(X) < Fk(X). 
k-oo k-oo 

We are now in a position to state and prove the Selection Theorem. 

o 
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Theorem 9.6.1 (Selection Theorem) Any sequence of probability distributions 
{Fn} contains a weakly convergent subsequence (but the limit may be defective). 

Proof. Let D = {a,} be countable and dense in IR. There exists a subsequence 
{FnA:} such that 

exists for all j. Hence {FnA:} converges weakly from Lemma 9.6.2. o 

9.6.2 Tightness, Relative Compactness, and Prohorov's theorem 

How can we guarantee that subsequential limits of a sequence of distributions will 
be non-defective? 

Example. Let Xn = n. If Fn is the df of X n, then Xn ~ 00 and so Fn{x) ~ 0 
for all x. 

Probability mass escapes to infinity. Tightness is a concept designed to prevent 
this. Let n be a family of non-defective probability df's. 

Definition. n is a relatively compact family of distributions if every sequence 
of df's in n has a subsequence weakly converging to a proper limit; that is, if 
{Fn} C n, there exists {nk} and a proper df Fo such that FnA: => Fo. 

Definition. n is tight, if for all ~ > 0, there exists a compact set K C 1R such that 

F(K) > 1 - ~, V FEn; 

or equivalently, if for all ~ > O. there exists a finite interval I such that 

or equivalently, if for all ~ > 0, there exists ME such that 

Most of the mass is contained in a big interval for all the distributions. This pre
vents mass from slip sliding away to one of the infinities. 

Random variables {X,,} whose df's {Fn} are tight are called stochastically 
bounded. This means, for every ~ > 0, there exists ME such that 

supP[lXnl > ME] <~. 
n 

Prohorov's theorem shows the equivalence of relative compactness and tight
ness. 

Theorem 9.6.2 (Prohorov's theorem) The family n of probability distributions 
is relatively compact iff n is tight. 
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Proof. Suppose n is tight. Let {Fn} C n. By the selection theorem 9.6.1, for 

some nk, we have Fmc ~ Foo. We must show Foo is proper. Given ~ > 0, there 
exists M such that 

sup Fn ([ -M, M]C) < ~. 
n 

Pick M' > M such that M' E C(Foo). Then 

So Foo([ -M', M']C) < ~, and therefore Foo([ -M', M']) > 1 - ~. Since this is 
true for all~, we have Foo(IR) = 1. 

Conversely, if n is not tight, then there exists ~ > 0, such that for all M, there 
exists FEn such that F([ -M, M]) < 1 - ~. So there exist {Fn} C n with 
the property that Fn ([ -n. n]) < 1 - ~. There exists a convergent subsequence nk 

w 
such that Fnk -4 Foo. For any a, b E C(Foo ), 

[a,b]c[-n,n] 

for large n, and so 

So Foc(1R) < 1 - ~ and Foo is not proper so n is not relatively compact. 0 

Here are common criteria for tightness: Let {X n} be random variables with df's 
{Fn }. 

1. If there exists r > ° such that 

lim supE(jXn r) < 00 
n~oo 

then {Fn} is tight by Chebychev's inequality. 

2. If {X n} and {Yn} are two stochastically bounded sequences, then {X n + Yn} 
is stochastically bounded. This follows from the inequality 

P[lXn + Ynl > M] < P[lXnl > M/2] + P[lYnl > M/2]. 

3. If Fn concentrates on [a, b] for all n, then {Fn} is tight. So for example, 
if Un are identically distributed uniform random variables on (0, 1), then 
{cnUn} is stochastically bounded if {cn} is bounded. 

4. If Xn d unNn + P-n, where Nn are identically distributed N(O, 1) random 
variables, then {Xn} is stochastically bounded if {un} and {P-n} are bounded. 



9.6 The Selection Theorem, Tightness, and Prohorov's theorem 311 

9.6.3 Proof of the Continuity Theorem 

Before proving the rest of the continuity theorem, we discuss a method which 
relates distribution tails and chf's. 

Lemma 9.6.3 If F is a distribution with chf 4>, then there exists a E (0, 00) such 
that for all x > 0 

-I 

F([ -x. xn < ax fox (1- Re tf>(I»dl. 

Proof. Since 

Re tf>(I) = L: coslyF(dy). 

we have 

fo
x-I fox-I 100 

x (1- Re 4> (t»dt = x (1 - costy)F(dy)dt 
o 0 -00 

which by Fubini is 

= x 100 [IX-I (1 - cos tY)dt] F(dy) 
-00 1=0 

100 ( sinx- I y) = x -00 x-I - y F(dy) 

100 ( sinx- I y) = 1 - -I F(dy). 
-00 x y 

Since the integrand is non-negative, this is greater than 

1 (1 - Sin~;1 y) F(dy) 
Iyl>x x y 

> a-I F([ -x, x ]C), 

where 

( . -I) -I . f SInX Y a = In 1- . 
Ix-lyl~1 x-I Y o 

This is what is needed to proceed with the deferred proof of the continuity 
theorem. 

Proof of the Continuity Theorem. Suppose for all t E R, we have 4>n (t) --+ 

4>00(t) where 4>00 is continuous at O. Then we assert {Fn} is tight. To understand 
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why tightness is present, assume M > 0 and apply Lemma 9.6.3: 

M- 1 

lim sup Fn([-M, M]C) < limsupaM { (1- Re 4>n(t»dt. 
n~oo n~oo 10 

Now 4>n (t) -4 4>00 (t) implies that 

Re 4>n(t) -4 Re 4>oo(t), 1 - Re 4>n(t) -4 1 - Re 4>00 (t), 

and since 1 - 4>n is bounded, so is Re (1 - 4>n) = (1 - Re 4>n). By dominated 
convergence, 

M-l 

lim sup Fn([-M, Mt) < aM { (1- Re 4>00 (t»dt. 
n~oo 10 

Since 4>00 is continuous at 0, lim,~o 4>oo(t) = 4>00(0) = limn~oo 4>n(O) = 1 as 
t -4 o. So 1 - Re 4>oo(t) -4 0 as t -4 0, and thus for given € > 0 and M 
sufficiently large, we have 

M-1 M-1 

OIM 10 (1 - Re <f>oo(t»dl < OIM 10 £dl = 01£. 

Hence {Fn) is tight. Since {Fn} is tight, any two convergent subsequences of {Fn} 
must converge to the same limit, because if 

Fn' =} F, and Fn" =} G, 

then F and G are proper. So by part (i) of the continuity theorem already proved, 

4>n' -4 4>F = 4>00 

and 

4>n" -4 4>G = 4>00' 
and hence 4>F = 4>G. By the Uniqueness Theorem 9.5.1, F = G. Thus any two 
convergent subsequences converge to the same limit and hence {Fn} converges to 
a limit whose chf is 4>00. 0 

9.7 The Classical CLT for iid Random Variables 

We now turn to the proof of the CLT for sums of iid random variables. If {X n} are 
iid random variables with finite mean E(Xn) = p. and variance Var(Xn) = a 2, 

we will show that as n -4 00 

"n X. - nil L...,=l..in r =} N(O, 1). 
a n 

The method will be to show that the chf of the left side converges to the standard 
normal chf e-t2 /2. 

We begin with a lemma which allows us to compare products. 



9.7 The Classical CLT for iid Random Variables 313 

Lemma 9.7.1 (Product Comparison) For i = 1, ... , n, suppose that a; E C, 
b, E C. with la, I < 1 and Ib, I < 1. Then 

n n n 
lOa, - Ob;1 < Lla, -b,l· 
,=1 ;=1 ,=1 

Proof. For n = 2, we merely have to write 

Finish by taking absolute values and using the fact that the moduli of a, and b, 
are bounded by 1. For general n, use induction. 0 

Theorem 9.7.1 (CLT for iid random variables) Let {Xn• n > I} be iid random 
variables with E (X n) = p- and Var(X n) = a 2. Suppose N is a random variable 
with N (0. 1) distribution. If Sn = Xl + ... + X n, then 

Sn - n/.1 
r:: ::::} N. 

a""n 

Proof. Without loss of generality let E(Xn) = O. E(X~) = 1. (otherwise prove 
the result for 

X. = _X_, _-_P-_ 
, a 

and 

Let 

Then 
l/Jn(t) = (EeIlXI/~)n = l/Jn(t/,jn). 

Since the first two moments exist, we use (9.6) and expand l/J: 

( 
t ) itE(Xl) i2t2E(Xt>2 t2 

l/J - = 1 + + + 0(-) In In 2n n 

t 2 t 2 

= 1 +0- - +0(-) 
2n n 

(9.21 ) 

where 

We claim that 

n -+ 00. (9.22) 
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To see this, observe that on the one hand 

and 
It X 113 

2 ItXll3 

'- "ltXII x) < '- ~ 0, 
"n3! vn3! 

as n ~ 00. So by dominated convergence 

Now 

(where we have applied the product comparison Lemma 9.7.1) 

= no(t2 In) ~ 0. 

Since 

( 
t2/2)" -t2/2 1--- ~e , 

n 

the chf of the N (0, 1) distribution, the result follows. o 

9.8 The Lindeberg-Feller CLT 

We now generalize the CLT for iid summands given in Section 9.7 to the case 
where the summands are independent but not identically distributed. 

Let {Xn, n > I} be independent (but not necessarily identically distributed) and 
suppose Xk has distribution Fk and chf t/>k, and that E(Xk) = 0, Var(Xk) = af. 
Define 

" 
s; = a~ + ... + a; = Var(LX,). 

,=1 

We say that {X k} satisfies the Lindeberg condition if for all t > ° as n ~ 00 

we have 

(9.23) 
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Remarks. 

• The Lindeberg condition (9.23) says for each k, most of the mass of Xk 
is centered in an interval about the mean (= 0) and this interval is small 
relative to Sn. 

• The Lindeberg condition (9.23) implies 

(9.24) 

To see this, note that 

So for any t > 0, 

lim (max Uk
2

2

) < t 2
• 

n~OO k<n S - n 

To finish the proof, let t J, O. o 

• Condition (9.24) implies 

(9.25) 

by Chebychev's inequality. This condition (9.25) is called uniform asymp
totic negligibility (UAN). It is typical in central limit theorems that the 
UAN condition holds so that no one summand dominates but each sumand 
contributes a small amount to the total. 

We now state and prove the sufficiency part of the Lindeberg-Feller central 
limit theorem. 

Theorem 9.8.1 (Lindeberg-Feller CLT) With the notation given at the begin
ning of this section, The Lindeberg condition (9.23) implies 

Sn - => N(O, 1), 
Sn 

where N(O, 1) is a normal random variable with mean 0 and variance 1. 
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Although we shall not prove it, the converse is true in the following sense. If 

(i) Vk=1 al /S~ -+- 0 and 

(ii) Snlv'n ~ NCO, 1), 

then the Lindeberg condition (9.23) holds. 

Proof. We proceed in a series of steps. 
(1) We begin with a preliminary result. Suppose {Yn , n > I} is an iid se

quence of random variables with common distribution F and chf 4>. Let N be 
independent of {Yk} and assume N is Poisson distributed with parameter c. De
fine Xn = 2:7=1 Y,. We compute the chf of XN as follows: For 1 E IR, 

00 

E (e" XN ) = L E (e" XN 1[N=k) 
k=O 
00 

= L E(e" Xk l[N=k). 
k=O 

and since N is independent of {Yk}, this equals 

00 

= L E(e"Xk)P[N = k] 
k=O 

ex: e-cck 

= ~tfl(t) k! 

= e-cec4>(t) = ec(4)(t)-l). 

We may also conclude that 
ec(4)(t)-l) 

must be a chf. 
(2) To show Sn/sn ~ N(O, 1), we need to show that the chf of S,,/sn satisfies 

n 

lPsn/Sn (I) = Il 4>k(I/Sn ) -+- e-t2h = chf of N(O, 1). (9.26) 
k=1 

This follows from the continuity theorem 9.5.2. We claim that (9.26) holds if 

n 

L (4)k(I/Sn ) - 1) + 12/2 -+- 0 (9.27) 
k=1 

because 

n n • 

I exp{L C4>k (I/Sn ) - 1)} - Il 4>k(I/Sn )1 -+- O. (9.28) 
k=1 k=1 
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Thus, assuming (9.28) is true, it will suffice to prove (9.27). 
Here is the verification of (9.28). Recall that exp{4>k(t/Sn) - I} is a chf from 

step (1) and hence bounded in modulus by 1. Then 

n n 

exp(L(4>k(t/Sn ) - I)} - n 4>k(t/Sn ) 
k=l k=l 

n n 

= n e4>k(I/Sn )-l - n 4>k(t/Sn ) , 

k=l k=l 

and applying the product comparison lemma 9.7.1, we have the bound 

n 

< L le4>k(I/Sn )-l - 4>k(t/sn )1 
k=l 

n 

= L le4>k(I/Sn )-l - 1 - (4)k(t/Sn) - 1)1· 
k=l 

Note that for Z E C, 

00 zk 00 Izl2 
le

z -1-zl = IL-,I < Llzl
k =--

k=2 k. k=2 1 - Izi 

< 2lzf. iflzl < ~. 
·f I 8 1 ~ 81zl, I zl < 2 < 2· 

Now for fixed t E IR, we apply (9.6) with n = 1 to get the inequalities 

t 2 

l4>k(t/Sn) - 11 < 2s2 al 
n 

t2 n a 2 

<-V~ 2 . 
- 2 k=l sn 

(9.29) 

(9.30) 

(9.31) 

Recall (9.24). We conclude from (9.31) that given 8 > 0, if n is sufficiently large, 
then for k = 1, ... , n 

(9.32) 

n n 

I exp{L(4)k(t/Sn ) - I)} - n 4>k(t/sn) I 
k=l k=l 

n n 

< L le
Zk 

- 1 - Zk I < L 81zk I 
k=l k=l 
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for n large, because V~=llzk I < fJ/2 for n large, and applying (9.30), we get the 
bound 

and since fJ is arbitrary, we have (9.28) as desired. Thus it suffices to prove (9.27). 
(3) We now concentrate on proving (9.27). Write 

n 

L(t!>k(t/Sn) - 1) + t 2
/2 

k=l 

~ (. X t 1 it 2) = ~ E e'l k/Sn -1 - i-Xk - _(_)2Xk . 
k=l Sn 2 Sn 

Let (.) represent what is inside the expectation on the previous line. We get the 
decomposition 

n 

= L {E(.)l[1xkl/sn~~] + E(.)lIXkl/Sn>~d 
k=l 

= I + I I. 

We now show I and I I are small. For I we have using (9.6) with n = 2: 

where we used the fact that 
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Now we show why I I is small. We have 

(from (9.6) with n = 2) 

by the Lindeberg condition (9.23). This completes the proof of (9.21) and hence 
the theorem is proved. 0 

We next present a sufficient condition for the Lindeberg condition (9.23) called 
the Liapunov condition which is relatively easy to verify. 

Corollary 9.8.1 (Liapunov Condition) Let {Xk, k > I} be an independent se
quence of random variables satisfying E(Xk) = 0, Var(Xk) = al < 00, s; = 
Lk=l af. Iffor some 8 > 0 

then the Lindeberg condition (9.23) holds and hence the CLT. 

Remark.. A useful special case of the Liapunov condition is when 8 = 1: 

Proof. We have 

o 



.' 
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Example: Record counts are asymptotically normal. We now to examine the 
weak limit behavior of the record count process. Suppose {Xn, n > I} is an iid 
sequence of random variables with common continuous distribution F, and define 

n 

h = I[Xk is a record], J..I.n = L Ik. 
1=1 

So J..I.n is the number of records among XI, ... , X n. We know from Chapter 8 that 
asn ~ 00 

Here we will prove 

To check this, recall 

Thus 

So 

Now 

and therefore 

J..I.n a.s. 1 
--~ . 
logn 

/I - logn 
,....n => N(O, 1). 

Jlogn 

1 
E(h) = -, 

k 

I 1 
Var(h) = - - -2. 

k k 

n (1 1 ) s~ = Var(J..I.n) = L k - k 2 
k=l 

n 1 n 1 
=L--L2 

k=1 k k=l k 

I"oOJ logn. 

L~=1 EI1k - E(1k)13 < L~=1 (t + & ) 
s~ - (logn)3/2 

logn 0 
I"oOJ (logn)3/2 ~ . 
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So the Liapunov condition is valid and thus 

Note 

and 

J.1.n - E (J.1.n) :=} N (0, 1). 
,JVar(J.1.n) 

JVar(J.1.n) '"V Sn '"V Jlog n 

E(J.1.n) - logn L~=l t -Iogn y 
----;;:;::::=:=_~ = '"V ~ 0, 

Jlog n Jlog n Jlog n 

where y is Euler's constant. So by the convergence to types theorem 

/I - logn 
,....n :=} N (0, 1). 

Jlogn o 

9.9 Exercises 

1. Triangular arrays. Suppose for each n, that {X k.n, 1 < k < n} are inde
pendent and define Sn = L~=l Xk,n. Assume E(Xk.n) = 0 and Var(Sn) = 
1, and 

n 

LE (IXk.nI21UXk.nl>I)) ~ 0 
k=l 

as n ~ 00 for every t > O. Adapt the proof of the sufficiency part of the 
Lindeberg-Feller CLT to show Sn => N(O, 1). 

2. Let {X n, n > O} be a sequence of random variables. 

(a) Suppose {Xn, n > O} are Poisson distributed random variables so that 
for n > 0 there exist constants An and 

Compute the characteristic function and give necessary and sufficient con
ditions for 

Xn => Xo· 

(b) Suppose the {X n} are each normally distributed and 

E(Xn) = J.1.n E R, Var(Xn) = (1;. 
Give necessary and sufficient conditions for 

Xn => Xo· 
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3. Let {Xk, k > I} be independent with the range of Xk equal to {±1. ±k} 
and 

1 1 
P[Xk = ±1] = 2(1- k 2 )' 

1 
P[Xk = ±k] = 2k2 ' 

By simple truncation, prove that Sn 1 In behaves asymptotically in the same 
way as if Xk = ±1 with probability 1/2. Thus the distribution of SnlJn 
tends to N (0. 1) but 

Var(Sn 1 In) ~ 2. 

4. Let {Uk} be an independent sequence of random variables with Uk uni
formly distributed on [-ak, ak]. 

(a) Show that if there exists M > 0 such that lakl < M but Lk af = 00, 

then the Lindeberg condition and thus the CLT holds. 

(b) If Lk af < 00, then the Lindeberg condition does not hold. 

5. Suppose X n and Yn are independent for each nand 

Prove using characteristic functions that 

Xn+Yn=}XO+Yo· 

6. (a) Suppose Xn has a uniform distribution on (-n, n). Find the chf of Xn. 

(b) Show limn-H)O <Pn (t) exists. 

(c) Is there a proper, non-degenerate random variable X 0 such that 

Xn => Xo? 

Why or why not? What does this say about the continuity theorem for char
acteristic functions? 

7. Suppose {X n, n > I} are iid with common density 

(a) Check that E(X» = 0 but E(X~) = 00. 

(b) Despite the alarming news in (a), we still have 

Sn 
=} N(O, 1). 

In logn 

Hint: Define 
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and check Liapunov's condition for {Yn } for lJ = 1. Then show 

(c) It turns out that for iid random variables {Xn} with E(Xn) = 0, the 
necessary and sufficient condition for the CLT is that 

. U(tx) 
lim = 1, 

1-.00 U(t) 

where 

U(t) := E(Xrl[1Xll~I])' 

Check this condition for the example in part (a). 

8. Probabilistic proof of Stirling's formula. Suppose {X n} are iid, Poisson 
distributed random variables with parameter 1 and as usual suppose Sn = 
2:7=1 Xi· Prove the following: 

(a) 

(b) 

where N is a N(O,I) random variable. 

(c) Show 

9. (a) Suppose X is exponentially distributed with density 

f(x) = e-x , x> 0. 

What is the chf of X? Is the function 

1 

1 + it 
a chf? If so, of what random variable? 

(b) Let X 1 be Bernoulli random variable with possible values ± 1 with prob
ability 1/2 each. What is the chf of Xl? 
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(c) Is (cost)17 a chf? Of what random variable? 

(d) Is I cos t I a chf? (Try differentiating twice.) 

(e) Is I cos t 12 a chf? 

The modulus of a chf need not be a chf but the modulus square is a chf. 

(f) Prove that if X is a random variable with E (IXI) < 00 and with chf cp, 
then 

11 I d 2100 1 - Re CP(t)d 
x F( x) = - t. 

R rr 0 t 2 

10. Suppose Ys is Poisson distributed with parameter s so that 

sk 
P[Ys = k] = e-s k! . 

Compute the chf of Ys ' Prove 

Ys -s N 
Js ::} , 

where N is a N(O, 1) random variable. 

11. If {Xn, n > I} is iid with E(Xn) = ° and Var(Xn) = 1, then SnlJn ::} 
N(O, 1). Show this cannot be strengthened to Snl.Jn converges in proba-

bility. (If SnlJn ~ X, then S2nI..J2n ~ X. Subtract.) 

12. Suppose {Xn, n > I} are independent and symmetric random variables so 
that 

If for every I > 0, as n --+ 00 

n 

L P[lXkl > tan] --+ ° 
k=1 

n 

a;2 L E(xfl[IXkl~/Qn]) --+ 1, 
k=1 

where an > 0, then show 

Snlan ::} N(O, 1). 

Here Sn = I:7-1 X" 

Hint: Try truncating at level ant: Set 

X~ =Xjl[1XJI~/Qn]. 

Consider S~ and show it is enough for S~/an ::} N(O, 1). 
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13. Prove the law of rare events stated in Example 9.5.3. 

14. Assume cP (I) is a chf and G is the distribution of a positive random variable 
Y. Show all of the following are chf's and interpret probabilistically: 

(a) Id cp(uI)du, 

(b) 1000 
cp(uI)e-Udu, 

(c) 1000 e-1/1uG(du). 

(d) 1000 
cp(UI)G (du). 

(For example, if X has chf cp and U is uniform on (0, 1) and independent 
of X, what is the chf of XU?) 

15. (i) Suppose {En, n > I} are iid unit exponential random variables so that 
P[E l > x] = e-x , x > O. Show (L:7 ] E; - n)/.J!i is asymptotically 
normal. 

(ii) Now suppose X, is a random variable with gamma density 

F,(x) = e-x x,-l / r(I), 1 > 0, x > O. 

Use characteristic functions to show that 

(X, - t)/.Ji => N 

where N is a N (0. 1) random variable. 

(iii) Show total variation convergence of the distribution of (X, - I) / -Ii to 
the distribution of N: 

X, - 1 
sup IP[ .Ji E B] - P[N E B]I ~ 0 

Bei3(IR) 1 

as ex ~ 00. (Hint: Use Scheffe; approximate r (I) via Stirling's formula. 

16. (a) Suppose X and Yare iid N (0. 1) random variables. Show 

(b) Conversely: Suppose X and Yare independent with common distribu
tion function F(x) having mean zero and variance 1, and suppose further 
that 

X + Y d X d Y . 

..J2 
Show that both X and Y have a N (0, 1) distribution. (Use the central limit 
theorem.) 
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17. (a) Give an example of a random variable Y such that E (Y) = 0 and 

for alllJ > O. (This means finding a probability density.) 

(b) Suppose {Yn , n > I} are iid with EYI = 0, and Eyt = 0'2 < 00. 

Suppose the common distribution is the distribution found in (a). Show that 
Lindeberg's condition holds but Liapunov's condition fails. 

18. Use the central limit theorem to evaluate 

Hint: consider P[Sn < x] where Sn is a sum of n iid unit exponentially 
distributed random variables. 

19. Suppose {en, n > I} are independent exponentially distributed random 
variables with E (en) = J..I.n. If 

n 

I· V J..I.i 0 1m ~n =, 
n-oo 1=1 Lj=1 J..I.) 

then 

n ~ 
~(er - /1.;)/ ~ f; /1.] =} N(O, 1). 

20. Use the method of the selection theorem to prove the Arzela-Ascoli theo
rem: Let {Un (x), n > I} be an equicontinuous sequence of real valued func
tions defined on lR, which is uniformly bounded; that is, sUPn.x lun(x)1 < 1. 
Then there exists a subsequence {un'} which is converging locally uni
formly to continuous limit u. 

21. (a) Suppose {FA, A E A} is a family of probability distributions and suppose 
the chf of FA is CPA' If {CPA, A E A} is equicontinuous, then {FA, A E A} is 
tight. 

(b) If {Fn, n > O} is a sequence of probability distributions such that 
Fn =} Fo, then the corresponding chf's are equicontinuous. By the Arzela
Ascoli theorem, uniformly bounded equicontinuous functions converge lo
cally uniformly. Thus weak convergence of {Fn} means the chf's converge 
locally uniformly. 

22. A continuous function which is a pointwise limit of chf's is a chf. (Use the 
continuity theorem.) 
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23. A complex valued function 4J (.) of a real variable is called non-negative 
definite if for every choice of integer nand reals tl, ... ,tn and complex 
numbers Cl, .••• Cn, we have 

n 

L 4J(tr - ts)crcs > O. 
r,s=1 

Show that every chf is non-negative definite. 

24. (a) Suppose K (.) is a complex valued function on the integers such that 
L~ -00 IK(n)1 < 00. Define 

(9.33) 

and show that 

K(h) = i: eihx /(x)dx. h = O. ±1. ±2 •.... (9.34) 

(b) Let {{X n, n = 0, ± 1, ±2, ... } be a zero mean weakly stationary pro
cess. This means E (X m) = 0 for all m and 

is independent of m. The function y is called the autocovariance (act) func
tion of the process {X n}. 

Prove the following: An absolutely summable complex valued function 
y(.) defined on the integers is the autocovariance function of a weakly sta
tionary process iff 

1 00 

I p.) = - L e-inAy(n) > 0, for all A E [-]l',]l'], 
2]l' n=-oo 

in which case 

y(h) = i: e'hx f(x)dx. 

(So y(.) is a chf.) 

Hint: If y (.) is an acf, check that 

N 

/N (J..) = 2: N L e-irly(r - s)iSl > 0 
r,s=1 

and IN(A) ~ I(A) as N ~ 00. Use (9.34). Conversely, if y(.) is abso
lutely summable, use (9.34) to write y as a Fourier transform or chf of I. 
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Check that this makes y non-negative definite and thus there is a Gaussian 
process with this y as its acf. 

(c) Suppose 
q 

Xn = Lo,Zn-;, 
,=0 

where {Zn} are iid N(O, 1) random variables. Compute y(h) and fo..). 
(d) Suppose {Xn} and {Yn} are two uncorrelated processes (which means 
E (X m Yn ) = 0 for all m, n}, and that each has absolutely summable acfs. 
Compute y(h) and fo..) for {Xn + Yn}. 

25. Show the chf of the uniform density on (a, b) is 

it(b-a) 

If <p(t) is the chf of the distribution F and <p(tHl - ei1h)/(i th) is integrable 
in t, show the inversion formula 

1 100 (1 -e-
IIh 

) h-1F(x,x+h]=- <p(t) 'h e-llXdt. 
2rr -00 It 

Hint: Let V-h.O be the uniform distribution on (-h, 0). What is the chf of 
F * V-h,O? The convolution has a density; what is it? Express this density 
using Fourier inversion (Corollary 9.5.1). 

26. Why does the Fourier inversion formula for densities (Corollary 9.5.1) not 
apply to the uniform density? 

27. Suppose for each n > 0 that <Pn (t) is an integrable chf corresponding to a 
distribution Fn , which by Fourier inversion (Corollary 9.5.1) has a density 
fn. If as n ~ 00 i: l<Pn(t) - </>o(t)ldt -4 0, 

then show fn ~ fo uniformly. 

28. Show the chfofF(x) = l-e-x , x> Ois1/(1-it).IfEl.E2areiid 
with this distribution, then the symmetrized variable E] - E2 has a bilateral 
exponential density. Show that the chf of E] - E2 is 1/(1 + t 2). 

Consider the Cauchy density 

f (x) = ~ ( 1 2)' x E IR. 
rr l+x 

Note that apart from a constant, f (x) is the same as the chf of the bilateral 
exponential density. Use this fact to show the chf of the Cauchy density 
is <p(t) = e-Ill • Verify that the convolution of two Cauchy densities, is a 
density of the same type. 
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29. Triangle density. (a) Suppose Va,b is the uniform distribution on (a, b). 
The distribution V( -1.0) * V(O.I) has a density called the triangle density. 
Show the chf of the triangle density is 2(1 - cos t) / t 2• Verify that this chf 
is integrable. 

Check that 
!(x) = (1 - cosx)/(7l'X2), x E IR 

is a probability density. Hint: Use (a) and Fourier inversion to show 1 -ixi 
is a chf. Set x = O. 

30. Suppose VI, .•. , Vn are iid V(O, 1) random variables. Use the uniqueness 
theorem to show that L~-l Vi has density 

1 n (n) f(x) = "(-1») . (x - j)~. 
(n - I)! L, } }=o 

x > O. 

31. Suppose F is a probability distribution with chf cp(t). Prove for all a > 0 

In
a 1 100 1 - cos at . 

(F(x + u) - F(x - u»)du = - 2 e-Ilx l/J(t)dt, 
o 7l' -00 t 

and 

In
a 1u 100 

1 - Cos ax 
cp(t)dt = 2 2 F(dx). 

o -u -00 X 

32. Suppose X has chf 

A. 3 sin t 3 cos t 
¥'(t) = 3 - 2 ' 

t t 

(a) Why is X symmetric? 

(b) Why is the distribution of X absolutely continuous? 

(c) Why is P[IXI > 1] = O? 

(d) Show E(X2n) = 3/(2n + 1)(2n + 3). (Try expanding cp(t).) 

33. The convergence to types theorem could be used to prove that if X n => X 
and an ~ a and bn ~ b, then anXn + bn => aX + b. Prove this directly 
using chf's. 

34. Suppose {X n, n > I} are independent random variables and suppose X n 

has a N (0, a;) distribution. Choose a; so that v~_]a,2 Is;' -fo- O. (Give an 
example of this.) Then 

d 
Sn/sn = N(O, 1) 

and hence Sn/sn => N(O, 1). Conclusion: sums of independent random 
variables can be asymptotically normal even if the Lindeberg condition 
fails. 
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35. Let {Xn' n > I} be independent random variables satisfying the Lindeberg 
condition so that L~=I X, is asymptotically normal. As usual, set s; = 
Var(L~=1 Xi· Now define random variables {;n, n > I} to be independent 
and independent of {X n} so that the distribution of;n is symmetric about 0 
with 

Does the mean or variance of ;n exist? 

Prove t (X, + ;,) => N(O, 1). 
,=1 sn 

Thus asymptotic normality is possible even when neither a mean nor a sec
ond moment exist. 

36. Suppose X is a random variable with the property that X is irrational with 
probability 1. (For instance, this holds if X has a continuous distribution 
function.) Let Fn be the distribution of nX - [nX], the fractional part of 
nX. Prove n -I L~ = 1 F, => U, the uniform distribution on [0, 1]. Hint: You 
will need the continuity theorem and the following fact: If 0 is irrational, 
then the sequence {nO - [nO],1l > I} is uniformly distributed modulo 1. A 
sequence {xn} is uniformly distributed if the sequence contains elements of 
[0, 1] such that 

1 n - L fx, (.) ~ A(·), 
n ,=1 

where A(·) is Lebesgue measure on [0, 1], and for B E 8([0, 1]), 

fx(B) = {
t. 
0, 

if x E B, 

if x ¢ B. 

37. Between 1871 and 1900, 1,359,670 boys and 1,285,086 girls were born. Is 
this data consistent with the hypothesis that boys and girls are equally likely 
to be born? 

38. (a) If {X", n > I} are independent and Xn has chf </>n, then if L~1 X, is 
convergent, n~1 </>" (I) is also convergent in the sense of infinite products. 

(b) Interpret and prove probabilistically the trigonometric identity 

sin! n°O 
-1- = cos(t/2n

). 

n=1 

(Think of picking a number at random in (0, 1).) 
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39. Renewal theory. Suppose {Xn, n > I} are iid non-negative random vari
ables with common mean IJ. and variance a 2• Use the central limit theorem 
to derive an asymptotic normality result for 

N(t) = sup{n : Sn < t}, 

namely, 
N(t) - 1-

1/2 ~2 => N(O, 1). 
at IJ.-

40. Suppose X and Yare iid with mean 0 and variance 1. If 

x + Y II X - Y, 

then both X and Yare N (0, 1). 

41. If ¢h k > 0 are chf's, then so is L~O Pk¢k for any probability mass func
tion {Ph k > OJ. 

42. (a) For n E Z define 

Show that {en, n = 0, ±1, ±2, ... } are orthonormal; that is, show 

- e t= 1 i1r ik'd {I, 
21l' -1r 0, 

if k = 0, 

if k =tf o. 

(b) Suppose X is integer valued with chf ¢. Show 

P[X = k] = - e-ik'¢(t)dt. 1 i1r 
21l' -1r 

(c) If Xl, ... t Xn are iid, integer valued, with common chf ¢(t), show 

43. Suppose {Xnt n > I} are independent random variables, satisfying 

E(Xn ) = 0, Var(Xn ) = a; < 00. 

(a) Sn/sn => N(O, 1), 

(b) an/sn --+ p. 
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Prove X n / Sn => N (0, p2). (Hint: Assume as known a theorem of Cramer 
and Uvy which says that if X t Yare independent and the sum X + Y is 
normally distribute, then each of X and Y is normally distributed.) 

44. Approximating roulette probabilities. The probability of winning $1 in 
roulette is 18/38 and the probability of losing $1 is thus 20/38. Let {X n, n > 
1} be the outcomes of successive plays; so each random variable has range 
±1 with probabilities 18/38, 20/38. Find an approximation by the central 
limit theorem for P[ Sn > 0], the probability that after n plays, the gambler 
is not worse off than when he/she started. 

45. Suppose f(x) is an even probability density so that f(x) = f(-x). Define 

g(x) = Jx s t 

{
rOO .lJ!lds 

g( -x), 

Why is g a probability density? 

if x > 0, 

if x < o. 

If f has chf </>(1), how can you express the chf of g in terms of </>? 

46. Suppose {X n t n > 1} are independent gamma distributed random variables 
and that the shape parameter of Xn is an. Give conditions on {an} which 
guarantee that the Lindeberg condition satisfied. 



10 
Martingales 

Martingales are a class of stochastic processes which has had profound influence 
on the development of probability and stochastic processes. There are few areas 
of the subject untouched by martingales. We will survey the theory and appli
cations of discrete time martingales and end with some recent developments in 
mathematical finance. Here is what to expect in this chapter: 

• Absolute continuity and the Radon-Nikodym Theorem. 

• Conditional expectation. 

• Martingale definitions and elementary properties and examples. 

• Martingale stopping theorems and applications. 

• Martingale convergence theorems and applications. 

• The fundamental theorems of mathematical finance. 

10.1 Prelude to Conditional Expectation: The 
Radon-Nikodym Theorem 

We begin with absolute continuity and relate this to differentiation of measures. 
These concepts are necessary for a full appreciation of the mathematics of condi
tional expectations. 

Let (n, B) be a measurable space. Let J1. and A be positive bounded measures 
on (n, B). We say that A is absolutely continuous (AC) with respect to J1., written 
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A « J1., if J1.(A) = 0 implies A(A) = O. We say that A concentrates on A E B 
if A(A C) = O. We say that A and J1. are mutually singular, written A .L J1., if 
there exist events A, B E B, such that A n B = 0 and A concentrates on A, J1. 
concentrates on B. 

Example. If U[O.I], U[2.3] are uniform distributions on [0, 1], and [2,3] respec
tively, then U[O.I] .L U[2.3]. It is also true that U[O.l] .L U[1.2]. 

Theorem 10.1.1 (Lebesgue Decomposition) Suppose that J1. and A are positive 
bounded measures on (Q, B). 

(a) There exists a unique pair of positive, bounded measures Aa, As on B such 
that 

where 

(b) There exists a non-negative B-measurable function X with 

I XdJ.L < 00 

such that 

J....(E) = L XdJ.L. E E B. 

X is unique up to sets of J1. measure o. 
We will not prove Theorem 10.1.1 but rather focus on the specialization known 

as the Radon-Nikodym theorem. 

Theorem 10.1.2 (Radon-Nikodym Theorem) Let (Q, B, P) be the probability 
space. Suppose v is a positive bounded measure and v « P. Then there exists 
an integrable random variable X E B, such that 

v(E) = L XdP. VE E B. 

X is a.s. unique (P) and is written 

We also write dv = XdP. 

dv 
X-- dp· 

A nice proof of the Radon-Nikodym theorem is based on the following Hilbert 
space result (see, for example, Rudin (1966)). 
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Proposition 10.1.3 Let IHI be a Hilbert space. For x, y E IHI, denote the inner 
product by (x, y). If L : IHI ~ R is a continuous linear functional on IHf, then 
there exists a unique y E IHI such that 

L(x) = (x, y), Yx E IHI. 

Proof. Case 1: If L(x) = 0, Yx, then we may take y = 0 and we are done. 
Case 2: Suppose L (x) ¢ 0 and assume, for simplicity that lliI is real and define 

M = {x E IHI : L (x) = OJ. 

L is linear so M is a subspace. L is continuous so M is closed. Since L is not iden
tically 0, we have M =I IHI. Thus there exists some z' ~ M and by the projection 
theorem (Rudin (1966); Brockwell and Davis (1991)) 

, 
z = Zl + Z2, 

where Zl E M and Z2 E M1., the orthogonal complement of M, and Z2 =I O. Then 
there exists Z E M 1., Z =I o. Thus, it is also true that Z ~ M and hence L (z) =I O. 
Define 

L(z) 
y = . z, 

(z, z) 
(10.1) 

so that 

L (y) = L (z)2 fez, z). (10.2) 

So y =I 0, Y E M1. and 

(
L(Z»)2 (L(z»2 

(y, y) = (z, z) = = L(y). 
(z, z) (z, z) 

(10.3) 

from (10.2). Now write 

( 
L (X») L (x) '" 

x = x - y + Y =: x + x 
(y, y) (y, y) 

and note 

, L(x)L (y) 
L(x) = L(x) - = L(x) - L(x) = O. 

(y, y) 

from (10.3). So x' E M. Since y E M1. we have (x', y) = 0, and therefore 

(x,y) = (x",y) = L(x) 

from the definition of x". Thus L (x) = (x, y) as required. 
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To show uniqueness of y: Suppose there exists y' and for all x 

L(x) = (x,y) = (x,y'). 

Then for all x 

(x, y - y') = 0, 

and so 

(y - y', y - y') = O. 

Thus y - y' = 0 and y = y'. o 

Before the proof of the Radon-Nikodym theorem, we recall the Integral Com
parison Lemma which is given in slightly expanded form as Lemma 10.1.1. This 
is needed for conditional expectations and martingales. 

Lemma 10.1.1 (Integral Comparison Lemma) Suppose (Q, B, P) is a proba
bility space with g c B a sub a -field of B. Suppose X E g, Y E g, and that X 
and Yare integrable. Then 

x = Y a.s. iff VA E g, fA XdP = fA YdP. 
> > 
< < 

Proof of the Radon-Nikodym Theorem. Suppose v < < P and define 

Q(A) = v(A) 
v(Q) 

so Q is a probability measure and Q « P. Set 

* P+Q 
P = , 

2 

which is also a probability measure. Then 

is a Hilbert space with inner product 

(Yt • Y2) = f Yt Y2dr. 

Note that all elements of L2(P*) = L2(Q, B, P*) are B-measurable. On H, de
fine the functional 

L(Y) = In YdQ. (10.4) 

so that L : L2(P*) ~ 1R is 
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(a) linear, 

(b) bounded (and hence continuous). 

To check (b) we must show 

where 

However, 

IL (Y)I < (const)IIYII2 

liYlI~ = (Y. Y) = In y 2dP*, 

IL(Y)I < / IYldQ < / iYldQ + / iYldP 

= 2 / iYldp· < 2(/ iYI2dP*)1/2 

(by, for instance, Example 6.5.2 on page 189) 

Now, L is continuous and linear on H = L2(P*). Thus from Proposition 
10.1.3, there exists Z E L2(P"') such that for all Y E L2(P*) 

L(Y) = (Y. Z) = / YZdP* 

= / ~YZdP + / ~YZdQ 
= / YdQ. 

Consequently, from the definition (10.4), for all Y E L2(P*) 

/ 
Z /YZ Y(l - 2:)dQ = T dP. 

Pick any set A E B and substituting Y = fA in (10.5) gives 

/ YdQ = Q(A) = L Zdp·, 

Then we get from (10.7) that 

Q(A) fA ZdP* fA ZdP* 
0< = < = 2, 

- P"'(A) P*(A) - Q(A)/2 

(10.5) 

(10.6) 

(10.7) 
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where, to get the right inequality, we applied the fact that 2P* = P + Q > Q. 
Therefore, for all A E B 

o < L ZdP* < 2P*(A) 

that is, 

o < L ZdP* < L 2dP*. 

From the Integral Comparison Lemma 10.1.1 

o < Z < 2, a.s.(P*). 

In (10.6) set Y = 1Iz=2] to get 

1 (1- Z/2)dQ = 1 Z dP, 
[Z=2] [Z=2] 2 

that is, 
0= P[Z = 2]. 

Since Q « P, we have 0 = Q[Z = 2] by the definition of absolute continuity 
and hence P*[Z = 2] = O. So 0 < Z < 2, a.s. (P*). 

In (10.6), set 

Y=(~rlA' AeB. 

Then Y E L2(P*) and, in fact, 0 < Y < 1 a.s. (P or Q or P*). From (10.6), 

Sum both sides over n = 0 to n = N to get 

N (Z)i ~ "2 dP. 
}=o 

(10.8) 

Note, as N --+ 00, 

1 - (Z /2)N+l / 1, a.s. P* 

and hence a.s. Q. If LHS refers to the left side of (10.8), then dominated conver
gence implies 

LHS -+ L dQ = Q(A). 

If RHS refers to the right side of (10.8), then monotone convergence implies 

RHS /' L 1 :~/2dP = L 2: ZdP. 
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Set X = Z / (2 - Z) and for all A E B 

Q(A) = L XdP. o 

In subsequent work we use the notation J1.IA for the restriction of the measure J1. 
to the set A. Next we extend the Radon-Nikodym theorem to the case of a-finite 
measures. (Recall that a measure J1. is a-finite if the space Q can be decomposed 
Q = L~l Q, where on each piece Q;, J1. is finite: J1. (Q;) < 00. Lebesgue mea
sure J... on (R) is a-finite since J...«n. n + 1]) = 1 < 00 and L~l (n. n + 1] = IR.) 

Corollary 10.1.1 If J1., v are a-finite measures on (Q, B), there exists a measur
able X E B such that 

v(A) = L Xdp.. 'VA E B. 

iff 
v « J1.. 

Proof. Write Q = L~l Q, where J1.(Q,) < 00, and v(Q;) < 00, for all i. On 
Q" J1. and v are finite and if v < < J1., then 

vln, «J1.ln, 

on (Q" Q, n B). Apply the Radon-Nikodym theorem to each Q, piece and put 
the pieces back together. 0 

The next corollary is important for the definition of conditional expectation. 

Corollary 10.1.2 Suppose Q and P are probability measures on (Q, B) such that 
Q « P. Let Q c B be a sub-a-algebra. Let Qlg, Pig be the restrictions of Q 
and P to Q. Then in (Q. Q) 

and 

Qlg« Pig 

dQlg is Q-measurable. 
dPlg 

Proof. Check the proof of the Radon-Nikodym theorem. In the construction, we 
deal with L2(Q, Q, P*). 0 

10.2 Definition of Conditional Expectation 

This section develops the definition of conditional expectation with respect to a 
a-field and explains why the definition makes sense. The mathematics depends 
on Radon-Nikodym differentiation. 

Suppose X ELI (Q, B. P) and let Q c B be a sub-a-field. Then there exists a 
random variable E(XIQ), called the conditional expectation of X with respect to 
Q, such that 



340 10. Martingales 

(i) E (XI{I) is {I-measurable and integrable. 

(ii) For all G E {I we have 

faXdP = fa E(XIg)dP. 

To test that a random variable is the conditional expectation with respect to 
{I, one has to check two conditions: (i) the measurability condition and (ii) the 
integral condition. 

There are (at least) two questions one can ask about this definition. 

(a) Why does this definition of conditional expectation make mathematical 
sense? 

(b) Why does this definition make intuitive sense? 

Answer to (a): This is relatively easy given the development of Radon-Nikodym 
differentiation. Suppose initially that X > O. Define 

v(A) = L XdP. A E B. 

Then v is finite and v < < P. So 

vlg « Pig. 

From the Radon-Nikodym theorem, the derivative exists and we set 

E(XI{I) = dvlg 
dPlg 

which by Corollary 10.1.2 is {I-measurable, and so for all G E {I 

vlg(G) = v(G) = { :v
1g 

dPlg JG Pig 

= { dvlg dP since P = Pig on {I 
JG dPlg 

= L E(XIg)dP 

which is (ii) of the definition of conditional expectation. 
If X ELI is not necessarily non-negative, then 

satisfies (i) and (ii) in the definition. o 
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Notes. 

(1) Definition of conditional probability: Given (Q, B, P), a probability space, 
with 9 a sub-a-field of B, define 

P(A 19) = E (lA 19), A E B. 

Thus P(A 19) is a random variable such that 

(a) P(A 19) is 9-measurable and integrable. 

(b) P (A 19) satisfies 

L P(AIQ)dP = P(A n G), VG E Q. 

(2) Conditioning on random variables: Suppose {X" t E T} is a family of ran
dom variables defined on (Q, B) and indexed by some index set T. Define 

9 := a(X" t E T) 

to be the a-field generated by the process {X,. t E T}. Then define 

E(XIX" t E T) = E(XI9). 

Note (1) continues the duality of probability and expectation but seems to place 
expectation in a somewhat more basic position, since conditional probability is 
defined in terms of conditional expectation. Note (2) saves us from having to 
make separate definitions for E(XIXd, E(XIX}, X2), etc. 

Example 10.2.1 (Countable partitions) Let {An, n > I} be a partition of Q so 
that A, nA j = 0, i -1= j, and Ln An = Q. (See Exercise 26 of Chapter 1.) Define 

9=a(An,n>1) 

so that 

9 = {L A, : J C {I, 2, ... }} . 
,ei 

For X E L) (P), define 

EAn(X) = J XP(dwIAn) = Ln XdP/PAn• 

if P(An) > 0 and EAn(X) = 17 if P(An) = O. We claim 

00 

(a) E(XI9) a.s. LEAn (X)1An 
n=) 

and for any A E B 

00 

(b) P(AI9) a.s. L P(AIAn)IAn. 
n=) 
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Proof of (a) and (b). We first check (a). Begin by observing 

00 

LEAn (X)l An E 9. 
n=l 

Now pick A E 9 and it suffices to show for our proposed form of E(XI9) that 

1 E(XI9)dP = 1 (fEAn(X)lAn) dP = 1 XdP. 
A A n=l A 

(10.9) 

Since A E 9, A has the form A = L;ei A; for some J C {I, 2, ... }. Now we 
see if our proposed form of E (XI9) satisfies (10.9). We have 

i 'tt EA. (X)lA.dP 

= LLl EAn(X)1AndP (form of A) 
n~l lei A, 

= LLEAn(X)P(A;An) 
n~l iei 

= LEA, (X) . P(A;) ({An) are disjoint) 
lei 

f XdP 
= L A, • P(A;) (definition of EA(X» 

lei P(A;) 

= Ll XdP= { XdP 
I ei A, JL'EJ A, 

= i XdP. 

This proves (a). We get (b) from (a) by substituting X = 1A. o 

Interpretation: Consider an experiment with sample space Q. Condition on the 
information that "some event in 9 occurs." Imagine that at a future time you will 
be told which set An the outcome w falls in (but you will not be told w). At 
time 0 

00 

L P(AIAn)lAn 
n=l 

is the best you can do to evaluate conditional probabilities. 
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Example 10.2.2 (Discrete case) Let X be a discrete random variable with pos
sible values XI, X2, •••• Then for A E B 

P(AIX) = P(Ala(X» 

= P(A la([X = x,], i = 1,2, ... » 
00 

= L P(AIX = x,)I[x=x,] 
;=1 

where we applied Example 10.2.1(b). 

Note that if we attempted to develop conditioning by first starting with a def
inition for discrete random variables X, how would we extend the definition to 
continuous X's? What would be P(AIX = x) if P(X = x) = 0 for all x? We 
could try to define 

but 

P(AIX =x) = limP (AIX E (x -h,x +h» 
hJ.O 

(a) How do we know the limit exists for any x? 

(b) How do we know the limit exists for all x? 

The approach using Radon-Nikodym derivatives avoids many of these prob
lems. 

Example 10.2.3 (Absolutely continuous case) Let n = 1R2 and suppose X and 
Yare random variables whose joint distribution is absolutely continuous with 
density f (x , y) so that for A E B (lR2) 

P[(X, Y) E Al = f fA /(x, y)dxdy. 

What is pry E CIX] for C E B(IR)? We use 9 = a(X). Let 

I (x):= L /(x, I)dl 

be the marginal density of X and define and 

t/>(X) = I (x) , 
{ 

Ie /(X.I)dl 

17, 

We claim that 

if /(x) > 0, 

if /(x) = O. 

pry E CIX] = 4>(X). 
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First of all, note by Theorem 5.9.1 page 149 and composition (Proposition 3.2.2, 
page 77) that Ie t(X, t)dt is a (X)-measurable and hence t/>(X) is a (X)-measurable. 
So it remains to show for any A E a (X) that 

L t/>(X)dP = P([Y E C) n A). 

Since A E a(X), the form of A is A = [X E A] for some A E B(IR). By the 
Transformation Theorem 5.5.1, page 135, 

14>(X)dP = 1 4>(X)dP = 1 t/>(x)P[X E dx] 
A X-I(A) A 

and because a density exists for the joint distribution of (X, Y), we get this equal 
to 

as required. 

= L t/>(X)(! I(x, I)dl)dx 

= 1 t/>(x)J (x)dx + 1 4>(x)J (x)dx 
An{x:1 (x»O) An{x:1 (x)=O) 

= 1 t/>(x)J (x)dx + 0 
An{x:1 (x»O) 

l Ie t(x, t)dt = J(x)dx 
An{x:/(x»O) J (x) 

= 1 ({ t(x, t)dt)dx 
An{x:/(x»O) Je 

= L (L I(x, I)dl)dx = PIX E A, Y E C] 

= P([Y E C] n A) 

10.3 Properties of Conditional Expectation 

o 

This section itemizes the basic properties of conditional expectation. Many of 
these parallel those of ordinary expectation. 

(1) Linearity. If X, Y E L} and a, {3 E IR, we have 

E«aX + {3Y)19) a.s. aE(XI9) + {3E(YI9). 
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To verify this, observe that the right side is {I-measurable and for A E {I 

i (aE(XIg) + flE(YIQ))dP = a i E(XIQ)dP + fl i E(YIg)dP 

=a i XdP+fl i YdP 

(from the definition of conditional expectation) 

= i (aX + flY)dP. 

(2) If X E {I; X E L It then 

E(XI{I) a.s. X. 

We prove this by merely noting that X is {I-measurable and 

i XdP = i XdP. VA E Q. 

In particular, for a constant c, c is {I-measurable so 

E (cl{l) a.s. c. 

(3) We have 
E (XI{4>, Q}) = E (X). 

The reason is that E(X) is measurable with respect to the a-field {0, Q} and for 
every A E {0, Q} (that is, A = 0 or A = Q) 

i E(X)dP = i XdP. 

(4) Monotonicity. If X > 0, and X ELI, then E(XI{I) > 0 almost surely. The 
reason is that for all A E {I 

i E(XIQ)dP = i XdP > 0 = i OdP. 

The conclusion follows from Lemma 10.1.1. So if X, Y ELI, and X < Y, then 

a.s. 
E(XI{I) < E(YI{I)· 

Thus conditional expectation is monotone. 

(5) Modulus inequality. If X ELI 

IE(XI{I)I < E(IXII{I) 
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SInce 

IE(X)19)1 = IE(X+IQ) - E(X-IQ)I 

< E(X+IQ) + E(X-IQ) 

and using linearity, we get 

(6) Monotone convergence theorem. If X ELI, 0 < X n t X, then 

E(XnIQ) t E(XIQ) 

almost surely. Note that {E(XnIQ)} is monotone by item (4). Set 

Z:= lim t E(XnIQ). 
n-+oo 

Then Z E Q and for A E 9 

1 ZdP = 1 lim t E(XnI9)dP 
1\ 1\ n-+oo 

= lim 1 E(XnIQ)dP 
n-+oo 1\ 

(by the monotone convergence theorem for integrals) 

= lim 1 XndP. 
n-+oo 1\ 

Again applying the monotone convergence theorem for integrals yields 

= L XdP. 

Since Z E Q and L ZdP = L XdP, VA E 9, 

we have by definition that Z = E (X IQ) which means 

E(XIQ) = lim t E(XnIQ)· 
n-+oo 

(7) Monotone convergence implies the Fatou lemma. We have the conditional 
version of Fatou's lemma: If 0 ~ X n ELI, then 

E (lim inf X n 19) < lim inf E (X n IQ), 
n-+oo n-+oo 
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while if Xn < Z E L), then 

E(lim supXnlQ) > lim sup E(XnIQ). 
n-oo n-oo 

For the proof of these conditional Fatou statements we note that 

E (lim inf X n IQ) = E (lim /\ X k IQ) n-oo n-oo 
k'~n 

= n~"Jo E (/\ XkIQ) (monotone convergence) 
k'~n 

< lim inf E(XnIQ). 
n-oo 

(8) Fatou implies dominated convergence. We have the conditional version of 
the dominated convergence theorem: If X n E L). IX n I < Z E L) and X n ~ 

X oo• then 

E ( lim XnIQ) o.s. lim E(XnIQ). 
n-oo n-oo 

(9) Product rule. Let X, Y be random variables satisfying X. Y X ELI. If 
Y E Q, then 

E(XYIQ) as. YE(XIQ). (10.10) 

Note the right side of (10.10) is Q-measurable. Suppose we know that for all 
A E Q that 

[ YE(XIg)dP = [ XYdP. (10.11) 

Then 

[ YE(XIg)dP = [ XYdP = [ E(XYIg)dP, 

and the result follows from Lemma 10.1.1. 
Thus we have to only show (10.11). Start by assuming Y = 1~. fl. E Q. Then 

An fl. E Q and 

1 YE(XIQ)dP = 1 E(XIQ)dP 
A An~ 

=1 XdP 
An~ 

= [XYdP. 
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So (10.11) holds for Y = 1~ and hence (10.11) holds for 

k 

where 1Ja; E Q. 

Y = LC;161 
;=1 

Now suppose X, Yare non-negative. There exist Yn t Y, and 

kn 

Y. ""' (n) n = ~C, l~(n) 
1=1 I 

and 

By monotone convergence, XYn ./ XY, and 

YnE(XIQ) ./ YE(XIQ)· 

Letting n ~ 00 in (10.12) and using monotone convergence yields 

L YE(XIg)dP = L XYdP. 

(10.12) 

If X, Yare not necessarily non-negative, write X =' X+ - X-, Y = y+ - Y-. 

(10) Smoothing. If 

then for X ELI 

E(E(XIQ2)IQt} = E(XIQd 

E(E(XIQdIQ2) = E(XIQ1). 

Statement (10.14) follows from item (9) or item (2). 

(10.13) 

(10.14) 

For the verification of (10.13), let A E Ql. Then E(XIQd is Ql-measurable 
and 

L E(E(XI(hlI9J)dP = L E(XI92ldP (definition) 

= L XdP (since A E 91 C 92) 

= L E(XI9J)dP (by definition.) 

A special case: Ql = {0, Q}. Then E(XI{0, Q}) = E(X). So 

E(E(XIQ2») = E(E(XIQ2)1{0, Q)) = E(XI{0, Q}) = E(X). (10.15) 
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To understand why (10.13) and (10.14) are called the smoothing equalities, 
recall Example 10.2.1 where 9 = a(An, n > 1) and {An, n > I} is a countable 
partition. Then 

00 

E(XI9) = LEAn(X)IAn, 
n=1 

so that E(XI9)(·) is constant on each set An. 
If 91 C 92 and both are generated by countable partitions (A~l), n > I} 

and (A~2), n > I}, then for any A~I), A~I) E 92, so there exists an index set 
(I) ~ (2) • (1) 

J C {I, 2, ... } and An = L.,jeJ A J • Thus, E(XI9d IS constant on An but 

E (X I 92) may change values as w moves from one element of (A ~2), j E J} to 
another. Thus, as a function, E(XI9t) is smoother than E(XI92). 

(11) Projections. Suppose 9 is a sub a-field of 8. Let L2(9) be the square 
integrable random variables which are 9-measurable. If X E L2(8), then E(XI9) 
is the projection of X onto L2(9), a subspace of L2(8). The projection of X onto 
L 2 (9) is the unique element of L 2 (9) achieving 

inf IIX - Z 112. 
ZeL2(Q) 

It is computed by solving the prediction equations (Brockwell and Davis, 1991) 
for Z E L2(9): 

(Y, X - Z) = 0, VY E L2(9). 

This says that 

f Y(X - Z)dP = 0, VY E L2«;)· 

But trying a solution of Z = E (XI9), we get 

f Y(X - Z)dP = E (Y(X - E(Xlg))) 

= E(YX) - E(YE(XI9» 

= E(YX) - E (E(YXI9» (since Y E 9) 

= E(YX) - E(YX) = o. 
In time series analysis, E(XI9) is the best predictor of X in L2(9). It is not 

often used when 9 = a(Xl, ... , Xn) and X = Xn+1 because of its lack of 
linearity and hence its computational difficulty. 

(12) Conditioning and independence. 

(a) If X ELI, then we claim 

X _II 9 implies E(XI9) = EX. (10.16) 

To check this note 



350 10. Martingales 

(i) £ (X) is measurable 9. 
(ii) For A E 9, L E(X)dP = E(X)P(A) 

and L XdP = E(XI A ) = E(X)P(A) 

by independence. 

(b) Let ¢ : IRi x IRk ~ IR be a bounded Borel function. Suppose also that 
X : n ~ IRi, Y : n ~ lRk, X E 9 and Y is independent of 9. Define 

/~(x) = £(¢(x, Y». 

Then 

£(¢(X, Y)19) = /~(X). (10.17) 

Proof of (10.17). Case 1. Suppose ¢ = IJ, where J E B(IRJ X IRk). 
Case la. Suppose J = K xL, where K E B(IRi), and L E B(lRk). Then 

£(¢(X, Y)19) = P(X E K, Y E LIQ), 

and because [X E K] E Q, this is 

= I[XeK)P(Y E L 19). 

Since Y is independent of 9, this is 

= l[XeK]P[Y E L] = /lKxL (X). 

Case lb. Let 

C = {J E B(lRJ x lRk) : (10.17) holds for ¢ = 1J}. 

Then C ::> RECTS, the measurable rectangles, by Case la. We now show C is a 
A-system; that is, 

(i) IRJ+k E C, which follows since IRi+k ERECTS. 

(ii) J E C implies JC E C, which follows since 

P«X, Y) E J C I9) = 1 - P«X, Y) E J 19) 

= 1 - ItJ (X) = ItJc (X). 

(iii) If An E C and An are disjoint, we may (but will not) show that Ln An E C. 
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Thus, C is a A-system, and C::> RECTS. Since REefS is a 1l'--class Dynkin's 
theorem implies that 

C ::> (1 ( RECTS ) = B(IRi+k ). 

Case 2. We observe that (10.17) holds for for 4> = L~ 1 c; IJ,. 
Case 3. We finish the argument with the usual induction. 0 

(13) The conditional Jensen's inequality. Let 4> be a convex function, X ELI. 

and 4>(X) ELI. Then almost surely 

4>(E(XIQ») ~ E(4)(X)IQ). 

Proof of Jensen's inequality. Take the support line at Xo; it must lie under the 
graph of 4> so that 

4>(xo) + A(XO)(X - xo) ~ 4>(x) (10.18) 

where A(XO) is the slope of the support line through (xo, 4>(xo». Replace Xo by 
E(XIQ) and x by X so that 

4>(E(XIQ» + A(E(XIQ»(X - E(XIQ» < 4>(X). (10.19) 

If there are no integrability problems (if!!!), we can take E('IQ) on both sides of 
(10.19). This yields for LHS, the left side of (10.19), 

E(LHSIQ) = 4>(E(XIQ» + E(A(E(XIQ»(X - E(XIQ»IQ) 

= 4>(E(XIQ» + A(E(XIQ»E(X - E(XIQ»IQ). 

and since E(X - E(XIQ»IQ) = 0, we have 

= 4>(E(XIQ»· 

For RHS, the right side of (10.19) we have 

E(RHSIQ) = E(4)(X)IQ) 

and thus 

4>(E(XIQ» = E(LHSIQ) < E(RHSIQ) = E(4)(X)IQ), 

which is the conditional Jensen inequality. 
Note that A (x) can be taken to be the right hand derivative 

I
. 4>(x + h) - 4>(x) 
Im------

hJ.O h 

and so by convexity is non-decreasing in x. If E(XIQ)(w) were bounded as w 
varies, then 4>(E(XIQ» would be bounded and A(E(XIQ» would also be bounded 
and all terms in (10.19) would be integrable and the result would follow. 
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Now let 

and observe 

x' = Xl[1E(XIQ)I~n] 

E(X'IQ) = E(Xl[1E(XIQ)I~n]IQ) 
= I[1E(XIQ)I~n]E(XIQ) 

is bounded, so the discussion of Jensen's inequality for the case of bounded con
ditional expectation applies, and 

¢(E(X'IQ» < E(¢(X')IQ). 

Thus, as n --+ 00 

E(¢(X')IQ) = E (¢(Xl[1E(XIQ)I~n]IQ») 

Also, as n --+ 00, 

= E (¢(X)I[1E(XIQ)I~n] + ¢(O)I[1E(XIQ)I>n]IQ) 

= I[1E(XIQ)I~n]E(¢(X)IQ) + ¢(O)I[1E(XIQ)I>n] 

--+ E(¢(X)IQ) 

¢(E(X'IQ» = ¢(1[IE(XIQ)I~n]E(XIQ» 
--+ ¢(E(XIQ» 

since ¢ is continuous. o 

(14) Conditional expectation is L p norm reducing and hence c01ltinuous. For 
X E L pt define IIXli p = (EIXIP)l/p and suppose p > 1. Then 

L 
and conditional expectation is L p continuous: If X n 4 X 00, then 

Proof of (10.20) and (10.21). The inequality (10.20) holds iff 

(EIE(XIB)IP)l/p ~ (E(IXIP»)l/P, 

that is, 

From Jensen's inequality 

¢(E(XIB» < E(¢(X)IB) 

(10.20) 

(10.21) 
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if ¢ is convex. Since ¢(x) = IxlP is convex for p > 1, we get 

EIE(X}IB}IP = E¢(E(XIB» 

< E (E(¢(X}IB» = E(¢(X» 

= E(IXIP}. 

To prove (10.21), observe that 

IIE(XnIB} - E(XooIB}lip = IIE«Xn - Xoo}IB}lI p 

~ IIXn - Xooll p -+ o. 
where we have applied (10.20). 

10.4 Martingales 

o 

Suppose we are given integrable random variables {Xn, n > o} and a-fields 
{Bn, n > o} which are sub a-fields of B. Then {(Xn, Bn), n > o} is a martin
gale (mg) if 

(i) Information accumulates as time progresses in the sense that 

Bo C Bl C B2 C ... c B. 

(ii) X n is adapted in the sense that for each n, X n E Bn; that is, X n is Bn
measurable. 

(iii) For 0 ~ m < n, 

If in (iii) equality is replaced by >; that is, things are getting better on the average: 

then {Xn} is called a submartingale (submg) while if things are getting worse on 
the average 

a.s. 
E(XnIBm} < Xm, 

{Xn} is called a supermartingale (supermg). 
Here are some elementary remarks: 

(i) {X n} is martingale if it is both a sub and supermartingale. {X n} is a super
martingale iff {-X n} is a submartingale. 

(ii) By Lemma 10.1.1, postulate (iii) holds iff 

[ Xn = [Xm' VA E 8 m. 

Similarly for the inequality versions of (iii). 
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(iii) Postulate (iii) could be replaced by 

E(Xn+lIBn) = X n, Vn > 0, (iii') 

by the smoothing equality. For example, assuming (iii') 

(iv) If {X n} is a martingale, then E (X n) is constant. In the case of a submartin
gale, the mean increases and for a supermartingale, the mean decreases. 

( v) If {(X n, Bn), n > O} is a ( sub, super) martingale, then 

(Xn, a (Xo, ... , X n), n > O} 

is also a (sub, super) martingale. 

The reason for this is that since X n E Bn. 

and by smoothing 

E(Xn+lla(Xo, ... , Xn» = E (E(Xn+lIBn)IX o, ...• Xn) 

= E(XnIXo •...• Xn) = X n· 

Why do we need B,,? Why not just condition on a(Xo, ... ,Xn)? Some
times it is convenient to carry along auxiliary information. 

(vi) Martingale differences. Call ({dj, Bj). j > O} a (sub, super) martingale 
difference sequence or a (sub, super) fair sequence if 

(i) For j > 0, B j C Bj+l. 

(ii) For j > 0, dJ ELI, dj E Bj. 

(iii) For j > 0 

E(dj+tlBj) = O. 
> 0, 

< 0, 

(fair) 

(subfair) 

(superfair). 

Here are the basic facts about martingale differences: 

(a) If «dj, Bj), j ~ O} is (sub, super) fair, then 

n 

{(Xn := L dj, Bn), n > O} 
)=0 

is a (sub, super) martingale. 
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(b) Suppose (Xn, Bn), n > O} is a (sub, super) martingale. Define 

do = Xo - E(Xo), d j = Xj - Xj-It j > 1. 

Then «dJ , B j ), j > 0) is a (sub, super) fair sequence. 

We now check facts (a) and (b). For (a), we have for instance in the case 
that (dj, Bj ), j > O} is assumed fair that 

which verifies the martingale property. 

For (b), observe that if (Xn ) is a martingale, then 

(vii) Orthogonality o/martingale differences. If «Xn = 'Lj=odj, Bn), n > O} 

is a martingale and E (d;) < 00, j > 0, then (dJ ) are orthogonal: 

Ed, d j = 0, i # j. 

This is an easy verification: If j > i, then 

E(d;dJ ) = E(E(d;djIB,») 

= E(d,E(djIB,») = O. 

A consequence is that 

n n 

E(X;) = E(L,d;) + 2 L, E(d;dJ ) = E(L,d]). 
j=l O~;<J~n j=l 

which is non-decreasing. From this, it seems likely (and turns out to be true) 
that (X~) is a sub-martingale. 

Historical note: Volume 6 of the Oxford English Dictionary gives the follow
ing entries for the term martingale and comments it is a word of obscure entymol
ogy. 

• A strap or arrangement of straps fastened at one end to the noseband, bit or 
reins and at the other to the girth to prevent a horse from rearing or throwing 
back his head. 

• A rope for guying down the jib-boom to the dolphin-striker. 

• A system in gambling which consists in doubling the stake when losing in 
the hope of eventually recouping oneself. 
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10.5 Examples of Martingales 

Those most skilled in applying the economy and power of martingale theory in 
stochastic process modeling are those wizards able to find martingales in surpris
ing circumstances. It is thus crucial for someone trying to master this subject to 
study as many examples as possible of where martingales arise. In this section, 
we list some of the common examples. 

(1) Martingales and smoothing. Suppose X ELI and {Bn, n > O} is an in
creasing family of sub a-fields of B. Define for n > 0 

Then 

is a martingale. 
Verification is easy: 

E(Xn+lIBn) = E(E(XIBn+1)IBn) 

= E(XIBn) (smoothing) 

=Xn • 

(2) Martingales's and sums of independent ralldom variables. Suppose that 
{Zn' n > O} is an independent sequence of integrable random variables satisfying 
for n > 0, E(Zn) = O. Set Xo = 0, Xn = L?-l Zit n > 1. and Bn := 
a(Zo •... , Zn). Then {(Xn• Bn), n > O} is a martingale since {(Zn, Bn), n > O} 
is a fair sequence. 

(3) New martingale's from old, transforms, discrete stochastic integration. Let 
({d), B j ), j > O} be martingale differences. Let (V)} be predictable. This means 
that Vj is measurable with respect to the prior a-field; that is Vo E Bo and 

Vj E Bj-lt j > 1. 

To avoid integrability problems, suppose V) E Loo which means that Vj is 
bounded. Then {(Vjdj. Bj), n > I} is still a fair sequence since 

E(V)djIBj-l) = VjE(djIBj-l) 

= Vj ·0= O. 

We conclude that ({Lj=o Vjdj, Bn), n ~ O} is a martingale. 

(10.22) 

In gambling models, dj might be ±1 and Vj is how much you gamble so that 
V j is a strategy based on previous gambles. In investment models, d j might be 
the change in price of a risky asset and V j is the number of shares of the asset 
held by the investor. In stochastic integration, the djs are increments of Brownian 
motion. 

The notion of the martingale transform is formalized in the following simple 
result. 
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Lemma 10.5.1 Suppose {(Mn. Bn). n E N} is an adapted integrable sequence 
so that Mn E Bn. Define do = Mo, and dn = Mn - Mn-l. n > 1. Then 
{ (M n. Bn), n E N} is a martingale iff for every bounded predictable sequence 
{Un. n E N} we have 

N 

E(L Undn) = O. VN ~ O. (10.23) 
n=O 

Proof. If {(Mn, Bn), n E N} is a martingale, then (10.23) follows from (10.22). 
Conversely, suppose (10.23) holds. For j > 0, let A E Bj and define Un = O. n "I 
j + 1. and Uj+l = lA

J
• Then {Un. n E N} is bounded and predictable, and hence 

from (10.23) we get 

N 0= E(L Undn) = E(U}+l dj+l) = E(1AJ dj+l) 
n=1 

so that 

0=1 d}+l dP = 1 E(dj+lI Bj)dP. 
AJ AJ 

Hence, from the Integral Comparison Lemma 10.1.1 we conclude that 
E(dj+lIBj) = 0 almost surely. So {(dn• Bn), n E N} is a martingale difference 
and the result follows. 0 

(4) Generating /unctions, Laplace transforms, chf's etc. Let {Zn. n > I} be iid 
random variables. The construction we are about to describe works for a variety 
of transforms; for concreteness we suppose that Z n has range {O. 1. 2 •... } and 
we use the generating function as our typical transform. Define 

Bo = {0. n}. Bn = a(Zl, ...• Zn), n > 1 

and let the generating function of the Z's be 

cP(s) = ESZI. O<s~1. 

Define Mo = 1, fix s E (0. 1), set So = O. Sn = L?-1 Z;. n > 1 and 

SSn 
Mn = ,n > O. 4>n (s) 

Then {(Mn' Bn). n > O} is a martingale. This is a straightforward verification: 

E (sSn+lIBn) = E (sZn+1sSn IBn) 

= sSn E (sZn+lI Bn) 

= sSn E (sZn+1) 

= sSncP(s). 

(independence) 
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So therefore 

( 

sSn+1 ) sSn 

E 4>n+l (s) IBn = 4>n (s) 

which is equivalent to the assertion. 

(5) Method 0/ centering by conditional means. Let {~n' n > I} be an arbitrary 
sequence of L 1 random variables. Define 

Then 

is a fair sequence since 

So 

n 

Xo = 0, Xn = L (~j - E(~jIBj_t» 
j=l 

is a martingale. 

(6) Connections with Markov chains. Suppose {Yn , n > O} is a Markov Chain 
whose state space is the integers with transition probability matrix P = (Pij). Let 
/ be an eigenvector corresponding to eigenvalue >..; that is, in matrix notation 

P/ = >..f. 

In component form, this is 

L Pi} /(j) = >"/(;). 
} 

In terms of expectations, this is 

or 
E(/(Yn+l)IYn) = >../(Yn) 

and by the Markov property this is 

So we conclude that 
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is a martingale. 
A special case is the simple branching process. Suppose {Pk, k > O} is the 

offspring distribution so that Pk represents the probability of k offspring per in
dividual. Let m = Lk kPk be the mean number of offspring per individual. Let 
{z(n)(i), n > 0, i > I} be an iid sequence whose common mass function is the 
offspring distribution {Pk} and define recursively Zo = 1 and 

if Zn > 0, 

if Zn = 0, 

which represents the number in the (n + 1)- generation. Then {Zn} is a Markov 
chain and 

P·· .- P[Z 1 - j"IZ - ,'] _ {80j
, ') .- n+ - n - - *, 

Pj , 

if i = 0, 

if i > 1, 

where for i > 1, P;; is the ith component of the i-fold convolution of the se
quence {Pn}. Note for i > 1 

while for i = 0, 
00 

00 00 

"'" . "'" *,. " ~P;jj = ~Pj j = 1m, 
)=0 J=l 

L P;j i = Poo . 0 + 0 = 0 = mi. 
j=o 

With ICi) = i we have PI = mI. This means that the process 

is a martingale. 

(10.24) 

(7) Likelihood ratios. Suppose {Yn , n > O} are iid random variables and sup
pose the true density of Yt is 10. (The word "density" can be understood with 
respect to some fixed reference measure J.1.) Let It be some other probability 
density. For simplicity suppose lo(y) > 0, for all y. Then for n > 0 

is a martingale since 

x - n:=o 11 (Y,) 
n - nil Ii v ,=0 0(.1,) 

E X I ((
n:=o It(Y,») Il(Yn+l) ) 

( n+l Yo, ... , Yn) = E nn Ii Ii IYo, ... , Yn 
;=0 o(Y,) o(Yn+d 

(
!tCYn+t> ) =XnE Ii IYo, ... ,Yn · 
o (Yn+}) 
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By independence this becomes 

= X E (fl(Yn+l}) = X f ft(Y) ~ ( ) (d ) 
n fO(Yn+l) n fo(Y}}O Y J.i. Y 

=Xn f /Jd{t=Xn ·l=Xn 

since /1 is a density. 

10.6 Connections between Martingales and 
Submartingales 

This section describes some connections between martingales and submartingales 
by means of what is called the Doob decomposition and also some simple results 
arising from Jensen's inequality. 

10.6.1 Doob's Decomposition 

The Doob decomposition expresses a submartingale as the sum of a martingale 
and an increasing process. This latter phrase has a precise meaning. 

Definition. Given a process {Un. n > O} and a-fields {Bn• n > OJ. We call 
{Un. n > O} predictable if Uo e Bo, and for n > 0, we have 

Un+l e Bn. 

Call a process {An, n > O} an increasing process if {An} is predictable and almost 
surely 

o = Ao < Al < A2 < .... 

Theorem 10.6.1 (Doob Decomposition) Any submartingale 

can be written in a unique way as the sum of a martingale 

and an increasing process {An, n > OJ; that is 
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Proof. (a) Existence of such a decomposition: Define 

dg = Xo, d1 = Xj - E(XjIBj-l), j > 1 
n 

Mn:=LdJ. 
j=O 

Then {Mn} is a martingale since {dJ} is a fair sequence. Set An = X n - Mn. Then 
Ao =Xo -Mo =Xo -Xo = 0, and 

An+l - An = Xn+l - Mn+l - Xn + Mn 

= Xn+l - Xn - (Mn+l - Mn) 

= X n+l - Xn - d!+l 

= Xn+l - Xn - X n+l + E(Xn+1 IBn) 

= £(Xn+lIBn) - Xn > 0 

by the submartingale property. Since 

n n 

An+l = L(A}+l - Aj) = L(E(X}+lIB}) - Xj) e Bn, 
j=o j=o 

this shows {An} is predictable and hence increasing. 
(b) Uniqueness of the decomposition: Suppose 

and that there is also another decomposition 

where {M~} is a martingale and {A~} is an increasing process. Then 

and 
A~+l - A~ = Xn+l - Xn - (M~+l - M~). 

Because {A~} is predictable and {M~} is a martingale, 

A~+l - A~ = E(A~+l - A~IBn) = E(Xn+lIBn) - Xn - 0 

and 
An+l - An = £(An+l - AnlBn) = E(Xn+1IBn) - X n. 

Thus, remembering Ao = An = 0, 

An = Ao + (A 1 - Ao) + ... + (An - An-I> 

= An + (A; - An) + ... + (A~ - A:- 1) = A~, 
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therefore also 

o 
We now discuss some simple relations between martingales and submartingales 

which arise as applications of Jensen's inequality. 

Proposition 10.6.2 (Relations from Jensen) (a) Let 

be a martingale and suppose 4> is a convex function satisfying 

Then 

is a submartingale. 
(b) Let {(Xn , Bn ), n > OJ be a submartingale and suppose 4> is convex and 

non-decreasing and E(I4>(Xn)1) < 00. Then 

is submartingale. 

Proof. If n < m and 4> is non-decreasing and the process is a submartingale, then 

4>(Xn) <4>(E(XmIBn» 

<E(4)(Xm)IBn) 

(submartingale property) 

(Jensen). 

The case where the process is a martingale is easier. o 

Example 10.6.1 Let {(Xn, Bn), n > OJ be martingale. Suppose 4> is one of the 
following functions: 

Then 

are all submartingales, provided they satisfy E(I4>(Xn)1) < 00. 

Example 10.6.2 (Doob decomposition of X~) Let {(Xn, Bn), n > OJ be a mar
tingale and suppose E(X~) < 00. Then {(X~, Bn). n > OJ is a submartingale. 
What is its Doob decomposition? 

Recall 

n 

Mn = L,dJ, 
j=O 
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from the previous construction in Theorem 10.6.1 and 

A j = X7 - M J , An+l - An = E(X;+dBn) - X;. 

Write X n = Ll=O d j (note the distinction between d j and dj) and because {X n} 
is a martingale, {dj} is fair, so that 

and 
E(X7IBj-l) = X7-1 + 2Xj-l£(djIBJ-l) + E(dJIBJ- 1). 

Remembering E(dJ IBj-l) = 0 yields 

An+l - An = X; + E(d;+IIBn) - X; = E(d;+IIBn) 

and 
n 

An = L E(dJIBj-l). 
J=l 

Therefore, the Doob Decomposition of the submartingale {X~} is 

n n 

X; = X; - L E(d;IBj-l) + L E(d;IBj-l) 
J=1 J=l 

= Mn +An· 

Note E(d;IBJ- 1) is the conditional variance of the martingale increment. Also, 
if {dJ } is an independent sequence, then 

and 
Var(X n) = Var(An). 

10.7 Stopping Times 

Let N = {O, 1,2, ... }, N = {O, 1,2, ... , co} and suppose Bn C Bn+l, n E N is 
an increasing family of a-fields. 

Definition. A mapping v : Q ~ N is a stopping time if 

[v = n] E Bn, "In E N. 

To fix ideas, imagine a sequence of gambles. Then v is the rule for when to stop 
and Bn is the information accumulated up to time n. You decide whether or not to 
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stop after the nth gamble based on information available up to and including the 
nth gamble. 

Note v can be +00. If v is a waiting time for an event and the event never 
happens, then it is natural to characterize the waiting time as infinite and hence 
v = 00. 

Define 

Boo = V Bn = a(Bn• n EN), 
neN 

so that Boo is the smallest a-field containing all Bn , n E N. Then 

[v = 00] = [v < oo]e = (U[V = n])C = n[v = njC E Boo. 
neN neN 

Requiring 

[v = n] E Bn , n E N 

implies 

[v = n] E Bn, n E N. 

Exam pie: Hitting times. Let {(X n, Bn ), n E N} be any adapted process, meaning 
Bn C Bn+l and Xn E Bn for all n E N. For A E B(JR), define 

v = inf{n EN: Xn E A}, 

with the convention that inf0 = 00. Then v is a stopping time since for n E N 

[v = n] = [Xo rt. A, ...• Xn-l rt. A, Xn E A] E Bn. 

If v is a stopping time, define Bv, the a-field of information up to time v as 

Bv = {B E Boo: Vn E N, [v =n]nB E Bn}. 

So Bv consists of all events that have the property that adding the information 
of when v occurred, places the intersection in the appropriate a-field. One can 
check that Bv is a a-field. By definition Bv C Boo. 
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BASIC FACTS: 

1. If v = k, v is a stopping time and Bv = Bk. 

2. If v is a stopping time and'p E Bv, then B n [v = 00] E Boo, and hence 
B n [v = n] E Bn for n E N. To see this, note 

B n [v = 00] = B n [v < oo]C = B n (U[V = n])C = n B[v;to nJ. 
neN neN 

Since B E Bv c Boo and [v # n] = [v = n]C E Bn C Boo, we have 
B n [v = 00] E Boo. 

3. We have v E Boo, and v E Bv. 

4. v is a stopping time iff [v ~ n] E Bn, n E N iff [v > n] E Bn. n E N. 

We verify this as follows: Observe that 

[v ~ n] = U [v = j]. 
O~J~n 

so 
[v = n] = [v < n] - [v < n - 1]. 

and 
[v > n] = [v < n]c. 

5. If B E Boo, then B E Bv iff 

Bn[v<n]EBn. VnEN. 

(Warning: If v is a stopping time, it is false in general that if B E Bv then 
B n [v > n] E Bn .) 

6. If (Vk) are stopping times, then v k Vk and I\k Vk are stopping times. 

This follows since 

[V k Vk < n] = n [Vk < n] E Bn, Vn E N 
k 

since [Vk < n] E Bn for every k. Likewise 

[l\kVk > n] = n[Vk > n] E Bn. 
k 

7. If (Vk) is a monotone family of stopping times, limk_oo Vk is a stopping 
time, since the limit is v k Vk or I\k Vk. 

8. If Vi. i = 1.2 are stopping times, so is VI + V2. 
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Example. If v is a stopping time Vn = v An is a stopping time (which is bounded), 
since both v and n are stopping times. 

We now list some facts concerning the comparison of two stopping times v and 
v'. 

1. Each of the events [v < v'], [v = v'], [v < v'] belong to Bv and B,," 

2. If B E Bv, then 

B n [v < v'] E Bv', B n [v < v'] E Bv" 

3. If v < v' on n, then Bv c Bv" 

To verify these facts, we first prove [v < v'] E Bv. We have that 

[v < v'] n [v = n] = [n < v'] n [v = n] E Bn , 

since [n < v'] E Bn and [v = n] E Bn. 
Next, we verify that [v = v'] E Bv. We have that 

[v = v'] n [v = n] = [n = v'] n [v = n] E Bn 

and therefore [v < v'] = [v < v'] U [v = v'] E Bv. The rest follows by symmetry 
or complementation. 

Now we prove 2. For any n 

B n [v < v'] n [v' = n] = (B n [v < n]) n [v' = n] E Bn , 

since B n [v < n] E Bn and [v' = n] E Bn. 
Proof of 3. This follows from the second assertion since [v < v'] = n. 0 

10.8 Positive Super Martingales 

Suppose {(Xn, Bn). n > O} is a positive supermartingale so that Xn > O. Xn E Bn 
and E(Xn+lIBn) < X n. In this section we consider the following questions. 

1. When does limn_oo X n exist? In what sense does convergence take place if 
some form of convergence holds? Since supermartingales tend to decrease, 
at least on the average, one expects that under reasonable conditions, super
martingales bounded below by 0 should converge. 

2. Is fairness preserved under random stopping? If {X n} is a martingale, we 
know that we have constant mean; that is E (X n) = E (X 0). Is E (X,,) = 
E (X 0) for some reasonable class of stopping times v? 
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When it holds, preservation of the mean under random stopping is quite useful. 
However, we can quickly see that preservation of the mean under random stopping 
does not always hold. Let {Xo = 0, Xn = I:7-1 Yi, n > I}. be the Bernoulli 
random walk so that {Yi, i > I} are iid and 

I 
P [Y, = ± 1] = 2' i > 1. 

Let 
v = inf{ n > 1 : X n = I} 

be the first time the random walks hits 1. Standard Markov chain analysis (for 
example, see Resnick, 1994, Chapter 1) asserts that P [v < 00] = 1. But X v = I 
so that E(Xv) = 1 ~ E(Xo) = 0 and therefore E(Xv) ~ E(Xo). Thus, for 
random stopping to preserve the process mean, we need restrictions either on 
{Xn} or on v or both. 

10.B.1 Operations on Supermartingaies 

We consider two transformations of supermartingales which yield supermartin
gales. 

Proposition 10.8.1 (Pasting of supermartingales) For i = 1, 2, let 

(") {(Xn' , Bn). n > 0) 

be positive supermartingales. Let v be a stopping time such that on [v < 00], we 
have X~l)(w) > X~2)(w). Define 

X (w) = {X~l)(W)' ifn < v(w) 
n X~2)(w). ifn > v(w). 

Then {(Xn• Bn). n ~ O} is a new positive supermartingale, called the pasted su
perma rtinga Ie. 

Remark. The idea is to construct something which tends to decrease. The seg
ments before and after v tend to decrease. Moving from the first process to the 
second at time v causes a decrease as well. 

Proof. Write 

Xn = X~l)l[n<v] + X~2)I[n~v]. 

From this we conclude Xn E Bn. Also, since each ((X~i), Bn). n > O} is a super
martingale, 

(10.25) 
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However, X~l) > X~2) on the set [v = n] so 

(I) (2) 
X n+l1[n<v] + X n+ll[n~v] 

(I) (I) (2) 
= X n+ll[v>n+I] + X n+ll[v=n+l] + X n+ll[n?!v] 

(I) (2) (2) 
> Xn+l1[v>n+I] + Xn+l1[v=n+I] + Xn+ll[v!=:n] 

(I) (2) 
= Xn+l1[v>n+IJ + Xn+ll[v!=:n+I] 

= Xn+l. 

From (10.25) X n > E (X n+ IIBn) which is the supermartingale property. 0 

Our second operation is to freeze the supermartingale after n steps. We show 
that if {X n} is a supermartingale (martingale), {X vl\n} is still a supermartingale 
(martingale). Note that 

Proposition 10.8.2 If {(X n, Bn ), n > O} is a supermartingale (martingale), then 
{(X Vl\n, B n ), n > O} is also a supermartingale (martingale). 

Proof. First of all, X vl\n E Bn since 

XVl\n = Xvl[n>vJ + Xnl[v?!n] 

n-I 

= LXjl[v=J] + Xnl[v?!n] E Bn, 
J=O 

since Xn E Bn and l[v?!n] E B n- I • Also, if {(Xn' B n), n E N} is a supermartin
gale, 

n-I 

E(Xvl\nIBn-I) = LXjl[v=i1 + l[v?!n]E(Xn IBn-I) 

J=o 

n-I 

< LXjl[v=i1 + l[v~n]Xn-1 
j=O 

= X v l[v<n] + Xn-Il[v~n] 
= X Vl\(n-I). 

If {X n} is a martingale, equality prevails throughout, verifying the martingale 
property. 0 
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10.8.2 Upcrossings 

Let {Xn, n ~ O} be a sequence of numbers in JR = [-00, 00]. Let -00 < a < 
b < 00. Define the crossing times of [a, b] by the sequence {xn } as 

VI = inf{ n > 0 : Xn < a} 

V2 = inf{n > VI : Xn > b} 

V3 = inf{ n > V2 : x n < a} 

V4 = inf{n > V3 : Xn > b} 

and so on. It is useful and usual to adopt the convention that inf 0 = 00. Define 

f3a.b = max{p : V2p < oo} 

(with the understanding that if Vk < 00 for all k and we call f3a.b = 00) the 
number of upcrossings of [a, b] by {xn}. 

Lemma 10.8.1 (Upcrossings and Convergence) The sequence {xn} is conver
gent in JR iff f3a.b < 00 for all rational a < b in JR. 

Proof. If lim infn_oo Xn < lim sUPn_oo Xn, then there exist rational numbers a < 
b such that 

lim infxn < a < b < lim supxn • 
n-oo n-oo 

So Xn < a for infinitely many n, and Xn > b for infinitely many n, and therefore 
f3a.b = 00. 

Conversely, suppose for some rational a < b, we have f3a.b = 00. Then the 
sequence {xn} is below a infinitely often and above b infinitely often so that 

lim infxn < a, 
n-oo 

and thus {xn} does not converge. 

10.8.3 Boundedness Properties 

Iimsupxn > b 
n-oo 

o 

This section considers how to prove the following intuitive fact: A positive super
martingale tends to decrease but must stay non-negative, so the process should be 
bounded. This fact will lead in the next subsection to convergence. 

Proposition 10.8.3 Let {(X n, Bn). n > O} be a positive supermartingale. We 
have that 

sup Xn < 00 a.s. on [Xo < 00]. 
neN 

(10.26) 

P(V Xn > alBo) < a-I Xo 1\ 1 (10.27) 
neN 

for all constants a > 0 or for all Bo-measurable positive random variables a. 
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Proof. Consider two supermartingales {(X~i), Bn ), n > O}, i = 1,2, defined by 
X~l) = Xn, and X~2) = a. Define a stopping time 

Va = inf{n : Xn > a}. 

Since 

X(1) > X(2) on [v < 00) 
Va - Va a , 

we may paste the two supermartingales together to get via the Pastings Proposi
tion 10.8.1 that 

if n < Va, 

if n > Va 

is a positive supermartingale. Since {(Yn , Bn ), n > O} is a supepnartingale, 

Yo > E(Yn/Bo), n > O. (10.28) 

But we also have 

(10.29) 

and 

Yo = X01[o<va] + a1[o=va] 

= X01[Xo<a] + a1[Xo~a] = Xo 1\ a. 

From (10.28) 

Xo 1\ a > E(Yn/Bo) 

> E(a1[va~n/Bo) (from (10.29» 

= aP[va < n/Bo]. 

Divide by a to get, as n -+ 00, 

P[va < nlBo)-+ P[va < oo/Bo) = p[V Xn > a/Bo] < a-I Xo 1\ 1. 
neN 

This is (10.27). To get (10.26), multiply (10.27) by l[xo<oo] and integrate: 

E1[xo<oo]P(V Xn > a/Bo) = P[V Xn > a, Xo < 00] 
n n 

Since 

and 
I[Xo<oo] (a- I Xo 1\ 1) -+ 0 

as a -+ 00, we apply dominated convergence to get 

p[V Xn = oo,Xo < 00] = O. 
n 

This is (10.26). o 
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10.8.4 Convergence of Positive Super Martingales 

Positive supermartingales tend to decrease but are bounded below and hence can 
be expected to converge. This subsection makes this precise. 

Given {X n} define the upcrossing number fJa.b by 

that is, 

and so on, and 

Then 

fJa,b(W) = # upcrossings of [a. b) by (Xn(w)}; 

VI (w) = inf{n > 0: Xn(w) < a} 

V2(W) = inf{n > VI(W) : Xn(w) > b} 

V3(W) = inf{n > V2(W) : Xn(w) < a} 

fJa.b(W) = sup{p : V2p(W) < oo}. 

(W: lim Xn(w) exists} = n (w : fJa.b(W) < oo}. 
n~oo 

a<b 
a ,b rational 

So limn~oo X n exists a.s. iff fJa.b < 00 a.s. for all rational a < b. To analyze 
when fJa.b < 00, we need an inequality due to Dubins. 

Proposition 10.8.4 (Dubins' inequality) Let {(Xn , Bn ), n > O} be a positive su
permartingale. Suppose 0 < a < b. Then 

(1) P(P •. b > klBo) < (:t (a-I Xo 1\ 1), k > 1 

(2) fJa.b < 00 almost surely. 

Proof. We again apply the Pasting Proposition 10.8.1 using the Vk'S. Start by 
considering the supermartingales 

X (1) = 1 n - , 
X(2) = Xn 

n a 

and paste at VI. Note on [VI < 00), 

Thus 

is a supermartingale. 

X(I) = 1 > X(2) 
vJ - - vJ' 

y(1) = {I, 
n Xn/a, 

if n < VI, 

if n > VI 
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Now compare and paste X~3) = yJl) and X~4) = bla at the stopping time V2. 
On [V2 < (0) 

so 

y(2) = {YJl), 
n bla, 

1. 

Xnla, 

bla. 

if n < V2 

if n > V2 

if n < VI 

if VI < n < V2 

if n > V2 

is a supermartingale. Now compare yJ2) and ~ ~. On [VJ < (0), 

y(2) = b > b X V3 

VJ a - a a 

and so 

{ 

(2) 
y(3) _ Yn , 

n - (Q) &. 
a a' 

if n < V3 

if n > V3 

is a supermartingale. Continuing on in this manner we see that for any k, the 
following is a supermartingale: 

Yn 1. n·< VI 

Xnla , VI < n < V2 
bla, V2<n<V3 
Q. &. V3 < n < V4 a a ' 

(~)k-I~, V2k-I < n < V2k 

( Qa)k, V2k < n. 

Note that 

(10.30) 

Also 

(10.31) 

From the definition of supermartingales 

Yo > E (Yn 18 0); (10.32) 



10,8 Positive Super Martingales 373 

that is, from (10.30), (10.31) and (10.32) 

X (b)k 1/\ a
O 

> a P[V2k < nlBo], 

This translates to 

P[1I2k ~ nlBo) < Gt (1 A :0). 
Let n -+ 00 to get 

P[JI •. b > klBo) = P[1I2k < oclBo) ~ (:)k (1 A :0) . 
Let k -+ 00 and we see 

P[tJa.b = oolBo] = lim (a)k (1/\ Xo) = 0, 
k~oo b a 

We conclude tJa.b < 00 almost surely and in fact E (tJa.b) < 00 since 

o 

Theorem 10.8.S (Convergence Theorem) If {(Xn' Bn), n E N) is a positive su
permartingale, then 

and 

lim X n =: X 00 exists almost surely 
n~oo 

E(XooIBn} < Xn, n E N 

so {(X n, Bn ), n E N) is a positive supermartingale. 

Remark. The last statement says we can add a last variable which preserves the 
supermartingale property. This is the closure property to be discussed in the next 
subsection and is an essential concept for the stopping theorems. 

Proof. Since fJa.b < 00 a.s. for all rational a < b, limn~oo Xn exists almost surely 
by Lemma 10.8.1. To prove Xoo can be added to {Xn, n E N) while preserving 
the supermartingale property, observe for n > p that 

(monotonicity) 

< X p (supermartingale property). 

As n -+ 00, /\m?nX m t X 00, so by monotone convergence for conditional ex
pectations, letting n -+ 00, we get E(XooIBp) ~ Xp. 0 
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10.8.5 Closure 

If {(Xn, Bn), n > O} is positive martingale, then we know it is almost surely 
convergent. But when is it also the case that 

Lt 
(a) Xn ~ Xoo and 

(b) E (X 00 IBn) = X n so that {(X n, Bn), n E N} is a positive martingale? 

Even though it is true that X n ~. X 00 and E (X m IBn) = X n, Vm > n, it is not 
necessarily the case that E(XooIBn) = Xn. Extra conditions are needed. 

Consider, for instance, the example of the simple branching process in Section 
10.5. (See also the fuller discussion in Subsection 10.9.2 on page 380 to come.) 
If {Zn. n > O} is the process with Zo = 1 and Zn representing the number of 
particles in the nth generation and m = E (Z I) is the mean offspring number per 
individual, then {Zn/mn} is a non-negative martingale so the almost sure limit 

exists: Wn := Zn/mn ~. W. However, if m < 1, then extinction is sure so 
W == 0 and we do not have E(WIBn) = Zn/mn. 

This leads us to the topic of martingale closure. 

Definition 10.8.1 (Closed Martingale) A martingale {(Xn , Bn ), n E N} is closed 
(on the right) if there exists an integrable random variable Xoo E Boo such that 
for every n E N, 

(10.33) 

In this case {(X n, Bn ), n E N} is a martingale. 

In what follows, we write L t for the random variables ~ E L p which are non
negative. 

The next result gives a class of examples where closure can be assured. 

Proposition 10.8.6 Let p > 1, X E L t and define 

(10.34) 

and 

(10.35) 

Then X n ~ X 00 almost surely and in L p and 

(10.36) 

is a closed martingale. 

Remark 10.8.1 (i) For the martingale {(Xn , Bn ), n E N} given in (10.34) and 
(10.35), it is also the case that 
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since by smoothing and (10.35) 

almost surely. 
(ii) We can extend Proposition 10.8.6 to cases where the closing random vari

able is not necessarily non-negative by writing X = X+ - X- . 

The proof of Proposition 10.8.6 is deferred until we state and discuss Corollary 
10.8.1. The proof of Corollary 10.8.1 assumes the validity of Proposition 10.8.6. 

Corollary 10.8.1 For p > 1, the class of L p convergent positive martingales is 
the class of the form 

with X E Lt. 
Proof of Corollary 10.8.1 If X E L t, apply Proposition 10.8.6 to get that 
(E(XIBn)} is Lp convergent. Conversely, suppose {Xn} is a positive martingale 
and L p convergent. For n < r, the martingale property asserts 

L 
Now Xr 4 Xoo as r ~ 00 and E(·IBn) is continuous in the Lp-metric (see 
(10.21». Thus as r ~ 00 

by continuity. Therefore X n = E (X 00 IBn) as asserted. 0 

Proof of Proposition 10.8.6. We know ((EXIBn), Bn), n E N} is a positive 
martingale and hence convergent by Theorem 10.8.5. Call the limit X~. Since 
E(XIBn) E Bn C Boo and E(XIBn) ~ X~, we have X~ E Boo. We consider 
two cases. 

CASE 1: Suppose temporarily that P[X < A) = 1 for some A < 00. We need 
to show that 

x 00 := E (XIBoo ) = X~. 

Since X < A, we have E (XIBoo) < A and for all A E B, as n ~ 00 

L E(XIB.)dP --+ L X~dP, 
by the dominated convergence theorem. Fix m, and let A E Bm. For n > m, we 
have A E Bm C Bn and 

L E(XIB.)dP = L XdP 
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by the definition of conditional expectation. Since 

almost surely, and in L 1 we get 

Thus L X!,dP = L XdP 

for all A E UmBm. 
Define 

ml(A) = L X!,dP. m2(A) = L XdP. 

Then we have two positive measures m t and m2 satisfying 

ml(A) = m2(A), VA E UBm. 
m 

But Um Bm is a 1f -class, so Dynkin's theorem 2.2.2 implies that 

mt (A) = m2(A) VA E a(U Bm) = Boo. 
m 

We conclude 

L X!,dP = L XdP = L E(XIB",,)dP = L X""dP 

and the Integral Comparison Lemma 10.1.1 implies X~ = E(X/Boo ). 
L p convergence is immediate since E(X/Bn) < J..., for all n, so that dominated 

convergence applies. 
CASE 2: Now we remove the assumption that X < J.... Only assume that 0 < 

X E L p' P > 1. Write 

X = X 1\ J... + (X - J...)+. 

Since E(·IBn) is Lp-norm reducing (see (10.20» we have 

//E(X/Bn) - E(XIBoo)/lp 

< /lE«X 1\ J...)IBn) - E«X 1\ J...)/Boo) lip + /lE«X - J...)+/Bn)//p 

+ /lE(X - J...)+/Boo)/l p 

< IIE(X 1\ J...IBn) - E(X 1\ J...IBoo)//p + 2//(X - J...)+I/p 

= I + II. 
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Since 0 < X 1\ A < A, I -+ 0 by Case 1. For II, note as A -+ 00 

and 

The dominated convergence theorem implies that II(X - A)+lIp -+ 0 as A -+ 00. 

We may conclude that 

lim sup IIE(XIBn) - E(XIBoo ) lip < 211(X - A)+lIp. 
n~oo 

The left side is independent of A, so let A -+ 00 to get 

lim sup I/E(XIBn ) - E(XIBoo ) lip = O. 
n~oo 

Thus 

and 

and therefore X~ = E(XIBoo). o 

10.8.6 Stopping Supermartingaies 

What happens to the supermartingale property if deterministic indices are re
placed by stopping times? 

Theorem 10.8.7 (Random Stopping) Suppose {(X n, Bn ), n E N} is a positive 

supermartingale and also suppose X n ~. X 00' Let Vt, V2 be two stopping times. 
Then 

(10.37) 

Some SPECIAL CASES: 

(i) If VI = 0, then V2 ~ 0 and 

Xo > E(XV2 IBo) 

and 
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(ii) If VI < V2 pointwise everywhere, then 

The proof of Theorem 10.8.7 requires the following result. 

Lemma 10.8.2 If V is a stopping time and ~ ELI, then 

E(~IBv) = L E(~IBn)1[v=n]. (10.38) 
neN 

Proof of Lemma 10.8.2: The right side of (10.38) is Bv-measurable and for any 
A E Bv , 

{ LE(~IBn)l[v=n]dP = L { E(~IBn)dP 
JAneN neNJAn[v=n] 

(since A n [v = ll] E Bn) 

= L { ~dP 
- JAn[v=n] neN 

= L ~dP = L E(~IBv)dP. 
Finish with an application of Integral Comparison Lemma 10.1.1 or an appeal to 
the definition of conditional expectation. 0 

Proof of Theorem 10.8.7. Since Lemma 10.8.2 gives 

E(X IJ2I BvJ) = L E(X IJ2IBn)l[vt=n], 
neN 

for (10.37) it suffices to prove for n E N that 

Xn > E(Xv2 IBn) on [n < V2]. (10.39) 

Set Yn = X IJ2l\n. Then, first of all, {(Yn , Bn), n > O} is a positive supermartingale 
from Proposition 10.8.2 and secondly, from Theorem 10.8.5, it is almost surely 
convergent: 

v a.s. v X 
In ~ 100 = 112· 

To verify the form of the limit, note that if V2(CV) < 00, then for n large, we have 
II 1\ V2(CV) = V2(CV). On the other hand, if V2(CV) = 00, then 

Yn(CV) = Xn(w) ~ Xoo(w) = X IJ2 (w). 

Observe also that for n E N, we get from Theorem 10.8.5 
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that is, 

(10.40) 

On [V2 > n) (10.40) says X n > E (X v2lBn) as required. o 

For martingales, we will see that it is useful to know when equality holds in 
Theorem 10.8.7. Unfortunately, this does not always hold and conditions must 
be present to guarantee preservation of the martingale property under random 
stopping. 

10.9 Examples 

We collect some examples in this section. 

10.9.1 Gambler's Ruin 

Suppose {Z n} are iid Bernoulli random variables satisfying 

and let 

1 
P[Z, = ±1] = -

2 

n 

Xo=io, Xn=LZ;+io, n>l 
;=1 

be the simple random walk starting from io. Assume 0 < io < N and we ask: 
starting from io, will the random walk hit 0 or N first? 

Define 

v = inf{n : Xn = 0 or N}, 

[ ruin) = [X v = 0), 

p = P[X v = 0) = P[ ruin ]. 

If random stopping preserves the martingale property (to be verified later), then 

and since 

we get 

and 

}O = E(Xo) = E(Xv) = O· P[Xv = 0) +NP[Xv = N) 

P[X v = 0) = p, P[X v = N) = 1 - p, 

io = N(1- p) 

}O 
p= 1-N· 
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10.9.2 Branching Processes 

Let {Zn, n > O} be a simple branching process with offspring distribution 
{Ph k > O} so that {Zn} is a Markov chain with transition probabilities 

if i > 1, 

if i = 0, 

where {p;i, j > O} is the i-fold convolution of the sequence {p}' j > O}. We can 
also represent {Zn} as 

(10.41) 

where {Z<})(m), j > 0, m > O} are iid with distribution {Ph k > OJ. Define the 
generating functions (0 < s < 1), 

oc 

I(s) = L Pksk = E(SZI), 
k=O 

'n(s) = E(sZn), 

'o(s) = S, II = I 

so that from standard branching process theory 

Finally, set 
m = E(ZI) = 1'(1). 

We claim that the following elementary lacts are true (cf. Resnick, 1994, Sec
tion 1.4): 

(1) The extinction probability q := P[Zn ~ 0] = P[ extinction] = 
p {U~ I[Zn = 01} satisfies I(s) = s and is the minimal solution in [0, 1]. 
If m > 1, then q < 1 while if m < 1, q = 1. 

(2) Suppose q < 1. Then either Zn ~ 0 or Zn ~ 00. We define the event 

[explosion] := [Zn ~ 00] 

and we have 

1 = P[Zn ~ 0] + P[(Zn ~ 00] 

so that 
q = P[ extinction], 1 - q = P[ explosion ]. 
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We now verify fact (2) using martingale arguments. For n > 0, set Bn = 
a(Zo, ... , Zn). We begin by observing that {(qZn, Bn), nEW} is a positive mar
tingale. We readily see this using (10.41) and (10.17): 

£ (sZn+l IBn} = £(sL~::l Zn(i) IBn) 

= (£sz(n)(1»)Zn = f(s)Zn. 

Set s = q, and since f(q) = q, we get 

£ (qZn+l IBn) = qZn . 

Since {(qZn, Bn), nEW} is a positive martingale, it converges by Theorem 10.8.5. 
So limn-+oo qZn exists and therefore limn-+oo Zn =: Zoo also exists. 

Let v = inf{n : Zn = OJ. Since limn-+oo Zn =: Zoo, we also have ZVAn --+ Zv. 
From Proposition 10.8.2 {(qZ""n, Bn), nEW} is a positive martingale, which 
satisfies 

1 ~ qZ"1In --+ qZIJ; 

and because a martingale has a constant mean, £ (qZIJIIn) = £(qZ""O) = £(qZO) = 
q. Applying dominated convergence 

that is, 

q = £(qZ,,) = £ (qZOC l[v=oo) + £(qZlJl[v<oo). 

On [v < 00], Zv = 0 and recall q = P[v < 00] = P[extinction] so 

q = £(qZOO1v=00) + q, 

and therefore 

E (qZOC l[v=oo) = O. 

This implies that on [v = 00], qZoc = 0, and thus Zoo = 00. So on [v = 00] = 
[ non-extinction ], Zoo = 00 as claimed in fact (2). 

We next recall that {(Wn := ~,Bn), nEW} is a non-negative martingale. An 
almost sure limit exists, namely, 

w, - Zn a.s. W 
n- --+. mn 

On the event [ extinction ], Zn --+ 0, so W(w) = 0 for W E [extinction]. Also 
E (W) < 1, since by Fatou's lemma 

E(W) = £ (lim inf Zn) < lim inf E(Zn) = 1. 
n-+oo mn n-+oo mn 
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Consider the special case that q = 1. Then Zn --+ 0 almost surely and P[W = 
0] = 1. So {Wn := ~} is a positive martingale such that Wn --+ 0 = W. We 
have £(Wn) = 1, but £(W) = O. So this martingale is NOT closable. There is 
no hope that 

Wn = E(WIBn) 

since W = O. For later reference, note that in this case {Zn/mn, n > O} is NOT 
uniformly integrable since if it were, E(Zn/mn) = 1 would imply £(W) = 1, 
which is false. 

10.9.3 Some Differentiation Theory 

Recall the Lebesgue decomposition of two measures and the Radon-Nikodym 
theorem of Section 10.1. We are going to consider these results when the a-fields 
are allowed to vary. 

Suppose Q is a finite measure on B. Let the restriction of Q to a sub a-field Q be 
denoted Qlg. Suppose we are given a family of a-fields Bn, n E N, Boo = vnBn 
and Bn C Bn+1• Write the Lebesgue decomposition of QIBn with respect to PIBn 
as 

QIBn = fndPIBn + QIBn(· nNn), n E N 

where P(Nn ) = 0 for n E N. 

(10.42) 

Proposition 10.9.1 The family {(fn, Bn), n > O} is a positive supermartingale 

and fn ~. foo where foo is given by (10.42) with n = 00. 

The proof requires the following characterization of the density appearing in 
the Lebesgue decomposition. 

Lemma 10.9.1 Suppose Q is a finite measure on (Q, Q) whose Lebesgue decom
position with respect to the probability measure P is 

Q(A) = L XdP + Q(A nN), A E Q, 

where P (N) = o. Then X is determined up to P -sets of measure 0 as the largest 
Q-measurablefunction such that XdP < Q on Q. 

Proof of Lemma 10.9.1. We assume the Lebesgue decomposition is known. If Y 
is a non-negative Q-measurable and integrable function such that Y d P < Q on 
Q, then for any A E Q, 

1 YdP =1 YdP < Q(ANc
) 

A ANC 

=1 XdP + Q(ANCN) 
ANC 

=1 XdP = 1 XdP. 
ANc A 
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Hence by the Integral Comparison Lemma 10.1.1, we have X > Y almost surely. 
o 

Proof of Proposition 10.9.1. We have from (10.42) 

In+l dP IBn+1 + QIBn+l (. n Nn+l) = QIBn+l' 

so that 

Hence for all A E Bn, we get, by the definition of conditional expectation, that 

L E(f.+IIB.)dP = L f.+ldP < Q(A). 

SO E(ln+lIBn) is a function in L 1 (Bn) such that for all A E Bn 

L E(f.+IIB.)dP < Q(A); 

that is, 
E(ln+lIBn)dPIBn < QIBn· 

Since In is the maximal Bn-measurable function with this property, we have 

which is the supermartingale property. It therefore follows that limn-+ oo In exists 
almost surely. Call the limit I and we show I = 100. Since 

we have for all A E Bn, 

L E(fooIB.)dP = L foodP < Q(A). 

Thus, since In is the maximal Bn-measurable function satisfying 

we have 
E(/ooIBn) < In· 

Let n ~ 00 and use Proposition 10.8.6 to get 

100 = E(/ooIBoo) = lim E(/ooIBn) < lim In = f. n-+oo n-+oo 

We conclude 100 < I. Also, by Fatou's lemma, for all A E UnBn, 

1 IdP = lliminf IndP < liminfl IndP < Q(A). 
A A n-+oo n-+oo A 

(10.43) 



384 10. Martingales 

This statement may be extended to A E 8 00 by Dynkin's theorem (see, for ex
ample Corollary 2.2.1 on page 38). Since I E 8 00 and '00 is the maximal 8 00-

measurable function satisfying (10.43), we get I < 100' Therefore I = '00' 0 

Proposition 10.9.2 Suppose QIBn « PIBn lor all n E N; that is, there exists 
In ELI (Q, 8 n, P) such that 

Then (a) the lamily {(In, 8 n), n E N} is positive martingale and (b) we have 
In --+ 100 almost surely and in L1 iJfQIBoc « PIBoc ' 

Proof. (a) Since QIBn « PIBn for all n E N, for any A E 8 n 

QIB,,(A) = L f.dP = QIBn+l (A) 

= L f.+ldP = L E(f.+IIB.)dP, 

and therefore we have In = £(In+118n) by Lemma 10.1.1. 
(b) Given In --+ 100 almost surely and in L 1, we have by Corollary 10.8.1 that 

For all A E 8 n and using the definition of conditional expectation and the martin
gale property, we get 

So for A E UnBn 

L foodP = L E(focIB.)dP = L f.dP 

= QIBn(A) = Q(A). 

L foodP = Q(A). 

Extend this by Dynkin's theorem to A E 8 00 to get 

Q(A) = L focdP, 

that is, 
QIBoc « 'oodPIBoo ' 

Conversely, suppose Q1Boc « PIBoc ' Then from the previous proposition 

I' a.s. I' 
In --+ JOO' 
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Densities of Q IBn converge and Scheffe's lemma 8.2.1 on page 253 implies L 1 

convergence: 

J Ifn - fldP -+ O. 

Note that Scheffe's lemma applies since each In is a density with the same total 
mass 

In fn dP = Q(w). o 

Example 10.9.1 We give a special case of the previous Proposition 10.9.2. Sup
pose n = [0, 1), and P is Lebesgue measure. Let 

Bn=a [-, ),k=0,1, ... ,2 -1, { 
k k+l n } 

2n 2n 

so that Bn t Boo = B([O, 1». 
Let Q be a finite, positive measure on B([O, 1». Then trivially 

QIBn « PIBn, 

since if A E Bn and P(A) = 0, then A = Q} and Q(A) = O. What is 

F _ dQIBn ? 

In - dPI . 
Bn 

We claim 

2n-l Q([~n' ;t,1» 
'n(x) = '" +1 1[. .+1 )(x). ~ P([l- -' -» 2"'Y ,=0 2n , 2n 

The reason is that for all j 

We also know 

that is, 

j j + 1 1 
Q([2n' 2n » = +I IndP. 

[~.1fo!) 

F a.s. F • 
In --+ JOO, 

Q(In(x» 
'n(x) = P(ln(x) --+ 'oc(w), 

where In (x) is the interval containing x and '00 satisfies 

Q = lood P + Q(. n Noo ). 

Since Boo = B([O, 1», we conclude that Q < < P iff In --+ I almost surely and 
in L 1 where I satisfies dP /dQ = I. 0 



386 10. Martingales 

10.10 Martingale and Submartingale Convergence 

We have already seen some relations between martingales and sub martingales, 
for instance Doob's decomposition. This section begins by discussing another 
relation between martingales and submartingales called the Krickeberg decompo
sition. This decomposition is used to extend convergence properties of positive 
supermartingales to more general martingale structures. 

10.10.1 Krickeberg Decomposition 

Krickeberg's decomposition takes a sub martingale and expresses it as the differ
ence between a positive martingale and a positive supermartingale. 

Theorem 10.10.1 (Krickeberg Decomposition) If {(Xn' Bn), n > O} is a sub
martingale such that 

sup E (X:) < 00, 
n 

then there exists a positive martingale {(Mn, Bn), n > O} and a positive super
martingale {(Yn , Bn ), n > O} and 

Xn = Mn - Yn· 

Proof. If {X n} is a submartingale, then also {X:} is a submartingale. (See Exam
ple 10.6.1.) Additionally, (E(X;IBn), p > n} is monotone non-decreasing in p. 
To check this, note that by smoothing, 

E(X;+lIBn) = E(E(X;+lIBp)IBn) > E(X;IBn) 

where the last inequality follows from the submartingale property. Monotonicity 
in p implies 

exists. 
We claim that {(Mn, Bn), n > O} is a positive martingale. To see this, observe 

that 

(a) Mn E Bn, and Mn > O. 

(b) The expectation of M n is finite and constant in n since 

E(Mn) = E( lim t E(X;IBn») 
p-oo 

= lim t E(E(X;IBn» 
p-oo 

= lim t EX+ p-oo p 

= sup EX; < 00, 
p~O 

( monotone convergence) 

since expectations of submartingales increase. Thus E (M n) < 00. 
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(c) The martingale property holds since 

E(Mn+IIBn) = E( lim t E(X;IBn+t>IBn) 
p-+oo 

= lim t E(E(X;IBn+t>IBn) 
p-+oo 

(monotone convergence) 

= lim t E(X;IBn) = Mn· 
p-+oo 

(smoothing) 

We now show that 

is a positive supermartingale. Obviously, Yn E Bno Why is Yn > O? Since Mn = 
Iimp -+oo t E(XtIBn). if we take p = n, we get 

Mn > E(X:IBn) = X: > X: - X; = Xn. 

To verify the supermartingale property note that 

E(Yn+lIBn) = E(Mn+lIBn) - E(Xn+lIBn) 

< Mn -Xn = Yn 

o 

10.10.2 Doob's (Sub)martingale Convergence Theorem 

Krickeberg's decomposition leads to the Doob submartingale convergence theo
rem. 

Theorem 10.10.2 (Submartingale Convergence) If{(Xn , Bn ), n > O} isa (sub)-

martingale satisfying 
sup E(Xt) < 00, 
neN 

then there exists X 00 ELI such that 

X a.s·X 
n --+ 00· 

Remark. If {X n} is a martingale 

sup E (X:) < 00 iff sup E (IX n I) < 00 
neN neN 

in which case the martingale is called L I-bounded. To see this equivalence, ob
serve that if {(X n, Bn ), n E N} is a martingale then 

E(IXnD = E(X:) + E(X;) = 2E(X:) - E(Xn) 

= 2E X: - const. 



388 10. Martingales 

Proof. From the Krickberg decomposition, there exist a positive martingale {M n } 

and a positive supermartingale {Yn } such that 

From Theorem 10.8.5, the following are true: 

M D.S. M Y. D.S. Y. 
n --+ 00, n --+ 00 

so 

and Moo and Y 00 are integrable. Hence Moo and Y 00 are finite almost surely, 
Xoo = Moo - Yoo exists, and Xn --+ Xoo. 0 

10.11 Regularity and Closure 

We begin this section with two reminders and a recalled fact. 
Reminder 1. (See Subsection 10.9.2.) Let {Zn} be a simple branching process 

with P( extinction) = 1 =: q. Then with Zo = 1, E(ZI> = m 

Wn := Zn/mn --+ 0 a.s. 

So the martingale {Wn } satisfies 

E(Wn) = 1 -fo- E(O) = 0 

so {Wn } does NOT converge in L 1. Also, there does NOT exist a random variable 
Woo such that Wn = E(WooIBn) and {Wn} is NOT uniformly integrable (ui). 

Reminder 2. Recall the definition of uniform integrability and its character
izations from Subsection 6.5.1 of Chapter 6. A family of random variables 
{X I, tEl} is ui if X I E L 1 for alit E I and 

lim sup f IX,ldP = O. 
b-+oo lEI J1X,I>b 

Review Subsection 6.5.1 for full discussion and characterizations and also re
view Theorem 6.6.1 on page 191 for the following FACT: If {Xn } converges a.s. 
and {Xn } is ui, then {Xn } converges in LI. 

Here is an example relevant to our development. 

Proposition 10.11.1 Let X E L 1. Let Q vary over all sub a -fields of B. The family 
{E(XIQ) : Q c B} is a uifamily of random variables. 
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Proof. For any Q c B 

( IE(XIQ)ldP < 1 E(lxIIQ)dP 
J[lE(XIQ)I>bl [E(IXIIQ»b) 

= 1 IXldP (definition) 
[E(IXIIQ»b) 

=1 IXldP 
[E(IXIIQ»b)n[IXI~K) 

+1 IXldP 
[E(IXIIQ»b)n[lXI>K) 

< K p[E(lxIIQ) > b] + ( IXldP, 
J[IXI>K) 

and applying Markov's inequality yields a bound 

< K E(E(lxllQ») + ( IXldP 
b J[IXI>K) 

= Kb £(lXI) + ( IXldP; 
J[IXI>K) 

that is, 

limsupsup ( IE(XIQ)ldP 
b-oo Q J[IE(XIQ)I>b) 

< lim sup (K E(lXD + 1 IX1dP) 
b-oo b IXI>K 

= 1 IXldP --+ 0 
IXI>K 

as K --+ 00 since X ELI. o 
We now characterize ui martingales. Compare this result to Proposition 10.8.6 

on page 374. 

Proposition 10.11.2 (Uniformly Integrable Martingales) Suppose that 
{(Xn, Bn), n > O} is a martingale. The/ollowing are equivalent: 

(a) {Xn} is Lt-convergent. 

(b) {X n} is L t-bounded and the almost sure limit is a closing random variable; 
that is, 

supE(IXnD < 00. 
n 

There exists a random variable X 00 such that X n ~. X 00 (guaranteed by 
the Martingale Convergence Theorem 10.10.2) which satisfies 

Xn = £(XooIBn), \/n E N. 
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(c) The martingale is closed on the right; that is, there exists X ELI such that 

(d) The sequence {X n) is ui. 

If anyone of (a)-(d) is satisfied, the martingale is called regular or closable. 

Proof. (a)-+(b). If {Xn) is LI-convergent, Iimn-+oo E(lXnD exists, so {E(IXnD) 
is bounded and thus supn E (IX n D < 00. Hence the martingale is L I-bounded and 

by the martingale convergence theorem 10.10.2, X n ~. X 00. Since conditional 
expectations preserve L I convergence (cf (10.21» we have as a consequence of 

Xn ~ Xoo that as j -+ 00 

Thus, X 00 is a closing random variable. 
(b)-+(c). We must find a closing random variable satisfying (c). The random 

variable X = X 00 serves the purpose and X 00 ELI since from (b) 

E(IXooD = E(liminflXnD ~ liminfE(IXnl> < supE(IXnl> < 00. 
n-+oo n-+oo N-nE 

(c)-+(d). The family {E(XIBn), n E N) is ui by Proposition 10.11.1. 
(d)-+(a). If {Xn) is ui, supn E(IXnD < 00 by the characterization of uniform 

integrability , so {X n) is L I-bounded and therefore X n -+ X 00 a.s. by the mar
tingale convergence theorem 10.10.2). But uniform integrability and almost sure 
convergence imply L I convergence. 0 

10.12 Regularity and Stopping 

We now discuss when a stopped martingale retains the martingale characteristics. 
We begin with a simple but important case. 

Theorem 10.12.1 Let {(Xn, Bn), n > 0) be a regular martingale. 

(a) If v is a stopping time, then X" ELI. 

(b) If VI and V2 are stopping times and VI ~ V2, then 

is a two term martingale and 

therefore 
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For regular martingales, random stopping preserves fairness and for a stopping 
time v, we have E(Xv) = E(Xo) since we may take v = V2 and VI = o. 
Proof. The martingale is assumed regular so that we can suppose 

where X n ~ X 00 a.s. and in L 1. Hence when v = 00, we may interpret X v = 
Xoo. 

For any stopping time v 

E(XooIBv) = Xv 

since by Lemma 10.8.2 

Since Xoo E L}, 

Thus Xv ELI. 

E(XooIBv) = L E(Xoo IBn)I[v=n] 
ne N 

= L Xnl[v=nJ = Xv. 
ne N 

E(IXvl> ~E(lE(XooIBv>l} ~ E{E(lXooI>IBv} 

=E(IX 001> < 00. 

If VI < V2, then BVI C B"2 and 

E(X"2IBvI) = E(E(XooIBv2)IBvl) (by (10.44» 

= E (X 00 IBv1 ) (smoothing) 

= X VI. (by (10.44». 

(10.44) 

o 

Remark. A criterion for regularity is L p-boundedness: If {(Xn, Bn), n > o} is a 
martingale and 

supE<lXnIP) < 00, P > 1, 
n 

then {X n} is ui and hence regular. See (6.13) of Chapter 6 on page 184. The result 
is false for p = 1. Take the branching process {(Wn = Zn/mn, Bn), n EN}. Then 
supn E(IWnl> = 1, but as noted in Reminder 1 of Section 10.11, {Wn} is NOT ui. 

Example 10.12.1 (An L2-bounded martingale) An example of an L2-bounded 
martingale can easily be constructed from the simple branching process martin
gale Wn = Zn/mn with m > 1. Let 

00 00 

(J2 = Var(Z t> = L k2 Pk - (L kpk)2 < 00. 

k=O k=O 



392 10. Martingales 

The martingale {Wn } is L 2 bounded and 

Wn ~ W, almost surely and in LI, 

2 
and E (W) = 1, Var(W) = f . 

m -m 

Proof. Standard facts arising from solving difference equations (cf. Resnick (1994» 
yield 

so 

and 

Form> 1 

Thus, supn E(W,;) < 00, so that {Wn } is L2 bounded and 

1 = E(Wn ) -+ E(W), 

2 
2 2 a 

E(Wn ) ~ E(W ) = 1 + ---""2--
m -m 

and 

a 2 

Var(W) = 2 • 
m -m o 

10.13 Stopping Theorems 

We now examine more flexible conditions for a stopped martingale to retain mar
tingale characteristics. In order for this to be the case, either one must impose 
conditions on the sequence (such as the ui condition discussed in the last section) 
or on the stopping time or both. We begin with a reminder of Proposition 10.8.2 on 
page 368 which says that if {(Xn, Bn), n E N} is a martingale and v is a stopping 
time, then {(X vl\n, Bn), n E N} is still a martingale. 

With this reminder in mind, we call a stopping time v regular for the martingale 
{(Xn, Bn). n E N} if {(Xvl\n, Bn), n > O} is a regular martingale. The next result 
presents necessary and sufficient conditions for a stopping time to be regular. 
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Proposition 10.13.1 (Regularity) Let {(X n, Bn), n E N} be a martingale and 
suppose v is a stopping time. Then v is regular for {X n} iff the following three 
conditions hold. 

(i) X 00 := limn_oo X n exists a.s. on [v = 00] which means limn_oo X vl\n 
exists a.s. on Q. 

(ii) X vEL 1. Note from (i) we know X v is defined a.s. on Q. 

(iii) XVl\n = E(XvIBn), n E N. 

Proof. Suppose v is regular. Then {(Yn = XVl\n, Bn), n > O} is a regular martin
gale. Thus from Proposition 10.11.2 page 389 

(i) Yn ~ Yoo a.s. and in Ll and on the set [v = 00], Yn = XVl\n = X n, and so 
limn_oo X n exists a.s. on [v = 00]. 

(ii) Yoo ELI. But Yoo = Xv. 

(iii) We have E (Y 00 IBn) = Yn; that is, E (X v IBn) = X vl\n. 

Conversely, suppose (i), (ii) and (iii) from the statement of the proposition hold. 
From (i), we get X v is defined a.s. on Q. From (ii), we learn X vEL 1 and from 
(iii), we get that X v is a closing random variable for the martingale {X vl\n}. So 
{Xvl\n} is regular from Proposition 10.11.2. 0 

Here are two circumstances which guarantee that v is regular. 

(i) If v < M a.s., then v is regular since 

{X vl\n, n E N} = {X 0, X It ... , X v, X v, ... } 

is ui. To check uniform integrability, note that 

IXvl\nl < sup IXvl\ml = sup IXml E Lt. 
m m~M 

Recall from Subsection 6.5.1 that domination by an integrable random vari
able is sufficient for uniform integrability. 

(ii) If {X n} is regular, then any stopping time v is regular. (See Corollary 10.13.1 
below.) 

The relevance of Proposition 10.13.1 is shown in the next result which yields 
the same information as Theorem 10.12.1 but under somewhat weaker, more flex
ible conditions. 

Theorem 10.13.2 If v is regular and VI < V2 < v for stopping times VI and V2, 

then for i = 1,2, X v, exists, X VI ELI and 

{(X VI' Bvl ), (X V2' BVl )} 

is a two term martingale; that is, 
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Note the following conclusion from Theorem 10.13.2. Suppose v is regular, 
VI = 0 and V2 = v. Then 

E(XvIBo) = Xo and E(Xv) = E(Xo). 

Proof of Theorem 10.13.2. Let Yn = X vl\n. So {(Yn, Bn), n E N) is a regular 
martingale. For regular martingales, Theorem 10.12.1 implies whenever v] < V2 
that 

Corollary 10.13.1 (a) Suppose VI and V2 are stopping times and VI < V2. Ifv2 is 
regular for the martingale {(Xn, Bn), n > 0), so is VI. 

(b) If {(Xn, Bn), n > 0) is a regular martingale, every stopping time V is regu
lar. 

Proof. (b) Set V2 = 00. Then 

(X "2l\n) = {X ool\n) = (X n) 

is regular so V2 is regular for (Xn). If we assume (a) is true, we conclude V is also 
regular. 

(a) In the Theorem 10.13.2, put V2 = V to get X VI ELI. It suffices to show 
(X Vll\n) is ui. We have 

=A +B. 

Now for B we have 

B < { IXnldP < { IXnldP 
l[IX"I>b.vI>n] l[lx"l>b.v2>n] 

< { IX "2l\n Id P b~oo 0, 
l[lx "2 An I>b] 

since V2 regular implies (X "2l\n) is ui. 
For the term A we have 

since X VI ELI· o 

Here is another characterization of a regular stopping time v. 
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Theorem 10.13.3 In order for the stopping time v to be regular for the martin
gale {(X n, Bn ), n > OJ, it is necessary and sufficient that 

and 

(a) 1 IXvldP < 00, 
[v<oo] 

(10.45) 

(10.46) 

Proof. Sufficiency: We show that (a) and (b) imply that {X VAn} is ui and therefore 
that v is regular. To prove uniform integrability, note that 

( IXvAnldP = 1 IXvldP + 1 IXnldP 
lux"MI>b] [V:5n.IX"I>b] [v>n.IXnl>b] 

< 1 IXvldP 
[v<oo]n[IX "I>b] 

+ ( IXnl1[v>n]dP 
lux n 11[,,>n] >b] 

=A+B. 

For A we have that 

since Xv1[v<oo] ELI by (a). For B we have B ~ 0 as b ~ 00 since {Xn1[v>n]} 
is assumed ui by assumption (b). 

Converse: Suppose v is regular. We show that (a) and (b) are necessary. 
Necessity of (a): 

1 IXvldP = lim t 1 IXvldP 
[v<oo] n-oo [V:5n] 

= lim t 1 IXvAnldP 
n-oo [V:5n] 

< sup E (IX VAn I> < 00 
n 

since {X VAn} is ui. 
Necessity of (b): If v is regular, then 

and {X vAn} is ui implies that {Xn 1[v>n]} is ui since a smaller sequence is ui if a 
dominating one is ui. (See Subsection 6.5.1.) 0 
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Remark 10.13.1 A sufficient condition for (10.45) is that (X n } be an L I-bounded 
martingale. To see this, recall that L I-bounded martingales converge almost surely 
so that 

X a.s·X 
n ~ 00 

and X v is thus defined almost everywhere. We claim X vEL I, and therefore 

Xvl[v<oo] E Lt. To verify the claim, observe that X vAn ~. Xv, and so by Fatou's 
lemma 

E(lXvD = E( lim IXvAnl) < liminfE(IXvAnD. 
n-oo n-oo 

Also, 

E(Xn IBvAn) = X vAn, 

since by Lemma 10.8.2 

E(XnIBvAn ) = L E(XnIBj )l[vAn=j] 
jeN 

= LE(XnIBj)I[vAn=iJ + LE(XnIBj)I[vAn=iJ 
j~n j>n 

(10.47) 

(10.48) 

and since [v 1\ n = j] = 0 when j > n, on applying the martingale property to 
the first sum, we get 

= L Xjl[vAn=iJ = XVI\n, 
j~n 

as claimed in (10.48). Thus 

E(IXvAnD < EIE(XnIBvAn)1 

~ E (E(IXn\lBvAn» = E(lXnD. 

From (10.47) and (10.49) 

E(lXvD < liminfE(IXvAnD < lim E(IXnl) 
n-oo n-oo 

= sup E(lXn I) < 00. 
n 

(10.49) 

o 

Additional remark. If the martingale (X n} is non-negative, then it is automat
ically LJ-bounded since supn E(lXnl) = supn E(Xn) = E(Xo). Thus (10.45) 
holds. 

We now apply Theorem 10.13.3 to study the first escape times from a strip. 

Corollary 10.13.2 Let (X n, Bn ), n > O} be an L I-bounded martingale. 
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(a) For any level a > 0, the escape time Va := inf{n : IX n I > a) is regular. In 
particular, this holds if (Xn) is a positive martingale. 

(b) For any b < 0 < a, the time Va.b = inf{n : Xn > a or Xn < b) is regular. 

Proof. (a) We apply Theorem 10.13.3. Since (X n) is L )-bounded (10.45) is im
mediate from the previous remark. For (10.46) we need that (Xn 1v>n) is ui but 
since IX n 1 v>n I < a, uniform integrability is automatic. 

(b) We have 

Va.b < vlalvb = inf{n : IX II I > la I v Ibl) 

and vlalvlbl is regular from part (a) so Va.b, being dominated by a regular stopping 
time, is regular from Corollary 10.13.1. 0 

We end this section with an additional regularity criterion. 

Proposition 10.13.4 Suppose {(X n, Bn). n > 0) is a martingale. Then 

is equivalent to 

(i) V is regular for (Xn) and 

(ii) Xn~· 0 on [v = 00] 

(iii) { IXvldP < 00 and 
l[v<oo] 

(iv) { IXnldP ~ o. 
l[v>n] 

Proof. Assume (i) and (ii). Then {(X VAn, Bn), n E N) is a regular martingale, 
and hence X vAn ~ X veL 1 almost surely and in L 1 and from (ii), X v = 0 on 
[v = 00]. Then 

00 > { IXvldP = { IXvldP In l[v<oo] 

since X v = 0 on [v = 00]. This is (iii). Also 

{ IXnldP = ( IXvAnldP ~ 1 IXvldP = 0 
J[v>n] l[v>n] [v=oo] 

. X L) X '1 sInce vAn ~ v ental s 

sup 1 (XvAn'-lIXv' ~ O. 
A A A 

Thus (i)+(ii) =} (iii)+(iv). 
Given (iii) and (iv): Recall from Theorem 10.13.3 that v is regular for (Xn) iff 
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(a) ~v<oo] IXvldP < 00 

(b) {Xnlv>nl ui. 

If we show (iv) implies (b), then we get v is regular. Note (iv) implies 

Lt 
~n := IX n 11[v>n] ~ O. 

We show this implies {~n} is ui. Observe 

Choose no so large that vn>noE(~n) < € (since E(~n) ~ 0, we can do this) and 
choose b so large that 

for a total bound of 2€ . 
So we get (i). Since v is regular, X v is defined on n and X vEL 1 (recall 

Theorem 10.13.2) and X vAn ~ X v a.s. and in L 1. But, as before 

0= lim E(~n) = lim { IXnldP 
n-oo n-oo J[v>n] 

= lim { IXvAnldP = { IXvldP. 
n-oo J[v>n] J[v=OO] 

So X v I v=oo = 0 almost surely; that is, X n ~ 0 on [v = 00]. Hence (ii) holds. 0 

10.14 Wald's Identity and Random Walks 

This section discusses a martingale approach to some facts about the random 
walk. Consider a sequence of iid random variables {Yn , n > I} which are not 
almost surely constant and define the random walk {X n, n > O} by 

with associated a-fields 

n 

X 0 = 0, X n = L Y;, n > 1, 
1 

80 = {0, n}, 8n = a(Ylt ... , Yn ) = a (Xo, ... ,Xn ). 

Define the cumulant generating function by 

c/J(u) = 10gE(exp{uYd), u E IR. 

We recall the following facts about cumulant generating functions. 
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1. 4J is convex. 

Let a E [0, 1]. Recall Holder's inequality from Subsection 6.5.2: If p > 0, 
q > 0, p-l + q-l = 1, then 

Set p = 1/a, and q = 1/(1 - a) and we have 

t/J (a U I + (1 - a )U2) = log E ( e"u, Y, e(l-a)U2 Y, ) 

:5 log ( E(e"'Y') r (E(e"2Y') y-a 
= a4J(ul) + (1 - a)4J{u2)· 

2. The set (u : 4J(u) < oo} =: [4J < 00] is an interval containing o. (This 
interval might be [0,0] = (O}, as would be the case if Yl were Cauchy 
distributed). 

If Ul < U2 and 4J(Ui) < 00, i = 1,2, then for 0 < a < 1, 

So if Ui E [4J < 00], i = 1, 2, then 

Note 4J(0) = log E(eOY1 ) = log 1 = O. 

3. If the interior of [4J < 00] is non-empty, 4J is analytic there, hence infinitely 
differentiable there, and 

so 

4J' (0) = E (Yd. 

One may also check that 

4J"(0) = Var(Yl). 

4. On [4J < 00], 4J is strictly convex and 4J' is strictly increasing. 
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10.14.1 The Basic Martingales 

Here is a basic connection between martingales and the random walk. 

Proposition 10.14.1 For any u E [4> < 00], define 

e"Xn 

Mn(u) = exp{uXn - n4>(u)} = ( )n. 
E(e" Y1 ) 

Then ((Mn(u), Bn), n E N} is a positive martingale with E(Mn(u» = 1. Also, 
Mn(u) .... 0 a.s. as n ~ 00 and hence {Mn(u)} is a non-regular martingale. 

Proof. The fact that {Mn(u)} is a martingale was discussed earlier. See item 4 of 
Section 10.5. 

Now we check that Mn(u) ~ 0 almost surely as n ~ 00. We have that 
u E [4> < 00] and 0 E [4> < 00] implies ~ E [4> < 00], and by strict con
vexity 

1 1 1 1 1 
4>(u/2) = 4>( -0 + -u) < -4>(0) + -4>(u) = -4>(u). 

2 2 2 2 2 
(10.50) 

Also {Mn(~)} is a positive martingale and LJ-bounded, so there exists a random 
variable Z such that 

u u u 
Mn(-) = exp{-Xn - n4>(-)} ~ Z < 00 

2 2 2 

and 

Therefore 

Mn(u) = exp{uXn - n4>(u)} 
u u = exp{uXn - 2n4>(2) + n[24>(2) - 4>(u)]} 

2 u 1 = (X + 0(1» exp{n[2(t/J( 2) - 2 t/J(u»)]} 

~O 

since 4>(~) - !4>(u) < 0 from (10.50). o 
MORE MARTINGALES. From Proposition 10.14.1 we can get many other mar

tingales. Since 4> is analytic on [4> < 00], it is also true that 

U H- exp{ux - n4>(u)} 

is analytic. We may expand in a power series to get 

00 uk 
exp{ux - n4>(u)} = E -!k(n,x). 

k=O k! 
(10.51 ) 



10.14 Wald's Identity and Random Walks 401 

If we expand the left side of(10.51) as a power series in u, the coefficient of uk is 
/k(n, x)/ k!. As an example of this procedure, we note the first few terms: 

and 

/o(n, x) = exp{ux - nt/J(u)lIu=o = 1 

a 
/1 (n, x) = - exp{ux - ncp(u)lIu=O 

au 

= exp{ux - nt/J(u)}(x - ncp'(u»lu=o 

= 1 . (x - nEYd 

a2 

/2(n, x) = au2 exp{ux - nt/J(u)lIu=o 

= <J<J
u 
{eUx-n~(u)(x - n.p'(u»lIu=o 

= eux-m/l(u) (-ncp"(u» + 
eux-n~(u)(x - nt/J'(u»2Iu=o 

= (x - nE(Yd}2 - nVar(Yd. 

Each of these coefficients can be used to generate a martingale. 

Proposition 10.14.2 For each k > 1,{(/k(n, X n), Bn), n > O} is a martingale. 
In particular 

k = 1, 

k = 2, 

are martingales. 

{(It (n, Xn) = Xn - nE(Yd = Xn - E(Xn), Bn), n E N} 

{(Xn - E(Xn»2 - Var(Xn), Bn}, n E N} 

(I/Var(Yd = (/2 and E(Yd = 0, then {X~ - n(/2} is a martingale.) 

For the most important cases where k = 1 or k = 2, one can verify directly 
the martingale property (see Section 10.5). Thus we do not give a formal proof 
of the general result but only give the following heuristic derivation. From the 
martingale property of {Mn(u)} we have for m < n 

that is, 

so that 



402 10. Martingales 

Now differentiate inside E( IBm) k times and set u = O. This needs justification 
which can be obtained from the Dominated Convergence Theorem. The differen
tiation yields 

o 

10.14.2 Regular Stopping Times 

We will call the martingale ((Mn(u), Bn), n EN}, where 

Mn(u) = exp{uXn - u4>(u)} = e"xn /(Ee"Y1)n 

the exponential martingale. Recall from Proposition 10.14.1 that if u -:F 0, and 
u E [4> < 00], then Mn(u) ~ 0, almost surely. Here is Wald's Identity for the 
exponential martingale. 

Proposition 10.14.3 (Wald Identity) Let u E [4> < 00] and suppose 4>'(u) > o. 
Then for a > o. 

vd = inf{n : X n > a} 

is regular for the martingale ((Mn(u), Bn), n EN}. Consequently, by Corollary 
10.13.1, any stopping time v < v: is regular and hence Wald's identity holds 

1 = E(Mo(u» = E(Mv) 

= f exp{uXv - 1I</>(u)jdP 

= r exp{uXv - v4>(u)}dP. 
1[v<oo] 

Proof. Recall from Proposition 10.13.4, that for a stopping time v and a martin
gale {~n} 

{
(i) v is regular for {~n} ¢} { (iii) ~v<oo] l~vldP < 00 
(ii) ~n ~ 0 on [v = 00] (iv) ~v>n] l~nldP ~ O. 

Recall from Remark 10.13.1 that (iii) automatically holds when the martingale is 
L t-bounded which is implied by the martingale being positive. 

So we need check that 

r Mn(u)dP = { euxn-nt/>(u)dP ~ O. 
1[vt>n] 1[vt>n] 

(10.52) 

For the proof of (10.52) we need the following random walkfact. Let {~;, i > I} 
be iid, E(~;) > o. Then 

n 

lim sup E~; = +00, 
n-+oo 1=1 

(10.53) 
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and so if 
n 

v! := inf{n : L~; > a}, 
,=1 

we have v! < 00 a.s. and P[ v! > n] 4> o. For the proof of (10.53), note that 
if £(~t> > 0, then almost surely, by the strong law of large numbers L7-1 ~; '" 
n£(~,) 4> 00. If £(~,) = 0, the result is still true but one must use standard 
random walk theory as discussed in, for example, Chung (1974), Feller (1971), 
Resnick (1994). 

We now verify (10.52). We use a technique called exponential tilting. Suppose 
the step random variables Yi have distribution F. On a space (Q#, 13#, P#), define 
{Y,# ,i > I} to be iid with distribution F# defined by 

F#(dy) = eUY-¢(u) F(dy). 

Note F# is a probability distribution since 

F#(R) = l eUY-"(u) F(dy) = In e"y,-,,(u)dP 

= £euY1/e¢(u) = 1. 

F# is sometimes called the Esscher transform of F. Also 

£#(Yf) = ( yF#(dy) = f yeuy-¢(u) F(dy) = m'(u) = q/(u) 
JR m(u) 

where m(u) = £ (euYl ), and by assumption 

£#(Yf) = rp'(u) > o. 
Note the joint distribution of Yf, ... , Y: is 

n 
p#[Yf E dYl, ... , Y: E dYn] = n euy,-¢(U)F(dy,) 

,=1 
n n 

= exp{u LY; - nrp(n)} n F(dYi). 
,=1 ,=1 

Now in order to verify (10.52), observe 

( euXn-nt/>(U)dP 
J[vt>n] 

(10.54) 

= 1 exp{u tYi -nt/l(u)} fI F(dy,) 
{(Y ...... Yn):L::=l Y, <a.j=1. ...• n) ,=1 ,=1 

j 

= p# [L yr < a, j = 1, ... , n] (from (10.54» 
,=1 

#[ Y~ ] = P va > n .... O. o 
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Corollary 10.14.1 Let -b < 0 < a, u E [t/J < 00] and 

Va.b = inf{n : Xn > a or Xn < -b}. 

Then Va,b is regular for {Mn(u)} and thus satisfies Wald identity. 

Proof. Note va,b is not defined directly in terms of {Mn(u)} and therefore Corol
lary 10.13.2 is not directly applicable. If t/J'(u) > 0, Proposition 10.14.3 applies, 
then vt is regular for {Mn(u)}, and hence Va.b < vt is regular by Corollary 
10.13.1. If tP'(u) < 0, check the previous Proposition 10.14.3 to convince your
self that 

Vb := inf{n : Xn < b} 

is regular and hence Va,b < vb is also regular. o 

Example 10.14.1 (Skip free random walks) Suppose the step random variable 
Y1 has range {I, 0, -1, -2, ... } and that P [Yl = 1] > O. Then the random walk 
{X n} with steps {Yj} is skip free positive since it cannot jump over states in the 
upward direction. 

Let a > 0 be an integer. Because {Xn} is skip free positive, 

Note 

t/J(u} = log (eu P[Y1 = 1] + f e-uj P[Y1 = - n) 
)=0 

so [0,00) c [t/J < 00] and tP(oo) = 00. By convexity, there exists u* E [0,00) 
such that 

inf ¢(u) = t/J(u*). 
ue[O.oo) 

On the interval [u*, 00), tP increases continuously from the minimum tP(u*) to 
00. Thus for u > u*, we have tP' (u) > O. 

For u > u*, Wald's identity is 

1 = { exp{uXv+ - v:t/J(u)}dP Jlu: <00] Q 

= { exp{ua - v:tP(u)}dP, 
Jlu: <00] 

so that 

(10.55) 
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This holds for u E [t/> < 00] and in particular it holds for u E [u·. 00). 

Consider the following cases. 
CASE (I) Suppose t/>' (0) = E (Yt) > O. Then u* = 0 and since E (Yl) > 0 

implies vd < 00 almost surely, we have 

Setting A = t/> (u) gives 

E(e-AV:) = J e->.v: dP = e-r(A)a. 

In this case, Wald's identity gives a formula for the Laplace transform of vd. 
CASE (II) Suppose E(Yd = t/>'(O) < O. Since l/J(O) = 0, convexity requires 

l/J(u*) < 0 and there exists a unique Uo > u· > 0 such that l/J(uo) = O. Thus if 
we substitute Uo in (10.55) we get 

In this case, Wald's identity gives a formula for P[ v;i < 00]. o 

We now examine the following martingales: 

(Xn - nE(Y}), n ?: OJ, {(Xn - nE(Yl»2 - nVar(Y}) , n > OJ. 

Neither is regular but we can find regular stopping times. 

Proposition 10.14.4 Let v be a stopping time which satisiles E(v) < 00. Then 

(a) v is regular for (Xn - nE(Y})} assuming E(IYlI) < 00. 

(b) v is regular for {(Xn - nE(Yl»2 - nVar(Yl)} assuming E(Y;) < 00. 

From (a) we get 

From (b) we get 

E(Xv - vE(Yd)2 = E(v)Var(Y}). 

Proof. (a) Since {Xn - nEYd has mean 0, without loss of generality we can 
as 

suppose E(Yl) = 0.1f E(v) < 00, then P[v < 00] = 1 and so X vAn ~ Xv' We 
show, in fact, this convergence is also L t and thus {X vAn} is a regular martingale 
and v is a regular stopping time. 

Note that 

if v < n 

if v > n, 
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so that 

00 00 

IXvI\n - Xvi = I L Yjl[v~j]1 < L IYjll[v~j] =: ~n+l. 
J=n+l j=n+l 

Note ~n+l < ~1 and 

00 00 

E(~I) = E(L IYjll[v~J]) = L EIYjl1[v~j] 
J=l J=l 

and because [v > j] E B j -1 we get by independence that this equals 

Now 

00 

= L E(IY IDP[v > j] = E(IY. DE(v) < 00. 

j=l 

00 

~n+l = L IYj 11[v~j] ~ 0 
j=n+l 

as n ~ 00, since the series is zero when n + 1 > v. Furthermore 

and so by the dominated convergence theorem 

which means 
LI 

XVl\n ~ Xv. 

2 L2 (b) Now suppose E(Yl) = 0, E(Y1 ) < 00. We first check XVl\n ~ Xv. 
Note that l[v~m] E Bm- 1 is predictable so that {Ymlv~m} is a fair (martingale 
difference) sequence and hence orthogonal. Also, 

00 00 

L E(Yml[v~m])2 = L E(Y';)P[v > m] 
m=1 m=l 

00 

= E(Yf) L P[v ::: m] = E(Yr)E(v) < 00. 

m=l 

As in (a), we get using orthogonality, that as n ~ 00 

00 00 

E(Xvl\n - Xv)2 = E( L Yjlv~j)2 = L E(Yjlv~j)2 ~ 0 
j=n+l j=n+l 
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. ~oo 2 S L2 Since we already checked that ~m=I E (Ym Iv~m) < 00. 0 X vAn ~ Xv' 

It follows that X~An !:l. X~. Furthermore 

SInce 

EIX~An - (v A n)Var(Y})- (X~ - vVar(Yl»1 

< E(lX~"n - X~I) + E(lv An - vI)Var(YI) 

= 0(1) + Var(YdE(lv - nl1[v>n)) 

< 0(1) + Var(Yt>E(vl[v>nj) ~ O. 

Thus {X~An - (v A n)VarYd is regular by Proposition 10.11.2. 

10.14.3 Examples of Integrable Stopping Times 

o 

Proposition 10.14.4 has a hypothesis that the stopping time be integrable. In this 
subsection, we give sufficient conditions for first passage times and first escape 
times from strips to be integrable. 

Proposition 10.14.5 Consider the random walk with steps {Yj). 
(i) If E (Yd > 0, then for a > 0 

Vd = inf{n : X n > a) ELI. 

(U) If E(YI) < 0, then for b > 0 

Vb = inf{n : Xn < -b} ELI. 

va.b = inf{n : Xn > a or Xn < -b} ELI. 

Proof. Observe that (i) implies (ii) since given (i), we can replace Y, by - Y, to 
get (ii). Also (i) and (ii) imply (iii) since 

It suffices to show (i) and we now suppose E (YI) > O. Then 

is a zero mean martingale so 
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which translates to 

(10.56) 

Since 

we get by the monotone convergence theorem 

E(Vd An) / E(vd). 

From (10.56), we need a bound on EXv+ An. 
o 

We consider two cases: 
CASE 1. Suppose that Yl is bounded above; that is, suppose there exists c and 

Yl < c with probability 1. On [v: < 00] we have X v: -1 < a and Yv: < C so 
that 

and 

In any case 

Thus (10.56) and E(Yl) > 0 imply 

so v: ELI. 

a+c 
-- > E(Vd An) / E(Vd), 
E(Y}) -

CASE 2. If Yl is not bounded above by c, we proceed as follows. Note as 
c t 00, Yl Act Yl and IYl A cl < IYll ELI. By Dominated Convergence 
E (Yl A c) ~ E (YI ) > O. Thus, there exists c > 0 such that E (YI A c) > O. Then 
for n > 0 

n n 

X~c) := L(Y; A c) < LY' =: Xn 
;=1 ;=1 

and 

Vd<C) = inf{n : X~C) > a} ~ Vd = inf{n : Xn > a}. 

F C +(c) L + L rom ase 1, Va E }, so Va E I. o 
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10.14.4 The Simple Random Walk 

Suppose {Yn , n > I} are iid random variables with range {±1} and 

1 
P[YI = ±1] = -. 

2 

Then E (Yl) = o. As usual, define 

n 

Xo=O, Xn = LY', n::: 1, 
,=1 

and think of Xn as your fortune after the nth gamble. For a positive integer a > 0, 
define 

Vd = inf{n : Xn = a}. 

Then P[ vd < 00] = 1. This follows either from the standard random walk result 
(Resnick, 1994) 

lim sup X n = +00, 
n-+oo 

or from the following argument. We have vd < 00 a.s. iff vi < 00 a.s. since 
if the random walk can reach state 1 in finite time, then it can start afresh and 
advance to state 2 with the same probability that governed its transition from 0 to 
1. Suppose 

p := P[vd = 00]. 

Then 

1 - P = p[vi < 00] 

= p[vi < 00, Xl = -1] + p[vi < 00, Xl = 1] 
1 1 = -(1 - p)(1 - p) + -
2 2 

since (1 - p) (1 - p) is the probability the random walk starts from -1, ultimately 
hits 0, and then starting from 0 ultimately hits 1. Therefore 

so 

121 
1- P = -(1- p) +-

2 2 

2 - 2p = 2 - 2p + p2, 

and p2 = 0 which implies p = O. Notice that even though P[v: < 00] = 1, 
E(vd) = 00 since otherwise, by Wald's equation 

a contradiction. o 
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GAMBLER'S RUIN. Starting from 0, the gambling game ends when the ran
dom walk hits either a or -b. From Theorem 10.13.3, Va,b is regular since 

{ IXVobldP < (lal v IbDP[va,b < 00] < 00, 
J[VO.b<OO] 

and 

so that {X n 1 [vo.b>n]} is ui. 
Now regularity of the stopping time allows optimal stopping 

0= E(Xo) = E(XVo.b) = -bP[vb < v:] + aP[v: < Vb] 

= -bP[vb < v:] + a(l - P[vb" < v:]). 

We solve for the probability to get 

P[Vb < v:] = P[ hit - b before hit a] = a b' 
a+ 

(10.57) 

We now compute the expected duration of the game E(Va,b). Continue to as
sume pry} = ±1] = !. Recall {X~ -n, n > O} is a martingale and E(X~ -n) = 
O. Also {(X~O.bAn - (Va,b /\ n), Bn), n E N} is a zero mean martingale so that 

o = E(X~O.bAn - (Va,b /\ n»; 

that is, 

Asn ~ 00, 

Va.b /\ n t Va,b 

so the monotone convergence theorem implies that 

E(Va,b /\ n) t E(Va,b). 

Also 

and 

X Vo.b An ~ X Vo.b 

implies by the dominated convergence theorem that 

E (X~O.bAn) ~ E (X~O.b)· 

(10.58) 
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From (10.58) and (10.57) 

E(Va.b) = E(X~Q b) 

(so Va.b ELI and is therefore regular by Proposition 10.14.4) 

GAMBLER'S RUIN IN THE ASYMMETRIC CASE. Suppose now that 

pry} = 1] = p, pry} = -1] = 1 - P =: q 

for p -=f:. ! and 0 < p < 1. Then for u E IR, 

and from Corollary 10.14.1, Va.b is regular for the martingale 

euXn 
{M (u) = n > OJ 

n (U + u)n' -e p e- q 

and Wald's identity becomes 

To get rid of the denominator, substitute u = logq / p so that 

eU p + e -u q = q . p + p . q = q + p = 1. 
P q 

Then with eU = q / p we have 

1 = E(exp{uXuQ bJ) = eua P[v: < vb] + e-ub P[vb < v:]. 

Solving we get 

P[ vb < v:] = P[ exit the strip at - b] 
1 - (~)a 

p 

o 

o 
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10.15 Reversed Martingales 

Suppose that {Bn, n > O} is a decreasing family of a-fields; that is, Bn :J Bn+l • 

Call {(Xn, Bn), n ~ O} a reversed martingale if Xn E Bn and 

This says the index set has been reversed. For n < 0, set 

B~ = B_n, X~ = X-no 

Then B~ C B;" if n < m < 0 and {(X~, B~), n < O} is a martingale with index set 
{ ... , - 2, -1, O} with time flowing as usual from left to right. Note this martingale 
is closed on the right by Xo and for n < 0 

E(XoIB~) = X~. 

So the martingale {(X~, B~), n < O} is ui and as we will see, this implies the 
original sequence is convergent a.s. and in L I. 

Example. Let {~k, k ~ I} be iid, L 1 random variables. For n > 1 define Sn = 
L~-I~; and Bn = a(Sn, Sn+lt ... ). Hence Bn is a decreasing family. For 
1 < k :5 n, Bn = a(Sn, ~n+l, ~n+2, ... ). Furthermore, by symmetry 

Adding over k = 1,2, ... , n, we get 

n 

Sn = E(SnIBn) = LE(~kIBn) = nE(~IIBn), 
k=1 

and thus 
Sn - = E(SIIBn) 
n 

which is a reversed martingale sequence and thus uniformly integrable. From The
orem 10.15.1 below, this sequence is almost surely convergent. The Kolmogorov 
0-1 law gives limn-.oo ~ is a constant, say c. But this means 

Thus, the Reversed Martingale Convergence Theorem 10.15.1 provides a very 
short proof of the strong law of large numbers. 

Here are the basic convergence properties of reversed martingales. 

Theorem 10.15.1 (Reversed Martingale Convergence Theorem) Suppose that 
{Bn, II > O} is a decreasing family of 0' -fields and suppose 
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is a positive reversed martingale. Set 

(i) There exists Xoo E Boo and Xn ~ Xoo· 

(ii) E (X n 1 Boo) = X 00 almost surely. 

(iii) {Xn} is ui and Xn ~ Xoo. 

Proof. Recall X~ = X -n, B~ = B-n, n ~ 0 defines a martingale on the index set 
{ ... , -2, -1, OJ. Define 

8!~~ = # downcrossings of [a, b] by Xo, ... ,Xn 

= # upcrossings of [a. b] by Xn, Xn-}. ... ,Xo 

= # upcrossings of [a. b] by X~n' X~n+l' ... ,Xo 
(n) 

= Yab . 

Now apply Dubins' inequality 10.8.4 to the positive martingale X'-n' . .. , Xo to 
get for n > 1, 

p[,}n) > klB' ] = p[8(n) > klB ] 
r a.b - -n a.b - n 

a X'-
~ (bl(~ 1\ 1) 

a k Xn = (-) (- 1\ 1). 
b a 

Taking E ('IBoo) on both sides yields 

a k X 
P[8~.b > klBoo) < (b) E(-f 1\ 1)IBoo}. 

As n t 00, 

8!n,} t 8a.b = # downcrossings of [a, b] by {Xo, X}. ... }, 

and 

Thus 8a .b < 00 almost surely for all a < b and therefore limn-.oo Xn exists 
almost surely. Set X 00 = lim sUPn-.oo X n so that X 00 exists everywhere, and 
X n -+ X 00 a.s. Since X n E Bn. and {Bn} is decreasing, we have for n > p that 
Xn E Bp so Xoo E Bp for all p. Thus 

Xoo E nBp = Boo. 
p 
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Now for all n > 0, Xn = E(XoIBn) so {Xn} is ui by Proposition 10.11.1. Uniform 
integrability and almost sure convergence imply L 1 convergence. (See Theorem 
6.6.1 on page 191. This gives (iii). 

Also we have 

(10.59) 

Now let n ~ 00 and use the fact that X n ~ X 00 implies that the conditional 
expectations are L I-convergent. We get from (10.59) 

for any n ~ O. This concludes the proof. o 

These results are easily extended when we drop the assumption of positivity 
which was only assumed in order to be able to apply Dubins' inequality 10.8.4. 

Corollary 10.15.1 Suppose {Bn) is a decreasing family and X ELI. Then 

almost surely and in L 1. (The result also holds if {Bn) is an increasing family. See 
Proposition 10.11.2.) 

Proof. Observe that if we define {Xn} by Xn := E(XIBn), then this sequence is 
a reversed martingale from smoothing. From the previous theorem, we know 

Xn ~ Xoo E Boo 

a.s. and in L 1. We must identify X 00. From L I-convergence we have that for all 
A E B, 

L E(XIB.)dP --> L XoodP. (10.60) 

Thus for all A E Boo 

L E(XIB.)dP = L XdP (definition) 

= L E(XIBoo)dP (definition) 

--> L X ood P (from (to.6O». 

So by the Integral Comparison Lemma 10.1.1 

Xoo = E(XIBoo ). o 
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Example 10.15.1 (Dubins and Freedman) Let {Xn} be some sequence of ran
dom elements of a metric space (S, S) defined on the probability space (Q, B, P) 
and define 

Define the tail a-field 

Proposition 10.15.2 7 is a.s. trivial (that is, A E 7 implies peA) = 0 or 1) iff 

VA E B: sup IP(AB) - P(A)P(B)I ~ o. 
Bel3n 

Proof. ~. If 7 is a.s. trivial, then 

peA IBn) ~ peA IBoo) = peA 17) = peA 1{0, Q}) = peA) (10.61) 

a.s. and in L 1. Therefore, 

sup IP(AB) - P(A)P(B)I = sup IE{P(ABIBn») - P(A)E(1B)1 
Bel3n Bel3n 

from (10.61). 

= sup IE (lB{P(AIBn) - P(A)})I 
Bel3n 

< sup E IP(AIBn) - P(A)I -+ 0 
Bel3n 

+-. If A E 7, then A E Bn and therefore 

peA n A) = P{A)P(A) 

which yields P{A) = (p(A»2. o 
Call a sequence {Xn) of random elements of (S, S) mixing if there exists a 

probability measure F on S such that for all A E S 

P[Xn E AJ ~ F(A) 

and 

P([Xn E .J n A) ~ F(·)P(A). 

So {X n} possesses a form of asymptotic independence. 

Corollary 10.15.2 If the tail a -field 7 of {X n} is a.s. trivial, and 

P[Xn E .J ~ F(·), 

then {X n} is mixing. 
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10.16 Fundamental Theorems of 
Mathematical Finance 

This section briefly shows the influence and prominence of martingale theory in 
mathematical finance. It is based on the seminal papers by Harrison and Pliska 
(1981), Harrison and Krebs (1979) and an account in the book by Lamberton and 
Lapeyre (1996). 

10.16.1 A Simple Market Model 

The probability setup is the following. We have a probability space (Q, B, P) 
where Q is finite and B is the set of all subsets. We assume 

P({ev}) > 0, Yev E Q. (10.62) 

We think of ev as a state of nature and (10.62) corresponds to the idea that all 
investors agree on the possible states of nature but may not agree on probability 
forcasts. 

There is a finite time horizon 0, 1, ... , Nand N is the terminal date for eco
nomic activity under consideration. There is a family of a-fields 80 C Bl C 
... C BN = 8. Securities are traded at times 0, 1, ... , N and we think of Bn as 
the information available to the investor at time n. We assume Bo = {Q, 0}. 

Investors trade d + 1 assets (d > 1) and the price of the ith asset at time n is 
S~;) for i = 0, 1, ... , N. Assets labelled 1, ... , d are risky and their prices change 
randomly. The asset labelled 0 is a riskless asset with price at time n given by S~o) , 
and we assume as a normalization S~o) = 1. The riskless asset may be thought 
of as a money market or savings account or as a bond growing deterministically. 
For instance, one model for {S~o), 0 < n < N} if there is a constant interest rate 
r, is S~o) = (1 + r)n. We assume each stochastic process {S~'), 0 < n < N) 

is non-negative and adapted so that 0 < S~') E Bn for i = 0, ... , d. Assume 
S~o) > 0, n = 0, ... , N. We write 

{Sn = (S~o), S~l), ... ,S~i», 0 < n < N} 

for the JRd+l-valued price process. 
Since the money market account is risk free, we often wish to judge the quality 

of our investments in terms of how they compare to the riskfree asset. We can 
apply the discount factor ~n = 1/ S~o) to our price process and get the discounted 
price process 

- (0) 
{Sn = Sn/Sn ' 0 < n < N} 

which may be thought of as the original price process denominated in units of the 

current price of the riskless asset. Note that S~o) = 1. 
The change in the prices from period to period is given by the JRd+l-valued 

process 
do = So, dn = Sn - Sn -1, n = 1, ... , N 
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and the change in the discounted prices is 

do = So, dn = Sn - Sn-J, n = 1 •...• N. 

-(0) 
Note that dn = 0 for n = 1, ...• N. 

A TRADING STRATEGY is an Rd+l-valued stochastic process 

which is predictable, so that for each i = 0 •... , d, we have 4>~;) E Bn - I for 
n>1. 

Note that since Q is finite, each random variable 14>~i) 1.0 < n < N. 0 < i < d 
is bounded. Think of the vector cPn as the number of shares of each asset held 
in the investors portfolio between times n - 1 and n based on information that 
was available up to time n - 1. At time n, when new prices Sn are announced, 
a repositioning of the investor's portfolio is enacted leading to a position where 
cPn+1 shares of each asset are held. When the prices Sn are announced and just 
prior to the rebalancing of the portfolio, the value of the portfolio is 

d 

Vn(cP) = (cPn• Sn) = cP~Sn = L 4>~') S~i). 
;=0 

The discounted value process is 

To summarize: we start with value Vo(cP) = (cPo. So). Now So is known so 
we can rebalance the portfolio with cPl. The current value (cPl' So) persists un
til prices Sl are announced. When this announcement is made, the value of the 
portfolio is VI (cP) = (cPl' Sl). Then since Sl is known, we rebalance the port
folio using cP2 and the value is (cP2, S}) until S2 is announced when the value is 
(cP2' S2) and so on. 

A trading strategy cP is called self-financing if we have 

(10.63) 

This means that at time n, just after prices Sn are announced, the value of the 
portfolio is (cPn , Sn). Then using the new information of the current prices, the 
portfolio is rebalanced using cPn+l yielding new value (c/>n+l' Sn). The equality 
in (10.63) means that the portfolio adjustment is done without infusing new capital 
into the portfolio and without consuming wealth from the portfolio. 

Here are some simple characterizations of when a strategy is self-financing. 

Lemma 10.16.1 If cP is a trading strategy, then the following are equivalent: 

(i) cP is self-financing. 
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(ii) For 1 < n < N 

(iii) For 1 < n < N 

n 

Vn(q,) = Vo(q,) + L(q,J' dj). 
j=1 

n 

Vn(q,) = Vo(q,) + L(q,J' dJ ). 

j=1 

Proof. Observe that the self-financing condition (10.63) is equivalent to 

(10.64) 

(10.65) 

(10.66) 

which says that for a self-financing strategy, changes in the value function are due 
to price moves. Summing (10.66) over j = 0, ... , n gives (10.64). Conversely, 
differencing (10.64) yields (10.66) and hence:,. (10.63). Nex!!. in (10.63) multiply 
through by the discount factor ~n to get (q,n' Sn) = (cPn+l' Sn) or 

Proceed as in (ii). 0 

Note that since djO) = 0, for j = 1, ... , N we can rewrite (10.65) as 

n d 

V n(cP) = Vo(cP) + L L cI>}'>tfJ> (10.68) 
j=1 ;=1 

showing that the discounted wealth at n from a self-financing strategy is only 
dependent on Vo(q,) and {tP}'>, i = 1, ... , d; j = 1, ... , n}. The next result 

shows that if a predictable process ((tP~l), tPy>, ... ,cI>t», 1 < j < N} and an 
initial value Vo E Bo is given, one may always find a unique predictable process 

(0) . (0) (1) (d) • • {cI>j ,0 < } < N} such that cP = {(tPj ,tPJ , ... , tPj ),0 < ) < N} IS self-
financing. 

Lemma 10.16.2 Given ((cI>}l), cl>y>, ... , cI>}d», 1 < j < N}, a predictable pro
cess, and a non-negative random variable Vo E Bo, there exists a unique pre
dictable process {tP}o>, 0 < j < N} such that 

is self-financing with initial value Yo. 
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Proof. Suppose (CPo, ... , ¢N) is a self-financing strategy and that Vo is the initial 
wealth. On the one hand, we have (10.68) with Vo replacing Vo(cp) and on the 
other hand, we have from the definition that 

d . 

=4>!O)1 + L4>!i)S~). (10.69) 
i=1 

Now equate (10.69) and (10.68) and solving for 4>!O), we get 

n d d 

4>!O) =Vo + L L 4>}i)~i) - L 4>!')S~) 
j=1 1=1 1=1 

n-I d d 

=Vo+ LL4>}'>dj) + L4>!i) (S~) -S~~I) -S~») 
J=li=1 1=1 

n-I d d 

- V. + "" "" ,1.(;) de!) + """ A.(i) (_s(i) ) E B - ° ~~'Yj J ~'Yn n-l n-I. 
j=1 1=1 i=1 

• A. (i) B f . 1 d SInce 'Y n -1 E n -lor I = .. .. , . 
This shows how 4>!O) is determined if the strategy is self-financing, but it also 

shows how to pick 4>~O) , given Vo and {( 4>~i), 1 < i < d), n = 1, ... , N} to make 
the strategy self-financing. 0 

10.16.2 Admissible Strategies and Arbitrage 

There is nothing in our definitions that requires ¢ > o. If 4>~;) < 0 for some 

i = 0, 1, ... , d, then we are short 14>~' > I shares of the asset. We imagine borrowing 
14>~')1 shares to produce capital to invest in the other hot assets. We want to restrict 
the risk inherent in short sales. 

We call cP an admissible strategy if cP is self-financing and 

Vn (cp) > 0, n = 0, ... , N. 

This is a kind of margin requirement which increases the likelihood of being able 
to pay back what was borrowed should it be necessary to do so at any time. Not 
only do we require that the initial value Vo(¢) be non-negative, but we require 
that the investor never be in a position of debt. 

In fair markets in economic equilibrium, we usually assume there are no arbi
trage opportunities. An arbitrage strategy ¢ is an admissible strategy satisfying 
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for some W() E Q. Equivalently, we require 

Vo(cP) = 0 and E(VN(cP)) > O. (10.70) 

Such arbitrage strategies, if they exist, represent riskless stategies which produce 
positive expected profit. No initial funds are required, the investor can never come 
out behind at time N, and yet the investor can under certain circumstances make a 
positive profit. Markets that contain arbitrage opportunities are not consistent with 
economic equilibrium. Markets without arbitrage opportunities are called viable. 

The next subsection characterizes markets without arbitrage opportunities. 

10.16.3 Arbitrage and Martingales 

There is a fundamental connection between absence of arbitrage opportunities 
and martingales. 

Recall the given probability measure is P. For another probability measure P* , 
we write P* = P if P « P* and P* « P so that P and P* have the same null 
sets. 

Theorem 10.16.1 The market is viable iff there exists a probability measure P* = 
P such that with respect to p., {(Sn, Bn), 0 < n < N} is a P*-martingale. 

Remark. Since Sn is 1Rd+1-valued, what does it mean for this quantity to be a 
martingale? One simple explanation is to interpret the statement component-wise 

-(,) 
so that the theorem statement asserts that for each i = 0, ...• N, {(Sn • Bn), 0 < 
n < N} is a P*-martingale. 

A measure P* which makes {(Sn, Bn), 0 < n < N} a P*-martingale is called 
an equivalent martingale measure or a risk neutral measure. 

Proof. Suppose first that P* = P and {(Sn, Bn), 0 < n < N} is a P*-martingale. 
Then {(dn , Bn ), 0 < n < N} is a P*-martingale difference and thus 

From (10.65) we see that {V n (cP), 0 < n < N} is a P* -martingale transform, and 
hence a martingale. Thus 

(10.71) 

Suppose now that an arbitrage strategy cP exists. Then by definition Vo(cP) = 0 
and from (10.71), we get E*(V N(cP)) = O. Since cP is admissible, VN(cP) > 0 
and this coupled with a zero E*-expectation means VN(cP) = 0 P*-almost surely, 
and thus (since p. = P) also P-almost surely. Since P({w}) > 0 for all w E Q, 

we have no exception sets and hence VN (cP) = O. This contradicts the definition 
of an arbitrage strategy, and we thus conclude that they do not exist. 

We now consider the converse and for this we need the following lemma. 
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Lemma 10.16.3 Suppose there exists a self-financing strategy l/J which, while 
not necessarily admissible, nonetheless satisfies Vo(l/J) = 0, VN(l/J) > 0 and 
E (V N (l/J» > O. Then there exists an arbitrage strategy and the market is not 
viable. 

Proof of Lemma 10.16.3. If Vn(l/J) > 0, n = 0, ... , N, then l/J is admissible and 
hence an arbitrage strategy. 

Otherwise, there exists 

no = sup{k : P[Vk(l/J) < 0] > OJ, 

and since VN(l/J) > 0 we have 1 < no < N - 1 and thus 

(a) P[Vno(l/J) < 0] > 0, 

(b) Vn(l/J) > 0, no < n < N. 

We now construct a new strategy 1/J = (1/Jo •... , 1/JN). To do this define 

eo = (1,0, ... ,0) E ]Rd+l. 

The definition of 1/J is 

t
o, 

1/Jk = 1 (A.. vno (t!» ) 
[Vno(t!»<ol 'f'k - s~~ eo , 

if k < no, 

if k > no. 

(10.72) 

(10.73) 

(10.74) 

We observe from its definition that 1/J is predictable, and in a series of steps we 
will show 

(i) 1/J is self-financing, 

(ii) 1/J is admissible, 

(iii) E(VN(1/J») > 0, 

and hence 1/J is an arbitrage strategy and thus the market is not viable. 
We now take up (i), (ii) and (iii) in turn. 
STEP (I). To show 1/J is self-financing, we need to show 

(10.75) 

for k = 0, ...• N - 1. First of all, for k + 1 < no both sides of (10.75) are O. Now 
consider the case k > no. We have 

(10.76) 
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and because l/J is self-financing we get 

as required. 
The last case to consider is k = no. In this case (1/Jk' Sk) = 0 and we need to 

check that (1/Jk+ l' Sk) = O. This follows: 

(1/Jk+l' Sk) = (1/Jno+ 1 ' Sno) 

( 
(

A. Vno (l/J)) ) = l[Vno (tI»<O] 'f'no+l - (0) eo, Sno 
Sno 

_ ( A. S _ Vno(l/J) (0») 
-l[vno (cP)<O] ('f'no+l' no) (0) Sno 

Sno 

and again using the fact that l/J is self-financing this is 

since (l/Jno' Sno) = Vno(l/J)· Thus 1/J is self-financing. 
STEP (II). Next we show 1/J is admissible. First of all, for k < no we have 

Vk(1/J) = 0 so we focus on k > no. For such k we have from (10.76) that 
Vk(1/J) > 0 since on [Vno(l/J) < 0] the term Vno(l/J)S!O) /S~~) < O. This verifies 
the admissibility of 1/J. 

STEP (III). Now we finish the verification that 1/J is an arbitrage strategy. This 
follows directly from (10.76) with N substituted for k since V N (1/J) > 0 on 
[Vno(l/J) < 0]. So an arbitrage strategy exists and the market is not viable. 0 

We now return to the proof of the converse of Theorem 10.16.1. Suppose we 
have a viable market so no arbitrage strategies exist. We need to find an equivalent 
martingale measure. Begin by defining two sets of random variables 

r :={X : Q ~ 1R : X > 0, E (X) > O} 

V :={ VN (l/J) : Vo(l/J) = 0, l/J is self-financing and predictable}. 

Lemma 10.16.3 implies that r n V = 0. (Otherwise, there would be a strategy l/J 
such that VN(l/J) > 0, E(VN(l/J) > 0 and Vo(l/J = 0 and Lemma 10.16.3 would 
imply the existence of an arbitrage strategy in violation of our assumption that the 
market is viable.) 
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We now think of r and V as subsets of the Euclidean space JRn, the set of 
all functions with domain Q and range JR. (For example, if Q has m elements 
WI, .•• , £Om, we can identify JRn with ]Rm.) The set V is a vector space. To see 
this, suppose cPO) and cP(2) are two self-financing predictable strategies such 
that VN(cP(i» E V for i = 1,2. For real numbers a, b we have 

and 
0= aVo(cP(I» + bVo(cP(2» = Vo(acP(1) + bcP(2» 

and a V N (cPO» + b V N (cP(2» is the value function corresponding to the self
financing predictable strategy acP(1) + bcP(2); this value function is 0 at time O. 
Thus aVN(cP(1» + bVN(cP(2» E V. 

Next define 
/C := {X E r : L X(w) = I} 

wen 

so that /C Cr. Observe that /C is closed in the Euclidean space JRn and is compact 
and convex. (If X, Y E /C,thenwe have LwaX(w)+(1-a)Y(w) = a+l-a = 1 
for 0 < a < 1.) Furthermore, since V n r = 0, we have V n /C = 0. 

Now we apply the separating hyperplane theorem. There exists a linear function 
A : ]Rn ~ ~ such that 

(i) A(X) > O. for X E /C, 

(ii) A(X) = 0, for X E V. 

We represent the linear functional A as the vector 

A = (A(W), £0 E Q) 

and rewrite (i) and (ii) as 

(i') Lwen A(W)X(W) > 0, for X E /c, 

(ii') Lwen VN(cP)(W) = 0, for VN(cP) E V, so that cP is self-financing and 
predictable. 

From (i') we claim A(W) > 0 for all £0 E Q. The reason for the claim, is that if 
A(WO) = 0 for some wo, then X = I(W()} satisfies Lwen X (£0) = 1 so X E /C but 

L A(W)X(W) = A(WO) = 0 
wen 

violates (i'). 
Define P* by 

P*(W) = A(W) . 
LW'en A(W') 
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Then P* (w) > 0 for all w so that P* = P. It remains to check that P* is that 
which we desire: an equivalent martingale measure. 

For any V N (l/J) E V, (ii') gives 

L ~(W)VN(l/J)(W) = 0, 
wen 

so that, since Vo(l/J) = 0, we get from (10.65) 

N 

E*(L(l/Jj , d}») = 0, (10.77) 
j=l 

for any l/J which is predictable and self-financing. 
Now pick 1 < i < d and suppose (4)~i), 0 < n < N) is any predictable process. 

Using Lemma 10.16.2 with Vo = 0 we know there exists a predictable process 
(4)~O) , 0 < n < N) such that 

l/J# := {(4)~O>, 0, ... , 0, 4>~'), 0, ... , 0), 0 < n < N} 

is predictable and self-financing. So applying (10.77), we have 

N N d 

0= E*(L(l/Jj, dj)) = E*(L L 4>~(/) dj» 
j=l j=l/=l 

N 

= E*(L 4>y)d~'»). (10.78) 
j=l 

Since (10.78) holds for an arbitrary predictable process (4)~i), 0 < j < N}, we 

conclude from Lemma 10.5.1 that ((S~), Bn ), 0 < n < N} is a P*-martingale. 0 

Corollary 10.16.1 Suppose the market is viable and P* is an equivalent martin
gale measure making {(Sn, Bn ), 0 < n < N} a P*-martingale. Then 

is a P* -martingale for any self-financing strategy l/J. 

Proof. If l/J is self-financing, then by (10.65) 

n 

V n (l/J) = Vo (l/J) + L (l/J ) , d j ) 
}=1 

so that {(V n(l/J), Bn), 0 < n < N} is a P*-martingale transform and hence a 
martingale. 0 
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10.16.4 Complete Markets 

A contingent claim or European option of maturity N is a non-negative BN = 
B-measurable random variable X. We think of the contingent claim X paying 
X(w) > 0 at time N if the state of nature is w. An investor may choose to buy or 
sell contingent claims. The seller has to pay the buyer of the option X(w) dollars 
at time N. In this section and the next we will see how an investor who sells a 
contingent claim can perfectly protect himself or hedge his move by selling the 
option at the correct price. 

Some examples of contingent claims include the following . 

• European call with strike price K. A call on (for example) the first asset 
with strike price K is a contingent claim or random variable of the form 
X = (S~) - K)+. If the market moves so that S~) > K, then the holder 
of the claim receives the difference. In reality, the call gives the holder the 
right (but not the obligation) to buy the asset at price K which can then be 
sold for profit (S~) - K)+ . 

• European put with strike price K. A put on (for example) the first asset 
with strike price K is a contingent claim or random variable of the form 

X = (K - S~»+. The buyer of the option makes a profit if S~) < K. 
The holder of the option has the right to sell the asset at price K even if the 
market price is lower. 

There are many other types of options, some with exotic names: Asian options, 
Russian options, American options and passport options are some examples. 

A contingent claim X is attainable if there exists an admissible strategy l/J such 
that 

The market is complete if every contingent claim is attainable. Completeness will 
be shown to yield a simple theory of contingent claim pricing and hedging. 

Remark 10.16.1 Suppose the market is viable. Then if X is a contingent claim 
such that for a self-financing strategy l/J we have X = VN(l/J), then l/J is admissible 
and hence X is attainable. 

In a viable market, if a contingent claim is attainable with a self-financing strat
egy, this strategy is automatically admissible. To see this, suppose p. is an equiva
lent martingale measure making {(Sn, Bn), 0 < n < N} a vector martingale. Then 
if cJ> is self-financing, Lemma 10.16.1 implies that {(V n(t/J). Bn), 0 < n < N} is 
a P* -martingale. By the martingale property 

However, 0 < X = VN (l/J) and hence V N (l/J) > 0 so that V n (l/J) > 0 for 
o ~ n ~ N, and hence l/J is admissible. 0 
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Theorem 10.16.2 Suppose the market is viable so an equivalent martingale mea
sure P* exists. The market is also complete iff there is a unique equivalent mar
tingale measure. 

Proof. Suppose the market is viable and complete. Given a contingent claim X, 
there is a strategy l/J which realizes X in the sense that X = VN(l/J). Thus we get 
by applying Lemma 10.16.1 that 

X VN(l/J} - ~ -
(0) = (0) = V N(l/J} = Vo(l/J} + ~(tPj, dJ ). 

SN SN J=1 

Suppose P:, Pi are two equivalent martingale measures. Then by Corollary 10.16.1 
{(V n(l/J), Bn), 0 < n < N} is a lj*-martingale (i = 1,2). So 

E,*(V N (l/J)} = E:(Vo(l/J» = Vo(l/J}, 

since Bo = (0, Q}. We conclude that 

E~(X/S~)} = Ei(X/S~» 

for any non-negative X E BN. Let X = lAS~) for arbitrary A E BN = B and we 
get 

E~(1A) = P~(A) = Pi(A) = Ei(1A}, 

and thus P~ = Pi and the equivalent martingale measures are equal. 
Conversely, suppose the market is viable but not complete. Then there exists 

a contingent claim 0 < X such that, for no admissible strategy l/J, is it true that 
X = VN(l/J). 

Now we employ some elementary L 2-theory. Define 

N d 

1i := (Vo + L L tP~')d~') : Vo E Bo, tP!I), ... , tP~d) are predictable.} 
n=1 ,=1 

By Lemma 10.16.2 there exists tP~O), 1 < n < N} such that 

l/J := «tP~O), ... , tP~d), 0 < n < N} 

is self-financing. Then with such (tP~O)}, since d~O) = 0, 1 < n < N, we have 

N d N 
'" '" (, )-(i) "'-Vo + ~ ~ tPn dn = Vo + ~(l/Jn' dn). 
n=1 ,=1 n=1 

Thus, X /S~) ¢. 1i since if it were, there would be a self-financing (and hence by 
Remark 10.16.1 also admissible) strategy such that 

N 
X '" - - VN(tP) 

(0) = Vo + ~(l/Jn' dn ) = VN(l/J} = (0)' 

SN n=1 SN 
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Since the market is viable, there exists an equivalent martingale measure P*. 
All random variables are bounded since Q is finite. Now consider L2(P*) with 
inner product (X, Y) = E*(XY). Then 1i is a subspace of L2(P*) since it is 
clearly a vector space and it is closed in L2(P*). So 1i #- L2(P*) since X /S~) rI. 
1i means that there exists ~ #- 0 with ~ E 1ii, the orthogonal complement of 1i. 
Define 

II~IIV = sup 1~(w)1 
wen 

and 

P"({w» = (1 + ~I~~I~ ) P'({w». 

and observe 

'" P**({w}) - 1 + '" ~(w) P*({w}) - 1 + E*(~) - 1 
L, - L, s 211~ II v - 211~ II v - , 
wen wen 

since we claim that E*(~) = O. To check this last claim, note that 1 E 1i and 
(1,~) = 0 (since ~ E 1ii) means E*(~I) = E*(~) = O. Also observe that 

so that 

1 
<
- 2' 

~ 
1 + 211~ II v > O. 

We conclude that P** is a probability measure and that P** = P* = P. Further
more, for any predictable process ((t/>~1), .•• , t/>~d». 0 < n < N}, we may add the 
predictable component (t/>~O), 0 < n < N} making the full family self-financing 
with Vo = O. So 

n 

V n(t/» = L(cPn' dn ) 

n=l 

and V N(cP) E 1i. Since ~ E 1il., we have 

0= (V N(cP),~) = E*(V N(cP)~) = L VN(cP)(W)~(w)P*({w}). 
wen 

Therefore, using the martingale property and orthogonality, 

e'vN (</» = ~ VN(</>)(W) (1 + 2~1~~~ ) po({w» 

=E*V (cP) + E* (V N(cP)~) 
N 211~ IIv 

=0+0. 
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Since the predictable process is arbitrary, we apply Lemma 10.5.1 to conclude that 
{(Sn, Bn). 0 < n < N} is a P**-martingale. There is more than one equivalent 
martingale measure, a conclusion made possible by supposing the market was not 
complete. 0 

10.16.5 Option Pricing 

Suppose X is a contingent claim which is attainable by using admissible strategy 
l/J so that X = VN (l/J). We call Vo(iP) the initial price of the contingent claim. 

If an investor sells a contingent claim X at time 0 and gains VoCl/J) dollars, 
the investor can invest the Vo(l/J) dollars using strategy l/J so that at time N, the 
investor has V N (l/J) = X dollars. So even if the investor has to pay to the buyer X 
dollars at time N, the investor is perfectly hedged. 

Can we determine VoCl/J) without knowing l/J? Suppose P* is an equivalent 
martingale measure. Then we know { (V n (iP), Bn ), 0 < n < N} is a P* -martingale 
so 

and 

So the price to be paid is E*CX /S~». This does not require knowledge of iP, but 
merely knowledge of the contingent claim, the risk free asset and the equivalent 
martingale measure. 

Furthermore, by the martingale property, 

that is, 

This has the interpretation that if an investor sells the contingent claim at time n 
(with information Bn at his disposal), the appropriate sale price is VnCl/J) dollars 
because then there is a strategy l/J which will make the Vn (l/J) dollars grow to X 
dollars by time N and the investor is perfectly hedged. The price Vn (l/J) can be 

determined as S~o) E*(X/S~)IBn)' so pricing at time n does not need knowledge 
of l/J but only knowledge of the P*, X and the risk free asset. 

Is there more than one initial price that generates wealth X at time N? Put 
another way, is there more than one strategy iP whose initial values Vo(l/J) are 
different but each generates the contingent claim X? Essentially, the answer is 
negative, provided the market is viable and complete. See Exercise 56. 
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10.17 Exercises 

1. (a) If A and Jl are finite measures on (Q, B) and if Jl « A, then 

for any Jl-integrable function f. 
(b) If A, 11 and v are finite measures on (Q, B) such that v « 11 and Jl « A, 
then 

dv dv dJl 

dA = dl1 dA ' 

a.e. A. 

(c) If 11 and v are finite measures which are equivalent in the sense that each 
is AC with respect to the other, then 

dv (dl1 )-l -= - . 
dJl dv 

a.e. Jl, v. 

(d) If 11k. k = 1,2, ... and Jl are finite measures on (Q, B) such that 

00 

L Jlk(A) = Jl(A) 
,=1 

for all A E B, and if the Jlk are AC with respect to a a-finite measure A, 
then Jl « A and 

a.e. A. 

~dJl, 
= ~ dA' ,=1 

Hints: (a) The equation holds for f an indicator function, hence when f is 
simple and therefore for all integrable f. (b) Apply (a) with f = dv/dJl. 

2. Let (Q, B, P) be a probability space and let ~ be a positive random variable 
with E(~) = 1. Define P*(A) = fA ~dP. Show 

(a) E*(X) = E(X~) for any random variable X > o. 
(b) Prove for any X > 0 that 

for any random variables Yt, ... , Yn . 



430 10. Martingales 

3. If X ELI, Y E L oo , 9 c B, then 

E(YE(XI9») = E(XE(YI9». 

4. Suppose Y ELI and Xl, X2 are random vectors such that a (Y, Xl) is 
independent of a (X2). Show almost surely 

(Hint: What is an expression for A E a(Xl, X2) in terms of Xl, X2? 

5. If {N(t), t > O} is a homogeneous Poisson process with rate A, what is 
E(N(s)IN(t» for 0 < s < t. 

6. If U is U(O, 1) on (n, B, P) define Y = U(1 - U). For a positive random 
variable X, what is E(XIY). 

7. Suppose Xl, X 2 are iid unit exponential random variables. What is 

(a) E(XIIXI +X2)? 

(b) P[XI < 31XI + X2]? 

(c) E(XIIX1 "t)? 

(d) E(XIIXI v t)? 

8. Suppose X, Yare random variables with finite second moments such that 
for some decreasing function f we have E(XIY) = f(Y). Show that 
Cov(X, Y) < O. 

9. Weak L 1 convergence. We say Xn converges weakly in LIto X iff for 
any bounded random variable Y, we have E(XnY) -+- E(XY). Show this 
implies E(Xn 19) converges weakly in LIto E(XI9) for any a-field 9 c B. 

10. Let X be an integrable random variable defined on the space (n, B, P) and 
suppose 9 c B is a sub-a-field. Prove that on every non-null atom A of 9, 
the conditional expectation E (X19) is constant and 

E(XIQ)(w) = L XdP/P(A), we A. 

Recall that A is a non-null atom of 9 if P(A) > 0 and A contains no 
subsets belonging to 9 other than 0 and n. 

11. Let 4> : JR ~ JR. Let X, Y be independent random variables. For each x E IR 
define 

Q(x,A):= P[4>(x, Y) E A]. 

Show 
P[4>(X, Y) E AIX] = Q(X, A) 
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almost surely. 

Now assume 4J is either bounded or non-negative. If h(x := E(4J(x, Y», 
then 

E (4J (X, Y)IX) = h(X), 

almost surely. 

12. (a) For 0 < X ELI and g C 8, show almost surely 

E(XIQ) = 100 

P[X > tlQjdt. 

(b) Show 
P[lXI > (Ig] < t-k E(lXlklg)· 

13. If 8 1 C 82 C 8 and E (X2) < 00, then 

14. Let {Yn , n > O} be iid, E(Yn ) = 0, E(Y;) = u 2 < 00. Set Xo = 0 and 
show from first principles that 

n 

Xn = (LYk)2 -nu2 

1=1 

is a martingale. 

15. Suppose {(X n, 8,,), n > O} is a martingale which is predictable. Show 
X n = X 0 almost surely. 

16. Suppose {(Xn• 8 n). n > O} and {(Yn, 8 n), n > O} are submartingales. 
Show {(Xn v Yn, 8 n), n > O} is a submartingale and that 
{(Xn + Yn, 8 n), n > O} is as well. 

17. Polya urn. (a) An urn contains b black and r red balls. A ball is drawn at 
random. It is replaced and moreover c balls of the color drawn are added. 
Let X 0 = b / (b + r) and let X n be the proportion of black balls attained 
at stage n; that is, just after the nth draw and replacement. Show {X n} is a 
martingale. 

(b) For this Polya urn model, show X n converges to a limit almost surely 
and in L p for p > 1. 

18. Suppose (n, 8, P) = ([0. 1),8([0, 1», A) wher~ A is Lebesgue measure. 
Let 8 n = u([k2-n, (k + 1)2-n ), 0 < k < 2n). Suppose f is a Lebesgue 
integrable function on [0, 1). 

(a) Verify that the conditional expectation E(fl8n ) is a step function con
verging in LIto f. Use this to show the Mean Approximation Lemma (see 
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Exercise 37 of Chapter 5): If ~ > 0, there is a continuous function g defined 
on [0, 1) such that 

r I/(x) - g(x)ldx < ~. 
}[O, I) 

(b) Now suppose that I is Lipschitz continuous meaning for some K > 0 

I/(t) - l(s)1 < Kit -sl, 0 <s < t < 1. 

Define 

(/«k + 1)2-n ) - l(k2-n ») 
In(x) = 2-n 1 [[k2-n ,(k+I)2-n )] (x), x E [0,1) 

and show that {(In, Bn), 1l > O} is a martingale, that there is a limit 100 
such that In ~ 100 almost surely and in L hand 

f(b) - f(a) = lb foo(s)ds, 0 < a < b < 1. 

19. Supppose {(Xn' Bn), n > O} is a martingale such that for all1l > 0 we have 
Xn+II Xn ELI. Prove E(Xn+ll Xn) = 1 and show for any 1l > 1 that 
Xn+ll Xn and Xnl Xn-l are uncorrelated. 

20. (a) Suppose {Xn, n > O} are non-negative random variables with the prop
erty that Xn = 0 impliesXm = 0 for all m > 1l. Define D = U~o[Xn = 0] 
and assume 

P[DIXo, ... , Xn] > ~(x) > 0 almost surely on [X" < x]. 

Prove 
P {D U [ lim X n = oo]} = 1. 

n-+oo 

(b) For a simple branching process {Zn, n > O} with offspring distribution 
{Pk} satisfying PI < 1, show 

P [ lim Z n = 0 or 00] = 1. 
n-+oo 

21. Consider a Markov chain {Xn ,1l > O} on the state space {O, ... , N} and 
having transition probabilities 

(N) ( i )} ( i )N-i 
Pi) = j N 1- N . 

Show {Xn } and 

are martingales. 
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22. Consider a Markov chain {Xn, n > O} on the state space to, 1, ... } with 
transition probabilities 

e-ii i 
Pi) = . , ' j > 0, i > 0 

J. 

and POO = 1. Show {Xn} is a martingale and that 

P[v~oXn > xlXo = i) < i/x. 

23. Consider a game of repeatedly tossing a fair coin where the result ~k at 
round k has P[~k = 1] = P[~k = -1] = 1/2. Suppose a player stakes 
one unit in the first round and doubles the stake each time he loses and 
returns to the unit stake each time he wins. Assume the player has unlimited 
funds. Let X n be the players net gain after the nth round. Show {X n} is a 
martingale. 

24. Suppose {(Xn .13n ).1l > O) is a positive supermartingale and v is a stopping 
time satisfying X v > X v-Ion [0 < v < 00]. Show 

M ._ {X(V-I)l\n, 
n .-

0, 

if v > 1, 

if v = 0 

is a new positve supermartingale. In particular, this applies to the stopping 
time Va = inf{1l > 0 : Xn > a} and the induced sequence {Mn} satisfies 
o <Mn < a. 

25. The Haar functions on [0, 1] are defined by 

HI(t) =1, 

2n/ 2, 

H2n+1 (t) = _2n/ 2, 

0, 

Plot the first 5 functions. 

if 0 < t < 1/2. 

if 1/2 < t < 1, 

if 0 < t < 2-(n+l) - , 
if 2-(n+l) < t < 2-n - , 
otherwise, 

Let f be measurable with domain [0, 1] and satisfying Jd If(s)lds. Define 

Ak := 10
1 

f(t)Hk(t)dt. 

Let Z be a uniform random variable on [0, 1]. Show 
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almost surely and 

Hints: Define Bn = u(H, (Z), i < n), and show that E(f(Z)IBn) 
Lk=l akHk(Z). Check that EHi(Z)Hk(Z) = 0 for i # k. 

26. Let {Yn } be random variables with E (I Yn D < 00. Suppose for n > 0 

E(Yn+lIYo,···, Yn) = an + bnYn, 

where bn # O. Let 

and set 
Ln(y) = 11 (/2( ... (/;-(y) ... ) 

(functional composition). Show for any k that 

{(Xn = kLn(Yn), u(Yo, ... , Yn), n > O} 

is a martingale. 

Special cases include 

(a) The Polya urn. 

(b) The simple branching process. 

(c) Supppse Yo is uniformly distributed on [0, 1]; given Yn, we suppose 
Yn+l is uniform on [Yn, 1]. Then Xn = 2n(1 - Yn) is a martingale. 

27. If v is a stopping time with respect to {Bn, n > OJ, show that a random 
variable ~ is Bv-measurable iff ~ 1[v=nJ E Bn for n E N. 

28. Suppose that {Yn • n > 1} are independent, positive random variables with 
E(Yn) = 1. Put Xn = n7 1 Yi· 

(a) Show {Xn} is an integrable martingale which converges a.s. to an inte
grable X. 

(b) Suppose specifically that Yn assumes the values 1/2 and 3/2 with prob
ability 1/2 each. Show that P[X = 0] = 1. This gives an example where 

E (fi Y; ) ~ fi E(Y;), 

for independent, positive random variables. Show, however, that 

always holds. 
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29. If {X n} is a martingale and it is bounded either above or below, then it is 
L I-bounded. 

30. Let X n, 1l > 0 be a Markov chain with countable state space which we can 
take to be the integers and transition matrix P = (p,j). A function 4J on the 
state space is called excessive or superharmonic if 

4J(i) > L P;J4J(j)· 
j 

Show using martingale theory that 4J (X n) converges with probability 1 if 4J 
is bounded and excessive. Deduce from this that if the chain is irreducible 
and persistent, then 4J must be constant. 

31. Use martingale theory to prove the Kolmogorov convergence criterion: Sup
pose {Yn} is independent, EYn = 0, EY; < 00. Then, if Lk EYl < 00, we 
have Lk Yk converges almost surely. Extend this result to the case where 
{Yn } is a martingale difference sequence. 

32. Let {Z 0 = 1, Z 1, Z 2, ... } be a branching process with immigration. This 
process evolves in such a way that 

Zn+1 = Z~l) + ... + z~Zn) + In+l 

where the {Z~;). i > 1} are iid discrete integer valued random variables, 
each with the offspring distribution {PJ} and also independent of Zn. Also 
{I j. j > 1} are iid with an immigration distribution (concentrating on the 
non-negative integers) and In+l is independent of Zn for each 1l. Suppose 
E Z 1 = m > 1 and that E It = A > O. 

(a) What is E(Zn+lIZn)? 

(b) Use a martingale argument to prove that Zn/mn converges a.s. to a finite 
random variable. 

33. Let {Xn, 1l > 1} be independent, EIXnlP < 00 for all1l with P > 1. Prove 

n 

!(n) = EI L(X, - E(X,»IP 
;=1 

is non-decreasing in n. 

34. Let {YJ } be independent with 

P[YJ = 22J] = !, 
2 

2 1 
P[Yj = -2 J] = -. 

2 

Define Xo = 0, Xn = L~ 1 Y" 1l > 1 and v = inf{n : Xn > OJ. Then v is 
not regular for {Xn} even though 

E8 v < 00, 0 < 8 < 2, 

which implies Evn < 00 for 1l > 1. (Check that EX v = 00.) 
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35. Let {~n} be non-negative random variables satisfying 

where ~n > 0 are constants and Ln ~n < 00. Show ~n ~ ~ a.s. and ~ is 
finite a.s. 

36. Let v be a stopping time relative to the increasing sequence {Bn, 1l E N} of 
sub-a-fields of B in the probability space (Q, B, P). For all1l E N, denote 
by 4>(n), the smallest integer p such that [v = n] E Bp. Show that 4>(v) is 
a stopping time dominated by v. 

37. Let {Xn, n EN}, {tJn, n EN}, and {Yn, 1l E N} be 3 adapted sequences of 
finite positive random variables defined on the same probability space such 
that 

E(Xn+1 IBn) < (1 + tJn)Xn + Yn, 1l E N. 

This relation expresses the fact that {X n} is almost a supermartingale. Show 
that the limit limn_oo X n exists and is finite a.s. on the event 

A = [LtJn < 00, LYn < 00]. 
n n 

(Hint: Consider the sequence {Un, 1l E N} defined by 

where 

X~ = Xn/(1 + tJt>··· (1 + tJn-t>, Y~ = Yn/(1 + tJt>··· (1 + tJn-t>, 

and also the stopping times 

va = min{1l : L Ym/(1 + tJt>··· (1 + tJm-t> > a). 
m~n 

Then observe that (a + UVal\n, 1l E N) is a finite positive supermartingale.) 

38. Suppose {~n, n > O} is a sequence adapted to {Bn, 1l > OJ; that is,;n E Bn. 
Suppose the crystal ball condition E (suPn~O I~n D < 00 holds and that v is 
an almost surely finite stopping time. Define 

Show v· is an almost surely finite stopping time such that v· < v and that 
for any n > 0 
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39. Suppose {(Xn, Bn), n > O} is a positive supermartingale and v is a stopping 
time. Define 

X~ := E(Xvl\nIBn}, n > O. 

Show {(X~, Bn ), n > O} is again a positive supermartingale. (Use the past
ing lemma or proceed from first principles.) 

40. Let {X n = L~-I Y" n > O} be a sequence of partial sums of a sequence of 
mean 0 independent integrable random variables. Show that if the martin
gale converges almost surely and if its limit is integrable, then the martin
gale is regular. Thus for this particular type of martingale, L I-boundedness, 
sUPn E (IX n D < 00, implies regularity. 

(Hint: First show that E(Xoo - XnlBn) is constant if Bn = U(Yl,···, Yn} 
and X 00 = limn-+oo Xn almost surely.) 

41. An integrable martingale {Xn, n > O} cannot converge in L 1 without also 
converging almost surely. On the other hand, an integrable martingale may 
converge in probability while being almost surely divergent. 

Let {Yn , n > I} be a sequence of independent random variables each taking 
the values ±1 with probability 1/2. Let Bn = U(YI, ...• Yn).n > 0 and let 
Bn E Bn be a sequence of events adapted to {Bn, n > O} such that 

lim P(Bn} = 0 and P[lim sup Bn] = 1. 
n-+oo n-+oo 

Then the formulas 

define an integrable martingale such that 

lim P[Xn = 0] = 1, P[{Xn} converges] = O. 
n-+oo 

(Note that P[Xn+l -# 0] < (l/2}P[Xn -# 0] + P(Bn) and that on the set 
[{X n } converges], the limit limn-+oo IBn exists.) 

42. Suppose {(Xn, Bn), n > O} is an LI-bounded martingale. If there exists 
an integrable random variable Y such that Xn < E(YIBn} then Xn < 
E (X 00 IBn) for alln > 0 where X 00 = limn-+ 00 X n almost surely. 

43. (a) Suppose {;n, n > O} are iid and g : IR H- R+ satisfies E(g(;}} = 1. 
Show X n := n~-o g(;,} is a positive martingale converging to 0 provided 
P[g(;o) = 1) -# 1. 

(b) Define {X n} inductively as follows: X 0 = 1 and X n is uniformly dis
tributed on (0. Xn-}) for n > 1. Show {2nxn, n > O} is a martingale which 
is almost surely convergent to O. 
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44. Consider a random walk on the integer lattice of the positive quadrant in 
two dimensions. If at any step the process is at (m, n), it moves at the next 
step to (m+1, 11) or (m, n+ 1) with probability 1/2 each. Start the process at 
(0,0). Let r be any curve connecting neighboring lattice points extending 
from the y-axis to the x-axis in the first quadrant. Show E (Yl) = E (Y2), 

where YI • Y2 denote the number of steps to the right and up respectively 
before hitting the boundary r. (Note (Yl, Y2) is the hitting point on the 
boundary.) 

45. (a) Suppose that E(lXI) < 00 and E(IYI) < 00 and that 
E(YIX) = X and E(XIY) = Y. Show X = Y almost surely. 

Hint: Consider 

r (Y - X)dP. 
J[y>c,x<c] 

(b) If the sequence {X n, -00 < n < oo} is a martingale in both forward 
time and reverse time, then for any m '# 11, we have Xn = Xm almost 
surely. 

46. Suppose {Bn, n > O} is a sequence of events with Bn E Bn. What is the 
Doob decomposition of Xn = L:7-o IBn? 

47. V-statistics. Let {;n, 11 > 1} be iid and suppose 4J : IRm ~ 1R is a symmetric 
function of m variables satisfying 

Define {Um.n , n > m} by 

and set Bn := a(Um.n, j > 1l}. 

Some special cases of interest are 

m = 1, 4J (x) = x, 

m = 2, 4> (Xl, X2) = (Xl - X2)2/2. 

(a) Show {U m ,n, n > m} is a reversed martingale. 

(b) Prove 

almost surely and in L 1. 

48. Let {(Xn, Bn).ll > O) be a submartingale such that vn?oXn < 00. If 
E (sup j dj) < 00, then{X n} is almost surely convergent. 
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49. Ballot problem. In voting, r votes are cast for the incumbent, s votes for 
the rival. Votes are cast successively in random order with s > r. The 
probability that the winner was ahead at every stage of the voting is (s -

r)/(s + r). 
More generally, suppose {X j, 1 < j < n} are non-negative integer valued, 

integrable and iid random variables. Set Sj = Lf-l Xi. Then 

Hint: Look at Sn < n and consider {S}/j}. 

50. Two genetics models. Let {X n, 11 > o} be a Markov chain on the state 
space to, 1, ... , M} with transition matrix {pij, 0 < i, j < M}. For the 
following two models, compute 

1/Ii := P[ absorbtion at MIXo = i] 

and show 1/Ii is the same for either model. 

(a) Wright model: 

(M) ( i ) j ( i ) M - } 
Pij = j M 1- M ' 

for i = 0, ... , M; j = 0, ... , M. 

(b) Moran model: Define 

and set 

i(M - i) 
Pi = M2 i = 0, ... , M 

Pi j = Pi, j = i-I, i + 1, i "/; 0 or M, 

po} =8oj, PMj = 8Mj, 

Pij =0, otherwise. 

51. (a) Suppose {(Xn, 13n), n > O} is a positive supermartingale and v is a 
stopping time. Show 

(b) Suppose Xn represents an insurance company's assets at the start of 
year 11 and suppose we have the recursion Xn+l = Xn + b - Yn, where 
b is a positive constant representing influx of premiums per year and Yn , 
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the claims in year n, has N(J,l, a 2) distribution where J1. < b. Assume that 
{Yn t n > I} are iid and that X 0 = 1. Define the event 

00 

[Ruin] = U[Xn < 0]. 
n=1 

Show 
P[Ruin] < e-2(b-p.)/o2. 

(Hint: Check that {exp{-2(b - J1.)a-2X n , n > O} is a supermartingale. 
Save come computation by noting what is the moment generating function 
of a normal density.) 

52. Suppose 8 n t 8 00 and {Ynt n E N} is a sequence of random variables such 
that Yn -4- Y 00. 

(a) If I Yn I < Z E L 1, then show almost surely that 

(b) If Yn !:;. Y 00, then in L 1 

(c) Backwards analogue: Suppose now that 8n ,J.. 8_00 and IYnl < Z E L1 
and Yn --+ Y -00 almost surely. Show 

almost surely. 

53. A potential is a non-negative supermartingale {(Xn, 8 n), n > O} such that 
E(Xn ) --+ O. Suppose the Doob decomposition (see Theorem 10.6.1) is 
Xn = Mn - An. Show 

54. Suppose f is a bounded continuous function on lR and X is a random vari
able with distribution F. Assume for all x E IR 

f(x) = k f(x + y)F(dy) = E(t(x + X»). 

Show using martingale theory that f (x + s) = f (x) for each s in the 
support of F. In particular, if F has a density bounded away from 0, then 
f is constant. (Hint: Let {X n} be iid with common distribuion F and define 
an appropriate martingale.) 
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-55. Suppose {X J' j > I} are iid with common distribution F and let Fn be the 
empirical distribution based on Xl, ... , X n. Show 

-Yn := sup IFn(x) - F(x)1 
xelR 

is a reversed submartingale. -Hint: Consider first (Fn(x) - F(x), n > I}, then take absolute values, and 
then take the supremum over a countable set.) 

56. Refer to Subsection 10.16.5. A price system is a mapping n from the set of 
all contingent claims X to [0, (0) such that 

n (X) = 0 iff X = 0, V X EX, 

n(aX + bX') = an(X) + bn(X'), 

for all a > 0, b > O. X, X' EX. The price system n is consistent with 
the market model if 

for all admissible strategies t/J. 
(i) If p. is an equivalent martingale measure, show 

defines a price system that is consistent. 

(ii) If n is a consistent price system, show that p. defined by 

is an equivalent martingale measure. 

(iii) If the market is complete, there is a unique initial price for a contingent 
claim. 
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