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## 1

## Introduction

First-order logic meets game theory as soon as one considers sentences with alternating quantifiers. Even the simplest alternating pattern illustrates this claim:

$$
\begin{equation*}
\forall x \exists y(x<y) . \tag{1.1}
\end{equation*}
$$

We can convince an imaginary opponent that this sentence is true on the natural numbers by pointing out that for every natural number $m$ he chooses for $x$, we can find a natural number $n$ for $y$ that is greater than $m$. If, on the other hand, he were somehow able to produce a natural number for which we could not find a greater one, then the sentence would be false.

We can make a similar arrangement with our opponent if we play on any other structure. For example, if we only consider the Boolean values 0 and 1 ordered in their natural way, we would agree on a similar protocol for testing the sentence, except that each party would pick 0 or 1 instead of any natural number.

It is natural to think of these protocols as games. Given a first-order sentence such as (1.1), one player tries to verify the sentence by choosing a value of the existentially quantified variable $y$, while the other player attempts to falsify it by picking the value of the universally quantified variable $x$. Throughout this book we will invite Eloise to play the role of verifier and Abelard to play the role of falsifier.

We can formalize this game by drawing on the classical theory of extensive games. In this framework, the game between Abelard and Eloise that tests the truth of (1.1) is modeled as a two-stage game. First Abelard picks an object $m$. Then Eloise observes which object Abelard chose, and picks another object $n$. If $m<n$, we declare that Eloise has won the game; otherwise we declare Abelard the winner. We notice that

Eloise's ability to "see" the object $m$ before she moves gives her an advantage. The reason we give Eloise this advantage is that the quantifier $\exists y$ lies within the scope of $\forall x$. In other words, the value of $y$ depends on the value of $x$.

Hintikka used the game-theoretic interpretation of first-order logic to emphasize the distinction between constitutive rules and strategic principles $[28,29]$. The former apply to individual moves, and determine whether a particular move is correct or incorrect. In other words, constitutive rules determine the set of all possible plays, i.e., the possible sequences of moves that might arise during the game. In contrast, strategic principles pertain to the observed behavior of the players over many plays of the game. Choosing blindly is one thing, following a strategy is another. A strategy is a rule that tells a particular player how to move in every position where it is that player's turn. A winning strategy is one that ensures a win for its owner, regardless of the behavior of the other player(s). Put another way, constitutive rules tell us how to play the game, while strategic principles tell us how to play the game well.

When working with extensive games, it is essential to distinguish between winning a single play, and having a winning strategy for the game. If we are trying to show that (1.1) holds, it is not enough to exhibit one single play in which $m=4$ and $n=7$. Rather, to show (1.1) is true, Eloise must have a strategy that produces an appropriate $n$ for each value of $m$ her opponent might choose. For instance, to verify (1.1) is true in the natural numbers, Eloise might use the winning strategy: if Abelard picks $m$, choose $n=m+1$. If we restrict the choice to only Boolean values, however, Abelard has a winning strategy: he simply picks the value 1. Thus (1.1) is true in the natural numbers, but false if we restrict the choice to Boolean values.

To take an example from calculus, recall that a function $f$ is continuous if for every $x$ in its domain, and every $\varepsilon>0$, there exists a $\delta>0$ such that for all $y$,

$$
|x-y|<\delta \quad \text { implies } \quad|f(x)-f(y)|<\varepsilon .
$$

This definition can be expressed using the quantifier pattern

$$
\begin{equation*}
\forall x \forall \varepsilon \exists \delta \forall y(\ldots), \tag{1.2}
\end{equation*}
$$

where the dots stand for an appropriate first-order formula. Using the game-theoretic interpretation, (1.2) is true if for every $x$ and $\varepsilon$ chosen by Abelard, Eloise can pick a value for $\delta$ such that for every $y$ chosen by Abelard it is the case that...

The key feature of game-theoretic semantics is that it relates a central concept of logic (truth) to a central concept of game theory (winning strategy). Once the connection between logic and games has been made, logical principles such as bivalence and the law of excluded middle can be explained using results from game theory. To give one example, the principle of bivalence is an immediate consequence of the Gale-Stewart theorem, which says that in every game of a certain kind there is a player with a winning strategy.

Mathematical logicians have been using game-theoretic semantics implicitly for almost a century. The Skolem form of a first-order sentence is obtained by eliminating each existential quantifier, and substituting for the existentially quantified variable a Skolem term $f\left(y_{1}, \ldots, y_{n}\right)$, where $f$ is a fresh function symbol and $y_{1}, \ldots, y_{n}$ are the variables upon which the choice of the existentially quantified variable depends. A first-order formula is true in a structure if and only if there are functions satisfying its Skolem form.

For instance the Skolem form of (1.1) is $\forall x(x<f(x))$. In the natural numbers, we can take $f$ to be defined by $f(x)=x+1$, which shows that (1.1) is true. Thus we see that Skolem functions encode Eloise's strategies.

## Logic with imperfect information

The game-theoretic perspective allows one to consider extensions of firstorder logic that are not obvious otherwise. Independence-friendly logic, the subject of the present volume, is one such extension.

An extensive game with imperfect information is one in which a player may not "see" ("know") all the moves leading up to the current position. Imperfect information is a common phenomenon in card games such as bridge and poker, in which each player knows only the cards on the table and the cards she is holding in her hand.

In order to specify semantic games with imperfect information, the syntax of first-order logic can be extended with slashed sets of variables that indicate which past moves are unknown to the active player. For example, in the independence-friendly sentence

$$
\begin{equation*}
\forall x \forall y(\exists z /\{y\}) R(x, y, z) \tag{1.3}
\end{equation*}
$$

the notation $/\{y\}$ indicates that Eloise is not allowed to see the value of $y$ when choosing the value of $z$.

Imperfect information does not prevent Eloise from performing any particular action she could have taken in the game for the first-order variant of (1.3):

$$
\begin{equation*}
\forall x \forall y \exists z R(x, y, z) . \tag{1.4}
\end{equation*}
$$

Instead, restricting the information available to the player prevents them from following certain strategies. For instance, in the game for (1.4) played on the natural numbers, Eloise may follow the strategy that takes $z=x+y$. However, this strategy is not available to her in the game for (1.3).

The restriction on Eloise's possible strategies is encoded in the Skolem form of each sentence. For instance, the Skolem form of (1.3) is

$$
\forall x \forall y R(x, y, f(x)),
$$

whereas the Skolem form of (1.4) is

$$
\forall x \forall y R(x, y, f(x, y)) .
$$

The set under the slash in $(\exists z /\{y\})$ indicates that the quantifier is independent of the value of $y$, even though it occurs in the scope of $\forall y$.

Returning to calculus, a function $f$ is uniformly continuous if for every $x$ in its domain and every $\varepsilon>0$, there exists a $\delta>0$ independent of $x$ such that for all $y$,

$$
|x-y|<\delta \quad \text { implies } \quad|f(x)-f(y)|<\varepsilon .
$$

The definition of uniform continuity can be captured by an independencefriendly sentence of the form

$$
\forall x \forall \varepsilon(\exists \delta /\{x\}) \forall y(\ldots),
$$

or, equivalently, by a first-order sentence of the form

$$
\forall \varepsilon \exists \delta \forall x \forall y(\ldots) .
$$

Not all independence-friendly sentences are equivalent to a first-order sentence, however. Independence-friendly (IF) logic is related to an earlier attempt to generalize first-order logic made by Henkin [25], who introduced a two-dimensional notation called branching quantifiers. For instance, in the branching-quantifier sentence

$$
\begin{equation*}
\binom{\forall x \exists y}{\forall z \exists w} R(x, y, z, w) \tag{1.5}
\end{equation*}
$$

the value of $y$ depends on $x$, while the value of $w$ depends on $z$. The Skolem form of the above sentence is given by:

$$
\forall x \forall z R(x, f(x), z, g(z)) .
$$

We can obtain the same Skolem form from the IF sentence

$$
\begin{equation*}
\forall x \exists y \forall z(\exists w /\{x, y\}) R(x, y, z, w) . \tag{1.6}
\end{equation*}
$$

Ehrenfeucht showed that sentences such as (1.5) can define properties that are not expressible in first-order logic [25]. Since branchingquantifier sentences are translatable into IF sentences, IF languages are also more expressive than first-order languages. In fact, IF logic has the same expressive power as existential second-order logic.

The additional expressive power of independence-friendly logic was the main reason why Hintikka advocated its superiority over first-order logic for the foundations of mathematics [28].

Several familiar properties of first-order logic are lost when passing from perfect to imperfect information. They will be discussed in due time. Here we shall briefly consider two such properties. It will be seen that the Gale-Stewart theorem fails for extensive games with imperfect information, and thus there is no guarantee that every IF sentence is either true or false.

One such notorious IF sentence is

$$
\begin{equation*}
\forall x(\exists y /\{x\}) x=y . \tag{1.7}
\end{equation*}
$$

Even on a small domain like the set of Boolean values, Eloise has no way to consistently replicate the choice of Abelard if she is not allowed to see it. Abelard does not have a winning strategy either, though, because Eloise may guess correctly.

Thus, allowing semantic games of imperfect information introduces a third value in addition to true and false. It has been shown that the propositional logic underlying IF logic is precisely Kleene's strong, threevalued logic [31, 34].

Another familiar property of first-order logic that is often taken for granted is that whether an assignment satisfies a formula depends only on the values the assignment gives to the free variables of the formula. In contrast, the meaning of an IF formula can be affected by values assigned to variables that do not occur in the formula at all. This is exemplified by sentences such as

$$
\begin{equation*}
\forall x \exists z(\exists y /\{x\}) x=y . \tag{1.8}
\end{equation*}
$$

In the semantic game for the above sentence, Eloise can circumvent the informational restrictions imposed on the quantifier $(\exists y /\{x\})$ by storing the value of the hidden variable $x$ in the variable $z$. Thus, the subformula $(\exists y /\{x\}) x=y$ has a certain meaning in the context of sentences like (1.7), and a different meaning in the context of sentences like (1.8), where variables other than $x$ may have values.

The failure to properly account for the context-sensitive meanings of IF formulas has resulted in numerous errors appearing in the literature. We shall try to give an accessible and rigorous introduction to the topic.

Traditionally, logicians have been mostly interested in semantic games for which a winning strategy exists. Game theorists, in contrast, have focused more on games for which there is no winning strategy. The most common way to analyze an undetermined game is to allow the players to randomize their strategies, and then calculate the players' expected payoff.

We shall apply the same approach to undetermined IF sentences. While neither player has a winning strategy for the IF sentence (1.7), in a model with exactly two elements, the existential player is as likely to choose the correct element as not, so it seems intuitive to assign the sentence the truth value $1 / 2$. In a structure with $n$ elements, the probability that the existential player will guess the correct element drops to $1 / n$. We will use game-theoretic notions such as mixed strategies and equilibria to provide a solid foundation for such intuitions.

Chapter 2 contains a short primer on game theory that includes all the material necessary to understand the remainder of the book. Chapter 3 presents first-order logic from the game-theoretic perspective. We prove the standard logical equivalences using only the game-theoretic framework, and explore the relationship between semantic games, Skolem functions, and Tarski's classical semantics. Chapter 4 introduces the syntax and semantics of IF logic. Chapter 5 investigates the basic properties of IF logic. We prove independence-friendly analogues to each of the equivalences discussed in Chapter 3, including a prenex normal form theorem. IF logic also shares many of the nice model-theoretic properties of first-order logic. In Chapter 6, we show that IF logic has the same expressive power as existential second-order logic, and the perfect-recall fragment of IF logic has the same expressive power as first-order logic. Chapter 7 analyzes IF formulas whose semantic game is undetermined in terms of mixed strategies and equilibria. In Chapter 8 we discuss the proof that no compositional semantics for IF logic can define its sat-
isfaction relation in terms of single assignments. We also introduce a fragment of IF logic called IF modal logic.

Although it is known that IF logic cannot have a complete deduction system, there have been repeated calls for the development of some kind of proof calculus. The logical equivalences and entailments presented in Chapter 5 form the most comprehensive system to date. They are based on the work of the first author [39, 40], as well as Caicedo, Dechesne, and Janssen [9].

The IF equivalences in Chapter 5 have already proved their usefulness by simplifying the proof of the perfect recall theorem found in Chapter 6, which is due to the third author [52]. The analogue of Burgess' theorem for the perfect-recall fragment of IF logic is due to the first author. The results presented in Chapter 7, due to the third author, generalize results in [52] and extend results in [54].
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## 2

## Game theory

According to A Course in Game Theory, "a game is a description of strategic interaction that includes the constraints on the actions that the players can take and the players' interests, but does not specify the actions that the players do take" [45, p. 2]. Classical game theory makes a distinction between strategic and extensive games. In a strategic game each player moves only once, and all the players move simultaneously. Strategic games model situations in which each player must decide his or her course of action once and for all, without being informed of the decisions of the other players. In an extensive game, the players take turns making their moves one after the other. Hence a player may consider what has already happened during the course of the game when deciding how to move.

We will use both strategic and extensive games in this book, but we consider extensive games first because how to determine whether a firstorder sentence is true or false in a given structure can be nicely modeled by an extensive game. It is not necessary to finish the present chapter before proceeding. After reading the section on extensive games, you may skip ahead to Chapter 3. The material on strategic games will not be needed until Chapter 7.

### 2.1 Extensive games

In an extensive game, the players may or may not be fully aware of the moves made by themselves or their opponents leading up to the current position. When a player knows everything that has happened in the game up till now, we say that he or she has perfect information. In the present section we focus on extensive games in which the players always
have perfect information, drawing heavily on the framework found in Osborne and Rubinstein's classic textbook [45].

### 2.1.1 Extensive games with perfect information

Definition 2.1 An extensive game form with perfect information has the following components:

- $N$, a set of players.
- $H$, a set of finite sequences called histories or plays.
- If $\left(a_{1}, \ldots, a_{\ell}\right) \in H$ and $\left(a_{1}, \ldots, a_{n}\right) \in H$, then for all $\ell<m<n$ we must have $\left(a_{1}, \ldots, a_{m}\right) \in H$. We call $\left(a_{1}, \ldots, a_{\ell}\right)$ an initial segment and $\left(a_{1}, \ldots, a_{n}\right)$ an extension of $\left(a_{1}, \ldots, a_{m}\right)$.
- A sequence $\left(a_{1}, \ldots, a_{m}\right) \in H$ is called an initial history (or minimal play) if it has no initial segments in $H$, and a terminal history (or maximal play) if it has no extensions in $H$. We require every history to be either terminal or an initial segment of a terminal history. The set of terminal histories is denoted $Z$.
- $P:(H-Z) \rightarrow N$, the player function, which assigns a player $p \in N$ to each nonterminal history.
- We imagine that the transition from a nonterminal history $h=$ $\left(a_{1}, \ldots, a_{m}\right)$ to one of its successors $h \subset a=\left(a_{1}, \ldots, a_{m}, a\right)$ in $H$ is caused by an action. We will identify actions with the final member of the successor.
- The player function indicates whose turn it is to move. For every nonterminal history $h=\left(a_{1}, \ldots, a_{m}\right)$, the player $P(h)$ chooses an action $a^{\prime}$ from the set

$$
A(h)=\left\{a:\left(a_{1}, \ldots, a_{m}, a\right) \in H\right\},
$$

and play proceeds from $h^{\prime}=\left(a_{1}, \ldots, a_{m}, a^{\prime}\right)$.
An extensive game with perfect information has the above components, plus:

- $u_{p}: Z \rightarrow \mathbb{R}$, a utility function (also called a payoff function) for each player $p \in N$.

Our definition differs from [45, Definition 89.1] in three respects. First, we do not require initial histories to be empty. Second, we only consider games that end after a finite number of moves. Third, we use utility functions to encode the players' preferences rather than working with
preference relations directly. We assume that players always prefer to receive higher payoffs.


Figure 2.1 An extensive game form with perfect information

When drawing extensive game forms, we label decision points with the active player, and edges with actions. Filled-in nodes represent terminal histories. Figure 2.1 shows the extensive form of a simple two-player game. First, player I chooses between two actions $a$ and $b$. If she chooses $a$ the game ends. If she chooses $b$, player II chooses between actions $c$ and $d$. To obtain an extensive game with perfect information, it suffices to label the terminal nodes with payoffs as shown in Figure 2.2.


Figure 2.2 An extensive game with perfect information

Notice that the extensive game form depicted in Figure 2.1 has a treelike structure. A forest is a partially ordered set $\mathbb{P}=(P ;<)$ such that for all $x \in P$, the set $\{y \in P: y<x\}$ is well ordered. The height of $x$ is just the order type of $\{y \in P: y<x\}$. A minimal element of a forest has height 0 and is called a root; a maximal element is called a leaf. The height of an entire forest is the least ordinal greater than the height
of every element in the forest. A branch is a maximal linearly ordered subset of a forest. A forest with a single root is called a tree.

For any two histories $h$ and $h^{\prime}$ of an extensive game form, let $h<h^{\prime}$ if and only if $h$ is an initial segment of $h^{\prime}$. In the game-theoretic literature, it is traditional to draw extensive game forms so that initial histories are at the top, and play proceeds down the branches. An extensive game form has finite horizon if the height of its set of histories is finite. All of the games discussed in this book have finite horizon.

Definition 2.2 A two-player extensive game is strictly competitive if the players have no incentive to cooperate, that is, if for all $h, h^{\prime} \in Z$,

$$
u_{\mathrm{I}}(h) \geq u_{\mathrm{I}}\left(h^{\prime}\right) \quad \text { iff } \quad u_{\mathrm{II}}\left(h^{\prime}\right) \geq u_{\mathrm{II}}(h)
$$

A constant-sum game is one in which the sum of the players' payoffs is constant, i.e., there exists a $c \in \mathbb{R}$ such that for every terminal history $h$ we have $u_{\mathrm{I}}(h)+u_{\mathrm{II}}(h)=c$. When $c=0$ the game is called zero sum. $\dashv$


Figure 2.3 A strictly competitive game

In a constant-sum game, any gain for one player is balanced by an offsetting loss for the other. Thus the interests of the players are diametrically opposed. Every constant-sum game is strictly competitive, but not vice versa. For example, the game depicted in Figure 2.3 is strictly competitive, but not constant sum. In a zero-sum game $u_{\mathrm{II}}(h)=-u_{\mathrm{I}}(h)$ for every terminal history $h$.

Definition 2.3 If the only possible payoffs are 1 and 0 , we say that player $p$ wins a terminal history $h$ if $u_{p}(h)=1$, and loses if $u_{p}(h)=0$. An extensive game is win-lose if exactly one player wins each terminal history, in which case we can replace the players' utility functions with

- $u: Z \rightarrow N$, the winner function,
which indicates the winner of each terminal history. When drawing a win-lose game, we label terminal nodes with their winner (Figure 2.4).


Figure 2.4 A win-lose extensive game

### 2.1.2 Strategies

When observing many plays of the the same game, we might notice that a given player always makes the same move in a certain position. After observing a few more plays, we may notice other positions in which the player plays consistently. Eventually, we may even be able to predict how the player will move in any possible position. At that point, we could say that we know the player's strategy.

Definition 2.4 Let $H_{p}=P^{-1}(p)$ denote the set of histories where it is player $p$ 's turn to move. A strategy for player $p$ is a choice function ${ }^{1}$

$$
\sigma \in \prod_{h \in H_{p}} A(h)
$$

that tells the player how to move whenever it is his or her turn. A player follows a strategy $\sigma$ during a history $h^{\prime}=\left(a_{1}, \ldots, a_{n}\right)$ if, whenever $h=\left(a_{1}, \ldots, a_{m}\right) \in H_{p}$ is an initial segment of $h^{\prime}$, the history

$$
h^{\frown} \sigma(h)=\left(a_{1}, \ldots, a_{m}, \sigma(h)\right)
$$

is either $h^{\prime}$ or an initial segment of $h^{\prime}$.

[^0]Three sets of plays are of particular interest:

- $H_{\sigma}$, the plays in which a particular strategy $\sigma$ is followed;
- $Z_{\sigma}=H_{\sigma} \cap Z$, the set of maximal plays in which $\sigma$ is followed;
and, in a win-lose game,
- $Z_{p}=u^{-1}(p)$, the maximal plays that player $p$ wins.

A strategy $\sigma$ for player $p$ is winning if $Z_{\sigma} \subseteq Z_{p}$. In other words, $\sigma$ is a winning strategy if and only if $p$ wins every maximal play in which he or she follows $\sigma$. In the game depicted in Figure 2.5, player II has a winning strategy defined by $\sigma(a)=b$ and $\sigma(b)=a$. Having a winning strategy is the best possible scenario because a player cannot lose as long as he executes his strategy correctly.


Figure 2.5 Player II has a winning strategy

A win-lose game is determined if one of the players has a winning strategy. Determining whether a winning strategy exists for a particular game is not always easy, and can even be independent of the axioms of set theory! Luckily, we will only need to consider a well-behaved class of games for which the answer is already known.

### 2.1.3 The Gale-Stewart theorem

In their seminal paper, Gale and Stewart [21] used trees to study the class of two-player, win-lose games in which there is a unique initial history, and every terminal history has infinite length $\omega$.

In a Gale-Stewart game it may happen that after finitely many moves one of the players has already won in the sense that he wins every possible continuation of the current history. The other player should obviously try to avoid such histories, and successfully doing so may be enough for her to win. A Gale-Stewart game is closed if player I wins every history
with the property that all finite initial segments of the history have a terminal extension that she wins. The Gale-Stewart theorem states that every closed game is determined. Since all of the games in this book have finite horizon, we only prove the following special case of the GaleStewart theorem.

Theorem 2.5 Every two-player, win-lose, extensive game with perfect information that has finite horizon and a unique initial history is determined.

Proof First we extend the winner function to a labeling $\hat{u}: H \rightarrow\{\mathrm{I}, \mathrm{II}\}$ of every history in a canonical way. Let $H_{m}$ denote the set of histories of height $m$. If the game tree has height $n$ then every history in $H_{n-1}$ is terminal. For all $h \in H_{n-1}$ let $\hat{u}(h)=u(h)$. Now suppose $\hat{u}$ has been defined for all $h \in H_{m}$. Extend $\hat{u}$ to $H_{m-1}$ as follows. If $h \in H_{m-1}$ is terminal, let $\hat{u}(h)=u(h)$. If $h$ is not terminal, define

$$
\hat{u}(h)= \begin{cases}P(h) & \text { if there is an } a \in A(h) \text { such that } \hat{u}\left(h^{\frown} a\right)=P(h) \\ \overline{P(h)} & \text { otherwise }\end{cases}
$$

where $\overline{P(h)}$ denotes the opponent of $P(h)$. When $\hat{u}(h)=p$, we call $h$ a winning position for player $p$.

Let $h_{0} \in H_{0}$ be the unique initial history, and suppose $h_{0}$ is a winning position for player $p_{0}$. We claim $p_{0}$ has a winning strategy $\sigma$ defined as follows. For all $h \in H_{p_{0}}$, if $h$ is a winning position for $p_{0}$, choose $\sigma(h) \in A(h)$ such that $h \frown \sigma(h)$ is a winning position for $p_{0}$. Otherwise, choose $\sigma(h)$ arbitrarily.

To show $\sigma$ is a winning strategy we prove that every $h \in H_{\sigma}$ is a winning position for $p_{0}$. The initial history $h_{0}$ is a winning position for $p_{0}$ by hypothesis. Furthermore, if $h \frown a \in H_{\sigma}$, then $h \in H_{\sigma}$, so by inductive hypothesis $h$ is a winning position for $p_{0}$. If $P(h)=p_{0}$, then $a=\sigma(h)$, and $h \frown \sigma(h)$ is a winning position for $p_{0}$ by construction. If $P(h)=\overline{p_{0}}$, then $h \frown a$ must be a winning position for $p_{0}$ because otherwise $h$ would have been a winning position for $\overline{p_{0}}$.

Thus we have shown that every $h \in H_{\sigma}$ is a winning position for $p_{0}$. In particular, every terminal history in which $p_{0}$ follows $\sigma$ is a winning position for $p_{0}$. Therefore $\sigma$ is a winning strategy.

### 2.1.4 Extensive games with imperfect information

We define extensive games with imperfect information by extending the definition of extensive games with perfect information.

Definition 2.6 An extensive game form with imperfect information is a tuple

$$
\left(N, H, P,\left\{\sim_{p}: p \in N\right\}\right)
$$

where $N$ is a set of players, $H$ is a set of histories, $P$ is a player function, and $\sim_{p}$ is an equivalence relation on $H_{p}$ with the property that $A(h)=A\left(h^{\prime}\right)$ whenever $h \sim_{p} h^{\prime}$. When $h \sim_{p} h^{\prime}$ we say that $h$ and $h^{\prime}$ are indistinguishable for player $p$. An extensive game with imperfect information is an extensive game form with imperfect information equipped with a utility function $u_{p}: Z \rightarrow \mathbb{R}$ for each player.


Figure 2.6 An extensive game form with imperfect information
Graphically, we indicate that two histories are indistinguishable for a player by connecting the corresponding decision points with a dotted line. For example, Figure 2.6 depicts an extensive game form with imperfect information in which player II cannot tell whether player I chose $a$ or $b$ on her first move. Therefore player II must always choose $c$ or always choose $d$, regardless of how his opponent moved. In order to choose an action, however, a player needs to know which actions are possible, hence the requirement that $A(h)=A\left(h^{\prime}\right)$ whenever $h \sim_{p} h^{\prime}$.

A strategy $\sigma$ for player $p$ in an extensive game with imperfect information is defined as for an extensive game with perfect information, with the restriction that $\sigma(h)=\sigma\left(h^{\prime}\right)$ whenever $h \sim_{p} h^{\prime}$. For example, in any extensive game with the form shown in Figure 2.6, player II has
only two possible strategies $\tau$ and $\tau^{\prime}$ defined by $\tau(a)=c=\tau(b)$ and $\tau^{\prime}(a)=d=\tau^{\prime}(b)$, respectively.

Whether player II prefers to follow $\tau$ or $\tau^{\prime}$ depends on the payoffs associated with each terminal history. Recall that a winning strategy is one whose owner wins every maximal play in which he or she follows it. Thus, if player II wins both $(a, c)$ and $(b, c)$ then $\tau$ is a winning strategy; if he wins both $(a, d)$ and $(b, d)$ then $\tau^{\prime}$ is a winning strategy. Neither $\tau$ nor $\tau^{\prime}$ is a winning strategy for the game depicted in Figure 2.7, however. Since player I does not have a winning strategy either, we see that the Gale-Stewart theorem fails for games with imperfect information.


Figure 2.7 An extensive game with imperfect information for which neither player has a winning strategy

### 2.2 Strategic games

Extensive games emphasize the sequential nature of games, as well as the epistemic states of the players at each decision point. A strategy for an extensive game is a guide that tells its owner how to act in every situation in which he or she is to move. Thus the outcome of an extensive game is determined once the players choose which strategies to follow.

A strategic game abstracts away the internal structure of an extensive game and focuses on the moment the players select their strategies. Once the strategies are fixed, the game ends and the players receive their payoffs.

### 2.2.1 Pure strategies

In a strategic game, each player selects from a set that includes all possible strategies for that player. Let $S_{p}$ denote the set of strategies for player $p$. The elements of $S_{p}$ are sometimes called pure strategies to distinguish them from mixed strategies, which will be introduced shortly. Pure strategies can be thought of as strategies for some extensive game, or simply as balls in an urn.

Definition 2.7 A strategic game has the following components:

- $N$, a set of players.
- $S_{p}$, a set of (pure) strategies for each player $p \in N$.
- $u_{p}: \prod_{i \in N} S_{i} \rightarrow \mathbb{R}$, a utility function for each player $p \in N$.

A strategic game is finite if every $S_{p}$ is finite.
Example 2.8 For our first example of a strategic game, consider the game Stag Hunt:

Each of a group of hunters has two options: she may remain attentive to the pursuit of a stag, or she may catch a hare. If all hunters pursue the stag, they catch it and share it equally; if any of the hunters devotes her energy to catching a hare, the stag escapes, and the hare belongs to the defecting hunter alone. Each hunter prefers a share of the stag to a hare. [44, p. 20]

Suppose there are three hunters named I, II, and III. In the scenario described above, the set of strategies for all three hunters is the same, but the payoff each hunter receives depends on the strategies of her fellow hunters, as well as her own strategy. On the one hand, if the third hunter chooses to catch a hare, it is impossible for the first hunter to catch the stag no matter what she or the second hunter does. Thus it is better for the first hunter to catch a hare. On the other hand, if the third hunter pursues the stag, then the first hunter should pursue the stag as well, assuming the second hunter does too (Figure 2.8).

| Player III $=$ stag |  |  |
| :--- | :---: | :---: |
| stag | hare |  |
|  | $2,2,2$ | $0,1,0$ |
|  | $1,0,0$ | $1,1,0$ |
|  |  |  |


| Player III $=$ hare |  |  |
| :--- | :---: | :---: |
| stag | hare |  |
|  | $0,0,1$ | $0,1,1$ |
|  | $1,0,1$ | $1,1,1$ |
|  |  |  |

Figure 2.8 The Stag Hunt payoff matrix

|  | quiet | fink |
| :---: | ---: | ---: |
| quiet | $-1,-1$ | $-4,0$ |
| fink | $0,-4$ | $-3,-3$ |
|  |  |  |

Figure 2.9 The Prisoner's Dilemma payoff matrix

Since we are mostly interested in applications of strategic games to logic (Chapter 7), we will usually restrict our attention to two-player strategic games. For a two-player strategic game, the adjectives strictly competitive, constant sum, zero sum, and win-lose are defined as they are for extensive games, except that histories are replaced by pairs of strategies, e.g., a two-player strategic game is strictly competitive if and only if for all $\sigma, \sigma^{\prime} \in S_{\text {I }}$ and $\tau, \tau^{\prime} \in S_{\text {II }}$ we have

$$
u_{\mathrm{I}}(\sigma, \tau) \geq u_{\mathrm{I}}\left(\sigma^{\prime}, \tau^{\prime}\right) \quad \text { iff } \quad u_{\mathrm{II}}\left(\sigma^{\prime}, \tau^{\prime}\right) \geq u_{\mathrm{II}}(\sigma, \tau)
$$

Example 2.9 Perhaps the most famous two-player strategic game is the Prisoner's Dilemma:

Two suspects in a major crime are held in separate cells. There is enough evidence to convict each of them of a minor offense, but not enough evidence to convict either of them of the major crime unless one of them acts as an informer against the other (finks). If they both stay quiet, each will be convicted of the minor offense and spend one year in prison. If one and only one of them finks, she will be freed and used as a witness against the other, who will spend four years in prison. If they both fink, each will spend three years in prison. [44, p. 14]

The payoff matrix of the Prisoner's Dilemma is given in Figure 2.9. One can see that the Prisoner's Dilemma is not a strictly competitive game because for both players I and II we have

$$
u_{p}(\text { quiet }, \text { quiet })>u_{p}(\text { fink }, \text { fink })
$$

Thus it is in the interest of both suspects to keep quiet. However, if the second prisoner remains quiet, the first prisoner has an incentive to fink because

$$
u_{\mathrm{I}}(\text { fink, quiet })>u_{\mathrm{I}}(\text { quiet }, \text { quiet }) .
$$

If the second prisoner finks, then the first prisoner still has an incentive to fink because

$$
u_{\mathrm{I}}(\text { fink, fink })>u_{\mathrm{I}}(\text { quiet, fink }) .
$$

Thus, no matter what the second prisoner does, the first prisoner prefers
to rat out her accomplice rather than remain silent. The second prisoner reasons similarly, and so, paradoxically, both prisoners fink on the other, and both are sentenced to three years in prison.

Definition 2.10 Let $\Gamma$ be a two-player strategic game. The pair

$$
\left(\sigma^{*}, \tau^{*}\right) \in S_{\mathrm{I}} \times S_{\mathrm{II}}
$$

is an equilibrium (in pure strategies) if:

- $u_{\mathrm{I}}\left(\sigma^{*}, \tau^{*}\right) \geq u_{\mathrm{I}}\left(\sigma, \tau^{*}\right)$ for every pure strategy $\sigma \in S_{\mathrm{I}}$,
- $u_{\mathrm{II}}\left(\sigma^{*}, \tau^{*}\right) \geq u_{\mathrm{II}}\left(\sigma^{*}, \tau\right)$ for every pure strategy $\tau \in S_{\mathrm{II}}$.

There is a visual technique we can use to easily identify the equilibria of a finite, two-player strategic game. In each column, circle the maximum payoffs for player I. For example, in Figure 2.9 we would circle 0 in the first column and -3 in the second column. In each row, circle the maximum payoffs for player II. For example, we would circle 0 in the first row of Figure 2.9 and -3 in the second row. If the maximum payoff occurs more than once in a given column or row, circle every occurrence in that row or column. A pair of pure strategies $\left(\sigma^{*}, \tau^{*}\right)$ is an equilibrium if and only if both $u_{\mathrm{I}}\left(\sigma^{*}, \tau^{*}\right)$ and $u_{\mathrm{II}}\left(\sigma^{*}, \tau^{*}\right)$ are circled. In other words,

$$
u_{\mathrm{I}}\left(\sigma^{*}, \tau^{*}\right)=\max _{\sigma} u_{\mathrm{I}}\left(\sigma, \tau^{*}\right) \quad \text { and } \quad u_{\mathrm{II}}\left(\sigma^{*}, \tau^{*}\right)=\max _{\tau} u_{\mathrm{II}}\left(\sigma^{*}, \tau\right)
$$

If $\Gamma$ is strictly competitive, the second condition in Definition 2.10 can be rewritten as:

- $u_{\mathrm{I}}\left(\sigma^{*}, \tau^{*}\right) \leq u_{\mathrm{I}}\left(\sigma^{*}, \tau\right)$ for every pure strategy $\tau \in S_{\mathrm{II}}$.

In this case, $\left(\sigma^{*}, \tau^{*}\right)$ is an equilibrium if and only if for every $\sigma \in S_{\mathrm{I}}$ and $\tau \in S_{\text {II }}$ we have

$$
\begin{equation*}
u_{\mathrm{I}}\left(\sigma, \tau^{*}\right) \leq u_{\mathrm{I}}\left(\sigma^{*}, \tau^{*}\right) \leq u_{\mathrm{I}}\left(\sigma^{*}, \tau\right) \tag{2.1}
\end{equation*}
$$

Equivalently,

$$
\begin{equation*}
\max _{\sigma} u_{\mathrm{I}}\left(\sigma, \tau^{*}\right)=u_{\mathrm{I}}\left(\sigma^{*}, \tau^{*}\right)=\min _{\tau} u_{\mathrm{I}}\left(\sigma^{*}, \tau\right) \tag{2.2}
\end{equation*}
$$

We can easily generalize Definition 2.10 to games with more than two players. A strategy profile

$$
\left(\sigma_{1}^{*}, \ldots, \sigma_{n}^{*}\right) \in \prod_{p \in N} S_{p}
$$

is an equilibrium if and only if no player can improve her utility by unilaterally changing her strategy. By inspecting Figure 2.8 one can see
that Stag Hunt has two equilibria. If all the hunters pursue the stag, then each will receive a payoff of 2 , which is the maximum possible payoff. If every hunter catches a hare, then each will receive a payoff of 1 , which is not optimal, but it is better than nothing. Furthermore, none of the hunters can improve her utility by single-handedly pursuing the stag.

### 2.2.2 Mixed strategies

Not every strategic game has an equilibrium in pure strategies. In the game Matching Pennies, two players each hold a coin that they secretly turn to heads or tails. Then the coins are revealed simultaneously. If the coins are both heads or both tails, player II pays one dollar to player I; otherwise player I pays one dollar to player II (Figure 2.10).

|  | heads | tails |
| :---: | :---: | :---: |
| heads | $1,-1$ | $-1,1$ |
| tails | $-1,1$ | $1,-1$ |
|  |  |  |

Figure 2.10 The Matching Pennies payoff matrix
Matching Pennies does not have an equilibrium in pure strategies because no matter which strategies the players follow, one of the players will be able to unilaterally improve his or her utility. For example, if both players play heads, player II has an incentive to play tails instead. But if he does, then player I has an incentive to play tails too.

Intuitively, each player should conceal his or her strategy so that the other player cannot take advantage. For example, if the players repeat the game for several rounds, and player I always plays heads, eventually player II will start to play tails. Thus the players should randomize which strategy they select in each round.

Given a set $A$ (called the sample space) and a nonempty collection $\mathcal{A} \subseteq$ $\mathscr{P}(A)$ of subsets of $A$ that is closed under complementation, countable unions, and countable intersections, a probability distribution over $A$ is a function $\delta: \mathcal{A} \rightarrow[0,1]$ with the following properties:
(i) $\delta(A)=1$.
(ii) If $A_{1}, A_{2}, \ldots$ are pairwise disjoint sets in $\mathcal{A}$, then

$$
\delta\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \delta\left(A_{i}\right) .
$$

Elements of the sample space are called outcomes, while the subsets in $\mathcal{A}$ are called events. If $a$ is an outcome, we write $\delta(a)$ instead of $\delta(\{a\})$. We denote by $\Delta(A)$ the set of all probability distributions over $A$.

In this book, we will mostly be concerned with finite sample spaces, in which case we may assume that $\mathcal{A}=\mathscr{P}(A)$, i.e., every set of outcomes is an event. Let $\delta$ be a probability distribution over a finite sample space. The support of $\delta$ is the set of outcomes to which $\delta$ assigns nonzero probability. We say $\delta$ is uniform if it assigns equal probability to all the outcomes in its support.

Definition 2.11 Let $\Gamma=\left(N,\left\{S_{p}: p \in N\right\},\left\{u_{p}: p \in N\right\}\right)$ be a strategic game. A mixed strategy for player $p \in N$ is a probability distribution $\mu \in \Delta\left(S_{p}\right)$.

Let $\Gamma$ be a two-player strategic game, and let $\mu$ and $\nu$ be mixed strategies for players I and II, respectively. The probability that player I follows $\sigma \in S_{\mathrm{I}}$ is precisely $\mu(\sigma)$, and the probability that player II follows $\tau \in S_{\text {II }}$ is $\nu(\tau)$. We assume that the players choose their strategies independently of each other. Thus the probability that player I follows $\sigma$ and player II follows $\tau$ is the product $\mu(\sigma) \nu(\tau)$.

After many rounds in which player I employs $\mu$ and player II employs $\nu$, the average payoff a player can expect to receive is the weighted average of the payoffs he or she receives when the players follow a given pair of pure strategies. For example, when $S_{\text {I }}$ and $S_{\text {II }}$ are finite, the expected utility function for player $p$ is

$$
U_{p}(\mu, \nu)=\sum_{\sigma \in S_{\mathrm{I}}} \sum_{\tau \in S_{\mathrm{II}}} \mu(\sigma) \nu(\tau) u_{p}(\sigma, \tau)
$$

If $\Gamma$ is a finite $c$-sum game, that is, $u_{\mathrm{I}}(\sigma, \tau)+u_{\mathrm{II}}(\sigma, \tau)=c$ for all $\sigma \in S_{\mathrm{I}}$ and $\tau \in S_{\text {II }}$, one can easily calculate that

$$
U_{\mathrm{I}}(\mu, \nu)+U_{\mathrm{II}}(\mu, \nu)=c
$$

Example 2.12 In the game Matching Pennies, let $\mu$ be the mixed strategy for player I defined by $\mu$ (heads) $=p$ and $\mu$ (tails) $=1-p$. Let $\nu$ be the mixed strategy for player II defined by $\nu$ (heads) $=q$ and $\nu($ tails $)=1-q$. The expected utility for player I is:

$$
\begin{aligned}
U_{\mathrm{I}}(\mu, \nu) & =\sum_{\sigma \in S_{\mathrm{I}}} \sum_{\tau \in S_{\mathrm{II}}} \mu(\sigma) \nu(\tau) u_{\mathrm{I}}(\sigma, \tau) \\
& =p q-p(1-q)-(1-p) q+(1-p)(1-q) \\
& =(2 p-1)(2 q-1)
\end{aligned}
$$

For example, if $p=2 / 3$ and $q=1 / 4$, then $U_{\mathrm{I}}(\mu, \nu)=-1 / 6$. Since Matching Pennies is a zero-sum game it follows that $U_{\text {II }}(\mu, \nu)=1 / 6 . \quad \dashv$

We can simulate a pure strategy $\sigma$ with a mixed strategy $\mu$ that assigns $\sigma$ probability 1 . We will commonly identify such "degenerate" mixed strategies with the unique pure strategy in their support. If $\sigma \in S_{\mathrm{I}}$ and $\nu \in \Delta\left(S_{\text {II }}\right)$,

$$
U_{p}(\sigma, \nu)=\sum_{\tau \in S_{\mathrm{II}}} \nu(\tau) u_{p}(\sigma, \tau)
$$

Similarly, if $\mu \in \Delta\left(S_{\mathrm{I}}\right)$ and $\tau \in S_{\mathrm{II}}$,

$$
U_{p}(\mu, \tau)=\sum_{\sigma \in S_{\mathrm{I}}} \mu(\sigma) u_{p}(\sigma, \tau)
$$

It follows immediately from the definitions that

$$
\begin{equation*}
U_{p}(\mu, \nu)=\sum_{\sigma \in S_{\mathrm{I}}} \mu(\sigma) U_{p}(\sigma, \nu)=\sum_{\tau \in S_{\mathrm{II}}} \nu(\tau) U_{p}(\mu, \tau) . \tag{2.3}
\end{equation*}
$$

With these definitions in place, we can now say what it means for a pair of mixed strategies to be an equilibrium.

Definition 2.13 Let $\Gamma$ be a two-player strategic game with $\mu^{*} \in \Delta\left(S_{\mathrm{I}}\right)$ and $\nu^{*} \in \Delta\left(S_{\text {II }}\right)$. The pair $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium (in mixed strategies) if it satisfies the following conditions:

- $U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right) \geq U_{\mathrm{I}}\left(\mu, \nu^{*}\right)$ for every mixed strategy $\mu \in \Delta\left(S_{\mathrm{I}}\right)$,
- $U_{\text {II }}\left(\mu^{*}, \nu^{*}\right) \geq U_{\text {II }}\left(\mu^{*}, \nu\right)$ for every mixed strategy $\nu \in \Delta\left(S_{\text {II }}\right)$.

If $\Gamma$ is strictly competitive, then $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium if and only if for all $\mu \in \Delta\left(S_{\mathrm{I}}\right)$ and $\nu \in \Delta\left(S_{\text {II }}\right)$,

$$
\begin{equation*}
U_{\mathrm{I}}\left(\mu, \nu^{*}\right) \leq U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right) \leq U_{\mathrm{I}}\left(\mu^{*}, \nu\right) \tag{2.4}
\end{equation*}
$$

Equivalently,

$$
\begin{equation*}
\max _{\mu} U_{\mathrm{I}}\left(\mu, \nu^{*}\right)=U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)=\min _{\nu} U_{\mathrm{I}}\left(\mu^{*}, \nu\right) . \tag{2.5}
\end{equation*}
$$

Example 2.14 The pair $(\mu, \nu)$ of mixed strategies in Example 2.12 according to which player I plays heads with probability $2 / 3$ and player II plays heads with probability $1 / 4$ is not an equilibrium. Keeping $\mu$ fixed, player II can improve his expected utility to $1 / 3$ by always playing tails $(q=0)$. However, if $\mu^{*}$ is the mixed strategy according to which player I plays heads with probability $p=1 / 2$, then

$$
U_{\mathrm{I}}\left(\mu^{*}, \nu\right)=0=U_{\mathrm{II}}\left(\mu^{*}, \nu\right)
$$

regardless of $q$. Similarly, if $\nu^{*}$ is the mixed strategy according to which player II plays heads with probability $q=1 / 2$, then

$$
U_{\mathrm{I}}\left(\mu, \nu^{*}\right)=0=U_{\mathrm{II}}\left(\mu, \nu^{*}\right)
$$

regardless of $p$. Thus $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium.
In fact $\left(\mu^{*}, \nu^{*}\right)$ is the only equilibrium for Matching Pennies. If player I plays heads with probability $p>1 / 2$, then player II can maximize his utility by always playing tails. If $p<1 / 2$, then player II maximizes his utility by always playing heads. Similarly, if $q>1 / 2$ then player I should always play heads, and if $q<1 / 2$ she should always play tails.

Every equilibrium in pure strategies is also an equilibrium in mixed strategies. Thus Stag Hunt shows that a strategic game can have multiple mixed-strategy equilibria, and that a given player may receive different payoffs from different equilibria. A strictly competitive game can also have multiple equilibria, but the players always receive the same payoffs.

Proposition 2.15 If $(\mu, \nu)$ and $\left(\mu^{\prime}, \nu^{\prime}\right)$ are two equilibria in mixed strategies for a strictly competitive strategic game, then

$$
U_{p}(\mu, \nu)=U_{p}\left(\mu^{\prime}, \nu^{\prime}\right)
$$

Proof If ( $\mu, \nu$ ) and ( $\mu^{\prime}, \nu^{\prime}$ ) are both equilibria, then

$$
U_{\mathrm{I}}(\mu, \nu) \leq U_{\mathrm{I}}\left(\mu, \nu^{\prime}\right) \leq U_{\mathrm{I}}\left(\mu^{\prime}, \nu^{\prime}\right) \leq U_{\mathrm{I}}\left(\mu^{\prime}, \nu\right) \leq U_{\mathrm{I}}(\mu, \nu)
$$

Hence $U_{\mathrm{I}}(\mu, \nu)=U_{\mathrm{I}}\left(\mu^{\prime}, \nu^{\prime}\right)$. Likewise, $U_{\mathrm{II}}(\mu, \nu)=U_{\mathrm{II}}\left(\mu^{\prime}, \nu^{\prime}\right)$.
Note that Proposition 2.15 does not guarantee that a strictly competitive game has an equilibrium, only that every equilibrium results in the same payoffs, if any such equilibria exist. Luckily, von Neumann [43] proved that for a special class of games, equilibria always exist. Known as the minimax theorem, this result is considered by many to be the first major theorem in game theory.

Theorem 2.16 (Minimax) Every finite, two-person, zero-sum game has an equilibrium in mixed strategies.

Nash later proved that every finite strategic game has a mixed-strategy equilibrium [42]. The notion of equilibrium has been associated with Nash's name ever since. The theory developed in this volume, however, depends only on the minimax theorem.

The following proposition allows us to extend the minimax theorem to constant-sum games.

Proposition 2.17 Let $\Gamma$ and $\Gamma^{\prime}$ be finite, two-player strategic games involving the same players and the same strategy sets. Let $f(x)=a x+b$ be an affine transformation, where $a, b \in \mathbb{R}$ and $a>0$. If for all $\sigma \in S_{\mathrm{I}}$ and $\tau \in S_{\mathrm{II}}, u_{p}^{\prime}(\sigma, \tau)=f\left(u_{p}(\sigma, \tau)\right)$, where $u_{p}$ is the utility function of player $p$ in $\Gamma$, and $u_{p}^{\prime}$ is the utility function of player $p$ in $\Gamma^{\prime}$, then every mixed-strategy equilibrium in $\Gamma$ is a mixed-strategy equilibrium in $\Gamma^{\prime}$.

Proof We write $U_{p}^{\prime}$ for the expected utility of player $p$ in $\Gamma^{\prime}$. It is easy to show that for every $\mu \in \Delta\left(S_{\mathrm{I}}\right)$ and $\nu \in \Delta\left(S_{\mathrm{II}}\right)$,

$$
U_{p}^{\prime}(\mu, \nu)=a U_{p}(\mu, \nu)+b
$$

Let $\left(\mu^{*}, \nu^{*}\right)$ be a mixed-strategy equilibrium in $\Gamma$. Then for every $\mu \in$ $\Delta\left(S_{\mathrm{I}}\right)$ we have

$$
U_{\mathrm{I}}^{\prime}\left(\mu^{*}, \nu^{*}\right)=a U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)+b \geq a U_{\mathrm{I}}\left(\mu, \nu^{*}\right)+b=U_{\mathrm{I}}^{\prime}\left(\mu, \nu^{*}\right)
$$

Similarly, for every $\nu \in \Delta\left(S_{\mathrm{II}}\right)$ we have $U_{\mathrm{II}}^{\prime}\left(\mu^{*}, \nu^{*}\right) \geq U_{\mathrm{II}}^{\prime}\left(\mu^{*}, \nu\right)$. Thus $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium in $\Gamma^{\prime}$.

### 2.2.3 Identifying equilibria

When presented with a pair $\left(\mu^{*}, \nu^{*}\right)$ of mixed strategies for a strategic game, determining whether it is an equilibrium seems a daunting task because one must compare it to all other pairs of mixed strategies for the same game. The next proposition shows that it suffices to compare $\left(\mu^{*}, \nu^{*}\right)$ against pairs of the form $\left(\sigma, \nu^{*}\right)$ and $\left(\mu^{*}, \tau\right)$, where $\sigma$ and $\tau$ are pure strategies [44, p. 116].

Proposition 2.18 In a finite, two-player strategic game, the pair $\left(\mu^{*}, \nu^{*}\right) \in \Delta\left(S_{\mathrm{I}}\right) \times \Delta\left(S_{\mathrm{II}}\right)$ is a mixed-strategy equilibrium if and only if all of the following conditions hold:
(1) $U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)=U_{\mathrm{I}}\left(\sigma, \nu^{*}\right)$ for every $\sigma \in S_{\mathrm{I}}$ in the support of $\mu^{*}$,
(2) $U_{\mathrm{II}}\left(\mu^{*}, \nu^{*}\right)=U_{\mathrm{II}}\left(\mu^{*}, \tau\right)$ for every $\tau \in S_{\mathrm{II}}$ in the support of $\nu^{*}$,
(3) $U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right) \geq U_{\mathrm{I}}\left(\sigma, \nu^{*}\right)$ for every $\sigma \in S_{\mathrm{I}}$ outside the support of $\mu^{*}$,
(4) $U_{\mathrm{II}}\left(\mu^{*}, \nu^{*}\right) \geq U_{\mathrm{II}}\left(\mu^{*}, \tau\right)$ for every $\tau \in S_{\mathrm{II}}$ outside the support of $\nu^{*}$.

Proof Suppose $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium in mixed strategies.
(1) Let us consider only the strategies in the support of $\mu_{\mathrm{I}}$,

$$
S_{\mathrm{I}}^{*}=\left\{\sigma \in S_{\mathrm{I}}: \mu^{*}(\sigma)>0\right\}
$$

For every $\sigma \in S_{\mathrm{I}}$ we have $U_{\mathrm{I}}\left(\sigma, \nu^{*}\right) \leq U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)$ because $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium. By Equation (2.3) we know that

$$
\sum_{\sigma \in S_{\mathrm{I}}^{*}} \mu^{*}(\sigma) U\left(\sigma, \nu^{*}\right)=U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right) .
$$

If $U_{\mathrm{I}}\left(\sigma, \nu^{*}\right)<U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)$ for every $\sigma \in S_{\mathrm{I}}^{*}$ we would have

$$
\sum_{\sigma \in S_{\mathrm{I}}^{*}} \mu^{*}(\sigma) U\left(\sigma, \nu^{*}\right)<U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)
$$

which is not the case. Hence there is a pure strategy $\sigma^{*} \in S_{\mathrm{I}}^{*}$ such that $U_{\mathrm{I}}\left(\sigma^{*}, \nu^{*}\right)=U_{I}\left(\mu^{*}, \nu^{*}\right)$. Now suppose for the sake of a contradiction that for some $\sigma^{\prime} \in S_{\mathrm{I}}^{*}$ we have $U_{\mathrm{I}}\left(\sigma^{\prime}, \nu^{*}\right)<U_{I}\left(\sigma^{*}, \nu^{*}\right)$. Then

$$
\begin{aligned}
U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right) & =\sum_{\sigma \in S_{\mathrm{I}}^{*}} \mu^{*}(\sigma) U_{\mathrm{I}}\left(\sigma, \nu^{*}\right) \\
& =\mu^{*}\left(\sigma^{\prime}\right) U_{\mathrm{I}}\left(\sigma^{\prime}, \nu^{*}\right)+\sum_{\sigma \in S_{\mathrm{I}}^{*}-\left\{\sigma^{\prime}\right\}} \mu^{*}(\sigma) U_{\mathrm{I}}\left(\sigma, \nu^{*}\right) \\
& <\mu^{*}\left(\sigma^{\prime}\right) U_{\mathrm{I}}\left(\sigma^{*}, \nu^{*}\right)+\sum_{\sigma \in S_{\mathrm{I}}^{*}-\left\{\sigma^{\prime}\right\}} \mu^{*}(\sigma) U_{\mathrm{I}}\left(\sigma, \nu^{*}\right)
\end{aligned}
$$

That is, player I improves her expected utility by playing $\sigma^{*}$ instead of $\sigma^{\prime}$, contradicting the fact that $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium. Thus $U_{\mathrm{I}}\left(\sigma, \nu^{*}\right)=$ $U\left(\mu^{*}, \nu^{*}\right)$ for every $\sigma \in S_{\mathrm{I}}^{*}$.

The proof of (2) is similar, while (3) and (4) are immediate.
For the converse, suppose $\left(\mu^{*}, \nu^{*}\right)$ satisfies conditions (1)-(4). The sets

$$
S_{\mathrm{I}}^{*}=\left\{\sigma \in S_{\mathrm{I}}: \mu^{*}(\sigma)>0\right\} \quad \text { and } \quad \overline{S_{\mathrm{I}}}=\left\{\sigma \in S_{\mathrm{I}}: \mu^{*}(\sigma)=0\right\}
$$

are disjoint and $S_{\mathrm{I}}^{*} \cup \overline{S_{\mathrm{I}}}=S_{\mathrm{I}}$, so for any $\mu \in \Delta\left(S_{\mathrm{I}}\right)$,

$$
\begin{aligned}
U_{\mathrm{I}}\left(\mu, \nu^{*}\right) & =\sum_{\sigma \in S_{\mathrm{I}}^{*}} \mu(\sigma) U_{\mathrm{I}}\left(\sigma, \nu^{*}\right)+\sum_{\sigma \in \overline{S_{\mathrm{I}}}} \mu(\sigma) U_{\mathrm{I}}\left(\sigma, \nu^{*}\right) \\
& \leq \sum_{\sigma \in S_{\mathrm{I}}^{*}} \mu(\sigma) U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)+\sum_{\sigma \in \overline{S_{\mathrm{I}}}} \mu(\sigma) U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right) \\
& =U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right) \sum_{\sigma \in S_{\mathrm{I}}} \mu(\sigma) \\
& =U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)
\end{aligned}
$$

by conditions (1) and (3). A similar argument shows that $U_{\mathrm{II}}\left(\mu^{*}, \nu\right) \leq$ $U_{\mathrm{II}}\left(\mu^{*}, \nu^{*}\right)$ for every $\nu \in \Delta\left(S_{\mathrm{II}}\right)$.

|  | $\tau_{1}$ | $\tau_{2}$ | $\tau_{3}$ | $\tau_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sigma_{1}$ | 1 | 0 | 1 | 0 |
| $\sigma_{2}$ | 1 | 1 | 0 | 0 |
| $\sigma_{3}$ | 0 | 1 | 1 | 0 |
| $\sigma_{4}$ | 0 | 0 | 0 | 1 |
|  |  |  |  |  |

Figure 2.11 Player I's payoff matrix

Example 2.19 Let $\Gamma$ be a two-player, win-lose game for which player I's utility function is depicted in Figure 2.11. Consider the pair of mixed strategies $\left(\mu^{*}, \nu^{*}\right)$, where $\mu^{*} \in \Delta\left(S_{\mathrm{I}}\right)$ is defined by

$$
\mu^{*}\left(\sigma_{i}\right)= \begin{cases}1 / 5 & \text { if } \sigma_{i} \in\left\{\sigma_{1}, \sigma_{2}, \sigma_{3}\right\} \\ 2 / 5 & \text { if } \sigma_{i} \in\left\{\sigma_{4}\right\}\end{cases}
$$

and $\nu^{*} \in \Delta\left(S_{\mathrm{II}}\right)$ is defined by

$$
\nu^{*}\left(\tau_{j}\right)= \begin{cases}1 / 5 & \text { if } \tau_{j} \in\left\{\tau_{1}, \tau_{2}, \tau_{3}\right\} \\ 2 / 5 & \text { if } \tau_{j} \in\left\{\tau_{4}\right\}\end{cases}
$$

We leave it as an exercise to compute that $U_{\mathrm{I}}\left(\mu^{*}, \nu^{*}\right)=2 / 5$. To see that $\left(\mu^{*}, \nu^{*}\right)$ is indeed an equilibrium, consider a strategy $\sigma_{i} \in S_{\mathrm{I}}$. If $i=1$, then

$$
U_{\mathrm{I}}\left(\sigma_{1}, \nu^{*}\right)=\sum_{j=1}^{4} \nu^{*}\left(\tau_{j}\right) u_{\mathrm{I}}\left(\sigma_{1}, \tau_{j}\right)=\nu^{*}\left(\tau_{1}\right)+\nu^{*}\left(\tau_{3}\right)=\frac{2}{5}
$$

The calculations for $i \in\{2,3\}$ are similar. If $i=4$, then we have

$$
U_{\mathrm{I}}\left(\sigma_{4}, \nu^{*}\right)=\nu^{*}\left(\tau_{4}\right)=\frac{2}{5}
$$

As an exercise, the reader should check that $U_{\mathrm{II}}\left(\mu^{*}, \tau_{j}\right)=3 / 5$ for all $1 \leq j \leq 4$. (Note that the payoff matrix for player II is the inverse of the one shown in Figure 2.11.) Thus $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium.

## 3

## First-order logic

We assume the reader is familiar with first-order logic. Nevertheless, we feel it worthwhile to collect the main definitions and results in the present chapter so that we may refer to them throughout the remainder of the book. Doing so will serve the dual purpose of making the book self-contained and preparing the reader for what lies ahead.

### 3.1 Syntax

Let $\left\{x_{0}, x_{1}, x_{2}, \ldots\right\}$ be a countably infinite set of variables. We will use $x, y, z, \ldots$ as meta-variables ranging over the variables in this set. The symbols $U, V, W, \ldots$ range over finite sets of variables.

Definition 3.1 A vocabulary is a set of relation symbols and function symbols. Each symbol is associated with a natural number, called its arity, that indicates the number of arguments the symbol accepts. Nullary function symbols are called constant symbols, and will often be treated separately. Unary relation symbols are sometimes called predicates. $\dashv$

The function symbols in a vocabulary can be combined with variables to form more complicated expressions called terms.

Definition 3.2 Let $L$ be a vocabulary. The set of $L$-terms is generated by the finite application of the following rules:

- Every variable is an $L$-term.
- Every constant symbol in $L$ is an $L$-term.
- If $f$ is an $n$-ary function symbol in $L$ and $t_{1}, \ldots, t_{n}$ are $L$-terms, then $f\left(t_{1}, \ldots, t_{n}\right)$ is an $L$-term.

Relation symbols can be combined with terms to form (atomic) formulas. Formulas can be combined with logical connectives and quantifiers to form (compound) formulas.

Definition 3.3 The first-order language generated by the vocabulary $L$, denoted $\mathrm{FO}_{L}$, is generated by the finite application of the following rules:

- If $t_{1}$ and $t_{2}$ are $L$-terms, then $\left(t_{1}=t_{2}\right) \in \mathrm{FO}_{L}$.
- If $R$ is an $n$-ary relation symbol in $L$ and $t_{1}, \ldots, t_{n}$ are $L$-terms, then $R\left(t_{1}, \ldots, t_{n}\right) \in \mathrm{FO}_{L}$.
- If $\varphi \in \mathrm{FO}_{L}$, then $\neg \varphi \in \mathrm{FO}_{L}$.
- If $\varphi, \varphi^{\prime} \in \mathrm{FO}_{L}$, then $\left(\varphi \vee \varphi^{\prime}\right) \in \mathrm{FO}_{L}$ and $\left(\varphi \wedge \varphi^{\prime}\right) \in \mathrm{FO}_{L}$.
- If $\varphi \in \mathrm{FO}_{L}$ and $x$ is a variable, then $\exists x \varphi \in \mathrm{FO}_{L}$ and $\forall x \varphi \in \mathrm{FO}_{L}$. $\quad \dashv$

The elements of $\mathrm{FO}_{L}$ are called $\mathrm{FO}_{L}$ formulas. A first-order formula is an $\mathrm{FO}_{L}$ formula for some vocabulary $L$. When the vocabulary is irrelevant or clear from context we will not mention it explicitly. Formulas of the form $\left(t_{1}=t_{2}\right)$ or $R\left(t_{1}, \ldots, t_{n}\right)$ are called atomic. It will sometimes be convenient to let the symbol $\circ$ range over the set of connectives $\{\vee, \wedge\}$, and let $Q$ range over the set of quantifiers $\{\exists, \forall\}$. By $\bar{Q}$ we mean the dual of $Q$, which is to say $\bar{\exists}=\forall$ and $\bar{\forall}=\exists$. When writing first-order formulas we will be flexible in our use of brackets.

Definition 3.4 Let $\varphi$ be a first-order formula. The set of subformulas of $\varphi$, denoted $\operatorname{Subf}(\varphi)$, is defined recursively:

$$
\begin{aligned}
\operatorname{Subf}(\psi) & =\{\psi\} \quad(\psi \text { atomic }), \\
\operatorname{Subf}(\neg \psi) & =\{\neg \psi\} \cup \operatorname{Subf}(\psi), \\
\operatorname{Subf}\left(\psi \circ \psi^{\prime}\right) & =\left\{\psi \circ \psi^{\prime}\right\} \cup \operatorname{Subf}(\psi) \cup \operatorname{Subf}\left(\psi^{\prime}\right), \\
\operatorname{Subf}(Q x \psi) & =\{Q x \psi\} \cup \operatorname{Subf}(\psi) .
\end{aligned}
$$

The set of atomic subformulas of $\varphi$ is denoted $\operatorname{Atom}(\varphi)$. The set of existentially quantified subformulas is denoted $\operatorname{Subf}_{\exists}(\varphi)$, while the set of universally quantified subformulas is denoted $\operatorname{Subf}_{\forall}(\varphi)$.

We will treat each instance of a particular subformula as being distinct. ${ }^{1}$ For example, in the formula $\psi \vee \psi$ we distinguish between the left and right disjunct. If $\psi$ is a proper subformula of $Q x \varphi$ we say $\psi$ lies within the scope of $Q x$, as does every variable and quantifier that occurs

[^1]in $\psi$. If $Q^{\prime} y$ lies within the scope of $Q x$ we say that $Q^{\prime} y$ is subordinate to $Q x$ and that $Q x$ is superordinate to $Q^{\prime} y$.

Definition 3.5 A particular occurrence of a variable $x$ is free in $\varphi$ if it does not lie within the scope of any quantifier of the form $Q x$. If $\varphi$ is atomic, all its variables are free. For compound formulas:

$$
\begin{aligned}
\operatorname{Free}(\neg \varphi) & =\operatorname{Free}(\varphi), \\
\operatorname{Free}(\varphi \circ \psi) & =\operatorname{Free}(\varphi) \cup \operatorname{Free}(\psi), \\
\operatorname{Free}(Q x \varphi) & =\operatorname{Free}(\varphi)-\{x\} .
\end{aligned}
$$

An occurrence of a variable is bound if it is not free. Specifically, an occurrence of a variable is bound by the innermost quantifier in whose scope it lies. That is, an occurrence of $x$ in the formula $Q x \varphi$ is bound by $Q x$ if and only if $x \in \operatorname{Free}(\varphi)$. The set of bound variables of $\varphi$ is denoted $\operatorname{Bound}(\varphi)$. For example, in the formula

$$
\forall x \exists y(x+y \leq z),
$$

the variables $x$ and $y$ are bound, whilst $z$ is free. In the formula

$$
\operatorname{Red}(x) \vee \exists x \operatorname{Green}(x)
$$

the variable $x$ occurs both free and bound. A formula with no free variables is called a sentence.

### 3.2 Models

It is now time to give content to the relation symbols and function symbols that constitute the vocabulary of our first-order languages. We do this by introducing mathematical structures, or models. A model is a nonempty set equipped with relations and operations that interpret the relation symbols and functions symbols of a vocabulary.

Definition 3.6 Let $L=\{R, \ldots, f, \ldots, c, \ldots\}$ be a vocabulary. An $L$-structure is an object

$$
\mathbb{M}=\left(M ; R^{\mathbb{M}}, \ldots, f^{\mathbb{M}}, \ldots, c^{\mathbb{M}}, \ldots\right)
$$

where $M$ is a nonempty set called the universe of $\mathbb{M}$. The size of a structure refers to the cardinality of its universe. If $R$ is an $n$-ary relation symbol, then $R^{\mathbb{M}}$ is an $n$-ary relation on $M$ called the interpretation of $R$, and if $f$ is an $n$-ary function symbol, then $f^{\mathbb{M}}: M^{n} \rightarrow M$ is an
$n$-ary function on $M$ called the interpretation of $f$. If $c$ is a constant symbol, then $c^{\mathbb{M}}: M^{0} \rightarrow M$ is a constant function. We will usually identify $c^{\mathbb{M}}$ with its unique value. We will use the terms structure and model interchangeably.

Let $\varphi$ be an $\mathrm{FO}_{L}$ formula, let $\mathbb{M}$ be an $L$-structure, and $\mathbb{M}^{\prime}$ an $L^{\prime}$ structure. If $L \subseteq L^{\prime}$ we say that $\mathbb{M}^{\prime}$ is suitable for $\varphi$ because it has interpretations for all the relation and function symbols that occur in $\varphi$. Furthermore, if $\mathbb{M}$ and $\mathbb{M}^{\prime}$ have the same universe, and for every relation symbol $R$ in $L$ we have $R^{\mathbb{M}}=R^{\mathbb{M}^{\prime}}$, and for every function symbol $f$ in $L$ we have $f^{\mathbb{M}}=f^{\mathbb{M}^{\prime}}$, then $\mathbb{M}^{\prime}$ is an expansion of $\mathbb{M}$ to $L^{\prime}$, and $\mathbb{M}$ is the reduct of $\mathbb{M}^{\prime}$ to $L$ (written $\mathbb{M}=\mathbb{M}^{\prime} \upharpoonright L$ ).

A model tells us how to interpret the symbols in a vocabulary, but it does not tell us the values of any variables. When pondering the atomic formula $R(x, y, z)$ it helps to know which individuals the variables $x, y$ and $z$ refer to.

Definition 3.7 Let $\mathbb{M}$ be a structure. An assignment in $\mathbb{M}$ is a partial function from the set of variables $\left\{x_{0}, x_{1}, x_{2}, \ldots\right\}$ to $M$. If $s$ is an assignment in $\mathbb{M}$, and $a \in M$, then $s\left(x_{i} / a\right)$ denotes the assignment with domain $\operatorname{dom}(s) \cup\left\{x_{i}\right\}$ defined by:

$$
s\left(x_{i} / a\right)\left(x_{j}\right)= \begin{cases}s\left(x_{j}\right) & \text { if } i \neq j \\ a & \text { if } i=j\end{cases}
$$

That is, $s^{\prime}=s(x / a)$ is exactly like $s$ except $s^{\prime}(x)=a$. Notice that if $x \in \operatorname{dom}(s)$ the value that $s$ assigns to $x$ is overwritten when we assign it a new value.

The notation $s(x, y, z)=(a, b, c)$ is an abbreviation for $s(x)=a$, $s(y)=b$, and $s(z)=c$. We shall every now and then extend an assignment to a mapping from terms to individuals:

$$
\begin{aligned}
s(c) & =c^{\mathbb{M}} \\
s\left(f\left(t_{1}, \ldots, t_{n}\right)\right) & =f^{\mathbb{M}}\left(s\left(t_{1}\right), \ldots, s\left(t_{n}\right)\right) .
\end{aligned}
$$

We now have enough pieces of the puzzle to determine whether an atomic formula is true or false when its variables are taken to refer to specific individuals.

Definition 3.8 Let $L$ be a vocabulary, $\mathbb{M}$ an $L$-structure, and $s$ an assignment in $\mathbb{M}$. Then

$$
\begin{array}{rll}
\mathbb{M}, s \models\left(t_{1}=t_{2}\right) & \text { iff } & s\left(t_{1}\right)=s\left(t_{2}\right), \\
\mathbb{M}, s \models R\left(t_{1}, \ldots, t_{n}\right) & \text { iff } & \left(s\left(t_{1}\right), \ldots, s\left(t_{n}\right)\right) \in R^{\mathbb{M} .}
\end{array}
$$

For example, let $\mathbb{N}=\left\{\omega ;+^{\mathbb{N}}, \cdot^{\mathbb{N}}, \leq^{\mathbb{N}}\right\}$ be the set of natural numbers equipped with the standard operations of addition and multiplication along with the normal ordering. Let $s(x, y)=(3,7)$. Then

$$
\begin{array}{ll}
\mathbb{N}, s \neq x \leq y, & \mathbb{N}, s \not \models y \leq x, \\
\mathbb{N}, s \neq x+y=y+x, & \\
\mathbb{N}, s \not \models(x \cdot y)+x=(x+y) \cdot x
\end{array}
$$

Before continuing, the reader should practice constructing models and testing whether a given model and assignment satisfy various atomic formulas.

### 3.3 Game-theoretic semantics

In Philosophical Investigations [68], Wittgenstein uses games to explain how we use and learn language. In a nutshell, words and sentences acquire their meaning from their use in various language-games. Later Hintikka applied Wittgenstein's analysis to first-order logic. He proposed game-theoretic semantics $[26,27]$ as an alternative to the recursive definition of truth via satisfaction advocated by Tarski [58, 59, 61]. In this section we use extensive games with perfect information to formalize the game-theoretic semantics for first-order logic.

Consider the following dialogue: ${ }^{2}$
Abelard Eloise, tell me, is there a smallest natural number?
Eloise Yes.
Abelard Which is it?
Eloise Zero.
Abelard Correct. Any other number I might choose would be greater. Is there a greatest natural number?
Eloise No.
Abelard Why not?
Eloise Because no matter which number I pick, you can always find a greater one.

[^2]In the first part of the dialogue, Eloise asserts the truth of the sentence

$$
\exists x \forall y(x \leq y)
$$

when the quantifiers range over the natural numbers and the symbol $\leq$ is interpreted by the normal ordering. When asked to justify her claim, she responds by picking a natural number. Eloise must choose carefully, of course. If she had picked any number besides zero, Abelard could have found a smaller one. In the second part of the dialogue, Eloise denies the sentence

$$
\exists x \forall y(y \leq x) .
$$

When asked to give her reason for denying it, she explains that her teacher could always win a game in which they each pick a natural number, with Eloise choosing first, and the player who chooses the greater number wins.

As early as 1898, Peirce noticed that quantifiers can be interpreted as moves in a game. In his second Cambridge Conferences lecture, titled "Types of Reasoning," he remarks:

When I say "every man dies," I say you may pick out your man for yourself and provided he belongs to this here world you will find he will die. The "some" supposes a selection from "this here" world to be made by the deliverer of the proposition, or made in his interest. The "every" transfers the function of selection to the interpreter of the proposition, or to anybody acting in his interest. [46, pp. 129-30]

Calculus instructors continually rediscover the connection between quantifiers and games. One professor of our acquaintance challenges his students by saying: "The Devil chooses an $\varepsilon>0$ ! Find a $\delta>0$ such that. . ."

Logical connectives can also be considered as moves in a game. If Eloise asserts a disjunction she may choose which disjunct she wishes to verify. If she asserts a conjunction she must verify the conjunct of Abelard's choosing.

By now the reader's intuition should be robust enough to play the semantic game for any first-order formula. Nevertheless, it is important to give a formal definition. For the moment, we will only consider formulas in which the negation symbol $\neg$ does not appear.

Definition 3.9 Let $\varphi$ be a negation-free formula, $\mathbb{M}$ a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains $\operatorname{Free}(\varphi)$. The semantic game $G(\mathbb{M}, s, \varphi)$ is a win-lose extensive game with perfect information:

- There are two players, Eloise $(\exists)$ and Abelard $(\forall)$.
- The set of histories is $H=\bigcup\left\{H_{\psi}: \psi \in \operatorname{Subf}(\varphi)\right\}$, where $H_{\psi}$ is defined recursively:
- $H_{\varphi}=\{(s, \varphi)\}$,
- if $\psi$ is $\chi_{1} \circ \chi_{2}$, then $H_{\chi_{i}}=\left\{h^{\frown} \chi_{i}: h \in H_{\chi_{1} \circ \chi_{2}}\right\}$,
- if $\psi$ is $Q x \chi$, then $H_{\chi}=\left\{h^{\frown}(x, a): h \in H_{Q x \chi}, a \in M\right\}$.

Observe that $(s, \varphi)$ is the unique initial history. The assignment $s$ is called the initial assignment. Every history $h^{\prime}$ induces an assignment $s_{h^{\prime}}$ extending or modifying the initial assignment:

$$
s_{h^{\prime}}= \begin{cases}s & \text { if } h^{\prime}=(s, \varphi), \\ s_{h} & \text { if } h^{\prime}=h^{\complement} \chi \text { for some } \chi \in \operatorname{Subf}(\varphi), \\ s_{h}(x / a) & \text { if } h^{\prime}=h^{\complement}(x, a) \text { for some } a \in M\end{cases}
$$

- Once a play has reached an atomic formula the game ends:

$$
Z=\bigcup\left\{H_{\chi}: \chi \in \operatorname{Atom}(\varphi)\right\} .
$$

- Disjunctions and existential quantifiers are decision points for Eloise, while conjunctions and universal quantifiers are decision points for Abelard:

$$
P(h)= \begin{cases}\exists & \text { if } h \in H_{\chi \vee \chi^{\prime}} \text { or } h \in H_{\exists x \chi}, \\ \forall & \text { if } h \in H_{\chi \wedge \chi^{\prime}} \text { or } h \in H_{\forall x \chi} .\end{cases}
$$

- Eloise wins a maximal play $h \in H_{\chi}$ if the atomic formula $\chi$ is satisfied by the current assignment; Abelard wins if it is not:

$$
u(h)= \begin{cases}\exists & \text { if } \mathbb{M}, s_{h} \models \chi, \\ \forall & \text { if } \mathbb{M}, s_{h} \not \models \chi\end{cases}
$$

Consider the semantic game for $\exists x \forall y(x \leq y)$ interpreted in $\mathbb{N}$. For convenience, let $\varphi$ denote the original sentence, and let $\psi$ denote the subformula $\forall y(x \leq y)$. Assume the initial assignment is empty, so that $H_{\varphi}=\{(\varnothing, \varphi)\}$. Eloise moves first, choosing a value for $x$. Thus

$$
H_{\psi}=\{(\varnothing, \varphi,(x, a)): a \in \omega\} .
$$

Then Abelard picks a value for $y$, and the game ends:

$$
Z=\{(\varnothing, \varphi,(x, a),(y, b)): a, b \in \omega\} .
$$

Eloise wins if $a \leq^{\mathbb{N}} b$; otherwise Abelard wins. We see immediately that Eloise has a winning strategy $\sigma(\varnothing, \varphi)=(x, 0)$ (see Figure 3.1). ${ }^{3}$
${ }^{3}$ Note that we omitted the outer parentheses when applying the strategy $\sigma$ to the


Figure 3.1 The semantic game for $\exists x \forall y(x \leq y)$ in $\mathbb{N}$

Now consider the semantic game for $\exists x \forall y(y \leq x)$. The collection of histories is the same as before, but this time Eloise wins if $b \leq^{\mathbb{N}} a$. Unfortunately for her, Abelard has a winning strategy $\tau(\varnothing, \varphi,(x, a))=$ ( $y, a+1$ ).

### 3.3.1 Negation

For clarity of presentation, we delayed discussion of the game rules for negated formulas. When Eloise asserts $\neg \varphi$ she is denying $\varphi$. In other words, she is claiming that, were Abelard to assert $\varphi$, she would be able to refute him. Thus a negation symbol indicates the role-reversal of the players. Let $\varphi$ be a first-order formula involving negations. While Eloise's and Abelard's identities remain fixed during the semantic game $G(\mathbb{M}, s, \varphi)$, their roles do not. In a given position Eloise may be trying to verify or falsify the current subformula, with Abelard always attempting to thwart her. Let us call the player trying to verify the current formula the verifier, and his or her opponent the falsifier. In order to generalize Definition 3.9 to all first-order formulas, we need to modify the player function and the winner function to account for possible role-reversals. We also need a way of keeping track of how many role-reversals have occurred.

Definition 3.10 Let $\varphi$ be a first-order formula, $\mathbb{M}$ a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains Free $(\varphi)$. The semantic game $G(\mathbb{M}, s, \varphi)$ is defined as before, except for the following changes.

[^3]- If $\psi$ is $\neg \chi$, then $H_{\chi}=\left\{h \frown \chi: h \in H_{\neg \chi}\right\}$. We can tell which player is the verifier in a history by counting transitions of the form $\neg \chi$ to $\chi$. If there is an even number of such transitions, then Eloise is the verifier; if there is an odd number, then Abelard is the verifier.
- Disjunctions and existential quantifiers are decision points for the verifier $p$; conjunctions and universal quantifiers are decision points for the falsifier $\bar{p}$ :

$$
P(h)= \begin{cases}p & \text { if } h \in H_{\chi \vee \chi^{\prime}} \text { or } h \in H_{\exists x \chi}, \\ \bar{p} & \text { if } h \in H_{\chi \wedge \chi^{\prime}} \text { or } h \in H_{\forall x \chi} .\end{cases}
$$

- The verifier $p$ wins a maximal play $h \in H_{\chi}$ if the atomic formula $\chi$ is satisfied by the current assignment. The falsifier $\bar{p}$ wins if it is not:

$$
u(h)=\left\{\begin{array}{ll}
p & \text { if } \mathbb{M}, s_{h} \neq \chi, \\
\bar{p} & \text { if } \mathbb{M}, s_{h} \not \models \chi
\end{array} \quad \dashv\right.
$$

For example, consider the semantic game $G(\mathbb{N}, \varnothing, \neg \varphi)$, where $\varphi$ is the sentence $\exists x \forall y(y \leq x)$. Eloise has a winning strategy, namely

$$
\sigma(\varnothing, \neg \varphi, \varphi,(x, a))=(y, a+1)
$$

which is identical to Abelard's strategy for $G(\mathbb{N}, \varnothing, \varphi)$ except for the presence of $\neg \varphi$ in every history. It should be clear from this example that Eloise has a winning strategy for $G(\mathbb{M}, s, \neg \varphi)$ if and only if Abelard has a winning strategy for $G(\mathbb{M}, s, \varphi)$, and vice versa.

### 3.3.2 Truth and satisfaction

We are now ready to say when a first-order formula is true. The attentive reader should be able to anticipate the definition.

Definition 3.11 Let $\varphi$ be a first-order formula, $\mathbb{M}$ a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains Free $(\varphi)$. Then

$$
\mathbb{M}, s \models \varphi \quad \text { iff } \quad \text { Eloise has a winning strategy for } G(\mathbb{M}, s, \varphi),
$$

in which case we say ( $\mathbb{M}, s$ ) satisfies $\varphi$. When $\varphi$ is a sentence,

$$
\mathbb{M} \models \varphi \quad \text { iff } \quad \mathbb{M}, \varnothing \models \varphi .
$$

In such cases we say $\mathbb{M}$ models $\varphi$, and that $\varphi$ is true in $\mathbb{M}$.

Since Eloise has a winning strategy for $G(\mathbb{M}, s, \neg \varphi)$ if and only if Abelard has a winning strategy for $G(\mathbb{M}, s, \varphi)$, it follows that
$\mathbb{M}, s \models \neg \varphi \quad$ iff $\quad$ Abelard has a winning strategy for $G(\mathbb{M}, s, \varphi)$.
We say a sentence $\varphi$ is false in $\mathbb{M}$ when $\mathbb{M} \models \neg \varphi$.
We use the notation $\mathbb{M}$, $s \not \vDash \varphi$ when Eloise does not have a winning strategy for $G(\mathbb{M}, s, \varphi)$. In such situations we say that $(\mathbb{M}, s)$ does not satisfy $\varphi$. When $\varphi$ is a sentence we write $\mathbb{M} \not \vDash \varphi$ if $\mathbb{M}, \varnothing \not \models \varphi$ and say $\mathbb{M}$ does not model $\varphi$, or that $\varphi$ is not true in $\mathbb{M}$. We wish to emphasize that it is conceivable for Eloise not to have a winning strategy for a particular semantic game without Abelard having a winning strategy, either. Fear not, gentle reader! The Gale-Stewart theorem will come to the rescue.

Proposition 3.12 Let $\varphi$ be a first-order formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment in $\mathbb{M}$ whose domain contains Free $(\varphi)$. Then

$$
\mathbb{M}, s \models \neg \varphi \quad \text { iff } \quad \mathbb{M}, s \not \models \varphi
$$

Proof $G(\mathbb{M}, s, \varphi)$ is a two-player, win-lose game with finite horizon and a unique initial history. If Abelard has a winning strategy, then Eloise does not (because the game is win-lose). Conversely, if Eloise does not have a winning strategy, then Abelard must have one by the Gale-Stewart theorem.

It follows that, when $\varphi$ is a sentence, $\mathbb{M} \models \neg \varphi$ if and only if $\mathbb{M} \not \vDash \varphi$.
The values of free variables are all that matter when determining whether an assignment satisfies a formula in a given structure. If $s$ assigns values to $x, y$ and $z$, we can ignore the value of $z$ when evaluating formulas such as $R(x, y)$ or $\exists z(\varphi \wedge \psi)$.

Proposition 3.13 Let $\varphi$ be a first-order formula, $\mathbb{M}$ a suitable structure, and $s, s^{\prime}$ assignments in $\mathbb{M}$ that agree on $\operatorname{Free}(\varphi)$. Then

$$
\mathbb{M}, s \models \varphi \quad \text { iff } \quad \mathbb{M}, s^{\prime} \models \varphi .
$$

Proof Suppose Eloise has a winning strategy $\sigma$ for $G=G(\mathbb{M}, s, \varphi)$. Since every history $h=(s, \varphi, \ldots)$ for $G$ corresponds to a history $h^{\prime}=$ $\left(s^{\prime}, \varphi, \ldots\right)$ for $G^{\prime}=G\left(\mathbb{M}, s^{\prime}, \varphi\right)$ obtained by substituting $s^{\prime}$ for $s$ and leaving the rest of the history unchanged, we can define a strategy $\sigma^{\prime}$ for $G^{\prime}$ by $\sigma^{\prime}\left(h^{\prime}\right)=\sigma(h)$. That is, $\sigma^{\prime}$ tells Eloise to mimic her winning strategy for $G$ in the game $G^{\prime}$.
Now suppose $h^{\prime}=\left(s^{\prime}, \varphi, \ldots, \chi\right)$ is a terminal history for $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$. Then $h=(s, \varphi, \ldots, \chi)$ is a terminal history for the
game $G(\mathbb{M}, s, \varphi)$ in which she follows $\sigma$. A simple induction shows that the assignments $s_{h}$ and $s_{h^{\prime}}$ agree on Free $(\chi)$. Therefore Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy. Thus $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$. The converse is symmetrical. $\dashv$

A consequence of Proposition 3.13 is that we can play semantic games without remembering every move. For example, if a variable is quantified twice, as in the formula $\forall x \forall x \exists y(x=y)$, Abelard chooses the value of $x$ twice, but only his second choice matters. Eloise need only consider the "current" value of $x$ when picking the value of $y$.

In the semantic game for a first-order formula, the state of play is encoded by an assignment and the current subformula.

Definition 3.14 A strategy $\sigma$ for $G(\mathbb{M}, s, \varphi)$ is memoryless if for every history $h$, the action $\sigma(h)$ only depends on the current assignment and the current subformula, i.e., for every nonatomic subformula $\psi \in \operatorname{Subf}(\varphi)$, if $h, h^{\prime} \in H_{\psi}$ and $s_{h}=s_{h^{\prime}}$, then $\sigma(h)=\sigma\left(h^{\prime}\right)$.

Proposition 3.15 If a player has a winning strategy for the semantic game of a first-order formula $\varphi$, then he or she has a memoryless winning strategy.

Proof Suppose player $p$ has a winning strategy $\sigma$ for $G(\mathbb{M}, s, \varphi)$. If $\varphi$ is atomic, then $\sigma$ is the empty strategy, which is memoryless. If $\varphi$ is $\neg \psi$ the opponent $\bar{p}$ has a winning strategy $\tau$ for $G(\mathbb{M}, s, \psi)$ given by

$$
\tau(s, \psi, \ldots)=\sigma(s, \neg \psi, \psi, \ldots)
$$

That is, $\tau(h)=\sigma\left(h^{\prime}\right)$, where $h^{\prime}$ is the history for $G(\mathbb{M}, s, \neg \psi)$ that is identical to $h$ except for the insertion of $\neg \psi$ after the initial assignment. By inductive hypothesis, $\bar{p}$ has a memoryless winning strategy $\tau^{\prime}$ for $G(\mathbb{M}, s, \psi)$. Hence $p$ has a memoryless winning strategy for $G(\mathbb{M}, s, \neg \psi)$ given by

$$
\sigma^{\prime}(s, \neg \psi, \psi, \ldots)=\tau^{\prime}(s, \psi, \ldots)
$$

From now on we will assume $p$ is Eloise.
The inductive step for disjunctions and conjunctions is straightforward. If $\varphi$ is $\exists x \psi$, let $\sigma(x, \exists x \psi)=(x, a)$, and define

$$
\sigma^{\prime}(s(x / a), \psi, \ldots)=\sigma(s, \exists x \psi,(x, a), \ldots)
$$

Then $\sigma^{\prime}$ is winning for $G(\mathbb{M}, s(x / a), \psi)$, so by inductive hypothesis Eloise has a memoryless winning strategy $\sigma^{\prime \prime}$ for $G(\mathbb{M}, s(x / a), \psi)$. Hence the
strategy $\sigma^{\prime \prime \prime}$ defined by

$$
\begin{aligned}
\sigma^{\prime \prime \prime}(s, \exists x \psi) & =(x, a), \\
\sigma^{\prime \prime \prime}(s, \exists x \psi,(x, a), \ldots) & =\sigma^{\prime \prime}(s(x / a), \psi, \ldots),
\end{aligned}
$$

is a memoryless winning strategy for Eloise in $G(\mathbb{M}, s, \exists x \psi)$.
Finally, if $\varphi$ is $\forall x \psi$ then, for all $a \in M$, Eloise has a winning strategy $\sigma_{a}$ for $G(\mathbb{M}, s(x / a), \psi)$ defined by

$$
\sigma_{a}(s(x / a), \psi, \ldots)=\sigma(s, \forall x \psi,(x, a), \ldots)
$$

By inductive hypothesis she has memoryless winning strategies $\sigma_{a}^{\prime}$, as well. Define a strategy $\sigma^{\prime}$ by

$$
\sigma^{\prime}(s, \forall x \psi,(x, a), \ldots)=\sigma_{a}^{\prime}(s(x / a), \psi, \ldots)
$$

Then $\sigma^{\prime}$ is a memoryless winning strategy for Eloise in $G(\mathbb{M}, s, \forall x \psi)$. $\dashv$

### 3.4 Logical equivalence

A player may have multiple winning strategies for a semantic game. It may also happen that essentially the same strategy is winning for two different games. Two games may be so similar, in fact, that every winning strategy for one induces a winning strategy for the other, and vice versa.

Definition 3.16 Let $\varphi$ and $\psi$ be first-order formulas. We say that $\varphi$ entails $\psi$, denoted $\varphi \models \psi$, if for every suitable structure $\mathbb{M}$ and assignment $s$,

$$
\mathbb{M}, s \models \varphi \quad \text { implies } \quad \mathbb{M}, s \models \psi .
$$

We say that $\varphi$ and $\psi$ are equivalent, denoted $\varphi \equiv \psi$, if $\varphi \vDash \psi$ and $\psi \models \varphi$.

One can easily prove the standard laws of propositional logic using game-theoretic semantics. Let $\top$ be an abbreviation for the sentence $\forall x(x=x)$, and let $\perp$ be an abbreviation for $\exists x(x \neq x)$.

Proposition 3.17 Let $\varphi, \psi$, and $\chi$ be first-order formulas.

## Commutativity

$$
\begin{aligned}
& \varphi \vee \psi \equiv \psi \vee \varphi . \\
& \varphi \wedge \psi \equiv \psi \wedge \varphi .
\end{aligned}
$$

## Associativity

$$
\begin{aligned}
& \varphi \vee(\psi \vee \chi) \equiv(\varphi \vee \psi) \vee \chi . \\
& \varphi \wedge(\psi \wedge \chi) \equiv(\varphi \wedge \psi) \wedge \chi .
\end{aligned}
$$

## Absorption

$$
\begin{aligned}
\varphi \vee(\varphi \wedge \psi) & \equiv \varphi . \\
\varphi \wedge(\varphi \vee \psi) & \equiv \varphi .
\end{aligned}
$$

## Distributivity

$$
\begin{aligned}
& \varphi \vee(\psi \wedge \chi) \equiv(\varphi \vee \psi) \wedge(\varphi \vee \chi) . \\
& \varphi \wedge(\psi \vee \chi) \equiv(\varphi \wedge \psi) \vee(\varphi \wedge \chi) .
\end{aligned}
$$

## Complementation

$$
\begin{aligned}
& \varphi \vee \neg \varphi \equiv \top . \\
& \varphi \wedge \neg \varphi \equiv \perp .
\end{aligned}
$$

Proof We only prove the first of each pair of logical equivalences.
(Commutativity) Suppose Eloise has a winning strategy $\sigma$ for $G=$ $G(\mathbb{M}, s, \varphi \vee \psi)$. Define a strategy $\sigma^{\prime}$ for $G^{\prime}=G(\mathbb{M}, s, \psi \vee \varphi)$ by

$$
\sigma^{\prime}(s, \psi \vee \varphi, \ldots)=\sigma(s, \varphi \vee \psi, \ldots)
$$

That is, if $\sigma$ tells Eloise to choose the left disjunct, then $\sigma^{\prime}$ tells her to choose the right disjunct, and vice versa. Every terminal history $h^{\prime}=$ $(s, \psi \vee \varphi, \chi, \ldots)$ for $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$ corresponds to a history $h=(s, \varphi \vee \psi, \chi, \ldots)$ for $G$ in which she follows $\sigma$ that induces the same assignment and terminates at the same atomic subformula as $h^{\prime}$. Thus Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is winning strategy for $G$. Therefore $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$. The converse is symmetrical.
(Associativity) Suppose Eloise has a winning strategy $\sigma$ for $G=$ $G(\mathbb{M}, s, \varphi \vee(\psi \vee \chi))$. Define a strategy $\sigma^{\prime}$ for $G^{\prime}=G(\mathbb{M}, s,(\varphi \vee \psi) \vee \chi)$ as follows. If $\sigma(s, \varphi \vee(\psi \vee \chi))=\varphi$, then

$$
\begin{aligned}
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi) & =(\varphi \vee \psi), \\
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi,(\varphi \vee \psi)) & =\varphi, \\
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi,(\varphi \vee \psi), \varphi, \ldots) & =\sigma(s, \varphi \vee(\psi \vee \chi), \varphi, \ldots) .
\end{aligned}
$$

If $\sigma(s, \varphi \vee(\psi \vee \chi))=(\psi \vee \chi)$ and $\sigma(s, \varphi \vee(\psi \vee \chi),(\psi \vee \chi))=\psi$, then

$$
\begin{aligned}
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi) & =(\varphi \vee \psi), \\
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi,(\varphi \vee \psi)) & =\psi, \\
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi,(\varphi \vee \psi), \psi, \ldots) & =\sigma(s, \varphi \vee(\psi \vee \chi),(\psi \vee \chi), \psi, \ldots) .
\end{aligned}
$$

If $\sigma(s, \varphi \vee(\psi \vee \chi))=(\psi \vee \chi)$ and $\sigma(s, \varphi \vee(\psi \vee \chi),(\psi \vee \chi))=\chi$, then

$$
\begin{aligned}
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi) & =\chi, \\
\sigma^{\prime}(s,(\varphi \vee \psi) \vee \chi, \chi, \ldots) & =\sigma(s, \varphi \vee(\psi \vee \chi),(\psi \vee \chi), \chi, \ldots) .
\end{aligned}
$$

That is, $\sigma^{\prime}$ tells Eloise to choose the same disjunct $(\varphi, \psi$, or $\chi)$ as $\sigma$, and to mimic $\sigma$ thereafter.

In the first case, every terminal history

$$
h^{\prime}=(s,(\varphi \vee \psi) \vee \chi,(\varphi \vee \psi), \varphi, \ldots)
$$

for $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$ corresponds to a terminal history

$$
h=(s, \varphi \vee(\psi \vee \chi), \varphi, \ldots)
$$

for $G$ in which she follows $\sigma$ that induces the same assignment and terminates at the same atomic formula as $h^{\prime}$. Thus Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy for $G$. Therefore $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$.

The other two cases are similar, and the converse is symmetrical.
(Absorption) Suppose that Eloise has a winning strategy $\sigma$ for $G=$ $G(\mathbb{M}, s, \varphi)$. Define a strategy $\sigma^{\prime}$ for $G^{\prime}=G(\mathbb{M}, s, \varphi \vee(\varphi \wedge \psi))$ by:

$$
\begin{aligned}
\sigma^{\prime}(s, \varphi \vee(\varphi \wedge \psi)) & =\varphi, \\
\sigma^{\prime}(s, \varphi \vee(\varphi \wedge \psi), \varphi, \ldots) & =\sigma(s, \varphi, \ldots) .
\end{aligned}
$$

That is, $\sigma^{\prime}$ tells Eloise to choose $\varphi$, then mimic $\sigma$ thereafter. Every terminal history $h^{\prime}=(s, \varphi \vee(\varphi \wedge \psi), \varphi, \ldots)$ for $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$ corresponds to a terminal history $h=(s, \varphi, \ldots)$ for $G$ in which Eloise follows $\sigma$. Therefore Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy for $G$. Thus $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$.

Conversely, suppose Eloise has a winning strategy $\sigma^{\prime}$ for $G^{\prime}$. Define a winning strategy $\sigma$ for $G$ as follows. If $\sigma^{\prime}(s, \varphi \vee(\varphi \wedge \psi))=\varphi$, let

$$
\sigma(s, \varphi, \ldots)=\sigma^{\prime}(s, \varphi \vee(\varphi \wedge \psi), \varphi, \ldots)
$$

If $\sigma^{\prime}(s, \varphi \vee(\varphi \wedge \psi))=(\varphi \wedge \psi)$, let

$$
\sigma(s, \varphi, \ldots)=\sigma^{\prime}(s, \varphi \vee(\varphi \wedge \psi),(\varphi \wedge \psi), \varphi, \ldots) .
$$

That is, if $\sigma^{\prime}$ tells Eloise to choose $\varphi$, then $\sigma$ tells her to mimic $\sigma^{\prime}$. If $\sigma^{\prime}$ tells Eloise to choose $(\varphi \wedge \psi)$, then $\sigma$ tells her to mimic the part of $\sigma^{\prime}$ she follows when Abelard chooses $\varphi$.
(Distributivity) The proof of the distributive laws is similar. The reader should test his or her mastery of game-theoretic semantics by writing out all the details.
(Complementation) If Eloise has a winning strategy for $G(\mathbb{M}, s, \varphi)$ she can extend it to a winning strategy for $G(\mathbb{M}, s, \varphi \vee \neg \varphi)$ by always choosing the left disjunct. If she does not have a winning strategy for $G(\mathbb{M}, s, \varphi)$, then Abelard does, which implies Eloise has a winning strategy for $G(\mathbb{M}, s, \neg \varphi)$. Eloise can extend her strategy to a winning strategy for $G(\mathbb{M}, s, \varphi \vee \neg \varphi)$ by always choosing the right disjunct.

The game-theoretic perspective allows us to see the true import of classical laws such as double negation and De Morgan's laws - they are statements about which player is the verifier and whose turn it is to move. Since a negated formula tells the players to switch roles, a doubly negated formula tells the players to switch roles twice. It would be analogous to a rule in chess that tells the players to switch colors. Applied twice in succession the rule would tell White to continue playing as White, and Black as Black.

When Eloise denies a conjunction, she may pick which conjunct to falsify. On the other hand, if Eloise denies a disjunction, Abelard decides which disjunct she must falsify. Similarly, when Eloise denies a universal formula $\forall x \varphi$, she may choose the value of $x$ before attempting to falsify $\varphi$. If she denies an existential formula $\exists x \varphi$, Abelard chooses the value of $x$.

Proposition 3.18 Let $\varphi$ and $\psi$ be first-order formulas.
(a) $\neg \neg \varphi \equiv \varphi$.
(b) $\neg(\varphi \wedge \psi) \equiv \neg \varphi \vee \neg \psi$.
$\neg(\varphi \vee \psi) \equiv \neg \varphi \wedge \neg \psi$.
(c) $\neg \forall x \varphi \equiv \exists x(\neg \varphi)$. $\neg \exists x \varphi \equiv \forall x(\neg \varphi)$.

Proof (a) Eloise has a winning strategy for $G(\mathbb{M}, s, \neg \neg \varphi)$ if and only if Abelard has a winning strategy for $G(\mathbb{M}, s, \neg \varphi)$ if and only if Eloise has a winning strategy for $G(\mathbb{M}, s, \varphi)$.
(b) Suppose Eloise has a winning strategy $\sigma$ for $G(\mathbb{M}, s, \neg(\varphi \wedge \psi))$. Define a winning strategy $\sigma^{\prime}$ for Eloise in $G(\mathbb{M}, s, \neg \varphi \vee \neg \psi)$ as follows:

$$
\sigma^{\prime}(s, \neg \varphi \vee \neg \psi)= \begin{cases}\neg \varphi & \text { if } \sigma(s, \neg(\varphi \wedge \psi),(\varphi \wedge \psi))=\varphi, \\ \neg \psi & \text { if } \sigma(s, \neg(\varphi \wedge \psi),(\varphi \wedge \psi))=\psi,\end{cases}
$$

and

$$
\begin{aligned}
\sigma^{\prime}(s, \neg \varphi \vee \neg \psi, \neg \varphi, \varphi, \ldots) & =\sigma(s, \neg(\varphi \wedge \psi),(\varphi \wedge \psi), \varphi, \ldots) \\
\sigma^{\prime}(s, \neg \varphi \vee \neg \psi, \neg \psi, \psi, \ldots) & =\sigma(s, \neg(\varphi \wedge \psi),(\varphi \wedge \psi), \psi, \ldots)
\end{aligned}
$$

Conversely, suppose Eloise has a winning strategy $\sigma$ for the semantic game $G(\mathbb{M}, s, \neg \varphi \vee \neg \psi)$. Then she has a winning strategy $\sigma^{\prime}$ for the game $G(\mathbb{M}, s, \neg(\varphi \vee \psi))$ defined by

$$
\sigma^{\prime}(s, \neg(\varphi \wedge \psi),(\varphi \wedge \psi))= \begin{cases}\varphi & \text { if } \sigma(s, \neg \varphi \vee \neg \psi)=\neg \varphi \\ \psi & \text { if } \sigma(s, \neg \varphi \vee \neg \psi)=\neg \psi\end{cases}
$$

and

$$
\begin{aligned}
\sigma^{\prime}(s, \neg(\varphi \wedge \psi),(\varphi \wedge \psi), \varphi, \ldots) & =\sigma(s, \neg \varphi \vee \neg \psi, \neg \varphi, \varphi, \ldots) \\
\sigma^{\prime}(s, \neg(\varphi \wedge \psi),(\varphi \wedge \psi), \psi, \ldots) & =\sigma(s, \neg \varphi \vee \neg \psi, \neg \psi, \psi, \ldots)
\end{aligned}
$$

The proof of the dual is similar.
(c) For every strategy $\sigma$ for Eloise in $G(\mathbb{M}, s, \neg \forall x \varphi)$, let $\sigma^{\prime}$ be her strategy for $G(\mathbb{M}, s, \exists x(\neg \varphi))$ defined by

$$
\begin{aligned}
\sigma^{\prime}(s, \exists x(\neg \varphi), \ldots) & =\sigma(s, \neg \forall x \varphi, \forall x \varphi, \ldots), \\
\sigma^{\prime}(s, \exists x(\neg \varphi),(x, a), \varphi, \ldots) & =\sigma(s, \neg \forall x \varphi, \forall x \varphi,(x, a), \ldots),
\end{aligned}
$$

and vice versa. Then $\sigma$ is a winning strategy if and only if $\sigma^{\prime}$ is too. $\dashv$
Proposition 3.18 allows us to adjust the position of negation symbols in a first-order formula while preserving its meaning. For instance, we can push every negation symbol as deep into the formula as possible, stopping when we reach an atomic formula. A first-order formula $\varphi$ is in negation normal form if the only negated subformulas of $\varphi$ are atomic. By repeated application of Proposition 3.18 we can show that every firstorder formula is equivalent to a formula in negation normal form, which means that we can delay role-reversals until the end of the semantic game.

Game-theoretic semantics also sheds light on the interaction between quantifiers and connectives.

Proposition 3.19 Let $\varphi$ and $\psi$ be first-order formulas.
(a) $\exists x(\varphi \vee \psi) \equiv \exists x \varphi \vee \exists x \psi$.
$\forall x(\varphi \wedge \psi) \equiv \forall x \varphi \wedge \forall x \psi$.
(b) $\exists x(\varphi \wedge \psi) \models \exists x \varphi \wedge \exists x \psi$.
$\forall x \varphi \vee \forall x \psi \models \forall x(\varphi \vee \psi)$.
Proof (a) Suppose Eloise has a winning strategy $\sigma$ for the game $G=$ $G(\mathbb{M}, s, \exists x(\varphi \vee \psi))$. Let

$$
\begin{aligned}
\sigma(s, \exists x(\varphi \vee \psi)) & =(x, a), \\
\sigma(s, \exists x(\varphi \vee \psi),(x, a)) & =\chi .
\end{aligned}
$$

Define a strategy $\sigma^{\prime}$ for $G^{\prime}=G(\mathbb{M}, s, \exists x \varphi \vee \exists x \psi)$ as follows:

$$
\begin{aligned}
\sigma^{\prime}(s, \exists x \varphi \vee \exists x \psi) & =\exists x \chi, \\
\sigma^{\prime}(s, \exists x \varphi \vee \exists x \psi, \exists x \chi) & =(x, a), \\
\sigma^{\prime}(s, \exists x \varphi \vee \exists x \psi, \exists x \chi,(x, a), \ldots) & =\sigma(s, \exists x(\varphi \vee \psi),(x, a), \chi, \ldots) .
\end{aligned}
$$

That is, $\sigma^{\prime}$ tells Eloise to choose $\exists x \varphi$ if she picks $\varphi$ in $G$, to choose $\exists x \psi$ if she picks $\psi$, and to assign $x$ the same value as she did in $G$.

Observe that in both games, after Eloise's first two moves, the current assignment is $s(x / a)$ and the current subformula is $\chi$. Thus play proceeds as in the game $G(\mathbb{M}, s(x / a), \chi)$. Every terminal history

$$
h^{\prime}=(s, \exists x \varphi \vee \exists x \psi, \exists x \chi,(x, a), \ldots)
$$

of $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$ corresponds to a terminal history

$$
h=(s, \exists x(\varphi \vee \psi),(x, a), \chi, \ldots) .
$$

of $G$ in which Eloise follows $\sigma$ that induces the same assignment and terminates at the same atomic formula as $h^{\prime}$. Thus Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy. Therefore $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$.

The proof of the converse is symmetrical.
(b) Let $G=G(\mathbb{M}, s, \exists x(\varphi \wedge \psi))$ and $G^{\prime}=G(\mathbb{M}, s, \exists x \varphi \wedge \exists x \psi)$. Suppose Eloise has a winning strategy $\sigma$ for $G$. Let $\sigma(s, \exists x(\varphi \wedge \psi))=(x, a)$. Define a strategy $\sigma^{\prime}$ for $G^{\prime}$ by:

$$
\begin{aligned}
\sigma^{\prime}(s, \exists x \varphi \wedge \exists x \psi, \exists x \varphi) & =(x, a), \\
\sigma^{\prime}(s, \exists x \varphi \wedge \exists x \psi, \exists x \varphi,(x, a), \ldots) & =\sigma(s, \exists x(\varphi \wedge \psi),(x, a), \varphi, \ldots),
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma^{\prime}(s, \exists x \varphi \wedge \exists x \psi, \exists x \psi) & =(x, a), \\
\sigma^{\prime}(s, \exists x \varphi \wedge \exists x \psi, \exists x \psi,(x, a), \ldots) & =\sigma(s, \exists x(\varphi \wedge \psi),(x, a), \psi, \ldots) .
\end{aligned}
$$

That is, $\sigma^{\prime}$ tells Eloise to choose $a$ for the value of $x$ no matter which conjunct Abelard chooses, and to mimic $\sigma$ thereafter.

Observe that in both games, after each player makes their first move the current assignment is $s(x / a)$, and the current subformula is $\varphi$ or $\psi$. In either case, every terminal history $h^{\prime}$ for $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$ corresponds to a terminal history $h$ for $G$ in which Eloise follows $\sigma$ that induces the same assignment and terminates at the same atomic subformula as $h^{\prime}$. Thus Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy for $G$. Therefore $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$.

We can now see that existential quantifiers distribute over disjunctions because they are both moves for the same player, whereas existential quantifiers fail to distribute over conjunctions because they are moves for different players. In the first case, Eloise can plan ahead and choose the value of $x$ that will verify the appropriate disjunct, or choose the disjunct first and then choose the value of $x$. In the second case, she is forced to commit to a value of $x$ before she knows which conjunct Abelard will choose. Universal quantifiers distribute over conjunctions, but not disjunctions, for the same reason.

A similar argument shows that adjacent existential quantifiers commute, as do adjacent universal quantifiers. If a player is asked to choose the value of several variables in a row, the order in which he or she chooses them does not matter. Existential quantifiers do not commute with universal quantifiers, however. We leave the proof of the next proposition as an exercise for the reader.

## Proposition 3.20 Let $\varphi$ and $\psi$ be first-order formulas.

$$
\text { (a) } \begin{aligned}
\exists x \exists y \varphi & \equiv \exists y \exists x \varphi . \\
\forall x \forall y \varphi & \equiv \forall y \forall x \varphi . \\
\text { (b) } \exists x \forall y \varphi & \models \forall y \exists x \varphi .
\end{aligned}
$$

The failure of the converses of Proposition 3.19(b) and Proposition 3.20 (b) shows that the order in which the players make their moves can affect whether a player has a winning strategy. The value of a variable only affects subformulas in which that variable is free, so the scope of a quantifier $Q x$ may be expanded to include subformulas in which $x$ is not free.

Proposition 3.21 Let $\varphi$ and $\psi$ be first-order formulas such that $x \notin$ Free $(\psi)$.
(a) $\exists x(\varphi \vee \psi) \equiv \exists x \varphi \vee \psi$.
$\forall x(\varphi \wedge \psi) \equiv \forall x \varphi \wedge \psi$.
(b) $\exists x(\varphi \wedge \psi) \equiv \exists x \varphi \wedge \psi$.
$\forall x(\varphi \vee \psi) \equiv \forall x \varphi \vee \psi$.
Proof (a) Let $G=G(\mathbb{M}, s, \exists x(\varphi \vee \psi))$ and $G^{\prime}=G(\mathbb{M}, s, \exists x \varphi \vee \psi)$.
Suppose Eloise has a winning strategy $\sigma$ for $G$ such that

$$
\sigma(s, \exists x(\varphi \vee \psi))=(x, a)
$$

Define a strategy $\sigma^{\prime}$ for $G^{\prime}$ as follows. If $\sigma(s, \exists x(\varphi \vee \psi),(x, a))=\varphi$, let

$$
\begin{aligned}
\sigma^{\prime}(s, \exists x \varphi \vee \psi) & =\exists x \varphi, \\
\sigma^{\prime}(s, \exists x \varphi \vee \psi, \exists x \varphi) & =(x, a), \\
\sigma^{\prime}(s, \exists x \varphi \vee \psi, \exists x \varphi,(x, a), \ldots) & =\sigma(s, \exists x(\varphi \vee \psi),(x, a), \varphi, \ldots)
\end{aligned}
$$

That is, Eloise chooses the left disjunct, sets the value of $x$ to $a$, then mimics $\sigma$ thereafter. If $\sigma(s, \exists x(\varphi \vee \psi),(x, a))=\psi$, let

$$
\begin{aligned}
\sigma^{\prime}(s, \exists x \varphi \vee \psi) & =\psi \\
\sigma^{\prime}(s, \exists x \varphi \vee \psi, \psi, \ldots) & =\sigma(s, \exists x(\varphi \vee \psi),(x, a), \psi, \ldots)
\end{aligned}
$$

That is, Eloise chooses the right disjunct, then mimics $\sigma$ thereafter.
In the first case, every terminal history

$$
h^{\prime}=(s, \exists x \varphi \vee \psi, \exists x \varphi,(x, a), \ldots)
$$

in which Eloise follows $\sigma^{\prime}$ corresponds to a history

$$
h=(s, \exists x(\varphi \vee \psi),(x, a), \varphi, \ldots)
$$

in which Eloise follows $\sigma$ that induces the same assignment and terminates at the same atomic subformula as $h^{\prime}$. Thus Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy for $G$. In the second case, every terminal history

$$
h^{\prime}=(s, \exists x \varphi \vee \psi, \psi, \ldots,)
$$

in which Eloise follows $\sigma^{\prime}$ corresponds to a history

$$
h=(s, \exists x(\varphi \vee \psi),(x, a), \psi, \ldots)
$$

in which Eloise follows $\sigma$ that terminates at the same atomic subformula $\chi$ and induces an assignment that differs from $s_{h^{\prime}}$ on at most the value of $x$. If $x$ does not occur in $\chi$, then its value does not matter. If $x$ does occur in $\chi$, it can only be because $\psi$ has a subformula $Q x \psi^{\prime}$ of which
$\chi$ is a proper subformula. Hence the value of $x$ was reset at some point during play, i.e.,

$$
\begin{aligned}
h & =(s, \exists x(\varphi \vee \psi),(x, a), \psi, \ldots,(x, b), \ldots), \\
h^{\prime} & =(s, \exists x \varphi \vee \psi, \psi, \ldots,(x, b), \ldots) .
\end{aligned}
$$

Thus $s_{h}=s_{h^{\prime}}$, so Eloise wins both $h$ and $h^{\prime}$. Therefore $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$.

The proof of the converse is similar.
(b) Let $G=G(\mathbb{M}, s, \exists x \varphi \wedge \psi)$ and $G^{\prime}=G(\mathbb{M}, s, \exists x(\varphi \wedge \psi))$. Suppose Eloise has a winning strategy $\sigma$ for $G$ such that $\sigma(s, \exists x \varphi \wedge \psi, \exists x \varphi)=$ $(x, a)$. Define a strategy $\sigma^{\prime}$ for $G^{\prime}$ as follows:

$$
\begin{aligned}
\sigma^{\prime}(s, \exists x(\varphi \wedge \psi)) & =(x, a), \\
\sigma^{\prime}(s, \exists x(\varphi \wedge \psi),(x, a), \varphi, \ldots) & =\sigma(s, \exists x \varphi \wedge \psi, \exists x \varphi,(x, a), \ldots), \\
\sigma^{\prime}(s, \exists x(\varphi \wedge \psi),(x, a), \psi, \ldots) & =\sigma(\exists x \varphi \wedge \psi, \psi, \ldots) .
\end{aligned}
$$

On the one hand, for every terminal history

$$
h^{\prime}=(s, \exists x(\varphi \wedge \psi),(x, a), \varphi, \ldots)
$$

for $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$ corresponds to a terminal history

$$
h=(s, \exists x \varphi \wedge \psi, \exists x \varphi,(x, a), \ldots)
$$

for $G$ in which Eloise follows $\sigma$ that induces the same assignment and terminates at the same atomic subformula as $h^{\prime}$. Thus Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy. On the other hand, for every terminal history

$$
h^{\prime}=(s, \exists x(\varphi \wedge \psi),(x, a), \psi, \ldots)
$$

for $G^{\prime}$ in which Eloise follows $\sigma^{\prime}$ there is a corresponding terminal history

$$
h=(s, \exists x \varphi \wedge \psi, \psi, \ldots)
$$

for $G$ in which Eloise follows $\sigma$ that terminates at the same atomic subformula $\chi$. The two histories may not induce the same assignment, but they do agree on the value of every variable other than $x$. If $x$ does not occur in $\chi$, then its value does not matter. Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy. If $x$ does occur in $\chi$, then it can only be because $\psi$ has a subformula $Q x \psi^{\prime}$ of which $\chi$ is a proper subformula. Hence the value of $x$ was reset at some
point during play. That is,

$$
\begin{aligned}
h & =(s, \exists x \varphi \wedge \psi, \psi, \ldots,(x, b), \ldots), \\
h^{\prime} & =(s, \exists x(\varphi \wedge \psi),(x, a), \psi, \ldots,(x, b), \ldots)
\end{aligned}
$$

Thus $s_{h}=s_{h^{\prime}}$ so Eloise wins both $h$ and $h^{\prime}$. Therefore $\sigma^{\prime}$ is a winning strategy for $G^{\prime}$.

### 3.5 Compositional semantics

Now that the game-theoretic nature of first-order logic has been firmly established, one can ask if there is a method that determines the semantic value of a formula in a particular model out of the semantic values of its subformulas. Of course, the answer is yes. Tarski discovered such a method and proposed using it as the definition of truth before gametheoretic semantics was fully developed. We believe the game-theoretic account is an improvement over Tarski's recursive definition because it explains certain logical phenomena (such as the duality of $\exists$ and $\forall$ ) that the recursive definition merely asserts. That is, in the Tarskian tradition it is common to simply define $\forall x \varphi$ as $\neg \exists x(\neg \varphi)$. Of course one can define both $\exists x$ and $\forall x$ and prove their duality, but the proof is not very explanatory because it depends on the duality of "there exists" and "for all" in English.

Tarski's method remains exceedingly useful, nonetheless. For example, we will use it to prove that every first-order formula is equivalent to one in prenex normal form (see Theorem 3.26).

Theorem 3.22 Let $\varphi$ and $\psi$ be first-order formulas, $\mathbb{M}$ a suitable structure, and $s$ an assignment in $\mathbb{M}$ whose domain contains Free( $\varphi$ ) and Free $(\psi)$.

$$
\begin{aligned}
& \mathbb{M}, s \models \neg \varphi \text { iff } \\
& \mathbb{M}, s \neq \varphi . \\
& \mathbb{M}, s \models \varphi \vee \psi \text { iff } \quad \mathbb{M}, s \models \varphi \text { or } \mathbb{M}, s \models \psi \\
& \mathbb{M}, s \models \varphi \wedge \psi \text { iff } \quad \mathbb{M}, s \models \varphi \text { and } \mathbb{M}, s \models \psi . \\
& \mathbb{M}, s \models \exists x \varphi \text { iff } \quad \mathbb{M}, s(x / a)=\varphi, \text { for some } a \in M . \\
& \mathbb{M}, s \equiv \forall x \varphi \text { iff } \quad \mathbb{M}, s(x / a) \models \varphi, \text { for every } a \in M .
\end{aligned}
$$

Proof We have already proven the negation case in Proposition 3.12. Suppose Eloise has a winning strategy $\sigma$ for $G(\mathbb{M}, s, \varphi \vee \psi)$ such that
$\sigma(s, \varphi \vee \psi)=\chi$. Define a strategy $\sigma^{\prime}$ for $G(\mathbb{M}, s, \chi)$ by

$$
\sigma^{\prime}(s, \chi, \ldots)=\sigma(s, \varphi \vee \psi, \chi, \ldots) .
$$

That is, $\sigma^{\prime}$ is the strategy for $G(\mathbb{M}, s, \chi)$ that mimics the part of $\sigma$ Eloise consults after choosing $\chi$. Every terminal history $h^{\prime}=(s, \chi, \ldots)$ for $G(\mathbb{M}, s, \chi)$ in which Eloise follows $\sigma^{\prime}$ corresponds to a history $h=$ $(s, \varphi \vee \psi, \chi, \ldots)$ in which she follows $\sigma$ that induces the same assignment and terminates at the same atomic subformula as $h^{\prime}$. Thus Eloise wins $h^{\prime}$ if and only if she wins $h$, which she does because $\sigma$ is a winning strategy for $G(\mathbb{M}, s, \varphi \vee \psi)$. Therefore $\sigma^{\prime}$ is a winning strategy for $G(\mathbb{M}, s, \chi)$.

Conversely, let $\chi \in\{\varphi, \psi\}$, and suppose Eloise has a winning strategy $\sigma^{\prime}$ for $G(\mathbb{M}, s, \chi)$. Define a winning strategy $\sigma$ for $G(\mathbb{M}, s, \varphi \vee \psi)$ by

$$
\begin{aligned}
\sigma(s, \varphi \vee \psi) & =\chi, \\
\sigma(s, \varphi \vee \psi, \chi, \ldots) & =\sigma^{\prime}(s, \chi, \ldots) .
\end{aligned}
$$

That is, $\sigma$ tells Eloise to choose the disjunct for which she has a winning strategy, then follow that strategy.

Now suppose Eloise has a winning strategy $\sigma$ for $G(\mathbb{M}, s, \varphi \wedge \psi)$. Define

$$
\begin{aligned}
\sigma^{\prime}(s, \varphi, \ldots) & =\sigma(s, \varphi \wedge \psi, \varphi, \ldots) \\
\sigma^{\prime \prime}(s, \psi, \ldots) & =\sigma(s, \varphi \wedge \psi, \psi, \ldots)
\end{aligned}
$$

That is, $\sigma^{\prime}$ is the part of $\sigma$ that Eloise consults when Abelard chooses $\varphi$, and $\sigma^{\prime \prime}$ is the part of $\sigma$ she consults when he chooses $\psi$. Then $\sigma^{\prime}$ is a winning strategy for $G(\mathbb{M}, s, \varphi)$, and $\sigma^{\prime \prime}$ is a winning strategy for $G(\mathbb{M}, s, \psi)$. Conversely, suppose Eloise has winning strategies $\sigma^{\prime}$ for $G(\mathbb{M}, s, \varphi)$ and $\sigma^{\prime \prime}$ for $G(\mathbb{M}, s, \psi)$. Define

$$
\begin{aligned}
& \sigma(s, \varphi \wedge \psi, \varphi, \ldots)=\sigma^{\prime}(s, \varphi, \ldots) \\
& \sigma(s, \varphi \wedge \psi, \psi, \ldots)=\sigma^{\prime \prime}(s, \psi, \ldots)
\end{aligned}
$$

That is, $\sigma$ is the winning strategy for $G(\mathbb{M}, s, \varphi \wedge \psi)$ that tells Eloise to mimic $\sigma^{\prime}$ if Abelard chooses $\varphi$ and to mimic $\sigma^{\prime \prime}$ if he chooses $\psi$.

Suppose Eloise has a winning strategy $\sigma$ for $G(\mathbb{M}, s, \exists x \varphi)$ such that $\sigma(s, \exists x \varphi)=(x, a)$. Then the strategy $\sigma^{\prime}$ for $G(\mathbb{M}, s(x / a), \varphi)$ defined by

$$
\sigma^{\prime}(s(x / a), \varphi, \ldots)=\sigma(s, \exists x \varphi,(x, a), \ldots)
$$

is winning. Conversely, suppose there exists an $a \in M$ such that Eloise has a winning strategy $\sigma^{\prime}$ for $G(\mathbb{M}, s(x / a), \varphi)$. Then the strategy $\sigma$ for
$G(\mathbb{M}, s, \exists x \varphi)$ defined by

$$
\begin{aligned}
\sigma(s, \exists x \varphi) & =(x, a), \\
\sigma(s, \exists x \varphi,(x, a), \ldots) & =\sigma^{\prime}(s(x / a), \varphi, \ldots),
\end{aligned}
$$

is winning.
Finally, suppose Eloise has a winning strategy $\sigma$ for $G(\mathbb{M}, s, \forall x \varphi)$. For every $a \in M$, define

$$
\sigma_{a}(s(x / a), \varphi, \ldots)=\sigma(s, \forall x \varphi,(x, a), \ldots) .
$$

That is, $\sigma_{a}$ tells Eloise to mimic the part of $\sigma$ she consults when Abelard chooses $a$. Observe that $\sigma_{a}$ is winning for $G(\mathbb{M}, s(x / a), \varphi)$. Conversely, suppose that for every $a \in M$, Eloise has a winning strategy $\sigma_{a}$ for $G(\mathbb{M}, s(x / a), \varphi)$. Define a winning strategy for $G(\mathbb{M}, s, \forall x \varphi)$ by

$$
\sigma(s, \forall x \varphi,(x, a), \ldots)=\sigma_{a}(s(x / a), \varphi, \ldots) .
$$

That is, $\sigma$ tells Eloise to mimic $\sigma_{a}$ when Abelard sets the value of $x$ to be $a$.

### 3.5.1 Substitution

The operation of substituting terms for free variables will be used extensively throughout this book. If $\varphi$ is a quantifier-free formula, $x$ is a variable, and $t$ is a term, $\operatorname{Subst}(\varphi, x, t)$ denotes the first-order formula obtained from $\varphi$ by simultaneously replacing all free occurrences of $x$ in $\varphi$ by the term $t$. For example,

$$
\operatorname{Subst}\left(R(x, y), x, u^{2}\right) \quad \text { is } \quad R\left(u^{2}, y\right),
$$

while $\operatorname{Subst}\left(R(x, y), z, u^{2}\right)$ is simply $R(x, y)$.
Substitution involving formulas with both free and bound variables is a more delicate matter than one might expect. Consider the formula

$$
\exists z(z+z=x) .
$$

Interpreted in the natural numbers, it asserts that $x$ is even. Similarly, if we substitute $y$ for $x$, the resulting formula

$$
\exists z(z+z=y)
$$

asserts that $y$ is even. However, if we substitute $z$ for $x$, we obtain

$$
\exists z(z+z=z),
$$

which does not not assert anything at all about $z$-it is simply true. ${ }^{4}$
The meaning of the formula changed because the variable $z$ became bound by the quantifier $\exists z$. To avoid this problem, whenever we substitute a term for a free variable that lies within the scope of a quantifier that binds a variable occurring in the term, we first rename the bound variable using a fresh variable that occurs nowhere in the formula nor the term. That way, when we substitute $z$ for $x$ in the formula $\exists z(z+z=x)$ we obtain

$$
\exists u(u+u=z),
$$

which asserts that $z$ is even.
If the substituted term contains more than one variable that would become bound after performing the substitution, we must rename all of those variables bound in the formula simultaneously, taking care to keep distinct variables distinct. For example, when we substitute $f(x, y)$ for $z$ in the formula $\forall x \exists y(x<y \wedge y<z)$ we obtain

$$
\forall u \exists v(u<v \wedge v<f(x, y)) .
$$

Definition 3.23 If $x$ is a variable and $t$ is a term, we can substitute $t$ for $x$ in another term $t^{\prime}$ by simultaneously replacing every occurrence of $x$ in $t^{\prime}$ with an occurrence of $t$. More formally, if $c$ is a constant symbol, $y$ is a variable distinct from $x, f$ is an $n$-ary function symbol, and $t_{1}^{\prime}, \ldots, t_{n}^{\prime}$ are terms, then

```
Subst \((c, x, t)\) is \(c\),
\(\operatorname{Subst}(x, x, t)\) is \(t\),
\(\operatorname{Subst}(y, x, t)\) is \(y\),
\(\operatorname{Subst}\left(f\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right), x, t\right) \quad\) is \(\quad f\left(\operatorname{Subst}\left(t_{1}^{\prime}, x, t\right), \ldots, \operatorname{Subst}\left(t_{n}^{\prime}, x, t\right)\right) . \dashv\)
```

Definition 3.24 Let $t$ be a term, and let $\varphi$ be a first-order formula in which none of the variables that occur in $t$ are bound. We define the operation $\operatorname{Subst}(\varphi, x, t)$ of substituting the term $t$ for the variable $x$ in

[^4]$\varphi$ recursively on the subformulas of $\varphi$ :
\[

$$
\begin{aligned}
\operatorname{Subst}\left(t_{1}=t_{2}, x, t\right) & \text { is } \quad \operatorname{Subst}\left(t_{1}, x, t\right)=\operatorname{Subst}\left(t_{2}, x, t\right), \\
\operatorname{Subst}\left(R\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right), x, t\right) & \text { is } \quad R\left(\operatorname{Subst}\left(t_{1}^{\prime}, x, t\right), \ldots, \operatorname{Subst}\left(t_{n}^{\prime}, x, t\right)\right), \\
\operatorname{Subst}(\neg \psi, x, t) & \text { is } \quad \neg \operatorname{Subst}(\psi, x, t), \\
\operatorname{Subst}\left(\psi \circ \psi^{\prime}, x, t\right) & \text { is } \quad \operatorname{Subst}(\psi, x, t) \circ \operatorname{Subst}\left(\psi^{\prime}, x, t\right), \\
\operatorname{Subst}(Q x \psi, x, t) & \text { is } \quad Q x \varphi, \\
\operatorname{Subst}(Q y \psi, x, t) & \text { is } \quad Q y \operatorname{Subst}(\psi, x, t) .
\end{aligned}
$$
\]

Notice that $y$ does not occur in $t$ by hypothesis.
We extend Definition 3.24 to all formulas by renaming bound variables as described above. More specifically, if $\varphi$ is a formula in which variables are quantified that occur in $t$, we take $\operatorname{Subst}(\varphi, x, t)$ to be the same as $\operatorname{Subst}\left(\varphi^{\prime}, x, t\right)$, where $\varphi^{\prime}$ is obtained from $\varphi$ by simultaneously renaming every bound variable that occurs in $t$ in such a way as to keep distinct variables distinct.

When we substitute a term for a free variable, assignments that satisfy the original formula might not satisfy the new formula. For example, if $s(x, y)=(3,2)$, then

$$
\mathbb{N}, s \models x+y=5
$$

If we substitute the term $2 z$ for $y$,

$$
\mathbb{N}, s \not \models x+2 z=5
$$

because $s$ does not assign a value to $z$. In contrast, if $s^{\prime}(x, z)=(3,1)$, then

$$
\mathbb{N}, s^{\prime} \models x+2 z=5
$$

Now observe that $s(y)=s^{\prime}(2 z)$.
The previous example suggests that whenever we substitute a term for a free variable in a formula, every assignment satisfying the new formula induces a (possibly) different assignment that satisfies the original formula.

Lemma 3.25 (Substitution) Let $\varphi$ be a first-order formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment whose domain contains Free $(\varphi)$. If $t$ is a term such that $s(t)$ is defined, then
(a) for every term $t^{\prime}$,

$$
s\left(\operatorname{Subst}\left(t^{\prime}, x, t\right)\right)=s(x / s(t))\left(t^{\prime}\right)
$$

(b) furthermore,

$$
\mathbb{M}, s \models \operatorname{Subst}(\varphi, x, t) \quad \text { iff } \quad \mathbb{M}, s(x / s(t)) \models \varphi
$$

Proof (a) The proof is by induction on the complexity of $t^{\prime}$. If $t^{\prime}$ is a constant symbol or a variable, then

$$
\begin{aligned}
s(\operatorname{Subst}(c, x, t)) & =s(c)=s(x / s(t))(c) \\
s(\operatorname{Subst}(x, x, t)) & =s(t)=s(x / s(t))(x) \\
s(\operatorname{Subst}(y, x, t)) & =s(y)=s(x / s(t))(y)
\end{aligned}
$$

If $t^{\prime}$ is a compound term $f\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right)$, then by inductive hypothesis

$$
s\left(\operatorname{Subst}\left(t_{i}^{\prime}, x, t\right)\right)=s(x / s(t))\left(t_{i}^{\prime}\right)
$$

Hence

$$
\begin{aligned}
s\left[\operatorname{Subst}\left(f\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right), x, t\right)\right] & =s\left[f\left(\operatorname{Subst}\left(t_{1}^{\prime}, x, t\right), \ldots, \operatorname{Subst}\left(t_{n}^{\prime}, x, t\right)\right)\right] \\
& =f^{\mathbb{M}}\left[s(x / s(t))\left(t_{1}^{\prime}\right), \ldots, s(x / s(t))\left(t_{n}^{\prime}\right)\right] \\
& =s(x / s(t))\left[f\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right)\right]
\end{aligned}
$$

(b) Since renaming bound variables does not alter the meaning of a formula, we may assume that the variables in $t$ are not quantified in $\varphi$. If $\varphi$ is $t_{1}=t_{2}$, then by part (a)
$\mathbb{M}, s \models \operatorname{Subst}\left(t_{1}=t_{2}, x, t\right) \quad$ iff $\quad \mathbb{M}, s \models \operatorname{Subst}\left(t_{1}, x, t\right)=\operatorname{Subst}\left(t_{2}, x, t\right)$

$$
\begin{aligned}
& \text { iff } \quad s(x / s(t))\left(t_{1}\right)=s(x / s(t))\left(t_{2}\right) \\
& \text { iff } \quad \mathbb{M}, s(x / s(t)) \models t_{1}=t_{2}
\end{aligned}
$$

Similarly, if $\varphi$ is $R\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right)$, then

$$
\begin{aligned}
& \mathbb{M}, s \models \operatorname{Subst}\left(R\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right), x, t\right) \\
& \quad \text { iff } \mathbb{M}, s \models R\left(\operatorname{Subst}\left(t_{1}^{\prime}, x, t\right), \ldots, \operatorname{Subst}\left(t_{n}^{\prime}, x, t\right)\right) \\
& \quad \text { iff }\left(s(x / s(t))\left(t_{1}^{\prime}\right), \ldots, s(x / s(t))\left(t_{n}^{\prime}\right)\right) \in R^{\mathbb{M}} \\
& \quad \text { iff } \mathbb{M}, s(x / s(t)) \models R\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right) .
\end{aligned}
$$

The cases for negation, disjunction, and conjunction are straightforward applications of Theorem 3.22 to Definition 3.24. The case when $\varphi$ is $Q x \psi$ depends on the fact that

$$
s(x / s(t))(x / m)=s(x / m)
$$

for any $m \in M$.

If $\varphi$ is $\exists y \psi$, then by inductive hypothesis

$$
\begin{array}{rll}
\mathbb{M}, s \models \operatorname{Subst}(\exists y \psi, x, t) & \\
& \quad \text { iff } \mathbb{M}, s \models \exists y \operatorname{Subst}(\psi, x, t) & \\
& \text { iff } \mathbb{M}, s(y / a) \models \operatorname{Subst}(\psi, x, t) & \text { (for some } a \in M \text { ) } \\
& \text { iff } \mathbb{M}, s(y / a)(x / s(y / a)(t)) \models \psi & \text { (for some } a \in M \text { ) } \\
& \text { iff } \mathbb{M}, s(x / s(t))(y / a) \models \psi & \text { (for some } a \in M \text { ) } \\
& \text { iff } \mathbb{M}, s(x / s(t)) \models \exists y \psi . &
\end{array}
$$

The proof of the universal case is similar.

### 3.5.2 Prenex normal form

A first-order formula is in prenex normal form if all of its quantifiers appear at the front of the formula, i.e., it has the form

$$
Q_{1} y_{1} \ldots Q_{n} y_{n} \varphi
$$

where $\varphi$ is quantifier free.
Theorem 3.26 (Prenex normal form) Every first-order formula is equivalent to a first-order formula in prenex normal form.

Proof Let $\varphi$ be a first-order formula. Without loss of generality (see page 43) we may assume that $\varphi$ is in negation normal form. As a preliminary step, rename the bound variables in $\varphi$ so that the resulting formula $\varphi^{\prime}$ has the property that every variable is quantified at most once, and no variable occurs both free and bound. Starting with the left-most quantifier, use Proposition 3.21 to pull each quantifier to the front of the formula. For instance, if $\exists x \psi \vee \chi$ is a subformula of $\varphi^{\prime}$, then we know $x \notin \operatorname{Free}(\chi)$ because $x$ does not occur in $\chi$. Hence $\exists x \psi \vee \chi \equiv \exists x(\psi \vee \chi)$. Eventually, we obtain a formula $\varphi^{\prime \prime}$ in prenex normal form that is equivalent to $\varphi$.

For example, let $\varphi$ be the formula

$$
x \leq y \wedge \forall x\left[x^{2}=x \vee \exists y(y<x)\right]
$$

After renaming bound variables, we get

$$
x \leq y \wedge \forall u\left[u^{2}=u \vee \exists v(v<u)\right]
$$

Pull the quantifiers to the front, one step at a time:

$$
\forall u\left[x \leq y \wedge\left(u^{2}=u \vee \exists v(v<u)\right)\right]
$$

$$
\begin{aligned}
& \forall u\left[x \leq y \wedge \exists v\left(u^{2}=u \vee v<u\right)\right] \\
& \forall u \exists v\left[x \leq y \wedge\left(u^{2}=u \vee v<u\right)\right]
\end{aligned}
$$

### 3.6 Satisfiability

Often when considering a first-order formula we do not have a particular structure in mind. It may suffice for a formula to be satisfied by some assignment in some model, not necessarily this one. At the other extreme we may require that a formula be satisfied by every assignment in every suitable model.

Definition 3.27 Let $\varphi$ be a first-order formula.

- $\varphi$ is satisfiable if there exists a suitable model $\mathbb{M}$ and an assignment $s$ in $\mathbb{M}$ whose domain contains Free $(\varphi)$ such that $\mathbb{M}, s \models \varphi$.
- $\varphi$ is valid if for every suitable model $\mathbb{M}$ and every assignment $s$ in $\mathbb{M}$ whose domain contains $\operatorname{Free}(\varphi)$ we have $\mathbb{M}, s \vDash \varphi$.

For example, the formula $\forall x \exists y \neg R(x, y)$ is satisfiable, but not valid, while $R(x, y) \vee \neg R(x, y)$ is valid.
In the best case, it is easier to show that a formula is satisfiable than to show that it is valid because we only have to test a single model. Satisfiability and validity are really two sides of the same coin, however, because $\varphi$ is valid if and only if $\neg \varphi$ is not satisfiable.

When checking the satisfiability of a sentence, we often use a process called Skolemization to eliminate existential quantifiers. First, we place the sentence in negation normal form. Then we remove the existential quantifiers one by one, replacing each of the variables bound by a given quantifier with a term involving a fresh function symbol.

Definition 3.28 Let $\varphi$ be an $\mathrm{FO}_{L}$ formula in negation normal form, let $U$ be a finite set of variables containing $\operatorname{Free}(\varphi)$, and let

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\}
$$

be the expansion of $L$ obtained by adding a fresh function symbol for each existentially quantified subformula of $\varphi$. The Skolem form (or

Skolemization) of $\psi \in \operatorname{Subf}(\varphi)$ with variables in $U$ is defined recursively:

$$
\begin{array}{rll}
\operatorname{Sk}_{U}(\psi) & \text { is } & \psi \\
\operatorname{Sk}_{U}(\neg \psi) & \text { is } & \neg \operatorname{Sk}_{U}(\psi) \\
\mathrm{Sk}_{U}\left(\psi \circ \psi^{\prime}\right) & \text { is } & \mathrm{Sk}_{U}(\psi) \circ \operatorname{Sk}_{U}\left(\psi^{\prime}\right), \\
\mathrm{Sk}_{U}(\exists x \psi) & \text { is } & \operatorname{Subst}^{\prime}\left(\mathrm{Sk}_{U \cup\{x\}}(\psi), x, f_{\exists x \psi}\left(y_{1}, \ldots, y_{n}\right)\right), \\
\mathrm{Sk}_{U}(\forall x \psi) & \text { is } & \forall x \operatorname{Sk}_{U \cup\{x\}}(\psi),
\end{array}
$$

where $y_{1}, \ldots, y_{n}$ enumerates the variables in $U$. The term

$$
f_{\exists x \psi}\left(y_{1}, \ldots, y_{n}\right)
$$

is called a Skolem term. We abbreviate $\operatorname{Sk}_{\varnothing}(\varphi)$ by $\operatorname{Sk}(\varphi)$. If we write $\operatorname{Sk}_{U}(\varphi)$ when $\varphi$ is not in negation normal form, we really mean $\operatorname{Sk}_{U}\left(\varphi^{\prime}\right)$, where $\varphi^{\prime}$ is the negation normal form of $\varphi$.

For example, let $\varphi$ be the sentence $\forall x \exists y(x<y \vee \exists z(y<z))$. Then

$$
\begin{aligned}
\mathrm{Sk}_{\{x, y, z\}}(y<z) & \text { is } \quad y<z, \\
\mathrm{Sk}_{\{x, y\}}(\exists z(y<z)) & \text { is } \quad y<g(x, y), \\
\mathrm{Sk}_{\{x, y\}}(x<y \vee \exists z(y<z)) & \text { is } \quad x<y \vee y<g(x, y), \\
\mathrm{Sk}_{\{x\}}[\exists y(x<y \vee \exists z(y<z))] & \text { is } \quad x<f(x) \vee f(x)<g(x, f(x)), \\
\mathrm{Sk}(\varphi) & \text { is } \quad \forall x[x<f(x) \vee f(x)<g(x, f(x))] .
\end{aligned}
$$

Skolemizing a first-order sentence makes explicit the dependencies between the quantified variables. Notice the difference in the Skolem forms of $\forall x \exists y R(x, y)$ and $\exists y \forall x R(x, y)$. The first is $\forall x R(x, f(x))$, while the second is $\forall x R(x, c)$, where $c$ is a fresh constant symbol. The Skolem forms make it clear that, in the first case, the value of the second coordinate depends on the value of the first coordinate, while in the second case it does not.

Usually, an $L$-structure $\mathbb{M}$ that models a sentence $\varphi$ cannot model $\operatorname{Sk}(\varphi)$ because it lacks interpretations for the fresh function symbols. We must expand $\mathbb{M}$ to an $L^{*}$-structure by specifying how we should interpret the new symbols. The interpretations of the fresh function symbols are called Skolem functions. There are many ways to expand a model to a larger vocabulary. Generally speaking, most of the possible expansions of $\mathbb{M}$ to the vocabulary $L^{*}$ will not $\operatorname{model} \operatorname{Sk}(\varphi)$, but there will always be one that does.

There is another, more common, Skolemization procedure for firstorder formulas in which an existentially quantified variable $x$ is replaced
by a Skolem term whose arguments are exactly those variables that are universally quantified superordinate to the existential quantifier that binds $x$. Both Skolemizations produce formulas that are equisatisfiable with the original formula. We defined the Skolem form of a first-order formula in terms of the Skolem forms of its subformulas in order to more easily generalize the definition in the next chapter (see Definition 4.9).

Theorem 3.29 Let $\varphi$ be an $\mathrm{FO}_{L}$ formula in negation normal form, and let $\mathbb{M}$ be a suitable structure. For every finite set $U$ of variables containing Free $(\varphi)$, there exists an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\}
$$

such that for every assignment $s$ with domain $U$,

$$
\mathbb{M}, s \models \varphi \quad \text { iff } \quad \mathbb{M}^{*}, s \models \operatorname{Sk}_{U}(\varphi) .
$$

Proof We proceed by induction on the complexity of $\varphi$. If $\varphi$ is atomic or negated atomic, then $\mathrm{Sk}_{U}(\varphi)$ is simply $\varphi$, so we can take $\mathbb{M}^{*}=\mathbb{M}$.

Suppose $\varphi$ is $\psi_{1} \vee \psi_{2}$. By inductive hypothesis, there exist expansions $\mathbb{M}_{1}^{*}$ and $\mathbb{M}_{2}^{*}$ of $\mathbb{M}$ to the vocabularies

$$
\begin{aligned}
& L_{1}^{*}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}\left(\psi_{1}\right)\right\}, \\
& L_{2}^{*}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}\left(\psi_{2}\right)\right\},
\end{aligned}
$$

respectively, such that for every assignment $s$ with domain $U$,

$$
\begin{array}{lll}
\mathbb{M}, s \models \psi_{1} & \text { iff } & \mathbb{M}_{1}^{*}, s \models \operatorname{Sk}_{U}\left(\psi_{1}\right), \\
\mathbb{M}, s \models \psi_{2} & \text { iff } & \mathbb{M}_{2}^{*}, s \models \operatorname{Sk}_{U}\left(\psi_{2}\right) .
\end{array}
$$

Since the fresh function symbols in $L_{1}^{*}$ are distinct from those in $L_{2}^{*}$, there is a common expansion $\mathbb{M}^{*}$ to the vocabulary $L^{*}=L_{1}^{*} \cup L_{2}^{*}$ such that

$$
\begin{array}{ll}
\mathbb{M}, s=\psi_{1} \vee \psi_{2} & \text { iff } \mathbb{M}, s=\psi_{1} \text { or } \mathbb{M}, s=\psi_{2} \\
& \text { iff } \mathbb{M}^{*}, s=\operatorname{Sk}_{U}\left(\psi_{1}\right) \text { or } \mathbb{M}^{*}, s \models \operatorname{Sk}_{U}\left(\psi_{2}\right) \\
& \text { iff } \mathbb{M}^{*}, s=\operatorname{Sk}_{U}\left(\psi_{1} \vee \psi_{2}\right) .
\end{array}
$$

The proof of the conjunction case is similar.
Suppose $\varphi$ is $\exists x \psi$. By inductive hypothesis, there is an expansion $\mathbb{M}^{* *}$ of $\mathbb{M}$ to the vocabulary $L^{* *}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}(\psi)\right\}$ such that for every assignment $s$ with domain $U$ and every $a \in M$,

$$
\mathbb{M}, s(x / a) \models \psi \quad \text { iff } \quad \mathbb{M}^{* *}, s(x / a) \models \operatorname{Sk}_{U \cup\{x\}}(\psi) .
$$

Let $g$ be a function mapping assignments to individuals with the property that for every assignment $s$ with domain $U$, if there exists an $a \in M$ such that $\mathbb{M}, s(x / a) \models \psi$, then $\mathbb{M}, s(x / g(s)) \models \psi$. Expand $\mathbb{M}^{* *}$ to $\mathbb{M}^{*}$ by defining

$$
f_{\exists x \psi}^{\mathbb{M}^{*}}\left(s\left(y_{1}\right), \ldots, s\left(y_{n}\right)\right)=g(s),
$$

where $y_{1}, \ldots, y_{n}$ enumerates $U$. Then by the substitution lemma,

$$
\begin{aligned}
& \mathbb{M}, s=\exists x \psi \\
& \text { iff } \quad \mathbb{M}, s(x / g(s)) \models \psi \\
& \text { iff } \quad \mathbb{M}^{* *}, s(x / g(s)) \models \operatorname{Sk}_{U \cup\{x\}}(\psi) \\
& \text { iff } \quad \mathbb{M}^{*}, s\left(x / f_{\exists x \psi}^{\mathbb{M}^{*}}\left(s\left(y_{1}\right), \ldots, s\left(y_{n}\right)\right)\right) \models \operatorname{Sk}_{U \cup\{x\}}(\psi) \\
& \text { iff } \quad \mathbb{M}^{*}, s=\operatorname{Subst}\left(\operatorname{Sk}_{U \cup\{x\}}(\psi), x, f_{\exists x \psi}\left(y_{1}, \ldots, y_{n}\right)\right) \\
& \text { iff } \quad \mathbb{M}^{*}, s \models \operatorname{Sk}_{U}(\exists x \psi) .
\end{aligned}
$$

Finally, suppose $\psi$ is $\forall x \psi$. By inductive hypothesis, there is an expansion $\mathbb{M}^{* *}$ of $\mathbb{M}$ to the vocabulary $L^{* *}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}(\psi)\right\}$ such that for every assignment $s$ with domain $U$ and every $a \in M$,

$$
\mathbb{M}, s(x / a) \models \psi \quad \text { iff } \quad \mathbb{M}^{* *}, s(x / a) \models \operatorname{Sk}_{U \cup\{x\}}(\psi) .
$$

Since the vocabulary $L^{*}$ is the same as $L^{* *}$, we can take $\mathbb{M}^{*}=\mathbb{M}^{* *}$. Then

$$
\begin{array}{ll}
\mathbb{M}, s \models \forall x \psi & \text { iff } \quad \mathbb{M}, s(x / a) \models \psi \quad \text { (for all } a \in M) \\
& \text { iff } \left.\quad \mathbb{M}^{*}, s(x / a) \models \operatorname{Sk}_{U \cup\{x\}}(\psi) \quad \text { (for all } a \in M\right) \\
& \text { iff } \quad \mathbb{M}^{*}, s \models \forall x \operatorname{Sk}_{U \cup\{x\}}(\psi) \\
& \text { iff } \quad \mathbb{M}^{*}, s \models \operatorname{Sk}_{U}(\forall x \psi) .
\end{array}
$$

When discussing whether $\mathbb{M}, s$ satisfies an existential formula $\exists x \varphi$, an element $a \in M$ such that $\mathbb{M}, s(x / a) \models \varphi$ is called a witness to $\exists x \varphi$. Thus one can say that Skolem functions point out witnesses to existential formulas. A universal formula $\forall x \varphi$ is not satisfied by $\mathbb{M}, s$ if and only if $\mathbb{M}, s$ satisfies $\exists x(\neg \varphi)$. An element $a \in M$ such that $\mathbb{M}, s(x / a) \models$ $\neg \varphi$ is called a Kreisel counterexample to $\forall x \varphi$. For example, a Kreisel counterexample to the sentence

$$
\forall x \exists y R(x, y)
$$

is an element $a$ such that for all $b$ we have $(a, b) \notin R^{\mathbb{M}}$.
Skolem functions and Kreisel counterexamples will play an important role in the next chapter.

## 4

## Independence-friendly logic

In the last chapter, we studied first-order logic from the game-theoretic perspective. In particular, we defined the semantic game for a first-order formula as an extensive game with perfect information. It is natural to extend first-order logic by considering semantic games with imperfect information. Hintikka and Sandu named this extension independencefriendly logic because in a semantic game with imperfect information the choices made by the players may be independent of prior moves [30].

In this chapter, we define the syntax of independence-friendly (IF) logic and three different semantics. The first semantics is game-theoretic; the second is based on Skolem functions and Kreisel counterexamples. The third semantics, due to Hodges [32,33], is modeled after Tarski's compositional semantics for first-order logic. At the end of the chapter, we prove that all three semantics are equivalent. ${ }^{1}$

### 4.1 Syntax

Definition 4.1 Let $L$ be a vocabulary. $L$-terms are defined as for firstorder logic. The independence-friendly language $\mathrm{IF}_{L}$ is generated from $L$ according to the following rules:

- If $t_{1}$ and $t_{2}$ are $L$-terms, then $\left(t_{1}=t_{2}\right) \in \mathrm{IF}_{L}$ and $\neg\left(t_{1}=t_{2}\right) \in \mathrm{IF}_{L}$.
- If $R$ is an $n$-ary relation symbol in $L$ and $t_{1}, \ldots, t_{n}$ are $L$-terms, then $R\left(t_{1}, \ldots, t_{n}\right) \in \mathrm{IF}_{L}$ and $\neg R\left(t_{1}, \ldots, t_{n}\right) \in \mathrm{IF}_{L}$.
- If $\varphi, \varphi^{\prime} \in \mathrm{IF}_{L}$, then $\left(\varphi \vee \varphi^{\prime}\right) \in \mathrm{IF}_{L}$ and $\left(\varphi \wedge \varphi^{\prime}\right) \in \mathrm{IF}_{L}$.
${ }^{1}$ The authors wish to acknowledge the contribution to the study of IF logic made by Dechesne's PhD thesis [14]. Many of our notational and conceptual choices were influenced by her work.
- If $\varphi \in \mathrm{IF}_{L}, x$ is a variable, and $W$ is a finite set of variables, then $(\exists x / W) \varphi \in \mathrm{IF}_{L}$ and $(\forall x / W) \varphi \in \mathrm{IF}_{L}$.

The elements of $\mathrm{IF}_{L}$ are called $\mathrm{IF}_{L}$ formulas. When the vocabulary is irrelevant or clear from context we will not mention it explicitly. An IF formula is an $\mathrm{IF}_{L}$ formula for some vocabulary $L$.

To simplify the presentation, we only allow the negation symbol $\neg$ to appear in front of atomic formulas. We will see in Chapter 5 that this restriction is not essential; it simply allows us to assume that Eloise is always the verifier. Formulas of the form $\left(t_{1}=t_{2}\right), \neg\left(t_{1}=t_{2}\right)$, $R\left(t_{1}, \ldots, t_{n}\right)$, or $\neg R\left(t_{1}, \ldots, t_{n}\right)$ are called literals. When $\varphi$ is a literal, we abuse our notation slightly by writing $\neg \varphi$ for the dual of $\varphi$. When $\varphi$ is a literal and $\varphi^{\prime}$ is any IF formula we use $\varphi \rightarrow \varphi^{\prime}$ as an abbreviation for $\neg \varphi \vee \varphi^{\prime}$.

The finite set of variables $W$ in $(\exists x / W)$ and $(\forall x / W)$ is called a slash set. A slash set indicates from which variables a quantifier is independent. We write $\exists x$ and $\forall x$ for $(\exists x / \varnothing)$ and $(\forall x / \varnothing)$, respectively. Thus every first-order formula is a shorthand for an IF formula.

The subformula tree of an IF formula is like the subformula tree of a first-order formula except that we do not take atomic formulas to be subformulas of their negations. Therefore a leaf of the tree may be any literal.

Definition 4.2 Let $\varphi$ be an IF formula. The subformulas of $\varphi$ are defined recursively:

$$
\begin{aligned}
\operatorname{Subf}(\psi) & =\{\psi\} \quad(\psi \text { literal }), \\
\operatorname{Subf}\left(\psi \circ \psi^{\prime}\right) & =\left\{\psi \circ \psi^{\prime}\right\} \cup \operatorname{Subf}(\psi) \cup \operatorname{Subf}\left(\psi^{\prime}\right), \\
\operatorname{Subf}((Q x / W) \psi) & =\{(Q x / W) \psi\} \cup \operatorname{Subf}(\psi) .
\end{aligned}
$$

As with first-order formulas, we distinguish between multiple occurrences of the same subformula. The set of literal subformulas of $\varphi$ is denoted $\operatorname{Lit}(\varphi)$.

The set of free variables of an IF formula $\varphi$ is defined as for firstorder formulas (Definition 3.5) except that the clause for quantifiers is replaced by:

$$
\operatorname{Free}((Q x / W) \varphi)=(\operatorname{Free}(\varphi)-\{x\}) \cup W
$$

An occurrence of a variable $x$ is bound by the innermost quantifier
$(Q x / W)$ in whose scope it occurs. The set of bound variables of $\varphi$ is denoted $\operatorname{Bound}(\varphi)$. For example, in the formula

$$
\forall x(\exists y /\{x\}) R(x, y) \wedge \forall y(\exists z /\{x, y\}) R(y, z),
$$

the variables $y$ and $z$ are bound, while $x$ is both free and bound. An IF formula with no free variables is called an IF sentence.

Formulas such as $\forall y(\exists z /\{x, y\}) R(y, z)$ in which a variable occurs in a slash set but nowhere else may strike the reader as a bit odd. What does it mean for the quantifier $(\exists z /\{x, y\})$ to be independent of a variable that is not quantified superordinate to $(\exists z /\{x, y\})$ ? In a moment, we will see that such formulas do make sense, but in the meantime we reassure ourselves by defining a restricted class of IF formulas for which such questions do not arise.

Definition 4.3 An IF formula is regular if it satisfies the following conditions:
(a) If $(Q y / W)$ is a quantifier such that $x \in W$, then it is subordinate to a quantifier of the form $(\exists x / V)$ or $(\forall x / V)$.
(b) No quantifier of the form $(Q x / W)$ is subordinate to a quantifier of the form $(\exists x / V)$ or $(\forall x / V)$.

The first condition ensures that a quantifier is only independent of superordinate quantifiers, while the second forbids double quantification. For example, the formula $\forall x(\exists y /\{x\}) x=y$ is regular, while the formulas

$$
(\exists y /\{x\}) x=y \quad \text { and } \quad \exists x(\varphi \wedge \exists x \psi)
$$

are not. The impact of the two constraints can be better grasped if we keep in mind that IF formulas will be interpreted by semantic games. Each quantifier $(Q x / V)$ prompts the appropriate player to choose an individual from the universe to be the value of $x$. However, the player's choice must not depend on the values of the variables in $V$. The first constraint means that in the semantic game for a regular IF formula, if the choice of $y$ is independent of $x$, then the value of $x$ must have been specified at some earlier stage of the game, while the second constraint implies that in a given play of the game, the value of a variable is only specified once. Observe that in a regular IF formula it is not possible to have a quantifier $(Q x / W)$ such that $x \in W$ because by the first condition we would need to have another quantifier of the form $(\exists x / V)$ or $(\forall x / V)$ superordinate to $(Q x / W)$, which is forbidden by the second condition.

### 4.2 Game-theoretic semantics

Now that we have defined the syntax of IF logic, we are ready to say what IF formulas mean. In the last chapter, we observed that a firstorder formula could be interpreted as specifying a game with perfect information. In this section, we interpret IF formulas as specifying a game with imperfect information.

We will define the semantic game for an IF formula as an extensive game with imperfect information by restricting the players' access to the current assignment. That is, a player may be forced to choose an action without knowing the current assignment in its entirety.

Definition 4.4 Two assignments, $s$ and $s^{\prime}$, such that $W \subseteq \operatorname{dom}(s)=$ $\operatorname{dom}\left(s^{\prime}\right)$ are equivalent modulo $W$ (or $W$-equivalent), denoted $s \approx_{W} s^{\prime}$, if for every variable $x \in \operatorname{dom}(s)-W$ we have $s(x)=s^{\prime}(x)$.

Definition 4.5 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment whose domain contains Free( $\varphi$ ). The semantic game $G(\mathbb{M}, s, \varphi)$ is a win-lose extensive game with imperfect information:

- There are two players, Eloise $(\exists)$ and Abelard $(\forall)$.
- The set of histories is $H=\bigcup\left\{H_{\psi}: \psi \in \operatorname{Subf}(\varphi)\right\}$, where $H_{\psi}$ is defined recursively:
- $H_{\varphi}=\{(s, \varphi)\}$,
- if $\psi$ is $\chi_{1} \circ \chi_{2}$, then $H_{\chi_{i}}=\left\{h \frown \chi_{i}: h \in H_{\chi_{1} \circ \chi_{2}}\right\}$,
- if $\psi$ is $(Q x / W) \chi$, then $H_{\chi}=\left\{h^{\frown}(x, a): h \in H_{(Q x / W) \chi}, a \in M\right\}$.

Observe that $(s, \varphi)$ is the unique initial history. The assignment $s$ is called the initial assignment. Every history $h^{\prime}$ induces an assignment $s_{h^{\prime}}$ extending and/or modifying the initial assignment:

$$
s_{h^{\prime}}= \begin{cases}s & \text { if } h^{\prime}=(s, \varphi), \\ s_{h} & \text { if } h^{\prime}=h^{\frown} \chi, \\ s_{h}(x / a) & \text { if } h^{\prime}=h^{\smile}(x, a) .\end{cases}
$$

- Once play reaches a literal, the game ends:

$$
Z=\bigcup\left\{H_{\chi}: \chi \in \operatorname{Lit}(\varphi)\right\} .
$$

- Disjunctions and existential quantifiers are decision points for Eloise, while conjunctions and universal quantifiers are decision points for

Abelard:

$$
P(h)= \begin{cases}\exists & \text { if } h \in H_{\chi \vee \chi^{\prime}} \text { or } h \in H_{(\exists x / W) \chi}, \\ \forall & \text { if } h \in H_{\chi \wedge \chi^{\prime}} \text { or } h \in H_{(\forall x / W) \chi} .\end{cases}
$$

- The indistinguishability relations $\sim_{\exists}$ and $\sim_{\forall}$ are defined as follows. For all $h, h^{\prime} \in H_{\chi \vee \chi^{\prime}}$ we have $h \sim_{\exists} h^{\prime}$ if and only if $s_{h}=s_{h^{\prime}}$. For all $h, h^{\prime} \in H_{(\exists x / W) \chi}$,

$$
h \sim_{\exists} h^{\prime} \quad \text { iff } \quad s_{h} \approx_{W} s_{h^{\prime}} .
$$

Similarly, for all $h, h^{\prime} \in H_{\chi \wedge \chi^{\prime}}$ we have $h \sim_{\forall} h^{\prime}$ if and only if $s_{h}=s_{h^{\prime}}$, and for all $h, h^{\prime} \in H_{(\forall x / W) \chi}$,

$$
h \sim_{\forall} h^{\prime} \quad \text { iff } \quad s_{h} \approx_{W} s_{h^{\prime}} .
$$

- Eloise wins if the literal $\chi$ reached at the end of play is satisfied by the current assignment; Abelard wins if it is not:

$$
u(h)= \begin{cases}\exists & \text { if } \mathbb{M}, s_{h} \models \chi, \\ \forall & \text { if } \mathbb{M}, s_{h} \not \models \chi .\end{cases}
$$

The equivalence relations $\sim_{\exists}$ and $\sim_{\forall}$ specify exactly how much information the players have at their disposal at a given decision point. For example, in the position of the game corresponding to $(\exists x / W) \psi$, Eloise cannot distinguish histories whose induced assignments agree on the variables outside of $W$ but disagree on variables in $W$. Hence, Eloise must choose the value of $x$ without having access to the values of the variables in $W$. Likewise for Abelard in the position corresponding to $(\forall x / W) \psi$. Note that if $h$ is a history whose current subformula is $(\exists x / W) \psi$ or $(\forall x / W) \psi$ then

$$
A(h)=\{(x, a): a \in M\} .
$$

That is, limiting the information available to a player does not affect his or her ability to perform any particular action. It simply prevents the player from employing certain strategies.

Since the semantic game for an IF formula is a game with imperfect information, we cannot rely on the Gale-Stewart theorem to guarantee that one of the two players will have a winning strategy. Therefore, we must be careful about how we define truth and satisfaction in IF logic.

Definition 4.6 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment whose domain contains $\operatorname{Free}(\varphi)$.

$$
\begin{array}{lll}
\mathbb{M}, s \models_{\text {GTS }}^{+} \varphi & \text { iff } & \text { Eloise has a winning strategy for } G(\mathbb{M}, s, \varphi) . \\
\mathbb{M}, s \models_{\text {GTS }}^{-} \varphi & \text { iff } & \text { Abelard has a winning strategy for } G(\mathbb{M}, s, \varphi) .
\end{array}
$$

In the first case we say $\mathbb{M}$, s satisfies $\varphi$, and in the second case we say $\mathbb{M}$, $s$ dissatisfies $\varphi$.

An IF sentence $\varphi$ is true in $\mathbb{M}$, denoted $\mathbb{M} \models_{\text {GTS }}^{+} \varphi$, if it is satisfied by the empty assignment. It is false, denoted $\mathbb{M} \models{ }_{\text {GTS }} \varphi$, if it is dissatisfied by the empty assignment.

Example 4.7 In the game Matching Pennnies there are two players. Each player has a coin that he or she secretly turns to heads or tails. The coins are revealed simultaneously. The first player wins if the coins are both heads or both tails; the second player wins if they differ.

We can express the game Matching Pennies using the IF sentence

$$
\forall x(\exists y /\{x\}) x=y
$$

interpreted in the two-element structure $\mathbb{M}=\{a, b\}$. We wish to show that neither Eloise nor Abelard has a winning strategy, assuming the initial assignment is empty. Call the original sentence $\varphi_{\mathrm{MP}}$, and let $\psi$ be the subformula

$$
(\exists y /\{x\}) x=y .
$$

Then $H_{\varphi_{\mathrm{MP}}}$ includes only the initial history ( $\varnothing, \varphi_{\mathrm{MP}}$ ), while $H_{\psi}$ includes two histories: $h_{a}=\left(\varnothing, \varphi_{\mathrm{MP}},(x, a)\right)$ and $h_{b}=\left(\varnothing, \varphi_{\mathrm{MP}},(x, b)\right)$. Let $\sigma$ be a strategy for Eloise. Since $h_{a} \sim_{\exists} h_{b}$ she must choose the same value for $y$ in both cases:

$$
\sigma\left(h_{a}\right)=(y, c)=\sigma\left(h_{b}\right) .
$$

Hence there are two maximal plays,

$$
\left(\varnothing, \varphi_{\mathrm{MP}},(x, a),(y, c)\right) \quad \text { and } \quad\left(\varnothing, \varphi_{\mathrm{MP}},(x, b),(y, c)\right),
$$

of which Eloise wins exactly one.
Now let $\tau$ be a strategy for Abelard such that $\tau\left(\varnothing, \varphi_{\mathrm{MP}}\right)=(x, c)$. Then $\tau$ is a winning strategy if and only if Abelard wins both maximal plays $\left(\varnothing, \varphi_{\mathrm{MP}},(x, c),(y, a)\right)$ and $\left(\varnothing, \varphi_{\mathrm{MP}},(x, c),(y, b)\right)$ which is again impossible (see Figure 4.1).

According to our definition the sentence $\forall x(\exists y /\{x\}) x=y$ is neither true nor false in any structure with at least two elements. Those who have


Figure 4.1 The semantic game for $\forall x(\exists y /\{x\}) x=y$ in the structure $\mathbb{M}=\{a, b\}$
studied games with imperfect information will be unsurprised, but logicians may find the failure of the principle of bivalence unsettling. There are other surprises in store for logicians. Adding a superfluous quantifier does not affect the truth value of a first-order sentence. For example $\forall x \exists y R(x, y)$ and $\forall x \exists y \exists y R(x, y)$ are equivalent. In contrast, adding extra quantifiers can affect the truth-value of an IF sentence.

Example 4.8 We add one dummy quantifier $\exists y$ to the sentence in Example 4.7 to get the irregular IF sentence

$$
\forall x \exists y(\exists y /\{x\}) x=y
$$

which we interpret in the two-element structure $\mathbb{M}=\{a, b\}$. Surprisingly, Eloise has a winning strategy. For convenience, let $\psi$ be the subformula

$$
\exists y(\exists y /\{x\}) x=y
$$

and let $\chi$ be the subformula $(\exists y /\{x\}) x=y$. Then $H_{\psi}$ is as before, while $H_{\chi}$ consists of four histories:

$$
\begin{aligned}
h_{a a} & =(\varnothing, \varphi,(x, a),(y, a)), & & h_{a b}=(\varnothing, \varphi,(x, a),(y, b)) \\
h_{b a} & =(\varnothing, \varphi,(x, b),(y, a)), & & h_{b b}=(\varnothing, \varphi,(x, b),(y, b))
\end{aligned}
$$

Observe that $h_{a a} \sim_{\exists} h_{b a}$ and $h_{a b} \sim_{\exists} h_{b b}$. Therefore all Eloise's strategies must satisfy $\sigma\left(h_{a a}\right)=\sigma\left(h_{b a}\right)$ and $\sigma\left(h_{a b}\right)=\sigma\left(h_{b b}\right)$. Here is a winning strategy:

$$
\begin{aligned}
& \sigma\left(h_{a}\right)=(y, a) \quad \text { and } \quad \sigma\left(h_{a a}\right)=\sigma\left(h_{b a}\right)=(y, a) \\
& \sigma\left(h_{b}\right)=(y, b) \quad \text { and } \quad \sigma\left(h_{a b}\right)=\sigma\left(h_{b b}\right)=(y, b)
\end{aligned}
$$

There are two terminal histories in which Eloise follows $\sigma$,

$$
(\varnothing, \varphi,(x, a),(y, a),(y, a)) \quad \text { and } \quad(\varnothing, \varphi,(x, b),(y, b),(y, b))
$$

and she wins both (see Figure 4.2).


Figure 4.2 The semantic game for $\forall x \exists y(\exists y /\{x\}) x=y$ in $\mathbb{M}=\{a, b\}$

By allowing Eloise to choose the value of $y$ twice, we enable her to copy the value of $x$ to a location that she is allowed to see when making her second choice. There are two ways to block Eloise's winning strategy. We can prevent her from seeing the value of $x$ both times she chooses the value of $y$,

$$
\forall x(\exists y /\{x\})(\exists y /\{x\}) x=y,
$$

or we can prevent her from seeing the value of $y$ when making her second choice,

$$
\forall x \exists y(\exists y /\{x, y\}) x=y .
$$

The fact that Eloise assigns a value to the same variable twice is inconsequential. She has a similar winning strategy for $\forall x \exists z(\exists y /\{x\}) x=y$.

Such phenomena are common in games of imperfect information. In bridge, skilled partners can communicate to each other about their hands using only the cards they play. Playing according to a predetermined convention in order to circumvent informational restrictions is called signaling. The possibility of signaling in IF logic was first observed by Hodges [32].

### 4.3 Skolem semantics

In this section we describe another interpretation of IF formulas based on Skolem functions. To this end, we generalize the Skolemization procedure for first-order logic to IF sentences.

Definition 4.9 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula, let $U$ be a finite set of variables containing Free $(\varphi)$, and let

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\}
$$

be the expansion of $L$ obtained by adding a fresh function symbol for every existentially quantified subformula of $\varphi$. The Skolem form (or Skolemization) of $\psi \in \operatorname{Subf}(\varphi)$ with variables in $U$ is defined recursively:

$$
\begin{aligned}
& \mathrm{Sk}_{U}(\psi) \text { is } \\
& \operatorname{Sk}_{U}\left(\psi \circ \psi^{\prime}\right) \text { is } \quad(\psi \text { literal }) \\
& \mathrm{Sk}_{U}((\exists x / W) \psi) \circ \operatorname{Sk}_{U}\left(\psi^{\prime}\right) \\
& \mathrm{Sk}_{U}((\forall x / W) \psi) \text { is } \\
& \operatorname{Subst}\left(\operatorname{Sk}_{U \cup\{x\}}(\psi), x, f_{(\exists x / W) \psi}\left(y_{1}, \ldots, y_{n}\right)\right), \\
& \operatorname{Sk}_{U \cup\{x\}}(\psi),
\end{aligned}
$$

where $y_{1}, \ldots, y_{n}$ enumerates the variables in $U-W$. Observe that at each stage $\mathrm{Sk}_{U}(\psi)$ is a first-order formula. We abbreviate $\mathrm{Sk}_{\varnothing}(\varphi)$ by $\mathrm{Sk}(\varphi)$.

The reader should notice that in the context of $\operatorname{Sk}_{U}((\exists x / W) \psi)$, the variable $x$ may belong to $U$. If it does, then $x$ will be an argument of the Skolem term $f_{(\exists x / W)}\left(y_{1}, \ldots, y_{n}\right)$ unless $x$ also belongs to $W$. Also notice that $\operatorname{Sk}_{U}((\forall x / W) \psi)=\operatorname{Sk}_{U \cup\{x\}}((\forall x / W) \psi)$.

Example 4.10 Examine the Skolem form of the Matching Pennies sentence $\forall x(\exists y /\{x\}) x=y$. Proceeding inside-out,

$$
\begin{aligned}
\operatorname{Sk}_{\{x, y\}}(x=y) & \text { is } \quad x=y \\
\mathrm{Sk}_{\{x\}}[(\exists y /\{x\}) x=y] & \text { is } \quad x=c \\
\mathrm{Sk}[\forall x(\exists y /\{x\}) x=y] & \text { is } \quad \forall x(x=c)
\end{aligned}
$$

where $c$ is a fresh constant symbol.
Example 4.11 Now consider the Skolem form of the Matching Pennies sentence augmented with a dummy quantifier, $\forall x \exists y(\exists y /\{x\}) x=y$ :

$$
\begin{aligned}
\operatorname{Sk}_{\{x, y\}}(x=y) & \text { is } \quad x=y, \\
\operatorname{Sk}_{\{x, y\}}[(\exists y /\{x\}) x=y] & \text { is } \quad x=g(y) \\
\operatorname{Sk}_{\{x\}}[\exists y(\exists y /\{x\}) x=y] & \text { is } \quad x=g(f(x)), \\
\mathrm{Sk}[\forall x \exists y(\exists y /\{x\}) x=y] & \text { is } \quad \forall x[x=g(f(x))] .
\end{aligned}
$$

If we use a distinct variable for the dummy quantifier, as in

$$
\forall x \exists z(\exists y /\{x\}) x=y
$$

the Skolemization procedure yields the same Skolem form:

$$
\begin{aligned}
\operatorname{Sk}_{\{x, y, z\}}(x=y) & \text { is } \quad x=y, \\
\operatorname{Sk}_{\{x, z\}}[(\exists y /\{x\}) x=y] & \text { is } \quad x=g(z) \\
\operatorname{Sk}_{\{x\}}[\exists z(\exists y /\{x\}) x=y] & \text { is } \quad x=g(f(x)), \\
\mathrm{Sk}[\forall x \exists z(\exists y /\{x\}) x=y] & \text { is } \quad \forall x[x=g(f(x))] .
\end{aligned}
$$

We are now ready to present a second way of interpreting IF formulas, called Skolem semantics.

Definition 4.12 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment whose domain contains Free $(\varphi)$. Define

$$
\mathbb{M}, s \models_{\mathrm{Sk}}^{+} \varphi \quad \text { iff } \quad \mathbb{M}^{*}, s \models \mathrm{Sk}_{\mathrm{dom}(s)}(\varphi)
$$

for some expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\}
$$

When evaluating an IF formula under Skolem semantics, we implicitly assume that every variable that has been assigned a value is "present" in the formula. Thus the Skolemization of an IF formula depends on the assignment used to evaluate it. For example, suppose $s$ and $s^{\prime}$ are assignments such that $\operatorname{dom}(s)=\{u, v\}$ and $\operatorname{dom}\left(s^{\prime}\right)=\{u, v, w\}$. Then

$$
\mathbb{M}, s \neq+{ }_{\mathrm{Sk}}^{+}(\exists x /\{u\}) P(x) \quad \text { iff } \quad \mathbb{M}^{*}, s \models P(f(v))
$$

for some expansion $\mathbb{M}^{*}$ of $\mathbb{M}$, while

$$
\mathbb{M}, s^{\prime} \models{ }_{\mathrm{Sk}}^{+}(\exists x /\{u\}) P(x) \quad \text { iff } \quad \mathbb{M}^{* *}, s^{\prime} \models P(g(v, w))
$$

for some expansion $\mathbb{M}^{* *}$ of $\mathbb{M}$.

The first thing to check is that Skolem semantics agrees with the game-theoretic semantics defined in the previous section.

Theorem 4.13 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment whose domain contains $\operatorname{Free}(\varphi)$. Then

$$
\mathbb{M}, s \models_{\mathrm{GTS}}^{+} \varphi \quad \text { iff } \quad \mathbb{M}, s \models_{\mathrm{Sk}}^{+} \varphi .
$$

Proof Suppose Eloise has a winning strategy $\sigma$ for $G(\mathbb{M}, s, \varphi)$. Let $\mathbb{M}^{*}$ be an expansion of $\mathbb{M}$ to the vocabulary

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\}
$$

such that for every existential subformula $(\exists x / W) \psi^{\prime}$ of $\varphi$ and every history $h \in H_{(\exists x / W) \psi^{\prime}}$,

$$
f_{(\exists x / W) \psi^{\prime}}^{\mathbb{M}^{*}}\left(s_{h}\left(y_{1}\right), \ldots, s_{h}\left(y_{n}\right)\right)=a
$$

where $y_{1}, \ldots, y_{n}$ enumerates $\operatorname{dom}\left(s_{h}\right)-W$, and $\sigma(h)=(x, a)$. To show the function is well defined, suppose $h, h^{\prime} \in H_{(\exists x / W) \psi^{\prime}}$ are two histories such that

$$
\sigma(h)=(x, a) \neq\left(x, a^{\prime}\right)=\sigma\left(h^{\prime}\right) .
$$

Then $s_{h} \not \overbrace{W} s_{h^{\prime}}$ which means $s_{h}\left(y_{i}\right) \neq s_{h^{\prime}}\left(y_{i}\right)$ for some $y_{i} \in\left\{y_{1}, \ldots, y_{n}\right\}$.
It suffices to show that for all $\psi \in \operatorname{Subf}(\varphi)$, if Eloise follows $\sigma$ in $h \in H_{\psi}$, then $\mathbb{M}^{*}, s_{h} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}(\psi)$ (because Eloise does follow $\sigma$ in $\left.(s, \varphi) \in H_{\varphi}\right)$. If $\psi$ is a literal, and Eloise follows $\sigma$ in $h \in H_{\psi}$, then $\mathbb{M}, s_{h} \models \psi$ because $\sigma$ is a winning strategy. Hence $\mathbb{M}^{*}, s_{h}=\operatorname{Sk}_{\mathrm{dom}\left(s_{h}\right)}(\psi)$.

Suppose $\psi$ is $\psi_{1} \vee \psi_{2}$. If Eloise follows $\sigma$ in $h \in H_{\psi_{1} \vee \psi_{2}}$, and $\sigma(h)=\psi_{i}$, then Eloise follows $\sigma$ in $h^{\prime}=h^{\complement} \psi_{i}$. By inductive hypothesis

$$
\mathbb{M}^{*}, s_{h^{\prime}} \models \operatorname{Sk}_{\mathrm{dom}\left(s_{h^{\prime}}\right)}\left(\psi_{i}\right),
$$

whence

$$
\mathbb{M}^{*}, s_{h^{\prime}} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h^{\prime}}\right)}\left(\psi_{1}\right) \vee \operatorname{Sk}_{\operatorname{dom}\left(s_{h^{\prime}}\right)}\left(\psi_{2}\right) .
$$

Since $s_{h}=s_{h^{\prime}}$, it follows that $\mathbb{M}^{*}, s_{h} \models \operatorname{Sk}_{\mathrm{dom}\left(s_{h}\right)}\left(\psi_{1} \vee \psi_{2}\right)$.
Suppose $\psi$ is $\psi_{1} \wedge \psi_{2}$. If Eloise follows $\sigma$ in $h \in H_{\psi_{1} \wedge \psi_{2}}$, then she follows $\sigma$ in both $h_{1}=h \smile \psi_{1}$ and $h_{2}=h \smile \psi_{2}$. By inductive hypothesis $\mathbb{M}^{*}, s_{h_{1}} \models \operatorname{Sk}_{\mathrm{dom}\left(s_{h_{1}}\right)}\left(\psi_{1}\right)$ and $\mathbb{M}^{*}, s_{h_{2}} \models \operatorname{Sk}_{\mathrm{dom}\left(s_{h_{2}}\right)}\left(\psi_{2}\right)$, whence

$$
\mathbb{M}^{*}, s_{h} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left(\psi_{1}\right) \wedge \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left(\psi_{2}\right) .
$$

It follows that $\mathbb{M}^{*}, s_{h}=\operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left(\psi_{1} \wedge \psi_{2}\right)$.
Suppose $\psi$ is $(\exists x / W) \psi^{\prime}$. If Eloise follows $\sigma$ in $h \in H_{(\exists x / W) \psi^{\prime}}$, and $\sigma(h)=(x, a)$, then Eloise follows $\sigma$ in $h^{\prime}=h^{\frown}(x, a)$. By inductive
hypothesis $\mathbb{M}^{*}, s_{h^{\prime}} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h^{\prime}}\right)}\left(\psi^{\prime}\right)$, which is to say

$$
\mathbb{M}^{*}, s_{h}(x / a) \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}(x / a)\right)}\left(\psi^{\prime}\right)
$$

By construction $f_{(\exists x / W) \psi^{\prime}}^{\mathbb{M}^{*}}\left(s_{h}\left(y_{1}\right), \ldots, s_{h}\left(y_{n}\right)\right)=a$, where $y_{1}, \ldots, y_{n}$ enumerates $\operatorname{dom}\left(s_{h}\right)-W$, so an application of the substitution lemma (Lemma 3.25) yields

$$
\mathbb{M}^{*}, s_{h} \models \operatorname{Subst}\left(\operatorname{Sk}_{\operatorname{dom}\left(s_{h}(x / a)\right)}\left(\psi^{\prime}\right), x, f_{(\exists x / W) \psi^{\prime}}\left(y_{1}, \ldots, y_{n}\right)\right)
$$

Hence $\mathbb{M}^{*}, s_{h}=\operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left((\exists x / W) \psi^{\prime}\right)$.
Suppose $\psi$ is $(\forall x / W) \psi^{\prime}$. If Eloise follows $\sigma$ in $h \in H_{(\forall x / W) \psi^{\prime}}$, then she follows $\sigma$ in every $h_{a}=h^{\frown}(x, a) \in H_{\psi^{\prime}}$. By inductive hypothesis $\mathbb{M}^{*}, s_{h_{a}} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h_{a}}\right)}\left(\psi^{\prime}\right)$. Since $s_{h_{a}}=s_{h}(x / a)$, it follows that

$$
\mathbb{M}^{*}, s_{h} \models \forall x \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right) \cup\{x\}}\left(\psi^{\prime}\right)
$$

which implies $\mathbb{M}^{*}, s_{h}=\operatorname{Sk}_{\text {dom }\left(s_{h}\right)}\left((\forall x / W) \psi^{\prime}\right)$.
Conversely, suppose there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ such that

$$
\mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}(s)}(\varphi)
$$

Let $\sigma$ be the strategy for Eloise defined as follows. If $h \in H_{\psi_{1} \vee \psi_{2}}$, then

$$
\sigma(h)= \begin{cases}\psi_{1} & \text { if } \mathbb{M}^{*}, s_{h}=\operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left(\psi_{1}\right) \\ \psi_{2} & \text { otherwise }\end{cases}
$$

If $h \in H_{(\exists x / W) \psi^{\prime}}$, then

$$
\sigma(h)=\left(x, f_{(\exists x / W) \psi^{\prime}}^{\mathbb{M}^{*}}\left(s_{h}\left(y_{1}\right), \ldots, s_{h}\left(y_{n}\right)\right)\right)
$$

where $y_{1}, \ldots, y_{n}$ enumerates $\operatorname{dom}\left(s_{h}\right)-W$.
We show by induction on the length of $h$ that if Eloise follows $\sigma$ in $h \in H_{\psi}$, then $\mathbb{M}^{*}, s_{h} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}(\psi)$. The basis step follows from the original supposition. For the inductive step, suppose Eloise follows $\sigma$ in

$$
h^{\prime}=\left(s, \varphi, a_{1}, \ldots, a_{m}, a_{m+1}\right)
$$

Then she certainly follows $\sigma$ in $h=\left(s, \varphi, a_{1}, \ldots, a_{m}\right)$.
Suppose $h \in H_{\psi_{1} \vee \psi_{2}}$ and $a_{m+1}=\psi_{i}$. Then by inductive hypothesis $\mathbb{M}^{*}, s_{h} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left(\psi_{1} \vee \psi_{2}\right)$, so by construction $\mathbb{M}^{*}, s_{h^{\prime}} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h^{\prime}}\right)}\left(\psi_{i}\right)$.

Suppose $h \in H_{\psi_{1} \wedge \psi_{2}}$. Then by inductive hypothesis

$$
\mathbb{M}^{*}, s_{h} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left(\psi_{1} \wedge \psi_{2}\right)
$$

from which it follows that $\mathbb{M}^{*}, s_{h^{\prime}} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h^{\prime}}\right)}\left(\psi_{i}\right)$.

Suppose $h \in H_{(\exists x / W) \psi^{\prime}}$ and $a_{m+1}=(x, a)$. By inductive hypothesis $\mathbb{M}^{*}, s_{h}=\operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}\left((\exists x / W) \psi^{\prime}\right)$, which is to say

$$
\mathbb{M}^{*}, s_{h} \models \operatorname{Subst}\left(\operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right) \cup\{x\}}\left(\psi^{\prime}\right), x, f_{(\exists x / W) \psi}\left(y_{1}, \ldots, y_{n}\right)\right),
$$

where $y_{1}, \ldots, y_{n}$ enumerates $\operatorname{dom}\left(s_{h}\right)-W$. By the substitution lemma,

$$
\mathbb{M}^{*}, s_{h}(x / a) \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right) \cup\{x\}}\left(\psi^{\prime}\right),
$$

which implies $\mathbb{M}^{*}, s_{h^{\prime}}=\operatorname{Sk}_{\operatorname{dom}\left(s_{h^{\prime}}\right)}\left(\psi^{\prime}\right)$.
Suppose $h \in H_{(\forall x / W) \psi^{\prime}}$. Then by inductive hypothesis

$$
\mathbb{M}^{*}, s_{h}=\mathrm{Sk}_{\mathrm{dom}\left(s_{h}\right)}\left((\forall x / W) \psi^{\prime}\right)
$$

which is to say $\mathbb{M}^{*}, s_{h} \models \forall x \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right) \cup\{x\}}\left(\psi^{\prime}\right)$. It follows that

$$
\mathbb{M}^{*}, s_{h^{\prime}} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h^{\prime}}\right)}\left(\psi^{\prime}\right)
$$

Finally, observe that if Eloise follows $\sigma$ in a terminal history $h \in H_{\chi}$, then $\mathbb{M}^{*}, s_{h} \models \operatorname{Sk}_{\operatorname{dom}\left(s_{h}\right)}(\chi)$. It follows that $\mathbb{M}, s_{h} \models \chi$, so Eloise wins $h$. Therefore $\sigma$ is a winning strategy for Eloise.

We can use Skolem semantics to give examples of IF sentences that express concepts that are not definable in ordinary first-order logic. Our first example is adapted from [10, Example 1.4].

Example 4.14 Let $\varphi_{\infty}$ be the IF sentence

$$
\exists w \forall x(\exists y /\{w\})(\exists z /\{w, x\})[z=x \wedge y \neq w],
$$

and let $\psi$ be the subformula $\left[z=x \wedge y \neq w\right.$ ]. The Skolem form of $\varphi_{\infty}$ is obtained in the following stages:

$$
\begin{aligned}
\operatorname{Sk}_{\{w, x, y, z\}}(\psi) & \text { is } \quad z=x \wedge y \neq w, \\
\operatorname{Sk}_{\{w, x, y\}}[(\exists z /\{w, x\}) \psi] & \text { is } \quad g(y)=x \wedge y \neq w, \\
\mathrm{Sk}_{\{w, x\}}[(\exists y /\{w\})(\exists z /\{w, x\}) \psi] & \text { is } \quad g(f(x))=x \wedge f(x) \neq w, \\
\mathrm{Sk}_{\{w\}}[\forall x(\exists y /\{w\})(\exists z /\{w, x\}) \psi] & \text { is } \forall x[g(f(x))=x \wedge f(x) \neq w], \\
\operatorname{Sk}\left(\varphi_{\infty}\right) & \text { is } \quad \forall x[g(f(x))=x \wedge f(x) \neq c],
\end{aligned}
$$

where $f$ and $g$ are fresh unary function symbols, and $c$ is a fresh constant symbol. The Skolemization of $\varphi_{\infty}$ asserts that $f$ is an injection whose range is not the entire universe. Thus $\operatorname{Sk}\left(\varphi_{\infty}\right)$ is satisfiable by an expansion of $\mathbb{M}$ if and only if the universe of $\mathbb{M}$ is (Dedekind) infinite. $\dashv$

During the Skolemization process existential quantifiers are eliminated by introducing fresh function symbols. Sometimes we wish two of these function symbols to denote a single function. There is a standard trick we can use to ensure two function symbols have the same interpretation. Let $\varphi$ be the IF sentence

$$
\forall x \forall y(\exists u /\{y\})(\exists v /\{x, u\})[(x=y \rightarrow u=v) \wedge \psi]
$$

The Skolem form of $\varphi$ is

$$
\forall x \forall y\left[(x=y \rightarrow f(x)=g(y)) \wedge \operatorname{Sk}_{\{x, y, u, v\}}(\psi)\right]
$$

The conjunct $(x=y \rightarrow f(x)=g(y))$ ensures that $f$ and $g$ have the same interpretation in any model of $\operatorname{Sk}(\varphi)$.

Example 4.15 An involution is a function $f$ that satisfies $f(f(x))=x$ for all $x$ in its domain. A finite structure has an even number of elements if and only if there is a way of pairing the elements without leaving any element out, i.e., if there exists an involution without a fixed point. Let $\varphi_{\text {even }}$ be the IF sentence

$$
\begin{aligned}
\forall x \forall y(\exists u /\{y\}) & (\exists v /\{x, u\}) \\
& {[(x=y \rightarrow u=v) \wedge(u=y \rightarrow v=x) \wedge u \neq x] }
\end{aligned}
$$

The Skolem form of $\varphi_{\text {even }}$ is

$$
\forall x \forall y[(x=y \rightarrow f(x)=g(y)) \wedge(f(x)=y \rightarrow g(y)=x) \wedge f(x) \neq x]
$$

Since $f$ and $g$ denote the same function, we can simplify $\operatorname{Sk}\left(\varphi_{\text {even }}\right)$ to

$$
\forall x[f(f(x))=x \wedge f(x) \neq x]
$$

which asserts that $f$ is an involution without a fixed point. Therefore $\operatorname{Sk}\left(\varphi_{\text {even }}\right)$ is satisfiable by an expansion of a finite structure if and only if the universe of the structure has an even number of elements.

Example 4.16 A graph is a structure $\mathbb{G}=(V ; E)$ where $V$ is a set of vertices and $E$ is a set of edges. An edge is normally thought of as an unordered pair $\{x, y\}$ for some $x, y \in V$, but in order to treat a graph as a structure in the sense of Definition 3.6 , we take $E$ to be a binary relation on $V$ that is symmetric and irreflexive. A matching in $\mathbb{G}$ is a set $M$ of edges such that no two edges in $M$ share a vertex. A matching is perfect if every vertex is incident to an edge in $M$. A graph admits
a perfect matching if and only if there is an involution $f$ such that for every vertex $x$ we have $E(x, f(x))$. Let $\varphi_{\mathrm{PM}}$ be the IF sentence

$$
\begin{aligned}
\forall x \forall y(\exists u /\{y\}) & (\exists v /\{x, u\}) \\
& {[(x=y \rightarrow u=v) \wedge(u=y \rightarrow v=x) \wedge E(x, u)] . }
\end{aligned}
$$

The Skolem form of $\varphi_{\mathrm{PM}}$ is

$$
\forall x \forall y[(x=y \rightarrow f(x)=g(y)) \wedge(f(x)=y \rightarrow g(y)=x) \wedge E(x, f(x))]
$$

which is equivalent to

$$
\forall x \forall y[f(f(x))=x \wedge E(x, f(x))] .
$$

Thus a graph satisfies $\varphi_{\mathrm{PM}}$ if and only if it admits a perfect matching. $\quad \dashv$
Now let us a take a short excursion to the philosophy of language. In this field, games are used to model communication between agents. Lewis [38] defines a signaling problem as a situation in which an agent called the communicator wishes to communicate with one or more other agents called the audience. First, the communicator observes one of several alternative states of affairs, which the audience cannot directly observe. He then sends a signal to the audience. After receiving the signal, the audience performs one of several alternative actions, called responses. Every state of affairs $x$ has a corresponding response $b(x)$ that the communicator and the audience agree is the best action to take when $x$ holds. Lewis argues that a word acquires its meaning in virtue of its role in the solutions to various signaling problems.

Let $S$ be a set of states of affairs, $\Sigma$ a set of signals, and $R$ a set of responses. Also let $b: S \rightarrow R$ be the function that sends each state of affairs to its best response. ${ }^{2}$ The communicator employs an encoding $f: S \rightarrow \Sigma$ to choose a signal for every state of affairs. The audience employs a decoding $g: \Sigma \rightarrow R$ to decide which action to perform in response to the signal it receives. A signaling system is a pair $(f, g)$ of encoding and decoding functions such that the composition $g \cdot f=b[38$, pp. 130-132].

For example, imagine a driver who is trying to back into a parking space. Luckily, she has an assistant who gets out of the car and stands in a location where she can simultaneously see how much space there is behind the car and be seen by the driver. There are two states of affairs

[^5]the assistant wishes to communicate, i.e., whether there is enough space behind the car for the driver to continue backing up. The assistant has two signals at her disposal: she can stand palms facing in or palms facing out. The driver has two possible responses: she can back up or she can stop. Interestingly, there are two solutions to this signaling problem. The assistant can stand palms facing in when there is space, and palms facing out when there is no space, or vice versa. In the first case, the driver should continue backing up when she sees the assistant stand palms facing in, and stop when the assistant stands palms facing out. In the second case, the driver should stop when the assistant stands palms facing in, and back up when the assistant stands palms facing out. Both systems work equally well. If the assistant and the driver adopt mismatched encoding and decoding functions, however, an argument is bound to ensue.

The IF sentence $\forall x \exists z(\exists y /\{x\}) x=y$ from Example 4.11 can be modified to express a Lewis signaling game. In the following sentence $\varphi$, think of $x$ as a situation, $z$ as the signal sent by the sender, and $y$ as the receiver's interpretation of the signal:

$$
\forall x \exists z(\exists y /\{x\})[S(x) \rightarrow(\Sigma(z) \wedge R(y) \wedge y=b(x))]
$$

The Skolem form of $\varphi$ is

$$
\forall x[S(x) \rightarrow(\Sigma(f(x)) \wedge R(g(f(x))) \wedge g(f(x))=b(x))]
$$

If $\mathbb{M}$ is a suitable model for $\varphi$, then the signaling problem expressed by $\varphi$ has a solution if and only if there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ such that $\mathbb{M}^{*} \models \operatorname{Sk}(\varphi)$. Thus a signaling system is really just a pair of Skolem functions that encode a winning strategy for the semantic game of a certain IF sentence.

Conversely, one can think of the semantic game for any IF sentence as a generalized signaling problem in which each existential quantifier corresponds to an agent who can both send and receive signals, while the universal quantifiers correspond to states of affairs beyond the agents' control.

Skolem functions encode Eloise's strategies for the relevant semantic game. In the next section, we show how to use Kreisel's counterexamples to encode Abelard's strategies.

### 4.3.1 Falsity and Kreisel counterexamples

Definition 4.17 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula, and let

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\forall}(\varphi)\right\}
$$

be the expansion of $L$ obtained by adding a fresh function symbol for every universally quantified subformula of $\varphi$. The Kreisel form (or Kreiselization) of $\psi \in \operatorname{Subf}(\varphi)$ with variables in $U$ is defined recursively:

$$
\begin{aligned}
& \mathrm{Kr}_{U}(\psi) \text { is } \\
& \mathrm{Kr}_{U}\left(\psi \vee \psi^{\prime}\right) \text { is } \quad \mathrm{Kr}_{U}(\psi) \wedge \operatorname{Kr}_{U}\left(\psi^{\prime}\right), \\
& \operatorname{Kr}_{U}\left(\psi \wedge \psi^{\prime}\right) \text { is } \\
& \mathrm{Kr}_{U}(\psi) \vee \operatorname{Kr}_{U}\left(\psi^{\prime}\right), \\
& \mathrm{Kr}_{U}((\exists x / W) \psi) \text { is } \\
& \mathrm{Kr}_{U}((\forall x / W) \psi) \text { is } \\
& \mathrm{Kr}_{U \cup\{x\}}(\psi), \\
& \operatorname{Subst}^{\prime}\left(\operatorname{Kr}_{U \cup\{x\}}(\psi), x, f_{(\forall x / W) \psi}\left(y_{1}, \ldots, y_{n}\right)\right),
\end{aligned}
$$

where $y_{1}, \ldots, y_{n}$ enumerates the variables in $U-W$. An interpretation of $f_{(\forall x / W) \psi}$ is called a Kreisel counterexample. We abbreviate $\operatorname{Kr}_{\varnothing}(\varphi)$ by $\operatorname{Kr}(\varphi)$.

The Kreisel form of $\varphi$ is just the Skolem form of the dual of $\varphi$, which justifies the following definition.

Definition 4.18 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment whose domain contains Free ( $\varphi$ ). Define

$$
\mathbb{M}, s \models_{\mathrm{Sk}}^{-} \varphi \quad \text { iff } \quad \mathbb{M}^{*}, s \models \operatorname{Kr}_{\operatorname{dom}(s)}(\varphi)
$$

for some expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\forall}(\varphi)\right\}
$$

Theorem 4.19 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment whose domain contains $\operatorname{Free}(\varphi)$. Then

$$
\mathbb{M}, s \models_{\mathrm{GTS}}^{-} \varphi \quad \text { iff } \quad \mathbb{M}, s \models_{\mathrm{Sk}}^{-} \varphi .
$$

Proof The proof is dual to the proof of Theorem 4.13.
Example 4.20 Abelard does not have a winning strategy for the Matching Pennies sentence $\forall x(\exists y /\{x\}) x=y$ in any structure. The

Kreisel form helps us see why:

$$
\begin{aligned}
\operatorname{Kr}_{\{x, y\}}(x=y) & \text { is } \quad x \neq y, \\
\operatorname{Kr}_{\{x\}}[(\exists y /\{x\}) x=y] & \text { is } \quad \forall y(x \neq y), \\
\mathrm{Kr}[\forall x(\exists y /\{x\}) x=y] & \text { is } \quad \forall y(c \neq y),
\end{aligned}
$$

where $c$ is a fresh constant symbol. The Kreisel form of the Matching Pennies sentence is not true in any structure because the constant symbol $c$ is interpreted by some element of the universe.

Example 4.21 In Example 4.8 we saw that Eloise has a winning strategy for the Matching Pennies sentence augmented with a dummy quantifier,

$$
\forall x \exists y(\exists y /\{x\}) x=y .
$$

In Example 4.11 we saw that which variable we use for the dummy quantifier ( $\exists y$ versus $\exists z$ ) does not affect the Skolem form. It does affect the Kreisel form:

$$
\begin{aligned}
\operatorname{Kr}_{\{x, y\}}(x=y) & \text { is } \quad x \neq y, \\
\operatorname{Kr}_{\{x, y\}}[(\exists y /\{x\}) x=y] & \text { is } \quad \forall y(x \neq y), \\
\operatorname{Kr}_{\{x\}}[\exists y(\exists y /\{x\}) x=y] & \text { is } \quad \forall y \forall y(x \neq y), \\
\operatorname{Kr}[\forall x \exists y(\exists y /\{x\}) x=y] & \text { is } \quad \forall y \forall y(c \neq y),
\end{aligned}
$$

versus

$$
\begin{array}{ccc}
\operatorname{Kr}_{\{x, y, z\}}(x=y) & \text { is } \quad x \neq y, \\
\operatorname{Kr}_{\{x, z\}}[(\exists y /\{x\}) x=y] & \text { is } \quad \forall y(x \neq y), \\
\operatorname{Kr}_{\{x\}}[\exists z(\exists y /\{x\}) x=y] & \text { is } \quad \forall z \forall y(x \neq y), \\
\mathrm{Kr}[\forall x \exists z(\exists y /\{x\}) x=y] & \text { is } & \forall z \forall y(c \neq y) .
\end{array}
$$

However, observe that both Kreisel forms are equivalent to $\forall y(c \neq y) . \quad \dashv$

### 4.4 Compositional semantics

A semantics is said to be compositional if the meaning of a formula is determined by the meanings of its subformulas and the manner of their
composition. Such semantics are pleasant to work with because they enable us to calculate the meanings of formulas in a systematic way, starting from the meanings of atomic formulas (or literals, in the case of IF logic). So far we have defined two semantics for IF logic, neither of which is compositional because they do not define the meaning of an IF formula in terms of the meanings of its parts. In this section we present a compositional semantics for IF logic called trump semantics discovered by Hodges [32, 33].

Compositionality does not come for free. In order to encode enough information about IF formulas to make the semantics compositional, we must switch from using single assignments to sets of assignments.

Definition 4.22 A team of assignments (or assignment team) in $\mathbb{M}$ is a set of assignments in $\mathbb{M}$ that have a common domain. If $X$ is a nonempty assignment team then the domain of $X$, written $\operatorname{dom}(X)$, is the common domain of the assignments in $X$. For technical reasons, we take the domain of the empty team of assignments to be set of all variables.

Definition 4.23 Let $X$ be a team of assignments in a structure $\mathbb{M}$. Also let $a \in M, A \subseteq M$, and $f: X \rightarrow A$. We define

$$
\begin{aligned}
X[x, a] & =\{s(x / a): s \in X\}, \\
X[x, A] & =\{s(x / a): s \in X, a \in A\}, \\
X[x, f] & =\{s(x / f(s)): s \in X\} .
\end{aligned}
$$

Given two assignments $s$ and $s^{\prime}$ we say that $s^{\prime}$ extends $s$ if $s \subseteq s^{\prime}$. Given two assignment teams $X$ and $Y$, we say that $Y$ extends $X$ if every $s \in X$ has an extension $s^{\prime} \in Y$, and every $s^{\prime} \in Y$ is an extension of some $s \in X$. If $x \notin \operatorname{dom}(X)$, then $X[x, f]$ is a minimal extension of $X$ to $\operatorname{dom}(X) \cup\{x\}$, while $X[x, M]$ is the maximal extension of $X$ to $\operatorname{dom}(X) \cup\{x\}$. A Cartesian extension of $X$ has the form

$$
X \times Y=\left\{s \cup s^{\prime}: s \in X, s^{\prime} \in Y\right\}
$$

where $\operatorname{dom}(X) \cap \operatorname{dom}(Y)=\varnothing$.
Recall that we write $s \approx_{W} s^{\prime}$ when $s$ and $s^{\prime}$ are two assignments with the same domain that agree on every variable in $\operatorname{dom}(s)-W$.

Definition 4.24 Let $X$ be a team of assignments in $\mathbb{M}$ such that $W \subseteq \operatorname{dom}(X)$. A function $f: X \rightarrow M$ is uniform in $W$ (or $W$-uniform)
if for all $s, s^{\prime} \in X$,

$$
s \approx_{W} s^{\prime} \quad \text { implies } \quad f(s)=f\left(s^{\prime}\right)
$$

A cover of a set $X$ is a family of sets whose union is $X$. When $\left\{Y, Y^{\prime}\right\}$ is a cover of $X$, we simply write $Y \cup Y^{\prime}=X$.

We are now ready to define a compositional semantics for IF logic in terms of teams of assignments. We will see later (Section 8.1) that one cannot define a compositional semantics for IF logic in terms of single assignments.

Definition 4.25 Let $\varphi$ and $\varphi^{\prime}$ be IF formulas, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments in $\mathbb{M}$ whose domain contains Free $(\varphi)$ and Free $\left(\varphi^{\prime}\right)$. If $\varphi$ is a literal, define

$$
\mathbb{M}, X \models_{\operatorname{Tr}}^{+} \varphi \quad \text { iff } \quad \mathbb{M}, s \mid=\varphi \quad(\text { for all } s \in X)
$$

Furthermore,

$$
\begin{aligned}
& \mathbb{M}, X \models_{\operatorname{Tr}}^{+} \varphi \vee \varphi^{\prime} \quad \text { iff } \quad \mathbb{M}, Y \models_{\operatorname{Tr}}^{+} \varphi \text { and } \mathbb{M}, Y^{\prime} \models_{\operatorname{Tr}}^{+} \varphi^{\prime} \\
& \text { for some } Y \cup Y^{\prime}=X ; \\
& \mathbb{M}, X \models_{\operatorname{Tr}}^{+} \varphi \wedge \varphi^{\prime} \quad \text { iff } \quad \mathbb{M}, X \models_{\operatorname{Tr}}^{+} \varphi \text { and } \mathbb{M}, X \models_{\operatorname{Tr}}^{+} \varphi^{\prime} ; \\
& \mathbb{M}, X \models_{\operatorname{Tr}}^{+}(\exists x / W) \varphi \quad \text { iff } \quad \mathbb{M}, X[x, f] \models_{\operatorname{Tr}}^{+} \varphi \\
& \text { for some } W \text {-uniform function } f: X \rightarrow M ; \\
& \mathbb{M}, X \models_{\operatorname{Tr}}^{+}(\forall x / W) \varphi \quad \text { iff } \quad \mathbb{M}, X[x, M] \models_{\operatorname{Tr}}^{+} \varphi .
\end{aligned}
$$

When $\mathbb{M}, X \models{ }_{\operatorname{Tr}}^{+} \varphi$ we say that $\mathbb{M}$, $X$ satisfies $\varphi$, and that $X$ is a winning team of assignments for $\varphi$ in $\mathbb{M} .^{3}$

We write $\mathbb{M}$, $s \models_{\operatorname{Tr}}^{+} \varphi$ as an abbreviation for $\mathbb{M}$, $\{s\} \models_{\operatorname{Tr}}^{+} \varphi$, unless $s$ is the empty assignment. To avoid confusion, we abbreviate $\mathbb{M},\{\varnothing\} \neq{ }_{\operatorname{Tr}}^{+} \varphi$ by $\mathbb{M} \models_{\operatorname{Tr}}^{+} \varphi$, and write $\mathbb{M}, \varnothing \models_{\operatorname{Tr}}^{+} \varphi$ to indicate that the empty team of assignments satisfies $\varphi .^{4}$

When $x \notin \operatorname{dom}(X)$, we can say that $X$ satisfies $(\exists x / W) \varphi$ if and only if some minimal extension of $X$ to $\operatorname{dom}(X) \cup\{x\}$ satisfies $\varphi$. Dually, $X$ satisfies $(\forall x / W) \varphi$ if and only if the maximal extension of $X$ satisfies $\varphi$.

In Example 4.8 we saw that Eloise can use the extra quantifier $\exists y$ in

$$
\forall x \exists y(\exists y /\{x\}) x=y
$$

[^6]to signal the value of $x$ to herself. Let us examine how signaling manifests itself in the trump semantics of this sentence.

Example 4.26 Let $\mathbb{M}=\{a, b\}$ be a structure with two elements. Let $s_{a}=\{(x, a)\}$ and $s_{b}=\{(x, b)\}$. To prove $\mathbb{M} \models_{\operatorname{Tr}}^{+} \forall x \exists y(\exists y /\{x\}) x=y$, it suffices to show that

$$
\mathbb{M},\left\{s_{a}, s_{b}\right\} \models_{\operatorname{Tr}}^{+} \exists y(\exists y /\{x\}) x=y .
$$

Let $f\left(s_{a}\right)=a$ and $f\left(s_{b}\right)=b$. Then $\left\{s_{a}, s_{b}\right\}[y, f]=\left\{s_{a a}, s_{b b}\right\}$, where

$$
s_{a a}=\{(x, a),(y, a)\} \quad \text { and } \quad s_{b b}=\{(x, b),(y, b)\} .
$$

To show $\mathbb{M},\left\{s_{a a}, s_{b b}\right\} \models_{\operatorname{Tr}}^{+}(\exists y /\{x\}) x=y$, let $g\left(s_{a a}\right)=a$ and $g\left(s_{b b}\right)=b$. Observe that $g$ is $\{x\}$-uniform, $\left\{s_{a a}, s_{b b}\right\}[y, g]=\left\{s_{a a}, s_{b b}\right\}$, and

$$
\mathbb{M},\left\{s_{a a}, s_{b b}\right\} \models_{\operatorname{Tr}}^{+} x=y .
$$

Now let us see how changing the dummy quantifier from $\exists y$ to $\exists z$ affects the trump semantics. Let

$$
\begin{aligned}
s_{a a}^{\prime} & =\{(x, a),(z, a)\}, & s_{a a a} & =\{(x, a),(y, a),(z, a)\}, \\
s_{b b}^{\prime} & =\{(x, b),(z, b)\}, & s_{b b b} & =\{(x, b),(y, b),(z, b)\} .
\end{aligned}
$$

Define $g^{\prime}\left(s_{a a}^{\prime}\right)=a$ and $g^{\prime}\left(s_{b b}^{\prime}\right)=b$. Then

$$
\begin{aligned}
\left\{s_{a}, s_{b}\right\}[z, f] & =\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\}, \\
\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\}\left[y, g^{\prime}\right] & =\left\{s_{a a a}, s_{b b b}\right\},
\end{aligned}
$$

and $\mathbb{M},\left\{s_{a a a}, s_{b b b}\right\} \models_{\operatorname{Tr}}^{+} x=y$. Since $g^{\prime}$ is uniform in $\{x\}$, it follows that

$$
\begin{aligned}
\mathbb{M},\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\} & \models_{\operatorname{Tr}}^{+}(\exists y /\{x\}) x=y, \\
\mathbb{M},\left\{s_{a}, s_{b}\right\} & \models_{\operatorname{Tr}}^{+} \exists z(\exists y /\{x\}) x=y, \\
\mathbb{M} & \models_{\operatorname{Tr}}^{+} \forall x \exists z(\exists y /\{x\}) x=y .
\end{aligned}
$$

The previous example highlights an important difference between firstorder logic and IF logic. Adding a vacuous quantifier (or quantifying the same variable twice) does not affect the meaning of a first-order formula, but it can affect the meaning of an IF formula. For example, if $\varphi$ is the IF formula $(\exists y /\{x\}) x=y$ then $\mathbb{M},\left\{s_{a}, s_{b}\right\} \not \vDash_{\operatorname{Tr}}^{+} \varphi$, while

$$
\mathbb{M},\left\{s_{a}, s_{b}\right\} \models_{\operatorname{Tr}}^{+} \exists y \varphi \quad \text { and } \quad \mathbb{M},\left\{s_{a}, s_{b}\right\} \models_{\operatorname{Tr}}^{+} \exists z \varphi .
$$

To prove that trump semantics is equivalent to Skolem semantics, we must extend Skolem semantics to teams of assignments.

Definition 4.27 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains Free $(\varphi)$. We define $\mathbb{M}, X \models_{\mathrm{Sk}}^{+} \varphi$ to mean there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\}
$$

such that for all $s \in X$ we have $\mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}(X)}(\psi)$.
Theorem 4.28 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains Free $(\varphi)$. Then

$$
\mathbb{M}, X \models_{\operatorname{Tr}}^{+} \varphi \quad \text { iff } \quad \mathbb{M}, X \models_{\mathrm{Sk}}^{+} \varphi
$$

Proof We prove by induction that for every $\psi \in \operatorname{Subf}(\varphi)$ and every assignment team $Y$ whose domain contains both $\operatorname{dom}(X)$ and Free $(\psi)$,

$$
\mathbb{M}, Y \models=_{\operatorname{Tr}}^{+} \psi \quad \text { iff } \quad \mathbb{M}, Y \models{ }_{\mathrm{Sk}}^{+} \psi
$$

The basis step follows easily from the definitions.
Suppose $\psi$ is $\psi_{1} \vee \psi_{2}$. If $\mathbb{M}, Y \models_{\operatorname{Tr}}^{+} \psi_{1} \vee \psi_{2}$ then $\mathbb{M}, Y_{1} \models_{\operatorname{Tr}}^{+} \psi_{1}$ and $\mathbb{M}, Y_{2}=_{\operatorname{Tr}}^{+} \psi_{2}$ for some cover $Y_{1} \cup Y_{2}=Y$. By inductive hypothesis, there is an expansion $\mathbb{M}_{1}$ of $\mathbb{M}$ to the vocabulary

$$
L_{1}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}\left(\psi_{1}\right)\right\}
$$

such that for all $s \in Y_{1}$ we have $\mathbb{M}_{1}, s \models \operatorname{Sk}_{\operatorname{dom}\left(Y_{1}\right)}\left(\psi_{1}\right)$. Likewise, there is an expansion $\mathbb{M}_{2}$ of $\mathbb{M}$ to the vocabulary

$$
L_{2}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}\left(\psi_{2}\right)\right\}
$$

such that for all $s \in Y_{2}$ we have $\mathbb{M}_{2}, s \models \operatorname{Sk}_{\operatorname{dom}\left(Y_{2}\right)}\left(\psi_{2}\right)$. We may assume $L_{1} \cap L_{2}=L$, so there is a common expansion $\mathbb{M}^{*}$ to the vocabulary

$$
L^{*}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}(\psi)\right\}
$$

such that for all $s \in Y$,

$$
\mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}\left(Y_{1}\right)}\left(\psi_{1}\right) \quad \text { or } \quad \mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}\left(Y_{2}\right)}\left(\psi_{2}\right)
$$

which implies $\mathbb{M}^{*}, s \neq \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{1} \vee \psi_{2}\right)$. Therefore $\mathbb{M}, Y \neq \stackrel{+}{\mathrm{Sk}} \psi_{1} \vee \psi_{2}$.
Conversely, suppose there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary $L^{*}$ such that for all $s \in Y$ we have $\mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{1} \vee \psi_{2}\right)$. Let

$$
Y_{i}=\left\{s \in Y: \mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}\left(Y_{i}\right)}\left(\psi_{i}\right)\right\}
$$

Then $Y_{1} \cup Y_{2}=Y$. In addition, we have $\mathbb{M}, Y_{1} \models_{\mathrm{Sk}}^{+} \psi_{1}$ and $\mathbb{M}, Y_{2} \models_{\mathrm{Sk}}^{+}$ $\psi_{2}$, so by inductive hypothesis $\mathbb{M}, Y_{1} \models_{\operatorname{Tr}}^{+} \psi_{1}$ and $\mathbb{M}, Y_{2} \models_{\operatorname{Tr}}^{+} \psi_{2}$. Thus $\mathbb{M}, Y \mid={ }_{\operatorname{Tr}}^{+} \psi_{1} \vee \psi_{2}$.

Suppose $\psi$ is $\psi_{1} \wedge \psi_{2}$. If $\mathbb{M}, Y \models_{\operatorname{Tr}}^{+} \psi_{1} \wedge \psi_{2}$, then $\mathbb{M}, Y \models_{\operatorname{Tr}}^{+} \psi_{1}$ and $\mathbb{M}, Y \models_{\operatorname{Tr}}^{+} \psi_{2}$, so by inductive hypothesis there are expansions $\mathbb{M}_{1}$ and $\mathbb{M}_{2}$ to the vocabularies $L_{1}$ and $L_{2}$, respectively, such that for all $s \in Y$ we have $\mathbb{M}_{1}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{1}\right)$ and $\mathbb{M}_{2}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{2}\right)$. Hence there is a common expansion $\mathbb{M}^{*}$ to the vocabulary $L^{*}$ such that for all $s \in Y$,

$$
\mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{1}\right) \quad \text { and } \quad \mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{2}\right),
$$

which implies

$$
\mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{1} \wedge \psi_{2}\right) .
$$

Thus $\mathbb{M}, Y \models_{\mathrm{Sk}}^{+} \psi_{1} \wedge \psi_{2}$.
Conversely, suppose there exists an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary $L^{*}$ such that for all $s \in Y$ we have $\mathbb{M}^{*}, s=\operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{1} \wedge \psi_{2}\right)$. Let $\mathbb{M}_{i}$ be the reduct of $\mathbb{M}^{*}$ to the vocabulary $L_{i}$. Then for all $s \in Y$,

$$
\mathbb{M}_{1}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{1}\right) \quad \text { and } \quad \mathbb{M}_{2}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left(\psi_{2}\right),
$$

which implies $\mathbb{M}, Y \models_{\mathrm{Sk}}^{+} \psi_{1}$ and $\mathbb{M}, Y \models_{\mathrm{Sk}}^{+} \psi_{2}$. By inductive hypothesis

$$
\mathbb{M}, Y \models_{\operatorname{Tr}}^{+} \psi_{1} \quad \text { and } \quad \mathbb{M}, Y \models_{\operatorname{Tr}}^{+} \psi_{2},
$$

which implies $\mathbb{M}, Y \not{ }_{\operatorname{Tr}}^{+} \psi_{1} \wedge \psi_{2}$.
Suppose $\psi$ is $(\exists x / W) \psi^{\prime}$. If $\mathbb{M}, Y \models_{\operatorname{Tr}}^{+}(\exists x / W) \psi^{\prime}$ there is a $W$-uniform $f: Y \rightarrow M$ such that $\mathbb{M}, Y[x, f] \models_{\operatorname{Tr}}^{+} \psi^{\prime}$. By inductive hypothesis

$$
\mathbb{M}, Y[x, f] \models_{\mathrm{Sk}}^{+} \psi^{\prime},
$$

so there is an expansion $\mathbb{M}^{\prime}$ of $\mathbb{M}$ to the vocabulary

$$
L^{\prime}=L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}\left(\psi^{\prime}\right)\right\}
$$

such that for all $s \in Y$ we have

$$
\mathbb{M}^{\prime}, s(x / f(s)) \models \operatorname{Sk}_{\operatorname{dom}(Y) \cup\{x\}}\left(\psi^{\prime}\right) .
$$

Let $\mathbb{M}^{*}$ be an expansion of $\mathbb{M}^{1}$ to the vocabulary $L^{*}$ such that for all $s \in Y$,

$$
f_{(\exists x / W) \psi^{\prime}}^{\mathbb{N}^{*}}\left(s\left(y_{1}\right), \ldots, s\left(y_{n}\right)\right)=f(s),
$$

where $y_{1}, \ldots, y_{n}$ enumerates $\operatorname{dom}(Y)-W$. Observe that $\mathbb{M}^{*}$ is well defined because $f$ is uniform in $W$. Then for all $s \in Y$,

$$
\mathbb{M}^{*}, s \models \operatorname{Subst}\left(\operatorname{Sk}_{\operatorname{dom}(Y) \cup\{x\}}\left(\psi^{\prime}\right), x, f_{(\exists x / W) \psi^{\prime}}\left(y_{1}, \ldots, y_{n}\right)\right)
$$

by the substitution lemma. Hence $\mathbb{M}^{*}, s \models \operatorname{Sk}_{\operatorname{dom}(Y)}\left((\exists x / W) \psi^{\prime}\right)$. Thus $\mathbb{M}, Y \models_{\mathrm{Sk}}^{+}(\exists x / W) \psi^{\prime}$.

Conversely, suppose there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary $L^{*}$ such that for all $s \in Y$,

$$
\mathbb{M}^{*}, s \models \operatorname{Subst}\left(\operatorname{Sk}_{\operatorname{dom}(Y) \cup\{x\}}\left(\psi^{\prime}\right), x, f_{(\exists x / W) \psi^{\prime}}\left(y_{1}, \ldots, y_{n}\right)\right)
$$

Define a $W$-uniform function $f: Y \rightarrow M$ by

$$
f(s)=f_{(\exists x / W) \psi^{\prime}}^{\mathbb{M}^{*}}\left(s\left(y_{1}\right), \ldots, s\left(y_{n}\right)\right)
$$

where $y_{1}, \ldots, y_{n}$ enumerates $\operatorname{dom}(Y)-W$, and let $\mathbb{M}^{\prime}$ be the reduct of $\mathbb{M}^{*}$ to the vocabulary $L^{\prime}$. Then for all $s \in Y$,

$$
\mathbb{M}^{\prime}, s(x / f(s)) \models \operatorname{Sk}_{\operatorname{dom}(Y) \cup\{x\}}\left(\psi^{\prime}\right)
$$

which implies $\mathbb{M}, Y[x, f] \models_{\mathrm{Sk}}^{+} \psi^{\prime}$. By inductive hypothesis

$$
\mathbb{M}, Y[x, f] \models_{\operatorname{Tr}}^{+} \psi^{\prime}
$$

Thus $\mathbb{M}, X \models_{\operatorname{Tr}}^{+}(\exists x / W) \psi^{\prime}$.
Suppose $\psi$ is $(\forall x / W) \psi^{\prime}$. If $\mathbb{M}, Y \models_{\operatorname{Tr}}^{+}(\forall x / W) \psi^{\prime}$, then

$$
\mathbb{M}, Y[x, M] \models{ }_{\operatorname{Tr}}^{+} \psi^{\prime}
$$

By inductive hypothesis $\mathbb{M}, Y[x, M] \models_{\mathrm{Sk}}^{+} \psi^{\prime}$, so there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary $L^{*}$ such that for all $s \in Y$ and $a \in M$,

$$
\mathbb{M}^{*}, s(x / a) \models \mathrm{Sk}_{\operatorname{dom}(Y) \cup\{x\}}\left(\psi^{\prime}\right)
$$

It follows that for all $s \in Y$ we have $\mathbb{M}^{*}, s \models \forall x \operatorname{Sk}_{\operatorname{dom}(Y) \cup\{x\}}\left(\psi^{\prime}\right)$. Thus $\mathbb{M}, Y \neq{ }_{\mathrm{Sk}}^{+}(\forall x / W) \psi^{\prime}$.

Conversely, suppose there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary $L^{*}$ such that for all $s \in Y$ we have $\mathbb{M}^{*}, s \models \forall x \operatorname{Sk}_{\operatorname{dom}(Y) \cup\{x\}} \psi^{\prime}$. Then for all $s \in Y$ and $a \in M$,

$$
\mathbb{M}^{*}, s(x / a) \models \operatorname{Sk}_{\operatorname{dom}(Y) \cup\{x\}}\left(\psi^{\prime}\right)
$$

Hence $\mathbb{M}, Y[x, M] \models_{\mathrm{Sk}}^{+} \psi^{\prime}$. By inductive hypothesis $\mathbb{M}, Y[x, M] \models_{\operatorname{Tr}}^{+} \psi^{\prime}$, which implies $\mathbb{M}, Y \models_{\operatorname{Tr}}^{+}(\forall x / W) \psi^{\prime}$.

So far we have only defined the "truth" half of trump semantics. The "falsity" half is its mirror image. The falsity clause for literals is

$$
\mathbb{M}, X \neq_{\operatorname{Tr}}^{-} \varphi \quad \text { iff } \quad \mathbb{M}, s \not \vDash \varphi, \text { for all } s \in X
$$

The other falsity clauses are obtained from the truth clauses in Definition 4.25 by exchanging everywhere $\vee$ with $\wedge$ and $(\exists x / W)$ with $(\forall x / W)$. When $\mathbb{M}, X \not \models_{\operatorname{Tr}}^{-} \varphi$ we say that $\mathbb{M}, X$ dissatisfies $\varphi$, and that $X$ is a losing team of assignments for $\varphi$ in $\mathbb{M}$.

We adopt the same convention concerning singleton teams as before. If $s$ is not the empty assignment,

$$
\mathbb{M}, s \models_{\operatorname{Tr}}^{-} \varphi \quad \text { iff } \quad \mathbb{M},\{s\} \models_{\operatorname{Tr}}^{-} \varphi,
$$

and for IF sentences

$$
\mathbb{M} \models_{\mathrm{Tr}}^{-} \varphi \quad \text { iff } \quad \mathbb{M},\{\varnothing\} \models_{\mathrm{Tr}}^{-} \varphi .
$$

We can extend the Skolem semantics for falsity to assignment teams by declaring $\mathbb{M}, X \models_{\mathrm{S}_{\mathrm{k}}}^{-} \varphi$ if and only if there is an expansion $\mathbb{M}^{*}$ to the vocabulary

$$
L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\forall}(\psi)\right\}
$$

such that for all $s \in X$ we have $\mathbb{M}^{*}, s \models \operatorname{Kr}_{\operatorname{dom}(X)}(\varphi)$. We leave the proof of the next theorem as an exercise for the reader.

Theorem 4.29 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains Free $(\varphi)$. Then

$$
\mathbb{M}, X \models_{\operatorname{Tr}}^{-} \varphi \quad \text { iff } \quad \mathbb{M}, X \models_{\mathrm{Sk}}^{-} \varphi .
$$

### 4.5 Game-theoretic semantics redux

We have defined the syntax for independence-friendly logic and three semantic interpretations. The first two interpretations were defined relative to single assignments, whereas the third interpretation was defined relative to teams of assignments. By identifying assignments with singleton teams, we proved that all three interpretations agree:

$$
\begin{array}{lllll}
\mathbb{M}, s \models_{\mathrm{GTS}}^{+} \varphi & \text { iff } & \mathbb{M}, s \models_{\mathrm{Sk}}^{+} \varphi & \text { iff } & \mathbb{M}, s \models_{\operatorname{Tr}}^{+} \varphi, \\
\mathbb{M}, s \models_{\mathrm{GTS}} \varphi & \text { iff } & \mathbb{M}, s \models_{\mathrm{Sk}}^{-} \varphi & \text { iff } & \mathbb{M}, s \models_{\operatorname{Tr}} \varphi .
\end{array}
$$

In order to prove the equivalence, we needed to extend Skolem semantics to teams of assignments. We can also extend game-theoretic semantics to assignment teams by allowing the initial assignment to vary from one play to another.

Definition 4.30 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains Free $(\varphi)$. The semantic game $G(\mathbb{M}, X, \varphi)$ is defined exactly like $G(\mathbb{M}, s, \varphi)$ except that the initial assignment of a play may be any $s \in X$. To wit,

- $H=\bigcup\left\{H_{\psi}: \psi \in \operatorname{Subf}(\varphi)\right\}$, where $H_{\psi}$ is defined recursively:
$-H_{\varphi}=\{(s, \varphi): s \in X\}$,
- if $\psi$ is $\chi_{1} \circ \chi_{2}$, then $H_{\chi_{i}}=\left\{h \frown \chi_{i}: h \in H_{\chi_{1} \circ \chi_{2}}\right\}$,
- if $\psi$ is $(Q x / W) \chi$, then $H_{\chi}=\left\{h \frown(x, a): h \in H_{(Q x / W) \chi}, a \in M\right\}$.

Every history $h^{\prime}$ induces an assignment $s_{h^{\prime}}$ extending and/or modifying the initial assignment:

$$
s_{h^{\prime}}= \begin{cases}s & \text { if } h^{\prime}=(s, \varphi) \\ s_{h} & \text { if } h^{\prime}=h^{\frown} \chi \\ s_{h}(x / a) & \text { if } h^{\prime}=h^{\frown}(x, a)\end{cases}
$$

- Once play reaches a literal, the game ends:

$$
Z=\bigcup\left\{H_{\chi}: \chi \in \operatorname{Lit}(\varphi)\right\}
$$

- Disjunctions and existential quantifiers are decision points for Eloise, while conjunctions and universal quantifiers are decision points for Abelard:

$$
P(h)= \begin{cases}\exists & \text { if } h \in H_{\chi \vee \chi^{\prime}} \text { or } h \in H_{(\exists x / W) \chi} \\ \forall & \text { if } h \in H_{\chi \wedge \chi^{\prime}} \text { or } h \in H_{(\forall x / W) \chi}\end{cases}
$$

- For $h, h^{\prime} \in H_{(\exists x / W) \chi}$ we have $h \sim_{\exists} h^{\prime}$ if and only if $s_{h} \approx_{W} s_{h^{\prime}}$.

For $h, h^{\prime} \in H_{(\forall x / W) \chi}$ we have $h \sim_{\forall} h^{\prime}$ if and only if $s_{h} \approx_{W} s_{h^{\prime}}$.

- Eloise wins if the literal $\chi$ reached at the end of play is satisfied by the current assignment; Abelard wins if it is not:

$$
u(h)= \begin{cases}\exists & \text { if } \mathbb{M}, s_{h} \models \chi \\ \forall & \text { if } \mathbb{M}, s_{h} \not \equiv \chi\end{cases}
$$

Notice that the histories of $G(\mathbb{M}, X, \varphi)$ form a forest rather than a tree (unless $X$ is a singleton) because every $(s, \varphi) \in H_{\varphi}$ is a root. Let $H^{(s)}$ denote the set of histories for $G(\mathbb{M}, X, \varphi)$ in which the initial assignment is $s$. Note that if $s, s^{\prime} \in X$ are distinct, then $H^{(s)}$ is disjoint from $H^{\left(s^{\prime}\right)}$ and

$$
H=\bigcup\left\{H^{(s)}: s \in X\right\}
$$

Playing an extensive game whose histories form a forest is similar to playing a game whose histories form a tree. The only difference is that the players may be unsure of the initial position. ${ }^{5}$ For example, the goal

[^7]of the popular game Minesweeper is to clear an abstract minefield by flagging all the mines. At first, the player has no idea where the mines are located. After a few moves, however, the player can start to deduce the location of the mines from the feedback provided by the game. At the beginning of the semantic game $G(\mathbb{M}, X, \varphi)$ the players are unsure which values the free variables of $\varphi$ take. They know that the initial assignment belongs to $X$, but they are unaware of precisely which member of $X$ is the actual assignment. It may help the reader's intuition to imagine that the initial assignment is secretly chosen from $X$ by a disinterested third party (Nature).

Our definition of a strategy for an extensive game did not depend on there being a unique initial history (see Definition 2.4). Eloise or Abelard might have a winning strategy for $G(\mathbb{M}, X, \varphi)$, despite the lack of perfect information at the beginning of the game.

Definition 4.31 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains $\operatorname{Free}(\varphi)$.
$\mathbb{M}, X \models_{\text {GTS }}^{+} \varphi$ iff $\quad$ Eloise has a winning strategy for $G(\mathbb{M}, X, \varphi)$.
$\mathbb{M}, X \models_{\text {GTS }}^{-} \varphi$ iff $\quad$ Abelard has a winning strategy for $G(\mathbb{M}, X, \varphi)$. $\dashv$

The proof of Theorem 4.13 can be easily modified to show that

$$
\mathbb{M}, X \models_{\mathrm{GTS}}^{+} \varphi \quad \text { iff } \quad \mathbb{M}, X \models_{\mathrm{Sk}}^{+} \varphi,
$$

and the dual follows easily as well. Thus

$$
\mathbb{M}, X \models_{\mathrm{GTS}}^{ \pm} \varphi \quad \text { iff } \quad \mathbb{M}, X \models_{\mathrm{Sk}}^{ \pm} \varphi \quad \text { iff } \quad \mathbb{M}, X \models_{\mathrm{Tr}}^{ \pm} \varphi
$$

Throughout the remainder of the book we shall use all three semantics and the terminology that comes with them interchangeably. We will use the symbols $=^{+}$and $\models^{-}$instead of specifying a particular semantics $\models_{\mathrm{GTS}}^{ \pm}, \models_{\mathrm{Sk}}^{ \pm}$or $\models_{\mathrm{Tr}}^{ \pm}$.

To conclude the chapter, let us consider another kind of signaling that can occur with IF formulas. We know that the players can use quantifiers to signal the values of hidden variables to themselves. They can also use connectives to accomplish the same task. In the next example, Eloise will use a disjunction to separate assignments based on the value they assign to $x$.

Example 4.32 Let $\varphi$ be the formula

$$
(\exists y /\{x\}) x=y \vee(\exists y /\{x\}) x=y .
$$

Let $\mathbb{M}=\{a, b\}$ and the various assignments be as in Example 4.26. We show that $\mathbb{M},\left\{s_{a}, s_{b}\right\} \neq^{+} \varphi$, but $\mathbb{M},\left\{s_{a}, s_{b}\right\} \not \vDash^{+}(\exists y /\{x\}) x=y$.

Suppose for the sake of a contradiction that

$$
\mathbb{M},\left\{s_{a}, s_{b}\right\} \not \models^{+}(\exists y /\{x\}) x=y
$$

Then there is an $\{x\}$-uniform function $f:\left\{s_{a}, s_{b}\right\} \rightarrow M$ such that

$$
\mathbb{M},\left\{s_{a}\left(y / f\left(s_{a}\right)\right), s_{b}\left(y / f\left(s_{b}\right)\right)\right\} \models^{+} x=y
$$

Since $f$ is uniform in $\{x\}$ we must have

$$
a=f\left(s_{a}\right)=f\left(s_{b}\right)=b,
$$

a contradiction.
Now observe that $\mathbb{M},\left\{s_{a a}\right\} \models^{+} x=y$ and $\mathbb{M},\left\{s_{b b}\right\} \neq^{+} x=y$. The functions $f:\left\{s_{a}\right\} \rightarrow M$ and $g:\left\{s_{b}\right\} \rightarrow M$ defined by $f\left(s_{a}\right)=a$ and $g\left(s_{b}\right)=b$ are both uniform in $\{x\}$. Moreover, $\left\{s_{a}\right\}[y, f]=\left\{s_{a a}\right\}$ and $\left\{s_{b}\right\}[y, g]=\left\{s_{b b}\right\}$. Thus

$$
\mathbb{M},\left\{s_{a}\right\} \models^{+}(\exists y /\{x\}) x=y \quad \text { and } \quad \mathbb{M},\left\{s_{b}\right\} \models^{+}(\exists y /\{x\}) x=y
$$

Therefore $\mathbb{M},\left\{s_{a}, s_{b}\right\} \not \models^{+} \varphi$.
Because she can see the value of $x$ when choosing the left or right disjunct, Eloise can choose the left disjunct whenever $s(x)=a$, and the right disjunct whenever $s(x)=b$. Thereafter, Eloise can infer the value of $x$ from the current subformula.

## 5

## Properties of IF logic

Many basic properties of IF logic were observed by Hodges while he was developing trump semantics [32,33]. Subsequently, Caicedo and Krynicki attempted to prove a prenex normal form theorem for IF logic [10], but they failed to properly account for the subtleties of signaling. Later Caicedo, Dechesne, and Janssen succeeded in proving many logical equivalences for IF logic, including a prenex normal form theorem [9]. Additional equivalences and entailments first appeared in [39] and were later published in [40]. Basic model-theoretic properties of IF logic have been investigated in [24, 49-51].

### 5.1 Basic properties

A team of assignments encodes a player's knowledge about the current assignment. When we write $\mathbb{M}, X \models^{+} \varphi$ we are asserting that Eloise has a winning strategy for the semantic game for $\varphi$ as long as she knows the initial assignment belongs to $X$. Now imagine that, at the beginning of the game, an oracle informs Eloise that the initial assignment belongs to a subteam $Y \subset X$. Then Eloise gains an advantage because she has fewer possibilities to consider. Thus smaller teams represent more information about the current assignment. At the extremes, a singleton team represents having perfect information about the current assignment, while the team of all possible assignments with a given domain represents having no information about the current assignment.

The following propositions record two important properties of assignment teams: (1) every subteam of a winning team of assignments is winning, and every subteam of a losing team of assignments is losing; (2) the empty team of assignments is both winning and losing for every

IF formula, and it is the only team of assignments that can be both winning and losing for the same formula. ${ }^{1}$

Proposition 5.1 (Downward monotonicity) Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains Free $(\varphi)$. For every assignment team $Y \subseteq X$,

$$
\mathbb{M}, X \models^{ \pm} \varphi \quad \text { implies } \quad \mathbb{M}, Y \models^{ \pm} \varphi
$$

Proof Suppose Eloise has a winning strategy $\sigma$ for $G(\mathbb{M}, X, \varphi)$ and $Y \subseteq X$. Let $H_{\exists}$ denote the histories of $G(\mathbb{M}, X, \varphi)$ in which it is Eloise's turn to move, and let $H_{\exists}^{\prime}$ denote the histories of $G(\mathbb{M}, Y, \varphi)$ in which it is her move. We can obtain a strategy $\sigma^{\prime}$ for $G(\mathbb{M}, Y, \varphi)$ simply by restricting $\sigma$ to $H_{\exists}^{\prime}$. Every terminal history of $G(\mathbb{M}, Y, \varphi)$ in which Eloise follows $\sigma^{\prime}$ is a terminal history of $G(\mathbb{M}, X, \varphi)$ in which she follows $\sigma$. Therefore $\sigma^{\prime}$ is a winning strategy for $G(\mathbb{M}, Y, \varphi)$.

Similarly, if Abelard has a winning strategy $\tau$ for $G(\mathbb{M}, X, \varphi)$ then he has a winning strategy $\tau^{\prime}$ for $G(\mathbb{M}, Y, \varphi)$.

Proposition 5.2 (Noncontradiction) Let $\varphi$ be an IF formula, $\mathbb{M} a$ suitable structure, and $X$ a team of assignments whose domain contains Free $(\varphi)$. Then $\mathbb{M}, X \models^{+} \varphi$ and $\mathbb{M}, X=^{-} \varphi$ if and only if $X=\varnothing$.

Proof The semantic game $G(\mathbb{M}, \varnothing, \varphi)$ has no histories, so the empty strategy is winning for both players. If $X$ is nonempty it is impossible for both players to have a winning strategy for $G(\mathbb{M}, X, \varphi)$.

That the empty team of assignments is both winning and losing for every IF formula may seem anomalous, but it is necessary to properly interpret disjunctions and conjunctions. For any two IF formulas, $\varphi$ and $\psi$,

$$
\mathbb{M}, X \models^{+} \varphi \quad \text { implies } \quad \mathbb{M}, X \models^{+} \varphi \vee \psi
$$

because $X=X \cup \varnothing$ and $\mathbb{M}, \varnothing=^{+} \psi$ (even if $\psi$ is tautologically false). If Eloise has a winning strategy for $G(\mathbb{M}, X, \varphi)$, then she can always win the semantic game for $\varphi \vee \psi$ simply by choosing the left disjunct and then executing her winning strategy. Similarly, $\mathbb{M}, X \models^{-} \varphi$ implies $\mathbb{M}, X \models^{-} \varphi \wedge \psi$ because if Abelard can falsify $\varphi$ he can falsify $\varphi \wedge \psi$ by always choosing the left conjunct.

[^8]If smaller assignment teams correspond to more information about the current assignment, larger assignment teams correspond to less information. In particular, a player can have a winning strategy for $G(\mathbb{M}, X, \varphi)$ and a winning strategy for $G(\mathbb{M}, Y, \varphi)$ without having a winning strategy for $G(\mathbb{M}, X \cup Y, \varphi)$. For instance, in our two-element structure $\mathbb{M}=$ $\{a, b\}$, the IF formula

$$
(\exists y /\{x\}) x=y
$$

is satisfied by $\left\{s_{a}\right\}$ and $\left\{s_{b}\right\}$, but not $\left\{s_{a}, s_{b}\right\}$.
The fact that the family of winning (or losing) teams for an IF formula in a particular structure is not closed under unions depends in an essential way on the lack of perfect information in the formula's semantic game. We leave it as an exercise for the reader to prove that for every IF formula $\varphi$ whose slash sets are all empty (i.e., those IF formulas whose semantic games have perfect information) we have $\mathbb{M}, X \models^{+} \varphi$ and $\mathbb{M}, Y \neq^{+} \varphi$ implies $\mathbb{M}, X \cup Y \not \models^{+} \varphi\left(\right.$ and similarly for $\left.\models^{-}\right) .{ }^{2}$

### 5.1.1 Substitution

Definition 5.3 Let $\varphi$ and $\varphi^{\prime}$ be IF formulas, let $R$ be an $n$-ary relation symbol, and let $t_{1}, \ldots, t_{n}$ be terms. Let $x, y$ and $z$ be distinct variables, and let $W$ be a finite set of variables such that $x \notin W$. The operation of substituting $y$ for $x$ in a term is defined as for first-order logic (Definition 3.23). Substituting $y$ for $x$ in an IF formula is defined by:

$$
\begin{array}{rll}
\operatorname{Subst}\left(t_{1}=t_{2}, x, y\right) & \text { is } & \operatorname{Subst}\left(t_{1}, x, y\right)=\operatorname{Subst}\left(t_{2}, x, y\right), \\
\operatorname{Subst}\left(R\left(t_{1}, \ldots, t_{n}\right), x, y\right) & \text { is } & R\left(\operatorname{Subst}\left(t_{1}, x, y\right),\right. \\
& & \left.\ldots, \operatorname{Subst}\left(t_{n}, x, y\right)\right), \\
\operatorname{Subst}(\neg \varphi, x, y) & \text { is } & \neg \operatorname{Subst}(\varphi, x, y), \\
\operatorname{Subst}\left(\varphi \circ \varphi^{\prime}, x, y\right) & \text { is } & \operatorname{Subst}(\varphi, x, y) \circ \operatorname{Subst}\left(\varphi^{\prime}, x, y\right), \\
\operatorname{Subst}((Q x / W) \varphi, x, y) & \text { is } & (Q x / W) \varphi, \\
\operatorname{Subst}((Q z / W) \varphi, x, y) & \text { is } & (Q z / W) \operatorname{Subst}(\varphi, x, y), \\
\operatorname{Subst}((Q x / W \cup\{x\}) \varphi, x, y) & \text { is } & (Q x / W \cup\{y\}) \varphi, \\
\operatorname{Subst}((Q z / W \cup\{x\}) \varphi, x, y) & \text { is } & (Q z / W \cup\{y\}) \operatorname{Subst}(\varphi, x, y) .
\end{array}
$$

2 Saying that the family of winning teams for an IF formula $\varphi$ is closed under unions is equivalent to saying that an assignment team $X$ satisfies $\varphi$ if and only if every assignment in $X$ satisfies $\varphi$. Hodges calls formulas with the latter property flat [33, p. 54].

Observe that we are not allowed to substitute arbitrary terms into IF formulas, only variables. If $\varphi$ is an IF formula that has a free variable $x$ in a slash set, such as $(\exists y /\{x\}) x=y$, the result of substituting a compound term or a constant symbol for $x$ would not be an IF formula. Nor are we allowed to substitute a variable $y$ into the scope of a quantifier $(Q y / W)$, i.e.,

$$
\text { Subst }((Q y / W) \varphi, x, y)
$$

is not defined. Thus we do not have a full substitution lemma for IF formulas. The next lemma, due to Caicedo et al. [9, Lemma 4.13], is as close as we come. For any assignment $s$, let

$$
s_{-x}=s \upharpoonright(\operatorname{dom}(s)-\{x\}) .
$$

Lemma 5.4 (Interchanging free variables) Suppose $x$ does not occur bound and $y$ does not occur in $\varphi$. For any suitable structure $\mathbb{M}$ and any team $X$ whose domain contains $\operatorname{Free}(\varphi)$, if $x \in \operatorname{dom}(X)$ and $y \notin$ $\operatorname{dom}(X)$, then

$$
\mathbb{M}, X \models^{ \pm} \varphi \quad \text { iff } \mathbb{M},\left\{s(y / s(x))_{-x}: s \in X\right\} \not \models^{ \pm} \operatorname{Subst}(\varphi, x, y)
$$

Proof On the right-hand side, $y$ takes the place of $x$ in both the team and the formula.

### 5.1.2 Extending assignments

Another difference between first-order logic and IF logic appears when assigning values to additional variables. Extending an assignment does not affect whether it satisfies a first-order formula (assuming the domain of the original assignment contained the free variables of the formula). Extending the assignments in a team can affect whether it satisfies or dissatisfies an IF formula, however, because the extra variables may encode information otherwise unavailable to the players. For example, let $\mathbb{M}=\{a, b\}, s_{a}$, and $s_{b}$ be as before, while

$$
\begin{aligned}
s_{a a}^{\prime} & =\{(x, a),(z, a)\}, & s_{b a}^{\prime} & =\{(x, b),(z, a)\}, \\
s_{a b}^{\prime} & =\{(x, a),(z, b)\}, & s_{b b}^{\prime} & =\{(x, b),(z, b)\} .
\end{aligned}
$$

The formula $(\exists y /\{x\}) x=y$ is satisfied by $\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\}$ but not $\left\{s_{a}, s_{b}\right\}$ because in the first case the value of $z$ signals the value of $x .{ }^{3}$ Dually,

[^9]$(\forall y /\{x\}) x \neq y$ is dissatisfied by $\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\}$ but not $\left\{s_{a}, s_{b}\right\}$. Thus, extending a team of assignments may help Eloise or Abelard depending on the situation.

One way to avoid encoding illicit information in the new variables is to extend every assignment in the same way. That way the players cannot infer anything about the original assignment from the values of the new variables. For example, the formula $(\exists y /\{x\}) x=y$ is not satisfied by $\left\{s_{a a}^{\prime}, s_{b a}^{\prime}\right\},\left\{s_{a b}^{\prime}, s_{b b}^{\prime}\right\}$, or $\left\{s_{a a}^{\prime}, s_{a b}^{\prime}, s_{b a}^{\prime}, s_{b b}^{\prime}\right\}$ because for any $\{x\}$-uniform function $f$ we must have $f\left(s_{a a}^{\prime}\right)=f\left(s_{b a}^{\prime}\right)$ and $f\left(s_{a b}^{\prime}\right)=f\left(s_{b b}^{\prime}\right)$. The general principle that uniformly extending every assignment in a team does not encode any additional information by the team is formalized by the following theorem, which is [9, Theorem 5.1].

Theorem 5.5 (Cartesian extension) Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains Free ( $\varphi$ ). For any nonempty assignment team $Y$ whose domain is disjoint from that of $X$,

$$
\mathbb{M}, X \models^{ \pm} \varphi \quad \text { iff } \quad \mathbb{M}, X \times Y \models^{ \pm} \varphi
$$

Proof If $\varphi$ is a literal, the theorem follows immediately from Proposition 3.13. Since $=^{-}$is defined dually to $\models^{+}$it suffices to prove the cases for $=^{+}$in the inductive step.

Suppose $\varphi$ is $\psi_{1} \vee \psi_{2}$. If $\mathbb{M}, X \models^{+} \psi_{1} \vee \psi_{2}$ there exists a cover $X_{1} \cup X_{2}=$ $X$ such that $\mathbb{M}, X_{1}=^{+} \psi_{1}$ and $\mathbb{M}, X_{2} \models^{+} \psi_{2}$. By inductive hypothesis

$$
\mathbb{M}, X_{1} \times Y \models^{+} \psi_{1} \quad \text { and } \quad \mathbb{M}, X_{2} \times Y \models^{+} \psi_{2},
$$

from which it follows that $\mathbb{M}, X \times Y \models^{+} \psi_{1} \vee \psi_{2}$. Conversely, by downward monotonicity (Proposition 5.1), the previous statement implies that for any $s \in Y$ we have $\mathbb{M}, X \times\{s\} \models^{+} \psi_{1} \vee \psi_{2}$. Hence for some cover $\left(X_{1} \times\{s\}\right) \cup\left(X_{2} \times\{s\}\right)=X \times\{s\}$ we have

$$
\mathbb{M}, X_{1} \times\{s\} \models^{+} \psi_{1} \quad \text { and } \quad \mathbb{M}, X_{2} \times\{s\} \models^{+} \psi_{2}
$$

Then by inductive hypothesis $\mathbb{M}, X_{1} \models^{+} \psi_{1}$ and $\mathbb{M}, X_{2} \models^{+} \psi_{2}$, which implies $\mathbb{M}, X \models^{+} \psi_{1} \vee \psi_{2}$.

Suppose $\varphi$ is $\psi_{1} \wedge \psi_{2}$. By inductive hypothesis,

$$
\begin{array}{lll}
\mathbb{M}, X \models^{+} \psi_{1} \wedge \psi_{2} & \text { iff } & \mathbb{M}, X \models^{+} \psi_{1} \text { and } \mathbb{M}, X \models^{+} \psi_{2} \\
& \text { iff } & \mathbb{M}, X \times Y \models^{+} \psi_{1} \text { and } \mathbb{M}, X \times Y \models^{+} \psi_{2} \\
& \text { iff } & \mathbb{M}, X \times Y \models^{+} \psi_{1} \wedge \psi_{2} .
\end{array}
$$

Suppose $\varphi$ is $(\exists x / W) \psi$. If $\mathbb{M}, X \models^{+}(\exists x / W) \psi$ then there exists a $W$ uniform function $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{+} \psi$. By inductive hypothesis $\mathbb{M}, X[x, f] \times Y^{\prime} \models^{+} \psi$, where $Y^{\prime}=\left\{s_{-x}: s \in Y\right\}$. Observe that

$$
X[x, f] \times Y^{\prime}=(X \times Y)[x, g]
$$

where $g: X \times Y \rightarrow M$ is the $W$-uniform function defined by

$$
g(s)=f(s \upharpoonright \operatorname{dom}(X)) .
$$

Thus $\mathbb{M}, X \times Y \models^{+}(\exists x / W) \psi$. Conversely, if there exists a $W$-uniform function $g: X \times Y \rightarrow M$ such that $\mathbb{M},(X \times Y)[x, g] \models^{+} \psi$, then for any $s_{0} \in Y$,

$$
\mathbb{M},\left(X \times\left\{s_{0}\right\}\right)[x, g] \models^{+} \psi
$$

by downward monotonicity. Let $f: X \rightarrow M$ be the $W$-uniform function defined by $f(s)=g\left(s \cup s_{0}\right)$. Then

$$
\mathbb{M}, X[x, f] \times\left\{\left(s_{0}\right)_{-x}\right\} \models^{+} \psi,
$$

so by inductive hypothesis $\mathbb{M}, X[x, f] \models^{+} \psi$. Thus $\mathbb{M}, X \models^{+}(\exists x / W) \psi$.
Suppose $\varphi$ is $(\forall x / W) \psi$. Then by inductive hypothesis

$$
\begin{array}{lll}
\mathbb{M}, X \models^{+}(\forall x / W) \psi & \text { iff } & \mathbb{M}, X[x, M] \models^{+} \psi \\
& \text { iff } & \mathbb{M}, X[x, M] \times Y^{\prime} \models^{+} \psi \\
& \text { iff } & \mathbb{M},(X \times Y)[x, M] \models^{+} \psi \\
& \text { iff } & \mathbb{M}, X \times Y \models^{+}(\forall x / W) \psi,
\end{array}
$$

where $Y^{\prime}=\left\{s_{-x}: x \in Y\right\}$.
Extending a winning team cannot hurt Eloise's chances of winning nor can extending a losing team hurt Abelard - because the winning player can simply ignore the information stored in the extra variables.

Theorem 5.6 (Caicedo et al. [9, Theorem 5.3]) Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains $\operatorname{Free}(\varphi)$. If $V$ is a finite set of variables disjoint from $\operatorname{dom}(X)$, and $Y$ is an extension of $X$ to $\operatorname{dom}(X) \cup V$,

$$
\mathbb{M}, X \models^{ \pm} \varphi \quad \text { implies } \quad \mathbb{M}, Y \models^{ \pm} \varphi .
$$

Proof By the Cartesian extension theorem (Theorem 5.5) $\mathbb{M}, X \models^{ \pm} \varphi$ implies $\mathbb{M}, X \times M^{V} \models^{ \pm} \varphi$, which by downward monotonicity implies $\mathbb{M}, Y \models^{ \pm} \varphi$.

The converse of Theorem 5.6 does not hold because the variables in $V$ may encode information that enables the players to follow otherwise forbidden strategies (see pp. 90-91). However, we can prevent the players from using any additional information encoded by the extended team simply by adding the extra variables to every slash set in the formula.

Definition 5.7 Let $\varphi$ be an IF formula, and let $V$ be a finite set of variables. The formula $\varphi / V$ is obtained by making every quantifier independent of $V$ :

$$
\begin{aligned}
\varphi / V & =\varphi \quad(\varphi \text { literal }) \\
\left(\varphi \circ \varphi^{\prime}\right) / V & =(\varphi / V) \circ\left(\varphi^{\prime} / V\right) \\
{[(Q x / W) \varphi] / V } & =(Q x / W \cup V)[\varphi / V]
\end{aligned}
$$

Lemma 5.8 (Caicedo et al. [9, Lemma 5.5]) Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains $\operatorname{Free}(\varphi)$. If $V$ is a finite set of variables that occur neither in $\varphi$ nor in $\operatorname{dom}(X)$, and $Y$ is an extension of $X$ to $\operatorname{dom}(X) \cup V$,

$$
\mathbb{M}, X \models^{ \pm} \varphi \quad \text { iff } \quad \mathbb{M}, Y \models^{ \pm} \varphi / V
$$

Proof If $\varphi$ is a literal, then $\varphi / V$ is simply $\varphi$, and the theorem follows from Proposition 3.13.

Suppose $\varphi$ is $\psi_{1} \vee \psi_{2}$. Then $\mathbb{M}, X=^{+} \psi_{1} \vee \psi_{2}$ implies $\mathbb{M}, X_{1} \models^{+} \psi_{1}$ and $\mathbb{M}, X_{2} \models^{+} \psi_{2}$ for some cover $X_{1} \cup X_{2}=X$. Let

$$
\begin{aligned}
& Y_{1}=\left\{s \in Y: s \upharpoonright \operatorname{dom}(X) \in X_{1}\right\}, \\
& Y_{2}=\left\{s \in Y: s \upharpoonright \operatorname{dom}(X) \in X_{2}\right\} .
\end{aligned}
$$

Then $Y_{i}$ is an extension of $X_{i}$ to $\operatorname{dom}\left(X_{i}\right) \cup V$, so by inductive hypothesis

$$
\mathbb{M}, Y_{1}=^{+} \psi_{1} / V \quad \text { and } \quad \mathbb{M}, Y_{2} \models^{+} \psi_{2} / V
$$

Since $Y_{1} \cup Y_{2}=Y$ we have $\mathbb{M}, Y \models^{+}\left(\psi_{1} \vee \psi_{2}\right) / V$. Conversely, suppose

$$
\mathbb{M}, Y_{1} \models^{+} \psi_{1} / V \quad \text { and } \quad \mathbb{M}, Y_{2} \models^{+} \psi_{2} / V
$$

for some cover $Y_{1} \cup Y_{2}=Y$. Let $X_{i}=\left\{s \upharpoonright \operatorname{dom}(X): s \in Y_{i}\right\}$. Then $Y_{i}$ is an extension of $X_{i}$ to $\operatorname{dom}(X) \cup V$, so by inductive hypothesis

$$
\mathbb{M}, X_{1} \models^{+} \psi_{1} \quad \text { and } \quad \mathbb{M}, X_{2} \models^{+} \psi_{2}
$$

Since $X_{1} \cup X_{2}=X$ we have $\mathbb{M}, X=^{+} \psi_{1} \vee \psi_{2}$.

Suppose $\varphi$ is $\psi_{1} \wedge \psi_{2}$. Then by inductive hypothesis

$$
\begin{array}{lll}
\mathbb{M}, X \models^{+} \psi_{1} \wedge \psi_{2} & \text { iff } \mathbb{M}, X \models^{+} \psi_{1} \text { and } \mathbb{M}, X \models^{+} \psi_{2} \\
& \text { iff } \mathbb{M}, Y \models^{+} \psi_{1} / V \text { and } \mathbb{M}, Y \models^{+} \psi_{2} / V \\
& \text { iff } \mathbb{M}, Y \models^{+}\left(\psi_{1} \wedge \psi_{2}\right) / V .
\end{array}
$$

Suppose $\varphi$ is $(\exists x / W) \psi$. If $\mathbb{M}, X \models^{+}(\exists x / W) \psi$ there is a $W$-uniform function $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{+} \psi$. Define a function $g: Y \rightarrow M$ by

$$
g(s)=f(s \upharpoonright \operatorname{dom}(X)) .
$$

Then $Y[x, g]$ is an extension of $X[x, f]$ to $\operatorname{dom}(X[x, f]) \cup V$, so by inductive hypothesis $\mathbb{M}, Y[x, g] \models^{+} \psi / V$. Since $g$ is uniform in $W \cup V$ it follows that $\mathbb{M}, Y \models^{+}(\exists x / W \cup V) \psi / V$. Conversely, suppose there is a $W \cup V$-uniform function $g: Y \rightarrow M$ such that $\mathbb{M}, Y[x, g] \models^{+} \psi / V$. Then there is a $W$-uniform function $f: X \rightarrow M$ defined by

$$
f(s \upharpoonright \operatorname{dom}(X))=g(s)
$$

such that $Y[x, g]$ is an extension of $X[x, f]$ to $\operatorname{dom}(X[x, f]) \cup V$, so by inductive hypothesis $\mathbb{M}, X[x, f] \models^{+} \psi$. Thus $\mathbb{M}, X \models^{+}(\exists x / W) \psi$.

Finally, suppose $\varphi$ is $(\forall x / W) \psi$. Then by inductive hypothesis

$$
\begin{array}{lll}
\mathbb{M}, X \models^{+}(\forall x / W) \psi & \text { iff } & \mathbb{M}, X[x, M] \models^{+} \psi \\
& \text { iff } & \mathbb{M}, Y[x, M] \models^{+} \psi / V \\
& \text { iff } & \mathbb{M}, Y \models^{+}(\forall x / W \cup V) \psi / V
\end{array}
$$

because $Y[x, M]$ is an extension of $X[x, M]$ to $\operatorname{dom}(X[x, M]) \cup V . \quad \dashv$
Given all the complications due to signaling we have encountered thus far, we should be extremely careful when evaluating IF formulas. The reader may reasonably wonder whether IF sentences are susceptible to signaling. Fortunately, they are not. Any information stored in a variable before the semantic game for an IF sentence begins cannot signal any useful information to the players.

Theorem 5.9 (Caicedo et al. [9, Theorem 5.2]) Let $\varphi$ be an IF sentence, $\mathbb{M}$ a suitable structure, and $X$ a nonempty team of assignments in $\mathbb{M}$. Then $\mathbb{M} \models^{ \pm} \varphi$ if and only if $\mathbb{M}, X \models^{ \pm} \varphi$.

Proof By the Cartesian extension theorem,

$$
\begin{aligned}
\mathbb{M} \models^{ \pm} \varphi & \text { iff } \mathbb{M},\{\varnothing\} \models^{ \pm} \varphi \\
& \text { iff } \mathbb{M},\{\varnothing\} \times X \models^{ \pm} \varphi \\
& \text { iff } \mathbb{M}, X \not \models^{ \pm} \varphi
\end{aligned}
$$

### 5.2 Extensions of IF logic

In this section we consider two extensions of IF logic that are defined in terms of the basic syntax presented in the last chapter.

### 5.2.1 Negation

To simplify the presentation of the semantics for IF logic, we only allowed the negation symbol $\neg$ to appear directly in front of atomic formulas. We now relax that restriction by defining $\neg \varphi$ as the dual of $\varphi$. When $\varphi$ is atomic, we have already defined $\neg(\neg \varphi)$ to be $\varphi$. We now extend the definition to compound IF formulas:

$$
\begin{aligned}
& \neg\left(\varphi \vee \varphi^{\prime}\right) \quad \text { is } \quad \neg \varphi \wedge \neg \varphi^{\prime}, \\
& \neg\left(\varphi \wedge \varphi^{\prime}\right) \quad \text { is } \quad \neg \varphi \vee \neg \varphi^{\prime} \text {, } \\
& \neg(\exists x / W) \varphi \quad \text { is } \quad(\forall x / W) \neg \varphi \text {, } \\
& \neg(\forall x / W) \varphi \quad \text { is } \quad(\exists x / W) \neg \varphi \text {. }
\end{aligned}
$$

Lemma 5.10 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $X$ a team of assignments whose domain contains Free $(\varphi)$. Then

$$
\mathbb{M}, X \not \models^{ \pm} \neg \varphi \quad \text { iff } \quad \mathbb{M}, X \not \models^{\mp} \varphi
$$

Proof If $\varphi$ is a literal, then

$$
\begin{array}{llll}
\mathbb{M}, X=^{+} \neg \varphi & \text { iff } & \mathbb{M}, s \neq \neg \varphi & \text { (for all } s \in X) \\
& \text { iff } \mathbb{M}, s \neq \varphi & \text { (for all } s \in X) \\
& \text { iff } \mathbb{M}, X=^{-} \varphi, & \\
\mathbb{M}, X \vdash^{-} \neg \varphi & \text { iff } \mathbb{M}, s \neq \neg \varphi & \text { (for all } s \in X) \\
& \text { iff } \mathbb{M}, s \neq \varphi & (\text { for all } s \in X) \\
& \text { iff } \mathbb{M}, X \neq^{+} \varphi . &
\end{array}
$$

Suppose $\varphi$ is $\psi \vee \psi^{\prime}$. Then by inductive hypothesis,

$$
\begin{array}{ll}
\mathbb{M}, X \models^{+} \neg\left(\psi \vee \psi^{\prime}\right) & \text { iff } \mathbb{M}, X \models^{+} \neg \psi \wedge \neg \psi^{\prime} \\
& \text { iff } \mathbb{M}, X \models^{+} \neg \psi \text { and } \mathbb{M}, X \models^{+} \neg \psi^{\prime} \\
& \text { iff } \mathbb{M}, X \models^{-} \psi \text { and } \mathbb{M}, X \models^{-} \psi^{\prime} \\
& \text { iff } \mathbb{M}, X \models^{-} \psi \vee \psi^{\prime} .
\end{array}
$$

Suppose $\varphi$ is $\psi \wedge \psi^{\prime}$. Then by inductive hypothesis $\mathbb{M}, X \models^{+} \neg\left(\psi \wedge \psi^{\prime}\right)$ if and only if $\mathbb{M}, X \neq^{+} \neg \psi \vee \neg \psi^{\prime}$ if and only if there exists a cover $Y \cup Y^{\prime}=X$ such that $\mathbb{M}, Y \neq^{+} \neg \psi$ and $\mathbb{M}, Y^{\prime}=^{+} \neg \psi^{\prime}$ if and only if there exists a cover $Y \cup Y^{\prime}=X$ such that $\mathbb{M}, Y \models^{-} \psi$ and $\mathbb{M}, Y^{\prime}=^{-} \psi^{\prime}$ if and only if $\mathbb{M}, X \models^{-} \psi \wedge \psi^{\prime}$.

Suppose $\varphi$ is $(\exists x / W) \psi$. Then by inductive hypothesis

$$
\begin{aligned}
\mathbb{M}, X \models \models^{+} \neg(\exists x / W) \psi & \text { iff } \mathbb{M}, X \models=^{+}(\forall x / W) \neg \psi \\
& \text { iff } \mathbb{M}, X[x, M] \models^{+} \neg \psi \\
& \text { iff } \mathbb{M}, X[x, M]=^{-} \psi \\
& \text { iff } \mathbb{M}, X=^{-}(\exists x / W) \psi .
\end{aligned}
$$

Suppose $\varphi$ is $(\forall x / W) \psi$. Then by inductive hypothesis

$$
\mathbb{M}, X \models{ }^{+} \neg(\forall x / W) \psi
$$

if and only if $\mathbb{M}, X \neq^{+}(\exists x / W) \neg \psi$ if and only if there is a $W$-uniform $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{+} \neg \psi$ if and only if there is a $W$ uniform $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{-} \psi$ if and only if $\mathbb{M}, X=^{-}$ $(\forall x / W) \psi$.

### 5.2.2 Slashed connectives

Connectives prompt Eloise or Abelard to choose a disjunct or a conjunct, respectively. A player's choice may depend on the values already given to certain variables, so we can extend IF logic by attaching slash sets to connectives. If we had included the slashed connectives $\mathrm{V}_{/ W}$ and $\wedge_{/ W}$ in the basic syntax for IF logic, the indistinguishability relation for connectives on page 63 would have read:

- For $h, h^{\prime} \in H_{\chi_{1} \vee / W \chi_{2}}$ we have $h \sim_{\exists} h^{\prime}$ if and only if $s_{h} \approx_{W} s_{h^{\prime}}$. For $h, h^{\prime} \in H_{\chi_{1} \wedge / W \chi_{2}}$ we have $h \sim_{\forall} h^{\prime}$ if and only if $s_{h} \approx_{W} s_{h^{\prime}}$.

Thus in the semantic game for $\varphi V_{/ W} \psi$ Eloise must choose $\varphi$ or $\psi$ without knowing the values of the variables in $W$. Abelard faces similar restrictions in the semantic game for $\varphi \wedge / W \psi$.

We did not include slashed connectives in the basic syntax of IF logic for two reasons. First, we wished to keep the basic syntax of IF logic as simple as possible; second, we can simulate slashed connectives using slashed quantifiers. The trick is to allow Eloise (Abelard) to store her (his) choice of disjunct (conjunct) in a special-purpose variable that plays no other role in the formula.

From now on, let $\varphi \vee_{/ W} \psi$ be an abbreviation for

$$
(\exists z / W)[(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{z\})]
$$

where 0 and 1 are constant symbols, and $z$ is a fresh variable that does not occur in $\varphi, \psi$, or $W$. Eloise uses the value of $z$ to declare which disjunct she will choose, the conjuncts $z=0$ and $z=1$ force her to stick to her word, and the slash set in $(\exists z / W)$ prevents her from seeing the variables in $W$ when making her choice. Similarly, we can restrict the information available to Abelard by taking $\varphi \wedge / W \psi$ to be an abbreviation for $\neg\left(\neg \varphi \vee_{/ W} \neg \psi\right)$.

In order to interpret IF formulas with slashed connectives compositionally, we need a way to split a team of assignments $X$ into two subteams $Y$ and $Y^{\prime}$ such that the subteam to which a given assignment belongs does not depend on the values of variables in $W$.

The following definition is a modified version of [9, Definition 4.1].
Definition 5.11 Let $X$ be a team of assignments with $W \subseteq \operatorname{dom}(X)$. A subteam $Y \subseteq X$ is $W$-saturated in $X$ if it is closed under $\approx_{W}$, i.e., for all $s, s^{\prime} \in X$,

$$
s \approx_{W} s^{\prime} \text { and } s^{\prime} \in Y \quad \text { imply } \quad s \in Y .
$$

A cover $Y \cup Y^{\prime}=X$ is uniform in $W$ (or $W$-uniform) if both $Y$ and $Y^{\prime}$ are $W$-saturated in $X$.

If $Y$ and $Y^{\prime}$ are $W$-saturated in $X$, then so are $Y \cup Y^{\prime}, Y \cap Y^{\prime}$, and $X-Y$. Hence, whenever $Y \cup Y^{\prime}=X$ is a $W$-uniform cover, we may assume $Y$ and $Y^{\prime}$ are disjoint.

Lemma 5.12 Let $X$ be a team of assignments with domain $U$.
(a) Every cover $Y \cup Y^{\prime}=X$ is uniform in $\varnothing$.
(b) A cover $Y \cup Y^{\prime}=X$ is uniform in $U$ if and only if $Y=X$ or $Y^{\prime}=X$.

Proof (a) Suppose $Y \cup Y^{\prime}=X$. If $s \approx_{\varnothing} s^{\prime}$ then $s=s^{\prime}$, so both $Y$ and $Y^{\prime}$ are $\varnothing$-saturated in $X$. (b) For all $s, s^{\prime} \in X$ we have $s \approx_{U} s^{\prime}$, so $Y$ is $U$-saturated in $X$ if and only if $Y=\varnothing$ or $Y=X$.

Theorem 5.13 Let $\varphi$ and $\psi$ be $\mathrm{IF}_{L}$ formulas, $\mathbb{M}$ an L-structure, and $\mathbb{M}^{*}$ an expansion of $\mathbb{M}$ to the vocabulary $L \cup\{0,1\}$ in which the constant symbols 0 and 1 are interpreted by distinct elements, if possible. Let $X$ be a team of assignments whose domain contains Free $(\varphi)$, Free $(\psi)$, and $W$. Finally, let $z$ be a variable that does not occur in $\varphi, \psi$, or $\operatorname{dom}(X)$. Then on the truth axis,

$$
\mathbb{M}^{*}, X \models^{+}(\exists z / W)[(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{z\})]
$$

if and only if there exists a $W$-uniform cover $Y \cup Y^{\prime}=X$ such that

$$
\mathbb{M}, Y \models^{+} \varphi \quad \text { and } \quad \mathbb{M}, Y^{\prime} \models^{+} \psi
$$

On the falsity axis,

$$
\mathbb{M}^{*}, X \models^{-}(\exists z / W)[(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{z\})]
$$

if and only if $\mathbb{M}, X \models^{-} \varphi$ and $\mathbb{M}, X \models^{-} \psi$.
Proof If $|M|=1$ the theorem is trivial, so assume that $|M| \geq 2$ and $0^{\mathbb{M}^{*}} \neq 1^{\mathbb{M}^{*}}$. Starting with the reverse implication, suppose $\mathbb{M}, Y \models^{+} \varphi$ and $\mathbb{M}, Y^{\prime} \models^{+} \psi$ for some $W$-uniform cover $Y \cup Y^{\prime}=X$. We may assume without loss of generality that $Y \cap Y^{\prime}=\varnothing$. Define a $W$-uniform function $f: X \rightarrow M$ by

$$
f(s)= \begin{cases}0^{\mathbb{M}^{*}} & \text { if } s \in Y \\ 1^{\mathbb{M}^{*}} & \text { if } s \in Y^{\prime}\end{cases}
$$

Then by Lemma 5.8

$$
\begin{aligned}
& \mathbb{M}^{*}, Y\left[z, 0^{\mathbb{M}^{*}}\right] \models^{+} z=0 \wedge \varphi /\{z\}, \\
& \mathbb{M}^{*}, Y^{\prime}\left[z, 1^{\mathbb{M}^{*}}\right] \models^{+} z=1 \wedge \psi /\{z\},
\end{aligned}
$$

and since $Y\left[z, 0^{\mathbb{M}^{*}}\right] \cup Y^{\prime}\left[z, 1^{\mathbb{M}^{*}}\right]=X[z, f]$ we have

$$
\mathbb{M}^{*}, X[z, f] \models^{+}(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{z\})
$$

which implies $\mathbb{M}^{*}, X \models^{+}(\exists z / W)[(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{z\})]$. Conversely, suppose there is a $W$-uniform function $f: X \rightarrow M$ such that

$$
\mathbb{M}^{*}, X[z, f] \models^{+}(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{z\})
$$

Then

$$
\begin{aligned}
\mathbb{M}^{*}, Y\left[z, 0^{\mathbb{M}^{*}}\right] & \models^{+} z=0 \wedge \varphi /\{z\}, \\
\mathbb{M}^{*}, Y^{\prime}\left[z, 1^{\mathbb{M}^{*}}\right] & \models^{+} z=1 \wedge \psi /\{z\},
\end{aligned}
$$

for some cover $Y \cup Y^{\prime}=X$ which is uniform in $W$ because $f$ is. Since $z$ does not occur in $\varphi$ or $\psi$, Lemma 5.8 tells us that

$$
\mathbb{M}^{*}, Y \neq^{+} \varphi \quad \text { and } \quad \mathbb{M}^{*}, Y^{\prime}=^{+} \psi
$$

which implies $\mathbb{M}, Y \neq^{+} \varphi$ and $\mathbb{M}, Y^{\prime} \models^{+} \psi$.
On the falsity axis, it suffices to show that

$$
\mathbb{M}^{*}, X \models^{+}(\forall z / W)[(z \neq 0 \vee \neg \varphi /\{z\}) \wedge(z \neq 1 \vee \neg \psi /\{z\})]
$$

if and only if $\mathbb{M}, X=^{+} \neg \varphi$ and $\mathbb{M}, X \models^{+} \neg \psi$. Suppose the latter. Then by Lemma 5.8 we have

$$
\mathbb{M}^{*}, X[z, M] \models^{+} \neg \varphi /\{z\} \quad \text { and } \quad \mathbb{M}^{*}, X[z, M] \models^{+} \neg \psi /\{z\} .
$$

Thus $\mathbb{M}^{*}, X[z, M] \models^{+}(z \neq 0 \vee \neg \varphi /\{z\}) \wedge(z \neq 1 \vee \neg \psi /\{z\})$ because $z \neq 0$ and $z \neq 1$ are both satisfied by the empty team of assignments. Therefore

$$
\mathbb{M}^{*}, X \models^{+}(\forall z / W)[(z \neq 0 \vee \neg \varphi /\{z\}) \wedge(z \neq 1 \vee \neg \psi /\{z\})]
$$

Conversely, suppose

$$
\mathbb{M}^{*}, X[z, M] \models^{+}(z \neq 0 \vee \neg \varphi /\{z\}) \wedge(z \neq 1 \vee \neg \psi /\{z\})
$$

Then

$$
\begin{aligned}
& \mathbb{M}^{*}, X[z, M]=^{+} z \neq 0 \vee \neg \varphi /\{z\}, \\
& \mathbb{M}^{*}, X[z, M] \models^{+} z \neq 1 \vee \neg \psi /\{z\},
\end{aligned}
$$

which implies $\mathbb{M}^{*}, X\left[z, 0^{\mathbb{M}^{*}}\right] \models^{+} \neg \varphi /\{z\}$ and $\mathbb{M}^{*}, X\left[z, 1^{\mathbb{M}^{*}}\right] \neq^{+} \neg \psi /\{z\}$, so by Lemma 5.8 we have $\mathbb{M}, X \models^{+} \neg \varphi$ and $\mathbb{M}, X \models^{+} \neg \psi$.

Dually we have $\mathbb{M}^{*}, X \models^{+} \varphi \wedge / W \psi$ if and only if $\mathbb{M}, X \models^{+} \varphi$ and $\mathbb{M}, X \models^{+} \psi$, while $\mathbb{M}^{*}, X \models^{-} \varphi \wedge / W \psi$ if and only if there exists a $W$-uniform cover $Y \cup Y^{\prime}=X$ such that $\mathbb{M}, Y \models^{-} \varphi$ and $\mathbb{M}, Y^{\prime}=^{-} \psi$.

### 5.3 Logical equivalence

One IF sentence entails another if whenever Eloise can verify the former she can also verify the latter, and whenever Abelard can falsify the latter
he can falsify the former. Two IF sentences are logically equivalent if they entail each other. Checking whether two IF sentences are equivalent is a more complicated affair than verifying the equivalence of two first-order sentences because we must keep track of truth and falsity separately.

When checking the equivalence of IF formulas with free variables, we must also take into account the context of the formula. Any variable that has been assigned a value can affect the strategies of the players, even when the variable does not occur in the formula. Thus we will only consider the logical equivalence of IF formulas relative to a specified set of variables.

Throughout this section $\varphi, \psi$, and $\chi$ will be IF formulas, and $W, V \subseteq U$ will be finite sets of variables such that $U$ contains $\operatorname{Free}(\varphi)$, $\operatorname{Free}(\psi)$, and Free ( $\chi$ ).

Definition 5.14 We write $\varphi \models_{U}^{+} \psi$, and say $\varphi$ truth entails $\psi$ relative to $U$, if for every suitable structure $\mathbb{M}$ and assignment team $X$ with domain $U$,

$$
\mathbb{M}, X \models^{+} \varphi \quad \text { implies } \quad \mathbb{M}, X \models^{+} \psi .
$$

Similarly, we write $\varphi=_{U}^{-} \psi$, and say $\varphi$ falsity entails $\psi$ relative to $U$, if for every suitable structure $\mathbb{M}$ and assignment team $X$ with domain $U$,

$$
\mathbb{M}, X \models^{-} \varphi \quad \text { implies } \quad \mathbb{M}, X \models^{-} \psi .
$$

We write $\varphi \models_{U} \psi$, and say $\varphi$ entails $\psi$ relative to $U$, if

$$
\varphi \models_{U}^{+} \psi \quad \text { and } \quad \psi \models_{U}^{-} \varphi .
$$

We write $\varphi \equiv_{U}^{+} \psi$, and say $\varphi$ is truth equivalent to $\psi$ relative to $U$, if

$$
\varphi \models_{U}^{+} \psi \text { and } \psi \models_{U}^{+} \varphi .
$$

We write $\varphi \equiv_{U}^{-} \psi$, and say $\varphi$ is falsity equivalent to $\psi$ relative to $U$, if

$$
\varphi \models_{U}^{-} \psi \quad \text { and } \quad \psi \models_{U}^{-} \varphi .
$$

We write $\varphi \equiv_{U} \psi$, and say $\varphi$ is equivalent to $\psi$ relative to $U$, if

$$
\varphi \models_{U} \psi \quad \text { and } \quad \psi \models_{U} \varphi .
$$

As usual, we omit the subscript $U$ when it is empty. Thus, when $\varphi$ and $\psi$ are IF sentences we may simply write

$$
\varphi \models^{ \pm} \psi, \quad \varphi \models \psi, \quad \varphi \equiv^{ \pm} \psi, \quad \varphi \equiv \psi
$$

and say $\varphi$ truth/falsity entails $\psi, \varphi$ entails $\psi, \varphi$ is truth/falsity equivalent to $\psi$, and $\varphi$ is equivalent to $\psi$, respectively.

The following example shows that the domain of the assignment teams can affect whether two IF formulas are equivalent.

Example 5.15 We wish to show that

$$
\begin{aligned}
& (\exists y /\{x\}) x=y \equiv \sum_{\{x\}} \forall z(\exists y /\{x\}) x=y, \\
& (\exists y /\{x\}) x=y \not \equiv \equiv_{\{x, z\}} \forall z(\exists y /\{x\}) x=y .
\end{aligned}
$$

Suppose $\mathbb{M}$ is a structure and $X$ is a team of assignments with domain $\{x\}$. Then $X[z, M]=X \times M^{\{z\}}$ is a Cartesian extension of $X$, so by the Cartesian extension theorem

$$
\begin{aligned}
\mathbb{M}, X \models^{+}(\exists y /\{x\}) x=y & \text { iff } \mathbb{M}, X[z, M]=^{+}(\exists y /\{x\}) x=y \\
& \text { iff } \mathbb{M}, X \models^{+} \forall z(\exists y /\{x\}) x=y
\end{aligned}
$$

Thus the two formulas are truth equivalent relative to $\{x\}$. They are falsity equivalent relative to $\{x\}$ because no team with domain $\{x\}$ dissatisfies either formula.

Let $\mathbb{M}=\{a, b\}$ be a two-element structure, and let

$$
\begin{aligned}
s_{a} & =\{(x, a)\}, & s_{b} & =\{(x, b)\}, \\
s_{a a}^{\prime} & =\{(x, a),(z, a)\}, & s_{b a}^{\prime} & =\{(x, b),(z, a)\}, \\
s_{a b}^{\prime} & =\{(x, a),(z, b)\}, & s_{b b}^{\prime} & =\{(x, b),(z, b)\}
\end{aligned}
$$

Then $\mathbb{M},\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\} \neq^{+}(\exists y /\{x\}) x=y$ (see Example 4.26 ), but by the discussion on page 91,

$$
\mathbb{M},\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\} \not \vDash^{+} \forall z(\exists y /\{x\}) x=y
$$

Hence the two formulas are not truth equivalent relative to $\{x, z\}$. $\dashv$
Negation reverses the order of entailment between two IF formulas, while connectives and quantifiers preserve it.

Proposition $5.16 \varphi \models{ }_{U}^{ \pm} \psi$ if and only if $\neg \varphi \mid=_{U}^{\mp} \neg \psi$. Thus

$$
\varphi \models_{U} \psi \quad \text { iff } \quad \neg \psi \models_{U} \neg \varphi .
$$

Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments with domain $U$. If $\varphi \models_{U}^{+} \psi$ then

$$
\begin{array}{ll}
\mathbb{M}, X \models^{-} \neg \varphi & \text { implies } \mathbb{M}, X=^{+} \varphi \\
& \text { implies } \mathbb{M}, X=^{+} \psi \\
& \text { implies } \mathbb{M}, X=^{-} \neg \psi .
\end{array}
$$

Likewise, if $\varphi \models_{U}^{-} \psi$ then

$$
\begin{array}{ll}
\mathbb{M}, X \models^{+} \neg \varphi & \text { implies } \mathbb{M}, X=^{-} \varphi \\
& \text { implies } \mathbb{M}, X=^{-} \psi \\
& \text { implies } \mathbb{M}, X \models^{+} \neg \psi .
\end{array}
$$

The converse is symmetrical. Thus $\varphi \neq_{U}^{+} \psi$ and $\psi \neq_{U}^{-} \varphi$ if and only if $\neg \varphi \neq_{U}^{-} \neg \psi$ and $\neg \psi \models_{U}^{+} \neg \varphi$.

Proposition 5.17 (a) Suppose $\varphi \models_{U} \varphi^{\prime}$ and $\psi \not \models_{U} \psi^{\prime}$. Then

$$
\begin{aligned}
& \varphi \vee_{/ W} \psi \models_{U} \varphi^{\prime} \vee_{/ W} \psi^{\prime} \\
& \varphi \wedge_{/ W} \psi \models_{U} \varphi^{\prime} \wedge_{/ W} \psi^{\prime}
\end{aligned}
$$

(b) Suppose $\varphi \models_{U \cup\{x\}} \psi$. Then

$$
\begin{aligned}
& (\exists x / W) \varphi \models_{U}(\exists x / W) \psi, \\
& (\forall x / W) \varphi \models_{U}(\forall x / W) \psi .
\end{aligned}
$$

Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments in $\mathbb{M}$ with domain $U$.
(a) If $\mathbb{M}, X \models^{+} \varphi \vee_{/ W} \psi$ then there is a $W$-uniform cover $X=Y \cup Z$ such that $\mathbb{M}, Y=^{+} \varphi$ and $\mathbb{M}, Z \models^{+} \psi$ which implies by hypothesis that $\mathbb{M}, Y \neq^{+} \varphi^{\prime}$ and $\mathbb{M}, Z \models^{+} \psi^{\prime}$. Hence $\mathbb{M}, X \models^{+} \varphi^{\prime} \vee_{/ W} \psi^{\prime}$. On the falsity axis, if $\mathbb{M}, X=^{-} \varphi^{\prime} \vee_{/ W} \psi^{\prime}$, then $\mathbb{M}, X \models^{-} \varphi^{\prime}$ and $\mathbb{M}, X=^{-} \psi^{\prime}$, which implies $\mathbb{M}, X \models^{-} \varphi$ and $\mathbb{M}, X \models^{-} \psi$. Hence $\mathbb{M}, X \models^{-} \varphi \vee_{/ W} \psi$.

By Proposition 5.16, the hypotheses imply that $\neg \varphi^{\prime} \models_{U} \neg \varphi$ and $\neg \psi^{\prime}=_{U} \neg \psi$, which by the previous argument implies

$$
\neg \varphi^{\prime} \vee_{/ W} \neg \psi^{\prime} \models_{U} \neg \varphi \vee_{/ W} \neg \psi
$$

Hence $\varphi \wedge_{/ W} \psi \models_{U} \varphi^{\prime} \wedge_{/ W} \psi^{\prime}$.
(b) If $\mathbb{M}, X \models^{+}(\exists x / W) \varphi$ there is a $W$-uniform function $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{+} \varphi$, which implies by hypothesis that

$$
\mathbb{M}, X[x, f] \models^{+} \psi
$$

Hence $\mathbb{M}, X \models^{+}(\exists x / W) \psi$. On the falsity axis, if $\mathbb{M}, X \models^{-}(\exists x / W) \psi$ then $\mathbb{M}, X[x, M] \models^{-} \psi$, which by hypothesis implies $\mathbb{M}, X[x, M] \models^{-} \varphi$. Hence $\mathbb{M}, X \models^{-}(\exists x / W) \varphi$. The dual follows from Proposition 5.16. $\dashv$

Proposition 5.17 tells us how to substitute equivalent subformulas into an IF sentence to obtain an equivalent IF sentence. For example, if $\varphi \equiv{ }_{\{x, y\}} \psi$ then

$$
\forall x(\exists y /\{x\})[\varphi \wedge \chi] \equiv \forall x(\exists y /\{x\})[\psi \wedge \chi]
$$

We can also substitute equivalent subformulas into open IF formulas, as long as we keep track of the variables that have been assigned a value.

Theorem 5.18 Suppose $\psi$ is a subformula of the IF formula $\varphi$, and let $\varphi^{\prime}$ be the result of replacing $\psi$ with another formula $\psi^{\prime}$. If $x_{1}, \ldots, x_{n}$ are the variables quantified superordinate to $\psi$ in $\varphi$, and $\psi \equiv_{U \cup\left\{x_{1}, \ldots, x_{n}\right\}}^{ \pm} \psi^{\prime}$, then $\varphi \equiv_{U}^{ \pm} \varphi^{\prime}$.

To see why it is necessary for $\psi$ and $\psi^{\prime}$ to be equivalent relative to $U \cup\left\{x_{1}, \ldots, x_{n}\right\}$ and not just $U$, consider the IF formulas

$$
(\exists y /\{x\}) x=y \quad \text { and } \quad \forall z(\exists y /\{x\}) x=y .
$$

In both, $x$ is the only free variable. Furthermore, in Example 5.15 we saw that the two formulas are equivalent relative to $\{x\}$, but they are not equivalent relative to $\{x, z\}$. Thus substituting one for the other within the scope of $\forall x \exists z$, for example, may alter the meaning of the larger formula. For instance, the IF sentences

$$
\begin{array}{r}
\forall x \exists z(\exists y /\{x\}) x=y, \\
\forall x \exists z \forall z(\exists y /\{x\}) x=y,
\end{array}
$$

are not equivalent. The former is the signaling sentence, which is true in every structure, whereas the second is not true in any structure with at least two elements because Abelard gets to overwrite the value Eloise assigns to $z$, thus blocking the signal.

### 5.3.1 Duality

Logical equivalences (and entailments) between IF formulas always come in pairs. When we wish to prove a pair of equivalences such as

$$
\begin{gathered}
\varphi \vee_{/ W} \psi \equiv_{U} \psi \vee_{/ W} \varphi, \\
\varphi \wedge / W \psi \equiv_{U} \psi \wedge_{/ W} \varphi,
\end{gathered}
$$

we can exploit the duality between $\models^{+}$and $\models^{-}$to save ourselves some effort. Normally, we would begin by showing that

$$
\varphi \vee_{/ W} \psi \equiv_{U}^{+} \psi \vee_{/ W} \varphi \quad \text { and } \quad \varphi \vee_{/ W} \psi \equiv_{U}^{-} \psi \vee_{/ W} \varphi
$$

and then proceed to show

$$
\varphi \wedge_{/ W} \psi \equiv_{U}^{+} \psi \wedge_{/ W} \varphi \text { and } \varphi \wedge_{/ W} \psi \equiv_{U}^{-} \psi \wedge_{/ W} \varphi
$$

However, the first truth equivalence holds for every pair $\varphi$ and $\psi$ of IF formulas if and only if the second falsity equivalence holds for every $\varphi$
and $\psi$. Likewise, the first falsity equivalence holds in general if and only if the second truth equivalence does too. Thus it suffices to prove that both truth equivalences hold for arbitrary $\varphi$ and $\psi$.

### 5.3.2 Propositional laws

The failure of the law of excluded middle shows that not all of the propositional laws familiar to us from first-order logic are valid in IF logic. Remarkably, a restricted version of each propositional law does hold in IF logic with slashed connectives. We begin by verifying the law of double negation and De Morgan's laws.

Proposition 5.19 (Double negation) $\varphi \equiv_{U} \neg \neg \varphi$.
Proof For any structure $\mathbb{M}$ and assignment team $X$ with domain $U$ we have

$$
\begin{array}{lll}
\mathbb{M}, X \models^{ \pm} \neg \neg \varphi & \text { iff } & \mathbb{M}, X \models^{\mp} \neg \varphi \\
& \text { iff } \mathbb{M}, X \models^{ \pm} \varphi .
\end{array}
$$

Proposition 5.20 (De Morgan)

$$
\begin{aligned}
& \neg\left(\varphi \vee_{/ W} \psi\right) \equiv_{U} \neg \varphi \wedge_{/ W} \neg \psi, \\
& \neg\left(\varphi \wedge_{W} \psi\right) \equiv_{U} \neg \varphi \vee_{/ W} \neg \psi
\end{aligned}
$$

Proof Recall that $\varphi \wedge_{W} \psi$ is an abbreviation for $\neg\left(\neg \varphi \vee_{/ W} \neg \psi\right)$. Hence

$$
\begin{aligned}
& \neg\left(\varphi \vee_{/ W} \psi\right) \equiv_{U} \neg\left(\neg \neg \varphi \vee_{/ W} \neg \neg \psi\right) \equiv_{U} \neg \varphi \wedge_{/ W} \neg \psi, \\
& \neg(\varphi \wedge / W \psi) \equiv_{U} \neg \neg\left(\neg \varphi \vee_{/ W} \neg \psi\right) \equiv_{U} \neg \varphi \vee_{/ W} \neg \psi
\end{aligned}
$$

Next we investigate the propositional laws corresponding to the standard axioms of Boolean algebra. Observe that commutativity is the only property that holds unconditionally.

Proposition 5.21 Suppose $W \subseteq V$.

## Commutativity

$$
\begin{aligned}
& \varphi \vee_{/ W} \psi \equiv_{U} \psi \vee_{/ W} \varphi \\
& \varphi \wedge_{/ W} \psi \equiv_{U} \psi \wedge_{/ W} \varphi
\end{aligned}
$$

Associativity

$$
\begin{aligned}
& \varphi \vee_{/ V}\left(\psi \vee_{/ W} \chi\right) \models_{U}\left(\varphi \vee_{/ V} \psi\right) \vee_{/ W} \chi \\
& \left(\varphi \wedge_{/ V} \psi\right) \wedge_{/ W} \chi \models_{U} \varphi \wedge_{/ V}\left(\psi \wedge_{/ W} \chi\right)
\end{aligned}
$$

## Absorption

$$
\begin{aligned}
\varphi \vee_{/ U}(\varphi \wedge / W \psi) & \equiv_{U} \varphi \\
\varphi \wedge / U\left(\varphi \vee_{/ W} \psi\right) & \equiv_{U} \varphi
\end{aligned}
$$

## Distributivity

$$
\begin{aligned}
& \varphi \vee_{/ U}\left(\psi \wedge_{/ U} \chi\right) \equiv_{U}\left(\varphi \vee_{/ U} \psi\right) \wedge_{/ U}\left(\varphi \vee_{/ U} \chi\right) \\
& \varphi \wedge_{/ U}\left(\psi \vee_{/ U} \chi\right) \equiv_{U}\left(\varphi \wedge_{/ U} \psi\right) \vee_{/ U}\left(\varphi \wedge_{/ U} \chi\right)
\end{aligned}
$$

## Complementation

$$
\begin{aligned}
& \varphi \vee_{/ W} \neg \varphi \equiv_{U}^{-} \top \\
& \varphi \wedge / W \neg \varphi \equiv_{U}^{+} \perp .
\end{aligned}
$$

Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments with domain $U$.
(Commutativity) If $\mathbb{M}, X \models^{+} \varphi \vee_{/ W} \psi$ then

$$
\mathbb{M}, Y \neq^{+} \varphi \quad \text { and } \quad \mathbb{M}, Y^{\prime} \models^{+} \psi
$$

for some $W$-uniform cover $Y \cup Y^{\prime}=X$, which implies $Y^{\prime} \cup Y=X$ is a $W$-uniform cover such that

$$
\mathbb{M}, Y^{\prime}=^{+} \psi \quad \text { and } \quad \mathbb{M}, Y \models^{+} \varphi
$$

Hence $\mathbb{M}, X=^{+} \psi \vee_{/ W} \varphi$. The converse is symmetrical.
Observe that $\mathbb{M}, X \neq^{+} \varphi \wedge / W \psi$ if and only if $\mathbb{M}, X \models^{+} \varphi$ and $\mathbb{M}, X \models^{+} \psi$ if and only if $\mathbb{M}, X \models^{+} \psi \wedge / W \varphi$.
(Associativity) Suppose $\mathbb{M}, X \models^{+} \varphi \vee_{/ V}\left(\psi \vee_{/ W} \chi\right)$. Then for some $V$-uniform cover $Y \cup Y^{\prime}=X$,

$$
\mathbb{M}, Y \models^{+} \varphi \quad \text { and } \quad \mathbb{M}, Y^{\prime} \models^{+} \psi \vee_{/ W} \chi
$$

which implies there is a $W$-uniform cover $Y^{\prime \prime} \cup Y^{\prime \prime \prime}=Y^{\prime}$ such that $\mathbb{M}, Y^{\prime \prime}=^{+} \psi$ and $\mathbb{M}, Y^{\prime \prime \prime}=^{+} \chi$. Without loss of generality we may assume $Y, Y^{\prime \prime}$, and $Y^{\prime \prime \prime}$ are pairwise disjoint. To show $Y$ and $Y^{\prime \prime}$ are $V$-saturated in their union, suppose $s \in Y$ and $s^{\prime \prime} \in Y^{\prime \prime}$. Then $s^{\prime \prime} \in Y^{\prime}$, which implies $s \not \overbrace{V} s^{\prime \prime}$. Thus $\mathbb{M}, Y \cup Y^{\prime \prime} \models^{+} \varphi \vee_{/ V} \psi$. To show $Y \cup Y^{\prime \prime}$ and $Y^{\prime \prime \prime}$ are $W$-saturated in $X$, suppose $s \in Y \cup Y^{\prime \prime}$ and $s^{\prime \prime \prime} \in Y^{\prime \prime \prime}$. If $s \in Y$, then we have $s \in Y$ and $s^{\prime \prime \prime} \in Y^{\prime \prime \prime}$, which implies $s \not \chi_{V} s^{\prime \prime \prime}$, so $s \not \varpi_{W} s^{\prime \prime \prime}$, whereas if $s \in Y^{\prime \prime}$, then we have $s \in Y^{\prime \prime}$ and $s^{\prime \prime \prime} \in Y^{\prime \prime \prime}$, which implies $s \not \nsim W_{W} s^{\prime \prime \prime}$. Therefore $\mathbb{M}, X \models^{+}\left(\varphi \vee_{/ V} \psi\right) \vee_{/ W} \chi$.

Observe that $\mathbb{M}, X \models^{+}\left(\varphi \wedge_{/ V} \psi\right) \wedge_{/ W} \chi$ if and only if

$$
\mathbb{M}, X \models^{+} \varphi \quad \text { and } \quad \mathbb{M}, X \models^{+} \psi \quad \text { and } \quad \mathbb{M}, X \models^{+} \chi
$$

if and only if $\mathbb{M}, X=^{+} \varphi \wedge / V(\psi \wedge / W \chi)$.
(Absorption) By Lemma 5.12(b), a cover $Y \cup Y^{\prime}=X$ is uniform in $U$ if and only if $Y=X$ or $Y^{\prime}=X$. Thus $\mathbb{M}, X \models^{+} \varphi \vee_{/ U}(\varphi \wedge / W \psi)$ implies $\mathbb{M}, X \models^{+} \varphi$ or $\mathbb{M}, X=^{+} \varphi \wedge / W \psi$. In either case $\mathbb{M}, X \models^{+} \varphi$. Conversely, if $\mathbb{M}, X=^{+} \varphi$ then $X \cup \varnothing=X$ is a $U$-uniform cover such that $\mathbb{M}, X \models^{+} \varphi$ and $\mathbb{M}, \varnothing \models^{+} \varphi \wedge / W \psi$. Hence

$$
\mathbb{M}, X \models^{+} \varphi \vee_{/ U}(\varphi \wedge / W \psi) .
$$

If $\mathbb{M}, X \models^{+} \varphi \wedge_{/ U}\left(\varphi \vee_{/ W} \psi\right)$ then $\mathbb{M}, X \models^{+} \varphi$ immediately. Conversely, if $\mathbb{M}, X \models^{+} \varphi$, then $X \cup \varnothing=X$ is a $W$-uniform cover such that

$$
\mathbb{M}, X \models^{+} \varphi \quad \text { and } \quad \mathbb{M}, \varnothing \models^{+} \psi
$$

Hence $\mathbb{M}, X \models^{+} \varphi \vee_{/ W} \psi$, which implies $\mathbb{M}, X \models^{+} \varphi \wedge_{/ U}\left(\varphi \vee_{/ W} \psi\right)$.
(Distributivity) $\mathbb{M}, X \models^{+} \varphi \vee_{/ U}(\psi \wedge / U \chi)$ if and only if $\mathbb{M}, X \models^{+} \varphi$ or $\mathbb{M}, X \models^{+} \psi \wedge / U \chi$ if and only if $\mathbb{M}, X \models^{+} \varphi \vee_{/ U} \psi$ and $\mathbb{M}, X \models^{+} \varphi \vee_{/ U} \chi$ if and only if $\mathbb{M}, X \models^{+}\left(\varphi \vee_{/ U} \psi\right) \wedge / U\left(\varphi \vee_{/ U} \chi\right)$.

Similarly, $\mathbb{M}, X \models^{+} \varphi \wedge_{/ U}\left(\psi \vee_{/ U} \chi\right)$ if and only if $\mathbb{M}, X \models^{+} \varphi$ and $\mathbb{M}, X \models^{+} \psi \vee_{/ U} \chi$ if and only if $\mathbb{M}, X \models^{+} \varphi \wedge_{/ U} \psi$ or $\mathbb{M}, X \models^{+} \varphi \wedge_{/ U} \chi$ if and only if $\mathbb{M}, X \models^{+}\left(\varphi \wedge_{/ U} \psi\right) \vee_{/ U}\left(\varphi \wedge_{/ U} \chi\right)$.
(Complementation) $\mathbb{M}, X \models^{+} \varphi \wedge / W \neg \varphi$, if and only if $\mathbb{M}, X \models^{+} \varphi$ and $\mathbb{M}, X=^{-} \varphi$ if and only if $X=\varnothing$.

The associative laws are one-directional. In the semantic game for

$$
\varphi \vee_{/ V}\left(\psi \vee_{/ W} \chi\right)
$$

Eloise is first prompted to choose between $\varphi$ and $\psi \vee_{/ W} \chi$, without seeing the variables in $V$. If she chooses the latter, she must then choose between $\psi$ and $\chi$, but only after the variables in $V-W$ are revealed to her. In the game for

$$
\left(\varphi \vee_{/ V} \psi\right) \vee_{/ W} \chi
$$

Eloise is prompted to choose between $\varphi \vee_{/ V} \psi$ and $\chi$ without seeing the variables is $W$. If she chooses the former, she must then choose between $\varphi$ and $\psi$, but only after the variables in $V-W$ are hidden. The associative law tells us that Eloise is better off making her initial choice with as much information as possible. When the slash sets are identical the associative law holds in both directions:

$$
\begin{aligned}
& \varphi \vee_{/ W}\left(\psi \vee_{/ W} \chi\right) \equiv_{U}\left(\varphi \vee_{/ W} \psi\right) \vee_{/ W} \chi, \\
& \left(\varphi \wedge_{/ W} \psi\right) \wedge_{/ W} \chi \equiv_{U} \varphi \wedge_{/ W}\left(\psi \wedge_{/ W} \chi\right)
\end{aligned}
$$

### 5.3.3 Slash sets

Shrinking the slash set on a disjunction or existential quantifier helps Eloise verify the formula by revealing the values of additional variables. Shrinking the slash set on a conjunction or universal quantifier helps Abelard falsify the formula.

Proposition 5.22 Suppose $W \subseteq V$.
(a) $\varphi \vee_{/ V} \psi \models_{U} \varphi \vee_{/ W} \psi$, $\varphi \wedge_{/ W} \psi \models_{U} \varphi \wedge_{/ V} \psi$.
(b) $(\exists x / V) \varphi \models_{U}(\exists x / W) \varphi$,
$(\forall x / W) \varphi \models_{U}(\forall x / V) \varphi$.
Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments with domain $U$.
(a) Since $W \subseteq V$, every $V$-uniform cover $Y \cup Y^{\prime}=X$ is automatically uniform in $W$. Thus $\mathbb{M}, X \models^{+} \varphi \vee_{/ V} \psi$ implies $\mathbb{M}, X=^{+} \varphi \vee_{/ W} \psi$. Furthermore $\mathbb{M}, X=^{-} \varphi \vee_{/ V} \psi$ if and only if $\mathbb{M}, X \models^{-} \varphi \vee_{/ W} \psi$ by definition. Thus $\varphi \vee_{/ V} \psi=_{U} \varphi \vee_{/ W} \psi$.

It follows from the previous statement that $\neg \varphi \vee_{/ V} \neg \psi \models_{U} \neg \varphi V_{/ W} \neg \psi$, so by Proposition 5.16 we have $\varphi \wedge / W \psi \models_{U} \varphi \wedge_{/ V} \psi$.
(b) Similarly, since $W \subseteq V$, every $V$-uniform $f: X \rightarrow M$ is uniform in $W$. Thus $\mathbb{M}, X \models^{+}(\exists x / V) \varphi$ implies $\mathbb{M}, X \models^{+}(\exists x / W) \varphi$. Furthermore,

$$
\mathbb{M}, X \models^{+}(\forall x / W) \varphi \quad \text { iff } \quad \mathbb{M}, X \models^{+}(\forall x / V) \varphi
$$

by definition. The dual follows from Proposition 5.16

### 5.3.4 Distribution of quantifiers over connectives

In first-order logic existential quantifiers distribute over disjunctionsand universal quantifiers distribute over conjunctions - because they are both moves for the same player. In IF logic, quantifiers distribute over similar connectives as long as the player has access to the same information when making each choice.

Proposition 5.23 Suppose $x \notin U$.

$$
\begin{aligned}
(\exists x / W)\left(\varphi \vee_{/ W} \psi\right) & \equiv_{U}(\exists x / W) \varphi \vee_{/ W}(\exists x / W) \psi \\
(\forall x / W)\left(\varphi \wedge_{/ W} \psi\right) & \equiv_{U}(\forall x / W) \varphi \wedge_{/ W}(\forall x / W) \psi
\end{aligned}
$$

Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments with domain $U$. Suppose $\mathbb{M}, X \models^{+}(\exists x / W) \varphi \vee / W(\exists x / W) \psi$. Then there exists a $W$-uniform cover $X_{1} \cup X_{2}=X$ as well as two $W$-uniform functions $f_{1}: X_{1} \rightarrow M$ and $f_{2}: X_{2} \rightarrow M$ such that

$$
\mathbb{M}, X_{1}\left[x, f_{1}\right] \models^{+} \varphi \quad \text { and } \quad \mathbb{M}, X_{2}\left[x, f_{2}\right]=^{+} \psi
$$

Without loss of generality we may assume $X_{1} \cap X_{2}=\varnothing$, which allows us to define a $W$-uniform function $f: X \rightarrow M$ by

$$
f(s)= \begin{cases}f_{1}(s) & \text { if } s \in X_{1} \\ f_{2}(s) & \text { if } s \in X_{2}\end{cases}
$$

Since $x \notin U$, the cover $X_{1}\left[x, f_{1}\right] \cup X_{2}\left[x, f_{2}\right]=X[x, f]$ is uniform in $W$, which implies

$$
\mathbb{M}, X=^{+}(\exists x / W)\left(\varphi \vee_{/ W} \psi\right)
$$

Conversely, suppose there exists a $W$-uniform function $f: X \rightarrow M$ and a $W$-uniform cover $Y_{1} \cup Y_{2}=X[x, f]$ such that $\mathbb{M}, Y_{1} \models^{+} \varphi$ and $\mathbb{M}, Y_{2} \models^{+} \psi$. Without loss of generality we may assume $Y_{1} \cap Y_{2}=\varnothing$. Define

$$
\begin{aligned}
& X_{1}=\left\{s \in X: s(x / f(s)) \in Y_{1}\right\} \\
& X_{2}=\left\{s \in X: s(x / f(s)) \in Y_{2}\right\}
\end{aligned}
$$

and let $f_{i}$ be the restriction of $f$ to $X_{i}$. Then the fact that $Y_{i}=X_{i}\left[x, f_{i}\right]$ implies

$$
\mathbb{M}, X_{1}=^{+}(\exists x / W) \varphi \quad \text { and } \quad \mathbb{M}, X_{2} \models^{+}(\exists x / W) \psi
$$

Since the cover $X_{1} \cup X_{2}=X$ is uniform in $W$ we have

$$
\mathbb{M}, X \models^{+}(\exists x / W) \varphi \vee_{/ W}(\exists x / W) \psi
$$

Observe that $\mathbb{M}, X \models^{+}(\forall x / W)(\varphi \wedge / W \psi)$ if and only if

$$
\mathbb{M}, X[x, M] \models^{+} \varphi \quad \text { and } \quad \mathbb{M}, X[x, M] \models^{+} \psi
$$

if and only if $\mathbb{M}, X \models^{+}(\forall x / W) \varphi \wedge / W(\forall x / W) \psi$.
When the quantifier and the connective belong to different players, the player who moves first is at a disadvantage.

Proposition 5.24 Suppose $x \in W$ or $x \notin U$.

$$
\begin{aligned}
(\exists x / V)(\varphi \wedge / W \psi) & \models_{U}(\exists x / V) \varphi \wedge / W(\exists x / V) \psi, \\
(\forall x / V) \varphi \vee_{/ W}(\forall x / V) \psi & \models_{U}(\forall x / V)\left(\varphi \vee_{/ W} \psi\right)
\end{aligned}
$$

Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments with domain $U$. If $\mathbb{M}, X \models^{+}(\exists x / V)(\varphi \wedge / W \psi)$, then there is a $V$-uniform function $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{+} \varphi$ and $\mathbb{M}, X[x, f] \models^{+} \psi$. Hence

$$
\mathbb{M}, X \models^{+}(\exists x / V) \varphi \wedge / W(\exists x / V) \psi .
$$

Instead of proving $(\exists x / V) \varphi \wedge_{/ W}(\exists x / V) \psi \models_{U}^{-}(\exists x / V)(\varphi \wedge / W \psi)$, it suffices to show

$$
(\forall x / V) \varphi \vee_{/ W}(\forall x / V) \psi \models_{U}^{+}(\forall x / V)\left(\varphi \vee_{/ W} \psi\right)
$$

If $\mathbb{M}, X \models^{+}(\forall x / V) \varphi \vee_{/ W}(\forall x / V) \psi$, then for some $W$-uniform cover $Y \cup Y^{\prime}=X$ we have $\mathbb{M}, Y[x, M] \models^{+} \varphi$ and $\mathbb{M}, Y^{\prime}[x, M] \models^{+} \psi$. The cover

$$
Y[x, M] \cup Y^{\prime}[x, M]=X[x, M]
$$

is uniform in $W$ because $x \in W$ or $x \notin U$. Thus

$$
\mathbb{M}, X \models^{+}(\forall x / V)\left(\varphi \vee_{/ W} \psi\right)
$$

The hypotheses $x \in W$ or $x \notin U$ are necessary because otherwise Eloise's choice between $(\forall x / V) \varphi$ and $(\forall x / V) \psi$ may depend on information encoded in $x$ that gets erased by the universal quantifier in $(\forall x / V)\left(\varphi \vee_{/ W} \psi\right)$.

For example, let $\mathbb{B}=\{0,1\}$ be a two-element structure in which both elements are named by constant symbols, and let $s_{i j}=\{(x, i),(y, j)\}$. Observe that

$$
\mathbb{B},\left\{s_{00}, s_{11}\right\} \models^{+} \forall x(y=0) \vee_{/\{y\}} \forall x(y=1)
$$

because $\mathbb{B},\left\{s_{00}\right\} \models^{+} \forall x(y=0)$ and $\mathbb{B},\left\{s_{11}\right\} \models^{+} \forall x(y=1)$. However,

$$
\mathbb{B},\left\{s_{00}, s_{11}\right\} \not \vDash^{+} \forall x\left(y=0 \vee_{/\{y\}} y=1\right)
$$

because $\mathbb{B},\left\{s_{00}, s_{01}, s_{10}, s_{11}\right\} \not \vDash^{+} y=0 \vee_{/\{y\}} y=1$.

### 5.3.5 Vacuous quantifiers

Vacuous quantifiers do not affect the meaning of first-order formulas, but they can affect the meaning of IF formulas. If $\varphi$ is a first-order formula, and $x$ does not occur in $\varphi$, then $\varphi \equiv \exists x \varphi$ (see Proposition 3.13). In IF formulas, however, vacuous quantifiers create signaling opportunities a player can assign a value to the new variable that signals the value of another (hidden) variable (see Examples 4.8 and 4.26). One way to
prevent a vacuous quantifier from altering the meaning of an IF formula is to hide the value of the vacuously quantified variable.

Proposition 5.25 (Caicedo et al. [9, Theorem 11.1]) If the variable $x$ occurs neither in $\varphi$ nor in $U$, then

$$
\varphi \equiv_{U}(Q x / W) \varphi /\{x\} .
$$

Proof Let $\mathbb{M}$ be a suitable structure, let $X$ be a team of assignments with domain $U$, and let $f: X \rightarrow M$ be any $W$-uniform function (e.g., a constant function). Then $X[x, f]$ is an extension of $X$ to $\operatorname{dom}(X) \cup\{x\}$, so by Lemma 5.8,

$$
\begin{array}{rll}
\mathbb{M}, X \models^{+} \varphi & \text { implies } & \mathbb{M}, X[x, f] \models^{+} \varphi /\{x\} \\
& \text { implies } & \mathbb{M}, X \models^{+}(\exists x / W) \varphi /\{x\} .
\end{array}
$$

Conversely, if there is a $W$-uniform $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{+}$ $\varphi /\{x\}$, then $\mathbb{M}, X \models^{+} \varphi$. Similarly,

$$
\begin{array}{lll}
\mathbb{M}, X \models^{+} \varphi & \text { iff } & \mathbb{M}, X[x, M] \models^{+} \varphi /\{x\} \\
& \text { iff } & \mathbb{M}, X \models^{+}(\forall x / W) \varphi /\{x\} .
\end{array}
$$

Applying Proposition 5.25 to the formula from Example 4.26 yields

$$
(\exists y /\{x\}) x=y \equiv_{\{x\}} Q z(\exists y /\{x, z\}) x=y .
$$

Another way to prevent a vacuous quantifier from affecting the meaning of an IF formula is to make its slash set so large that the vacuously quantified variable cannot store any useful information. ${ }^{4}$

Proposition 5.26 If $x$ occurs neither in $\varphi$ nor $U$, then $\varphi \equiv_{U}(Q x / U) \varphi$.
Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments with domain $U$. For all $a \in M$, let $s_{a}=\{(x, a)\}$, and let $f_{a}: X \rightarrow M$ be the constant function defined by $f_{a}(s)=a$, which is clearly uniform in $U$. Then

$$
\begin{aligned}
& X\left[x, f_{a}\right]=X \times\left\{s_{a}\right\}, \\
& X[x, M]=X \times\left\{s_{a}: a \in M\right\},
\end{aligned}
$$

are both Cartesian extensions of $X$ to $\operatorname{dom}(X) \cup\{x\}$. Thus, by the ${ }^{4}$ The reader may wish to compare Proposition 5.26 to [9, Theorem 11.3].

Cartesian extension theorem,

$$
\begin{array}{lll}
\mathbb{M}, X \models^{+} \varphi & \text { iff } & \mathbb{M}, X\left[x, f_{a}\right] \models^{+} \varphi \\
& \text { iff } & \mathbb{M}, X \models^{+}(\exists x / U) \varphi, \\
\mathbb{M}, X \models^{+} \varphi & \text { iff } & \mathbb{M}, X[x, M] \models^{+} \varphi \\
& \text { iff } & \mathbb{M}, X \models^{+}(\forall x / U) \varphi .
\end{array}
$$

Applying Proposition 5.26 to our example formula yields

$$
(\exists y /\{x\}) x=y \equiv_{\{x\}}(Q z /\{x\})(\exists y /\{x\}) x=y
$$

### 5.3.6 Double quantification

In first-order logic, quantifying a variable twice in succession is equivalent to quantifying it once, with the latter quantifier determining the meaning of the formula. In IF logic, the situation is more complicated because we must account for the information available to the players. If the same player chooses the value of $x$ twice in a row, the first choice is redundant when (a) the player has access to less information when making the first choice than when making the second choice, or (b) the player cannot see the value of $x$ when making the second choice.

Proposition 5.27 (a) If $x \notin U$ and $V \supseteq W$ then

$$
(Q x / V)(Q x / W) \varphi \equiv_{U}(Q x / W) \varphi
$$

(b) Likewise, if $x \in W$ then

$$
(Q x / V)(Q x / W) \varphi \equiv_{U}(Q x / W) \varphi
$$

Proof (a) Suppose $\mathbb{M}, X \models^{+}(\exists x / V)(\exists x / W) \varphi$. Then there exist a $V$ uniform function $f: X \rightarrow M$ and a $W$-uniform function $g: X[x, f] \rightarrow M$ such that $\mathbb{M}, X[x, f][x, g] \models^{+} \varphi$. If $V \supseteq W$, we can define a $W$-uniform function $h: X \rightarrow M$ by

$$
h(s)=g(s(x / f(s)))
$$

Since $X[x, f][x, g]=X[x, h]$, it follows that $\mathbb{M}, X=^{+}(\exists x / W) \varphi$.
Conversely, suppose there is a $W$-uniform function $h: X \rightarrow M$ such that $\mathbb{M}, X[x, h] \models^{+} \varphi$, and let $f: X \rightarrow M$ be any $V$-uniform function
(e.g., a constant function). If $x \notin U$, define a $W$-uniform function $g: X[x, f] \rightarrow M$ by

$$
g(s(x / f(s)))=h(s)
$$

Then $X[x, f][x, g]=X[x, h]$, so we have $\mathbb{M}, X \models^{+}(\exists x / V)(\exists x / W) \varphi$.
Furthermore,

$$
\begin{aligned}
\mathbb{M}, X \models^{+}(\forall x / W)(\forall x / W) \varphi & \text { iff } \mathbb{M}, X[x, M][x, M] \models^{+} \varphi \\
& \text { iff } \mathbb{M}, X[x, M] \models^{+} \varphi \\
& \text { iff } \mathbb{M}, X \models^{+}(\forall x / W) \varphi .
\end{aligned}
$$

The proof of (b) is similar.
For the sake of comparison, notice that applying Proposition 5.27(a) to the formula $(\exists y /\{x\}) x=y$ yields

$$
(\exists y /\{x\}) x=y \equiv_{\{x\}}(\exists y /\{x\})(\exists y /\{x\}) x=y
$$

while applying Proposition 5.27 (b) to $(\exists y /\{x\}) x=y$ yields

$$
(\exists y /\{x, y\}) x=y \equiv_{\{x, y\}} \exists y(\exists y /\{x, y\}) x=y
$$

When different players choose the value of the same variable which has not already been assigned a value, and nothing else happens in between, then the first player's choice is irrelevant.

Proposition 5.28 Suppose $x \notin U$.

$$
\begin{aligned}
& (\exists x / V)(\forall x / W) \varphi \equiv_{U}(\forall x / W) \varphi, \\
& (\forall x / V)(\exists x / W) \varphi \equiv_{U}(\exists x / W) \varphi .
\end{aligned}
$$

Proof If $\mathbb{M}, X \models^{+}(\exists x / V)(\forall x / W) \varphi$ then there exists a $V$-uniform $f: V \rightarrow M$ such that $\mathbb{M}, X[x, f][x, M] \models^{+} \varphi$. Since

$$
X[x, f][x, M]=X[x, M]
$$

it follows that $\mathbb{M}, X \models^{+}(\forall x / W) \varphi$. Conversely, if $\mathbb{M}, X[x, M] \models^{+} \varphi$ then for any constant function $f: X \rightarrow M$ we have $\mathbb{M}, X[x, f][x, M]=^{+} \varphi$; hence

$$
\mathbb{M}, X \models^{+}(\exists x / V)(\forall x / W) \varphi
$$

Finally, since $x \notin U$ the Cartesian extension theorem gives us

$$
\begin{array}{ll}
\mathbb{M}, X \models^{+}(\forall x / V)(\exists x / W) \varphi & \text { iff } \mathbb{M}, X[x, M] \models^{+}(\exists x / W) \varphi \\
& \text { iff } \mathbb{M}, X \models^{+}(\exists x / W) \varphi
\end{array}
$$

Applying Proposition 5.28 to our example formula $(\exists y /\{x\}) x=y$ shows that it is equivalent (relative to $\{x\}$ ) to both

$$
\forall y(\exists y /\{x\}) x=y \quad \text { and } \quad(\forall y /\{x\})(\exists y /\{x\}) x=y
$$

which demonstrates that the amount of information available to Abelard when he chooses the value of $y$ is irrelevant. If Abelard is allowed to see the value of $x$, then conceivably he could try to signal its value to Eloise. Alas, he is unlikely to do so, which means Eloise cannot trust the value of $y$ as a signal.

### 5.3.7 Interchange of quantifiers

Now we consider the case when two adjacent quantifiers quantify distinct variables. In first-order logic, like quantifiers commute because they are moves for the same player, whereas $\exists x \forall y \varphi$ entails $\forall y \exists x \varphi$ because in the latter Eloise's choice of $x$ depends on Abelard's choice of $y$, and in the former it does not. With IF logic we have the power to specify the variables upon which a given quantifier depends irrespective of its position in the formula. In particular, we can reorder any two adjacent quantifiers by adjusting their slash sets. For example, if Free $(\varphi)=\{x, y\}$,

$$
\forall x(\exists y /\{x\}) \varphi \equiv \exists y(\forall x /\{y\}) \varphi
$$

Even though the above IF sentences are equivalent, their semantic games differ in the order the players make their moves. An alternative view is that two mutually independent moves are made simultaneously. Van Benthem [2, pp. 199-200] has observed that the above equivalence can be seen as an instance of the game-algebraic identity

$$
(G \times H) ; K=(H \times G) ; K
$$

When applied to IF logic, this general principle yields:
Proposition 5.29 (Caicedo et al. [9, Theorem 13.1]) If $x$ and $y$ are distinct variables not in $U$, then

$$
(Q x / V)\left(Q^{\prime} y / W \cup\{x\}\right) \varphi \equiv_{U}\left(Q^{\prime} y / W\right)(Q x / V \cup\{y\}) \varphi .
$$

Proof Let $\mathbb{M}$ be a suitable structure and $X$ a team of assignments with domain $U$. Suppose $\mathbb{M}, X \models^{+}(\exists x / V)(\exists y / W \cup\{x\}) \varphi$. Then there exist a $V$-uniform function $f: X \rightarrow M$ and a $W \cup\{x\}$-uniform function $g: X[x, f] \rightarrow M$ such that $\mathbb{M}, X[x, f][y, g] \models^{+} \varphi$. Define a $W$-uniform
function $g^{\prime}: X \rightarrow M$ by

$$
g^{\prime}(s)=g(s(x / f(s)))
$$

and a $V \cup\{y\}$-uniform function $f^{\prime}: X\left[y, g^{\prime}\right] \rightarrow M$ by

$$
f^{\prime}\left(s\left(y / g^{\prime}(s)\right)\right)=f(s)
$$

Then $X[x, f][y, g]=X\left[y, g^{\prime}\right]\left[x, f^{\prime}\right]$, so

$$
\mathbb{M}, X=^{+}(\exists y / W)(\exists x / V \cup\{y\}) \varphi
$$

The converse is symmetrical.
Observe that

$$
\begin{aligned}
& \mathbb{M}, X \neq^{+}(\forall x / V)(\forall y / W \cup\{x\}) \varphi \\
& \quad \text { iff } \mathbb{M}, X[x, M][y, M] \models^{+} \varphi \\
& \text { iff } \mathbb{M}, X[y, M][x, M] \models^{+} \varphi \\
& \text { iff } \mathbb{M}, X=^{+}(\forall y / W)(\forall x / V \cup\{y\}) \varphi .
\end{aligned}
$$

Now suppose $\mathbb{M}, X \models^{+}(\exists x / V)(\forall y / W \cup\{x\}) \varphi$. Then there is a $V$ uniform $f: X \rightarrow M$ such that

$$
\mathbb{M}, X[x, f][y, M] \models^{+} \varphi
$$

Define a $V \cup\{y\}$-uniform function $f^{\prime}: X[y, M] \rightarrow M$ by

$$
f^{\prime}(s(y / a))=f(s)
$$

Then $\mathbb{M}, X[y, M]\left[x, f^{\prime}\right] \models^{+} \varphi$, hence

$$
\mathbb{M}, X \models^{+}(\forall y / W)(\exists x / V \cup\{y\}) \varphi
$$

Conversely, if there exists a $V \cup\{y\}$-uniform function $f^{\prime}: X[y, M] \rightarrow M$ such that $\mathbb{M}, X[y, M]\left[x, f^{\prime}\right] \models^{+} \varphi$ we can define a $V$-uniform function $f: X \rightarrow M$ by

$$
f(s)=f^{\prime}(s(y / a))
$$

Thus $\mathbb{M}, X[x, f][y, M] \models^{+} \varphi$, which implies

$$
\mathbb{M}, X \models^{+}(\exists x / V)(\forall y / W \cup\{x\}) \varphi
$$

The proof of the dual is similar.

### 5.3.8 Quantifier extraction

Recall that in first-order logic we may add a formula $\psi$ to the scope of a quantifier as long as the quantified variable does not occur free in $\psi$ :

$$
Q x \varphi \circ \psi \equiv Q x(\varphi \circ \psi) .
$$

This allows us to pull all of the quantifiers to the front of a first-order formula, placing it in prenex normal form (see Proposition 3.21 and Theorem 3.26).

In IF logic, quantifier extraction is a more delicate matter because the extra variable $x$ may affect the players' strategies for the semantic game of $\psi$. On the one hand, a player may be able to use $x$ to signal the value of a hidden variable, thus gaining an advantage.

Example 5.30 If $\mathbb{M}=\{a, b\}$ is a two-element structure, and

$$
\begin{aligned}
s_{a}^{\prime} & =\{(z, a)\}, & s_{a a}^{\prime} & =\{(x, a),(z, a)\}, \\
s_{b}^{\prime} & =\{(z, b)\}, & s_{b b}^{\prime} & =\{(x, b),(z, b)\},
\end{aligned}
$$

then $\mathbb{M},\left\{s_{a}^{\prime}, s_{b}^{\prime}\right\} \not \vDash^{+} \exists x(x \neq x) \vee(\exists y /\{z\}) y=z$ because the left disjunct is tautologically false, and the right disjunct is neither satisfied nor dissatisfied by $\left\{s_{a}^{\prime}, s_{b}^{\prime}\right\}$. However,

$$
\mathbb{M},\left\{s_{a}^{\prime}, s_{b}^{\prime}\right\} \models^{+} \exists x[x \neq x \vee(\exists y /\{z\}) y=z]
$$

because $\mathbb{M},\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\} \models^{+}(\exists y /\{z\}) y=z$.
On the other hand, if $x$ already has a value, assigning it a new value might erase information that was previously stored there.

Example 5.31 (Caicedo et al. [9, Example 7.2]) Let $\mathbb{M}$ and the various assignments be as in Example 5.30. Then

$$
\mathbb{M},\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\} \models^{+} \forall x(x \neq x) \vee(\exists y /\{z\}) y=z,
$$

but

$$
\mathbb{M},\left\{s_{a a}^{\prime}, s_{b b}^{\prime}\right\} \not \vDash^{+} \forall x[x \neq x \vee(\exists y /\{z\}) y=z],
$$

because the universal quantifier erases the information about $z$ that was stored in $x$.

We solve the first problem by adding $x$ to all of the slash sets in $\psi$, thereby preventing it from affecting the players' strategies for $\psi$. We solve the second problem by excluding $x$ from the domains of the teams used to evaluate the formulas (see Theorem 5.35).

We will prove the quantifier extraction laws for IF logic using Skolem semantics. In order to do so, we need to revisit the Skolemization procedure for first-order formulas. If $\varphi$ and $\varphi^{\prime}$ are first-order formulas in different vocabularies, then it is unlikely they that are equivalent since $\varphi$ may have models that are unsuitable for $\varphi^{\prime}$, and vice versa. However, if $\varphi$ is

$$
\exists y[R(x, y) \vee f(x, y)=z]
$$

and $\varphi^{\prime}$ is $\exists y\left[R^{\prime}(x, y) \vee f^{\prime}(x, y)=z\right]$ there is a sense in which the two formulas are equivalent, since one formula can be obtained from the other simply be renaming relation and function symbols.

Definition 5.32 Let $L$ and $L^{\prime}$ be first-order vocabularies. A renaming of $L$ to $L^{\prime}$ is a bijection $\rho: L \rightarrow L^{\prime}$ such that every relation symbol in $L$ is sent to a relation symbol in $L^{\prime}$ with the same arity, and every function symbol in $L$ is sent to a function symbol in $L^{\prime}$ with the same arity.

If $\varphi$ is an $\mathrm{IF}_{L}$ formula, then $\rho(\varphi)$ is obtained by systematically replacing the relation and function symbols in $\varphi$ with their images under $\rho$. If $\mathbb{M}$ is an $L$-structure, let $\rho(\mathbb{M})$ denote the $L^{\prime}$-structure with the same universe whose interpretations of the relation symbols $\rho(R)$ and function symbols $\rho(f)$ are given by

$$
\rho(R)^{\rho(\mathbb{M})}=R^{\mathbb{M} \mathbb{I}} \quad \text { and } \quad \rho(f)^{\rho(\mathbb{M})}=f^{\mathbb{M}} .
$$

It is a straightforward exercise to show that for any assignment $s$,

$$
\mathbb{M}, s \models \varphi \quad \text { iff } \quad \rho(\mathbb{M}), s \models \rho(\varphi) .
$$

Lemma 5.33 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula. If the variables in $V$ occur neither in $\varphi$ nor in $U$, then the function

$$
\rho: L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\} \rightarrow L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi / V)\right\}
$$

that fixes $L$ and sends $f_{(\exists x / W) \chi}$ to $f_{(\exists x / W \cup V) \chi / V}$ is a renaming such that $\rho\left(\operatorname{Sk}_{U}(\varphi)\right)=\operatorname{Sk}_{U \cup V}(\varphi / V)$.

Proof The function $\rho$ is a bijection because distinct existential subformulas of $\varphi$ correspond to distinct existential subformula of $\varphi / V$, and every existential subformula of $\varphi / V$ has the form $(\exists x / W \cup V) \chi / V$ for some existential subformula $(\exists x / W) \chi$ of $\varphi$. If $\varphi$ is a literal, then both $\mathrm{Sk}_{U}(\varphi)$ and $\mathrm{Sk}_{U \cup V}(\varphi / V)$ are simply $\varphi$, and $\rho(\varphi)=\varphi$ because $\rho$ fixes $L$.

Suppose $\varphi$ is $\psi \circ \psi^{\prime}$. Then by inductive hypothesis

$$
\begin{aligned}
\rho\left(\mathrm{Sk}_{U}\left(\psi \circ \psi^{\prime}\right)\right) & =\rho\left(\operatorname{Sk}_{U}(\psi)\right) \circ \rho\left(\mathrm{Sk}_{U}\left(\psi^{\prime}\right)\right) \\
& =\operatorname{Sk}_{U \cup V}(\psi / V) \circ \operatorname{Sk}_{U \cup V}\left(\psi^{\prime} / V\right) \\
& =\operatorname{Sk}_{U \cup V}\left(\left(\psi \circ \psi^{\prime}\right) / V\right) .
\end{aligned}
$$

Suppose $\varphi$ is $(\exists x / W) \psi$. Then by inductive hypothesis

$$
\begin{aligned}
& \rho\left(\operatorname{Sk}_{U}((\exists x / W) \psi)\right) \\
&=\rho\left(\operatorname{Subst}\left(\operatorname{Sk}_{U \cup\{x\}}(\psi), x, f_{(\exists x / W) \psi}\left(y_{1}, \ldots, y_{n}\right)\right)\right) \\
&=\operatorname{Subst}\left(\rho\left(\operatorname{Sk}_{U \cup\{x\}}(\psi)\right), x, \rho\left(f_{(\exists x / W) \psi}\left(y_{1}, \ldots, y_{n}\right)\right)\right) \\
&=\operatorname{Subst}\left(\operatorname{Sk}_{U \cup V \cup\{x\}}(\psi), x, f_{(\exists x / W \cup V) \psi / V}\left(y_{1}, \ldots, y_{n}\right)\right) \\
&=\operatorname{Sk}_{U \cup V}((\exists x / W \cup V) \psi / V),
\end{aligned}
$$

where $y_{1}, \ldots, y_{n}$ enumerates $U-W=(U \cup V)-(W \cup V)$.
Suppose $\varphi$ is $(\forall x / W) \psi$. Then by inductive hypothesis

$$
\begin{aligned}
\rho\left(\mathrm{Sk}_{U}((\forall x / W) \psi)\right) & =\rho\left(\forall x \operatorname{Sk}_{U \cup\{x\}}(\psi)\right) \\
& =\forall x \rho\left(\operatorname{Sk}_{U \cup\{x\}}(\psi)\right) \\
& =\forall x \operatorname{Sk}_{U \cup V \cup\{x\}}(\psi / V) \\
& =\operatorname{Sk}_{U \cup V}((\forall x / W \cup V) \psi / V) .
\end{aligned}
$$

Lemma 5.34 Let $\varphi$ and $\psi$ be $\mathrm{IF}_{L}$ formulas. If $x$ occurs neither in $\psi$ nor in $U$, then the function

$$
\begin{aligned}
\rho: L \cup\left\{f_{\chi}\right. & \left.: \chi \in \operatorname{Subf}_{\exists}((Q x / W) \varphi \circ \psi)\right\} \\
& \rightarrow L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}((Q x / W)[\varphi \circ \psi /\{x\}])\right\}
\end{aligned}
$$

that fixes $L$ and $\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}(\varphi)\right\}$, sends $f_{\chi}$ to $f_{\chi /\{x\}}$ for all $\chi \in \operatorname{Subf}_{\exists}(\psi)$, and sends $f_{(\exists x / W) \varphi}$ to $f_{(\exists x / W)[\varphi \circ \psi /\{x\}]}$ (if $Q=\exists$ ) is a renaming such that

$$
\rho\left(\operatorname{Sk}_{U}((Q x / W) \varphi \circ \psi)\right)=\operatorname{Sk}_{U}((Q x / W)[\varphi \circ \psi /\{x\}])
$$

Proof First we consider the existential case. By Lemma 5.33,

$$
\begin{aligned}
& \rho\left(\operatorname{Sk}_{U}((\exists x / W) \varphi \circ \psi)\right) \\
&= \rho\left(\operatorname{Subst}\left(\operatorname{Sk}_{U \cup\{x\}}(\varphi), x, f_{(\exists x / W) \varphi}\left(y_{1}, \ldots, y_{n}\right)\right) \circ \operatorname{Sk}_{U}(\psi)\right) \\
&= \operatorname{Subst}\left(\operatorname{Sk}_{U \cup\{x\}}(\varphi), x, f_{(\exists x / W)[\varphi \odot \psi /\{x\}]}\left(y_{1}, \ldots, y_{n}\right)\right) \\
& \circ \operatorname{Sk}_{U \cup\{x\}}(\psi /\{x\}) \\
&= \operatorname{Subst}\left(\operatorname{Sk}_{U \cup\{x\}}(\varphi \circ \psi /\{x\}), x, f_{(\exists x / W)[\varphi \circ \psi /\{x\}]}\left(y_{1}, \ldots, y_{n}\right)\right) \\
&= \operatorname{Sk}_{U}((\exists x / W)[\varphi \circ \psi /\{x\}]) .
\end{aligned}
$$

Next we consider the universal case. By Lemma 5.33,

$$
\begin{aligned}
\rho\left(\mathrm{Sk}_{U}((\forall x / W) \varphi \circ \psi)\right) & =\rho\left(\forall x \operatorname{Sk}_{U \cup\{x\}}(\varphi) \circ \operatorname{Sk}_{U}(\psi)\right) \\
& =\forall x \operatorname{Sk}_{U \cup\{x\}}(\varphi) \circ \operatorname{Sk}_{U \cup\{x\}}(\psi /\{x\}) \\
& =\forall x\left(\operatorname{Sk}_{U \cup\{x\}}(\varphi \circ \psi /\{x\})\right) \\
& =\operatorname{Sk}_{U}((\forall x / W)[\varphi \circ \psi /\{x\}])
\end{aligned}
$$

Now we can prove the quantifier extraction laws, which we adapted from Theorems 7.5 and 8.3 in [9].

Theorem 5.35 Let $\varphi$ and $\psi$ be $\mathrm{IF}_{L}$ formulas. If $x$ occurs neither in $\psi$ nor in $U$, then

$$
(Q x / W) \varphi \circ \psi \equiv_{U}(Q x / W)[\varphi \circ \psi /\{x\}] .
$$

Proof Let $\mathbb{M}$ be a suitable structure, let $X$ be a team of assignments with domain $U$, and let $\rho$ be the renaming defined in the previous lemma. Suppose $\mathbb{M}, X \models^{+}(Q x / W) \varphi \circ \psi$. Then there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary

$$
L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}((Q x / W) \varphi \circ \psi)\right\}
$$

such that for all $s \in X$ we have $\mathbb{M}^{*}, s \models \operatorname{Sk}_{U}((Q x / W) \varphi \circ \psi)$. Thus by the previous lemma $\rho\left(\mathbb{M}^{*}\right)$ is an expansion of $\mathbb{M}$ to the vocabulary

$$
L \cup\left\{f_{\chi}: \chi \in \operatorname{Subf}_{\exists}((Q x / W)[\varphi \circ \psi /\{x\}])\right\}
$$

such that for all $s \in X$,

$$
\rho\left(\mathbb{M}^{*}\right), s \models \operatorname{Sk}_{U}((Q x / W)[\varphi \circ \psi /\{x\}]) .
$$

Hence $\mathbb{M}, X \models^{+}(Q x / W)[\varphi \circ \psi /\{x\}]$. The converse is similar.

We can also extract quantifiers from IF formulas with slashed connectives.

Corollary 5.36 If $x$ occurs neither in $\psi$ nor in $U$, then

$$
(Q x / V) \varphi \circ / W \psi \equiv_{U}(Q x / V)[\varphi \circ / W \cup\{x\} \psi /\{x\}] .
$$

Proof The formula $(Q x / V) \varphi \vee_{/ W} \psi$ is an abbreviation for

$$
(\exists z / W)[(z=0 \wedge(Q x / V \cup\{z\}) \varphi /\{z\}) \vee(z=1 \wedge \psi /\{z\})]
$$

which by a double application of Theorem 5.35 is equivalent relative to $U$ to

$$
(\exists z / W)(Q x / V \cup\{z\})[(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{x, z\})] .
$$

By Proposition 5.29, the previous formula is equivalent relative to $U$ to

$$
(Q x / V)(\exists z / W \cup\{x\})[(z=0 \wedge \varphi /\{z\}) \vee(z=1 \wedge \psi /\{x, z\})]
$$

which is $(Q x / V)[\varphi \vee / W \cup\{x\} \psi /\{x\}]$.
Furthermore,

$$
\begin{aligned}
& (Q x / V) \varphi \wedge / W \psi \equiv_{U} \neg\left[\neg(Q x / V) \varphi \vee_{/ W} \neg \psi\right] \\
& \equiv_{U} \neg\left[(\bar{Q} x / V) \neg \varphi \vee_{/ W} \neg \psi\right] \\
& \equiv_{U} \neg(\bar{Q} x / V)\left[\neg \varphi \vee_{/ W \cup\{x\}} \neg \psi /\{x\}\right] \\
& \equiv_{U} \neg(\bar{Q} x / V) \neg[\varphi \wedge / W \cup\{x\} \psi /\{x\}] \\
& \equiv_{U}(Q x / V)[\varphi \wedge / W \cup\{x\} \psi /\{x\}] \text {. }
\end{aligned}
$$

### 5.3.9 Prenex normal form

An IF formula is in if all its quantifiers occur at the front of the formula, i.e., it has the form

$$
\left(Q_{1} y_{1} / W_{1}\right) \ldots\left(Q_{n} y_{n} / W_{n}\right) \varphi,
$$

where $\varphi$ is quantifier free. To put an arbitrary IF formula in prenex normal form we must use the quantifier extraction laws to pull each quantifier to the front of the formula. Before we start applying Theorem 5.35 we must ensure that its hypotheses will be satisfied at each step. We can achieve this by renaming the bound variables of the formula so that every variable is quantified at most once, and no variable occurs both free and bound.

Renaming bound variables in IF formulas is a more delicate matter than in first-order formulas because we must take care not to alter the dependencies between the variables. For example, consider an IF sentence of the form

$$
(\exists x / V)[\varphi \wedge(\exists y / W) \psi] .
$$

If the variable $y$ occurs in $\varphi$, then we cannot use Theorem 5.35 to extract the quantifier $(\exists y / W)$. First, we need to rename the variable in $(\exists y / W)$ using a fresh variable $z$ and replace every occurrence of $y$ in the scope of $(\exists y / W)$ with an occurrence of $z$. If $y$ happens to occur bound in $\psi$, then the bound occurrences of $y$ will not be replaced when we substitute $z$ for $y$ using the usual substitution operation $\operatorname{Subst}(\psi, y, z)$. To avoid this problem, we work from inside out, starting with the innermost quantifier of a variable we wish to rename. Let us assume then that $y$ does not occur bound in $\psi$. After renaming we obtain the formula

$$
(\exists x / V)[\varphi \wedge(\exists z / W) \operatorname{Subst}(\psi, y, z)] .
$$

Unfortunately, this formula may not be equivalent to the previous one because if $y$ is free in $\varphi$, then $y$ will already have a value when play reaches the subformula $(\exists y / W) \psi$ or $(\exists z / W) \operatorname{Subst}(\psi, y, z)$. In the first case the value of $y$ is overwritten when Eloise chooses a $y$ independent of $W$, whereas in the second case it is not. To compensate for this assymmetry we add $y$ to the slash sets in $\operatorname{Subst}(\psi, y, z)$ :

$$
(\exists x / V)[\varphi \wedge(\exists z / W)(\operatorname{Subst}(\psi, y, z) /\{y\})] .
$$

The next proposition is adapted from [9, Theorems 6.12 and 6.13].
Proposition 5.37 Suppose $x$ does not occur bound in $\varphi$. If $y$ occurs neither in $(Q x / W) \varphi$ nor in $U$, then

$$
(Q x / W) \varphi \equiv_{U} \begin{cases}(Q y / W) \operatorname{Subst}(\varphi, x, y) & \text { if } x \notin U \\ (Q y / W)[\operatorname{Subst}(\varphi, x, y) /\{x\}] & \text { if } x \in U .\end{cases}
$$

Proof Let $\mathbb{M}$ be a suitable structure, and let $X$ be a team of assignments with domain $U$. By definition $\mathbb{M}, X \models^{+}(\exists x / W) \varphi$ if and only if there exists a $W$-uniform function $f: X \rightarrow M$ such that $\mathbb{M}, X[x, f] \models^{+} \varphi$, which holds by Lemma 5.4 if and only if

$$
\begin{equation*}
\mathbb{M},\left\{s(y / f(s))_{-x}: s \in X\right\} \not \models^{+} \operatorname{Subst}(\varphi, x, y) \tag{5.1}
\end{equation*}
$$

If $x \notin U$ the above assignment team is equal to $X[y, f]$. Thus (5.1) is equivalent to $\mathbb{M}, X \models^{+}(\exists y / W) \operatorname{Subst}(\varphi, x, y)$.

If $x \in U$ then $X[y, f]$ is an extension of the assignment team in (5.1) to $\operatorname{dom}(X) \cup\{y\}$. Consequently (5.1) holds if and only if

$$
\mathbb{M}, X[y, f] \models^{+} \operatorname{Subst}(\varphi, x, y) /\{x\},
$$

by Lemma 5.8. Thus (5.1) is equivalent to

$$
\mathbb{M}, X \neq^{+}(\exists y / W) \operatorname{Subst}(\varphi, x, y) /\{x\} .
$$

For the universal case, first suppose $x \notin U$. Then by Lemma 5.4,

$$
\begin{aligned}
\mathbb{M}, X \models^{+}(\forall x / W) \varphi & \text { iff } \mathbb{M}, X[x, M] \models^{+} \varphi \\
& \text { iff } \mathbb{M}, X[y, M] \models^{+} \operatorname{Subst}(\varphi, x, y) \\
& \text { iff } \mathbb{M}, X \models^{+}(\forall y / W) \operatorname{Subst}(\varphi, x, y),
\end{aligned}
$$

Now suppose $x \in U$. Then by Lemmas 5.4 and 5.8 ,

$$
\begin{aligned}
\mathbb{M}, X \models^{+} & (\forall x / W) \varphi \\
& \text { iff } \mathbb{M}, X[x, M] \models^{+} \varphi \\
& \text { iff } \mathbb{M},\left\{s(y / a)_{-x}: s \in X, a \in M\right\} \not \models^{+} \operatorname{Subst}(\varphi, x, y) \\
& \text { iff } \mathbb{M}, X[y, M] \models^{+} \operatorname{Subst}(\varphi, x, y) /\{x\} \\
& \text { iff } \mathbb{M}, X \models^{+}(\forall y / W)[\operatorname{Subst}(\varphi, x, y) /\{x\}] .
\end{aligned}
$$

To show the hypothesis $y \notin U$ is necessary, consider the following example adapted from [9, p. 111]. Let $\varphi$ be the formula

$$
\exists x_{2}\left(\exists x_{3} /\left\{x_{1}\right\}\right)\left(x_{0}=x_{2} \wedge x_{1}=x_{3}\right)
$$

and let $\varphi^{\prime}$ be the formula

$$
\exists x_{4}\left(\exists x_{3} /\left\{x_{1}\right\}\right)\left(x_{0}=x_{4} \wedge x_{1}=x_{3}\right)
$$

Let $\psi$ and $\psi^{\prime}$ denote the subformulas of $\varphi$ and $\varphi^{\prime}$, respectively, obtained by removing each formula's initial quantifier. Notice that $\varphi^{\prime}$ is $\exists x_{4} \operatorname{Subst}\left(\psi, x_{2}, x_{4}\right)$. Now let $\mathbb{M}=\{a, b\}$ be a two-element structure, and

$$
\begin{aligned}
s_{a a a} & =\left\{\left(x_{0}, a\right),\left(x_{1}, a\right),\left(x_{4}, a\right)\right\}, \\
s_{a b b} & =\left\{\left(x_{0}, a\right),\left(x_{1}, b\right),\left(x_{4}, b\right)\right\}, \\
s_{b a a} & =\left\{\left(x_{0}, b\right),\left(x_{1}, a\right),\left(x_{4}, a\right)\right\}, \\
s_{b b b} & =\left\{\left(x_{0}, b\right),\left(x_{1}, b\right),\left(x_{4}, b\right)\right\} .
\end{aligned}
$$

One can verify that

$$
\begin{aligned}
& \mathbb{M},\left\{s_{a a a}, s_{a b b}, s_{b a a}, s_{b b b}\right\} \not \models^{+} \varphi, \\
& \mathbb{M},\left\{s_{a a a}, s_{a b b}, s_{b a a}, s_{b b b}\right\} \not \vDash^{+} \varphi^{\prime} .
\end{aligned}
$$

We now return to our main example. After renaming $y$ to a fresh variable $z$ we can extract $(\exists z / W)$, yielding either

$$
\begin{aligned}
& (\exists x / V)(\exists z / W)[\varphi \wedge \operatorname{Subst}(\psi, y, z)] \quad \text { or } \\
& (\exists x / V)(\exists z / W)[\varphi \wedge \operatorname{Subst}(\psi, y, z) /\{y\}]
\end{aligned}
$$

depending on whether $y$ belongs to the domain of the assignment team used to evaluate the formula.

Theorem 5.38 (Caicedo et al. [9, Theorems 9.3 and 9.4]) Let $\varphi$ be an $\mathrm{IF}_{L}$ formula with $n$ quantifiers. For every finite set of variables $U$ that contains Free $(\varphi)$, and every set of variables $V$ of size $n$ that is disjoint from $U$, there exists an $\mathrm{IF}_{L}$ formula $\varphi^{\prime} \equiv_{U} \varphi$ such that Free $(\varphi) \subseteq$ $\operatorname{Free}\left(\varphi^{\prime}\right) \subseteq U$ and $\operatorname{Bound}\left(\varphi^{\prime}\right)=V$.

Proof Let $U$ be a finite set of variables containing Free $(\varphi)$, and let $V$ be a set of $n$ variables such that $U \cap V=\varnothing$. If $\varphi$ is a literal there is nothing to prove.

Suppose $\varphi$ is $\psi_{1} \circ \psi_{2}$, where $\psi_{1}$ has $m_{1}$ quantifiers, and $\psi_{2}$ has $m_{2}$ quantifiers. Let $V_{1} \cup V_{2}=V$ be a disjoint cover of $V$ such that $\left|V_{1}\right|=$ $m_{1}$ and $\left|V_{2}\right|=m_{2}$. By inductive hypothesis, there exist $\mathrm{IF}_{L}$ formulas $\psi_{1}^{\prime} \equiv_{U} \psi_{1}$ and $\psi_{2}^{\prime} \equiv_{U} \psi_{2}$ such that $\operatorname{Free}\left(\psi_{i}\right) \subseteq \operatorname{Free}\left(\psi_{i}^{\prime}\right) \subseteq U$ and $\operatorname{Bound}\left(\psi_{i}^{\prime}\right)=V_{i}$. It follows that $\psi_{1}^{\prime} \circ \psi_{2}^{\prime} \equiv \psi_{1} \circ \psi_{2}$,

$$
\operatorname{Free}\left(\psi_{1} \circ \psi_{2}\right) \subseteq \operatorname{Free}\left(\psi_{1}^{\prime} \circ \psi_{2}^{\prime}\right) \subseteq U
$$

and $\operatorname{Bound}\left(\psi_{1}^{\prime} \circ \psi_{2}^{\prime}\right)=V$.
Suppose $\varphi$ is $(Q x / W) \psi$, where $x \notin U$. Then $\operatorname{Free}(\psi) \subseteq U \cup\{x\}$, so for any subset $V^{\prime} \subseteq V$ of size $n-1$ that does not include $x$, there exists an $\mathrm{IF}_{L}$ formula $\psi^{\prime} \equiv_{U \cup\{x\}} \psi$ such that

$$
\operatorname{Free}(\psi) \subseteq \operatorname{Free}\left(\psi^{\prime}\right) \subseteq U \cup\{x\}
$$

and $\operatorname{Bound}\left(\psi^{\prime}\right)=V^{\prime}$. If $V=V^{\prime} \cup\{x\}$, then $(Q x / W) \psi^{\prime} \equiv_{U}(Q x / W) \psi$,

$$
\text { Free }((Q x / W) \psi) \subseteq \operatorname{Free}\left((Q x / W) \psi^{\prime}\right) \subseteq U
$$

and Bound $\left((Q x / W) \psi^{\prime}\right)=V$.

If $V=V^{\prime} \cup\{y\}$, where $y$ is a variable distinct from $x$, let $\psi^{\prime \prime}$ be Subst $\left(\psi^{\prime}, x, y\right)$. Then by Proposition 5.37,

$$
(Q x / W) \psi \equiv_{U}(Q x / W) \psi^{\prime} \equiv_{U}(Q y / W) \psi^{\prime \prime} .
$$

Furthermore, since $y \notin \operatorname{Free}(\psi)$ and Free $(\psi)-\{x\} \subseteq \operatorname{Free}\left(\psi^{\prime \prime}\right) \subseteq U \cup\{y\}$ we have

$$
\text { Free }((Q x / W) \psi) \subseteq \operatorname{Free}\left((Q y / W) \psi^{\prime \prime}\right) \subseteq U
$$

Also, Bound $\left((Q y / W) \psi^{\prime \prime}\right)=V$ because Bound $\left(\psi^{\prime \prime}\right)=\operatorname{Bound}\left(\psi^{\prime}\right)=V^{\prime}$.
Now suppose $\varphi$ is $(Q x / W) \psi$, where $x \in U$. Then $\operatorname{Free}(\psi) \subseteq U$, so for any subset of $V^{\prime} \subseteq V$ of size $n-1$, there is an $\mathrm{IF}_{L}$ formula $\psi^{\prime} \equiv_{U} \psi$ such that $\operatorname{Free}(\psi) \subseteq \operatorname{Free}\left(\psi^{\prime}\right) \subseteq U$ and $\operatorname{Bound}\left(\psi^{\prime}\right)=V^{\prime}$. Let $V-V^{\prime}=\{y\}$, and let $\psi^{\prime \prime}$ be $\operatorname{Subst}\left(\psi^{\prime}, x, y\right) /\{x\}$. Then by Proposition 5.37,

$$
(Q x / W) \psi \equiv_{U}(Q x / W) \psi^{\prime} \equiv_{U}(Q y / W) \psi^{\prime \prime} .
$$

Finally, by the same argument as above,

$$
\text { Free }((Q x / W) \psi) \subseteq \operatorname{Free}\left((Q y / W) \psi^{\prime \prime}\right) \subseteq U
$$

and Bound $\left((Q y / W) \psi^{\prime \prime}\right)=V$.
Since the formula $\varphi^{\prime}$ has the same number of quantifiers as bound variables, every bound variable must be quantified exactly once. Thus, the previous theorem implies that every IF formula $\varphi$ is equivalent (relative to $U$ ) to an IF formula $\varphi^{\prime}$ in which every variable is quantified at most once, and no variable occurs both free and bound. If $U=\operatorname{Free}(\varphi)$, then $\varphi^{\prime}$ will have the same free variables as $\varphi$.

If Free $(\varphi) \subset U$, then $\varphi^{\prime}$ may not have the same free variables as $\varphi$. Consider the IF formula

$$
P(y) \wedge \forall x \exists y R(x, y) .
$$

If $U=\{x, y\}$ and $V=\{u, v\}$, when we use Proposition 5.37 to rename $x$ to $u$ and $y$ to $v$ we obtain

$$
P(y) \wedge \forall u(\exists v /\{x\}) R(u, v) .
$$

Notice that $x$ is free in the above formula, but not in the original formula.
As an exercise in applying Theorem 5.38, the reader should show that $\forall x \forall x \forall x P(x)$ is equivalent to $\forall u \forall v(\forall w /\{u\}) P(w)$.

Theorem 5.39 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula in which every variable is quantified at most once, and no variable occurs both free and bound. For every finite set of variables $U$ that contains Free $(\varphi)$ and is disjoint from
$\operatorname{Bound}(\varphi)$, there exists an $\mathrm{IF}_{L}$ formula $\varphi^{*} \equiv_{U} \varphi$ in prenex normal form with the same free and bound variables as $\varphi$.

Proof If $\varphi$ is quantifier free, then it is in prenex normal form. Otherwise, let $(\exists x / W)$ be the left-most quantifier in $\varphi$. We use Theorem 5.35 to pull $(\exists x / W)$ to the front of the formula. To illustrate the procedure, let us assume $\varphi$ has the form

$$
\left((Q x / W) \psi \circ \psi^{\prime}\right) \circ \psi^{\prime \prime} .
$$

By hypothesis, the variable $x$ does not occur in $\psi^{\prime}, \psi^{\prime \prime}$, or $U$. Thus, applying Theorem 5.35 once yields

$$
\left((Q x / W)\left[\psi \circ \psi^{\prime} /\{x\}\right]\right) \circ \psi^{\prime \prime} .
$$

Applying Theorem 5.35 again yields

$$
(Q x / W)\left[\left(\psi \circ \psi^{\prime} /\{x\}\right) \circ \psi^{\prime \prime} /\{x\}\right] .
$$

Observe that the formula inside the square brackets has fewer quantifiers than $\varphi$, its free variables are contained in $U \cup\{x\}$, and $x$ does not occur bound, so by inductive hypothesis there is an equivalent (relative to $U \cup\{x\}$ ) formula $\psi^{*}$ in prenex normal form with the same free and bound variables. Thus $\varphi \equiv_{U}(\exists x / W) \psi^{*}$, which is in prenex normal form and has the same free and bound variables as $\varphi$.

Corollary 5.40 (Caicedo et al. [9, Theorem 10.1]) Let $\varphi$ be an $\mathrm{IF}_{L}$ formula with $n$ quantifiers. For every finite set of variables $U$ that contains Free $(\varphi)$, and every set of variables $V$ of size $n$ that is disjoint from $U$, there exists an $\mathrm{IF}_{L}$ formula $\varphi^{*} \equiv \varphi$ in prenex normal form such that $\operatorname{Free}(\varphi) \subseteq \operatorname{Free}\left(\varphi^{*}\right) \subseteq U$ and $\operatorname{Bound}\left(\varphi^{*}\right)=V$.

Proof Let $U$ be a finite set of variables containing Free $(\varphi)$, and let $V$ be a set of $n$ variables such that $U \cap V=\varnothing$. By Theorem 5.38, there exists an $\mathrm{IF}_{L}$ formula $\varphi^{\prime} \equiv_{U} \varphi$ such that $\operatorname{Free}(\varphi) \subseteq \operatorname{Free}\left(\varphi^{\prime}\right) \subseteq U$ and $\operatorname{Bound}\left(\varphi^{\prime}\right)=V$. By Theorem 5.39, there exists an $\mathrm{IF}_{L}$ formula $\varphi^{*} \equiv_{U} \varphi^{\prime}$ in prenex normal form such that $\operatorname{Free}(\varphi) \subseteq \operatorname{Free}\left(\varphi^{*}\right) \subseteq U$ and $\operatorname{Bound}\left(\varphi^{*}\right)=V$.

Corollary 5.41 (Caicedo et al. [9, Corollary 10.3]) Every $\mathrm{IF}_{L}$ sentence is equivalent to an $\mathrm{IF}_{L}$ sentence in prenex normal form.

Consider the IF sentence

$$
\forall x \exists y[P(y) \wedge \forall x \exists y R(x, y) \wedge(\forall z /\{y\}) R(y, z)] .
$$

In order to place the sentence in prenex normal form, we first rename bound variables:

$$
\forall x \exists y[P(y) \wedge \forall u(\exists v /\{x\}) R(u, v) \wedge(\forall z /\{y\}) R(y, z)] .
$$

Then we extract the quantifiers, one after another:

$$
\begin{aligned}
& \forall x \exists y \forall u[P(y) \wedge(\exists v /\{x\}) R(u, v) \wedge(\forall z /\{y, u\}) R(y, z)], \\
& \forall x \exists y \forall u(\exists v /\{x\})[P(y) \wedge R(u, v) \wedge(\forall z /\{y, u, v\}) R(y, z)], \\
& \forall x \exists y \forall u(\exists v /\{x\})(\forall z /\{y, u, v\})[P(y) \wedge R(u, v) \wedge R(y, z)] .
\end{aligned}
$$

### 5.3.10 Hintikka normal form

Most of the time our sympathies lie with Eloise - we are often more interested in whether an IF sentence is true than whether it is false. In such cases, we can ignore the slash sets on universal quantifiers because limiting the information available to Abelard affects the strategies he may follow, but it does not affect which actions he is allowed to perform. Thus, Eloise must plan for the same eventualities, regardless of whether Abelard makes his moves with full knowledge or in complete ignorance. For example, consider the IF sentences

$$
\exists x \forall y(\exists z /\{y\}) R(x, y, z) \quad \text { and } \quad \exists x(\forall y /\{x\})(\exists z /\{y\}) R(x, y, z) .
$$

Both sentences have the same Skolemization, namely

$$
\forall y R(c, y, f(c)) .
$$

Hence, Eloise has a winning strategy for one if and only if she has a winning strategy for the other.

Dually, we can modify the slash sets on existential quantifiers without affecting whether Abelard has a winning strategy.

Lemma $5.42(\forall x / V) \varphi \equiv_{U}^{+}(\forall x / W) \varphi$ and $(\exists x / V) \varphi \equiv_{U}^{-}(\exists x / W) \varphi$.
Proof Let $\mathbb{M}$ be a suitable structure, and $X$ a team of assignments with domain $U$. Then $\mathbb{M}, X \models^{+}(\forall x / V) \varphi$ if and only if $\mathbb{M}, X[x, M] \models^{+} \varphi$ if and only if $\mathbb{M}, X=^{+}(\forall x / W) \varphi$.

Lemma 5.42 allows us to strengthen Proposition 5.29 as follows:
Proposition 5.43 If $x$ and $y$ are distinct variables not in $U$, then

$$
(\exists x / V)(\forall y / W) \varphi \equiv_{U}^{+} \forall y(\exists x / V \cup\{y\}) \varphi .
$$

Proof By Lemma 5.42 and Proposition 5.29,

$$
\begin{aligned}
(\exists x / V)(\forall y / W) \varphi & \equiv_{U}^{+}(\exists x / V)(\forall y / W \cup\{x\}) \varphi \\
& \equiv_{U}(\forall y / W)(\exists x / V \cup\{y\}) \varphi \\
& \equiv_{U}^{+} \forall y(\exists x / V \cup\{y\}) \varphi .
\end{aligned}
$$

In those cases when we only care about the satisfaction (as opposed to dissatisfaction) of a particular IF formula, we can use Proposition 5.43 to obtain an improved prenex normal form theorem.

Definition 5.44 An IF formula is in Hintikka normal form if it is in prenex normal form, every universal quantifier is superordinate to every existential quantifier, and all of its universal quantifiers are unslashed, i.e., it has the form

$$
\forall y_{1} \ldots \forall y_{m}\left(\exists y_{m+1} / W_{m+1}\right) \ldots\left(\exists y_{n} / W_{n}\right) \varphi
$$

where $\varphi$ is quantifier free.
Theorem 5.45 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula. For every finite set of variables $U$ that contains Free $(\varphi)$, there exists an $\mathrm{IF}_{L}$ formula $\varphi^{* *} \equiv_{U}^{+} \varphi$ in Hintikka normal form such that $\operatorname{Free}(\varphi) \subseteq \operatorname{Free}\left(\varphi^{* *}\right) \subseteq U$.

Proof By Corollary 5.40, there is an $\mathrm{IF}_{L}$ formula $\varphi^{*} \equiv_{U} \varphi$ in prenex normal form such that Free $(\varphi) \subseteq \operatorname{Free}\left(\varphi^{*}\right) \subseteq U$. To obtain the desired $\mathrm{IF}_{L}$ formula $\varphi^{* *}$ in Hintikka normal form, use Proposition 5.43 to pull every universal quantifier in front of every existential quantifier. $\dashv$

Corollary 5.46 Every $\mathrm{IF}_{L}$ sentence is truth equivalent to an $\mathrm{IF}_{L}$ sentence in Hintikka normal form.

For example, when we place the sentence

$$
\forall x \exists y \forall u(\exists v /\{x\})(\forall z /\{y, u, v\})[P(y) \wedge R(u, v) \wedge R(y, z)] .
$$

in Hintikka normal form, we get

$$
\forall x \forall u \forall z(\exists y /\{u, z\})(\exists v /\{x, z\})[P(y) \wedge R(u, v) \wedge R(y, z)] .
$$

### 5.4 Model theory

So far, we have only considered one formula or sentence at a time. In this section, we consider sets of IF sentences. Many familiar theorems from first-order logic such as the compactness theorem and the LöwenheimSkolem theorem lift to IF logic via Skolem semantics.

Definition 5.47 A set of sentences in some logical language is called a theory. If $\Gamma$ is a first- or second-order theory, a structure $\mathbb{M}$ models $\Gamma$ if it models every sentence in $\Gamma$. In symbols, $\mathbb{M} \models \Gamma$ if and only if for every $\varphi \in \Gamma$ we have $\mathbb{M} \models \varphi$.

Definition 5.48 If $\Gamma$ is an IF theory, then $\Gamma$ is true in $\mathbb{M}$, written $\mathbb{M} \models^{+} \Gamma$, if for all $\varphi \in \Gamma$ we have $\mathbb{M} \models^{+} \varphi$, and $\Gamma$ is false in $\mathbb{M}$, written $\mathbb{M} \models^{-} \Gamma$, if for all $\varphi \in \Gamma$ we have $\mathbb{M} \models^{-} \varphi$.

A first- or second-order theory $\Gamma$ is satisfiable if it has a model in the above sense, i.e., if there is a structure $\mathbb{M}$ such that $\mathbb{M} \models \Gamma$. An IF theory $\Gamma$ is satisfiable if there is a structure such that $\mathbb{M}=^{+} \Gamma$.

### 5.4.1 Compactness

The well-known compactness theorem for first-order logic states that a first-order theory $\Gamma$ has a model if every finite subtheory of $\Gamma$ has a model. A similar theorem holds for IF logic.

Theorem 5.49 (Compactness) An IF theory $\Gamma$ is satisfiable if every finite subtheory of $\Gamma$ is satisfiable.

Proof Observe that by the Skolem semantics for IF logic (Definition 4.12), an IF theory $\Gamma$ is satisfiable if and only if

$$
\Gamma^{*}=\{\operatorname{Sk}(\varphi): \varphi \in \Gamma\}
$$

is satisfiable. Hence, if every finite subtheory $\Delta \subseteq \Gamma$ is satisfiable, then so is every finite subtheory $\Delta^{*} \subseteq \Gamma^{*}$. By the compactness theorem for first-order logic, $\Gamma^{*}$ must be satisfiable, which implies $\Gamma$ is satisfiable too.

There is a stronger version of compactness that holds in first-order logic, but not IF logic.

Definition 5.50 When $\Gamma \cup\{\varphi\}$ is a first- or second-order theory, $\Gamma$ entails $\varphi$, denoted $\Gamma \models \varphi$, if for every suitable structure $\mathbb{M}$,

$$
\mathbb{M} \models \Gamma \quad \text { implies } \quad \mathbb{M} \models \models
$$

When $\Gamma$ is empty we simply write $\models \varphi$.
Definition 5.51 When $\Gamma \cup\{\varphi\}$ is an IF theory, $\Gamma$ truth entails $\varphi$, denoted $\Gamma \models{ }^{+} \varphi$, if

$$
\mathbb{M} \models^{+} \Gamma \quad \text { implies } \quad \mathbb{M} \models^{+} \varphi .
$$

$\Gamma$ falsity entails $\varphi$, denoted $\Gamma \models^{-} \varphi$, if

$$
\mathbb{M}=^{-} \Gamma \quad \text { implies } \quad \mathbb{M}=^{-} \varphi .
$$

When $\Gamma$ is empty, we simply write $=^{+} \varphi$ or $\models^{-} \varphi$, as appropriate. $\dashv$
An alternative formulation of the compactness theorem for first-order logic is the following: Every first-order theory $\Gamma \cup\{\varphi\}$ has the property that $\Gamma \neq \varphi$ if and only if there exists a finite $\Delta \subseteq \Gamma$ such that $\Delta=\varphi$. In contrast, when $\Gamma$ is an IF theory it is possible to have $\Gamma \models^{+} \varphi$ even if $\Delta \not \vDash^{+} \varphi$ for every finite $\Delta \subseteq \Gamma$.

Example 5.52 Let $\varphi_{n}$ denote the IF sentence

$$
\exists x_{1} \ldots \exists x_{n}\left(\bigwedge_{1 \leq i<j \leq n} x_{i} \neq x_{j}\right)
$$

which asserts that the universe has at least $n$ elements. Then

$$
\left\{\varphi_{n}: n \geq 2\right\} \neq^{+} \varphi_{\infty},
$$

where $\varphi_{\infty}$ is the IF sentence that asserts the universe is infinite (see Example 4.14). However, there is no finite subtheory $\Delta \subseteq\left\{\varphi_{n}: n \geq 2\right\}$ such that $\Delta \mid={ }^{+} \varphi_{\infty}$.

It follows immediately from the previous example that IF cannot have a complete proof system in which proofs have finite length.

Theorem 5.53 There is no sound and semantically complete proof system for IF logic. That is, there is no proof system $\vdash_{\mathrm{IF}}$ such that for every IF theory $\Gamma \cup\{\varphi\}$,

$$
\Gamma \vdash_{\mathrm{IF}} \varphi \quad \text { iff } \quad \Gamma \models^{+} \varphi
$$

Proof Suppose for the sake of a contradiction that $\vdash_{\text {IF }}$ is such a proof system. Then by Example 5.52 we must have

$$
\left\{\varphi_{n}: n \geq 2\right\} \vdash \vdash_{\mathrm{IF}} \varphi_{\infty}
$$

Since a proof of $\varphi_{\infty}$ from $\left\{\varphi_{n}: n \geq 2\right\}$ can use at most finitely many premises, there must be a finite subtheory $\Delta \subseteq\left\{\varphi_{n}: n \geq 2\right\}$ such that $\Delta \vdash_{\text {IF }} \varphi_{\infty}$, which would imply $\Delta \models^{+} \varphi_{\infty}$.

A proof system $\vdash$ for a logical language is weakly complete if for every sentence $\varphi$ in the language we have $\vdash \varphi$ if and only if $\models \varphi$. In other words, every valid sentence is provable. One naturally wonders whether IF logic might have a proof system that is complete in this weaker sense.

Theorem 5.54 There is no proof system $\vdash_{\mathrm{IF}}$ such that for every IF sentence $\varphi$ we have $\vdash_{\mathrm{IF}} \varphi$ if and only if $\models^{+} \varphi$.

Proof Observe that for every IF sentence $\varphi$ we have $\models^{+} \varphi \vee \varphi_{\infty}$ if and only if $\varphi$ is true in every (suitable) finite model. Thus, if there were such a proof system, the set of first-order sentences that are true in every (suitable) finite model would be recursively enumerable, contrary to Trakhtenbrot's theorem. ${ }^{5}$

### 5.4.2 The Löwenheim-Skolem theorem

The Löwenheim-Skolem theorem states that if a countable first-order theory has an infinite model, then it has models of every infinite cardinality $[55-57,61]$. Like the compactness theorem, we can extend the Löwenheim-Skolem theorem to IF logic.

Theorem 5.55 (Löwenheim-Skolem) Let $\Gamma$ be a countable IF theory. If there is an infinite structure $\mathbb{M}$ such that $\mathbb{M} \models{ }^{+} \Gamma$, then for all infinite cardinalities $\kappa$ there is a structure $\mathbb{M}^{\prime}$ of size $\kappa$ such that $\mathbb{M}^{\prime}=^{+} \Gamma$.

Proof Suppose $\mathbb{M}$ is an infinite structure such that $\mathbb{M} \models^{+} \Gamma$ and that $\kappa$ is an infinite cardinal. Then there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ such that $\mathbb{M}^{*} \models\{\operatorname{Sk}(\varphi): \varphi \in \Gamma\}$. By the Löwenheim-Skolem theorem for firstorder logic, $\{\operatorname{Sk}(\varphi): \varphi \in \Gamma\}$ has a model of cardinality $\kappa$, the reduct of which to the vocabulary of $\Gamma$ is a structure $\mathbb{M}^{\prime}$ of size $\kappa$ such that $\mathbb{M}^{\prime} \mid={ }^{+} \Gamma$.

[^10]
### 5.4.3 Separation

Craig's interpolation theorem [13] says that whenever $\varphi$ is an $\mathrm{FO}_{L}$ sentence, and $\psi$ is an $\mathrm{FO}_{L^{\prime}}$ sentence such that $\varphi \models \psi$, there is an $\mathrm{FO}_{L \cap L^{\prime}}$ sentence $\theta$, called an interpolant, such that $\varphi \models \theta \models \psi$. We can use Craig's interpolation theorem to prove a separation theorem for IF logic.

Two IF formulas are contrary if there is no model in which both are true. If $\theta$ is a first-order formula, $\theta_{\text {IF }}$ denotes the IF formula for which $\theta$ is a shorthand.

Theorem 5.56 (Separation) Let $\varphi$ and $\psi$ be contrary $\mathrm{IF}_{L}$ sentences. Then there is an $\mathrm{FO}_{L}$ sentence $\theta$ such that

$$
\varphi \models^{+} \theta_{\mathrm{IF}} \quad \text { and } \quad \psi \models^{+} \neg \theta_{\mathrm{IF}} .
$$

Proof Since $\varphi$ and $\psi$ are contrary $\mathrm{IF}_{L}$ sentences, it follows that there is no model $\mathbb{M}$ such that $\mathbb{M} \models \operatorname{Sk}(\varphi)$ and $\mathbb{M} \models \operatorname{Sk}(\psi)$. Hence $\operatorname{Sk}(\varphi) \models$ $\neg \operatorname{Sk}(\psi)$. We may assume the fresh function symbols introduced in $\operatorname{Sk}(\varphi)$ and $\operatorname{Sk}(\psi)$ are all distinct, so by Craig's interpolation theorem for firstorder logic there is an $\mathrm{FO}_{L}$ sentence $\theta$ such that $\operatorname{Sk}(\varphi) \models \theta \models \neg \operatorname{Sk}(\psi)$. It follows that $\operatorname{Sk}(\varphi) \models \theta$ and $\operatorname{Sk}(\psi) \models \neg \theta$. Hence

$$
\varphi \models^{+} \theta_{\mathrm{IF}} \quad \text { and } \quad \psi \models^{+} \neg \theta_{\mathrm{IF}} .
$$

We can strengthen the separation theorem for IF logic by restricting attention to structures with at least two elements.

Theorem 5.57 (Burgess [8]) Assume every structure has at least two elements, and let $\varphi$ and $\psi$ be contrary $\mathrm{IF}_{L}$ sentences. Then there is an $\mathrm{IF}_{L}$ sentence $\chi$ such that

$$
\varphi \equiv^{+} \chi \quad \text { and } \quad \psi \equiv^{+} \neg \chi .
$$

Proof Let $\varphi_{\text {MP }}$ denote the Matching Pennies sentence

$$
\forall x(\exists y /\{x\}) x=y,
$$

which is neither true nor false in any structure. Let $\varphi^{\prime}$ be $\varphi \vee \varphi_{\mathrm{MP}}$, and let $\psi^{\prime}$ be $\psi \vee \varphi_{\mathrm{MP}}$. Observe that $\varphi^{\prime}$ and $\psi^{\prime}$ are contrary $\mathrm{IF}_{L}$ sentences such that $\varphi \equiv^{+} \varphi^{\prime}$ and $\psi \equiv^{+} \psi^{\prime}$. Also note that $\varphi^{\prime}$ and $\psi^{\prime}$ are never false because Eloise can always choose the disjunct $\varphi_{\mathrm{MP}}$.

By the separation theorem for IF logic (Theorem 5.56), there is an $\mathrm{FO}_{L}$ sentence $\theta$ such that $\varphi^{\prime} \models^{+} \theta_{\mathrm{IF}}$ and $\psi^{\prime} \models^{+} \neg \theta_{\mathrm{IF}}$. The $\mathrm{IF}_{L}$ sentence $\chi$ we are looking for is $\varphi^{\prime} \wedge\left(\neg \psi^{\prime} \vee \theta_{\text {IF }}\right)$. Observe that $\neg \chi$ is $\neg \varphi^{\prime} \vee\left(\psi^{\prime} \wedge \neg \theta_{\text {IF }}\right)$
by definition. Furthermore,

$$
\chi \equiv^{+} \varphi^{\prime} \wedge \theta_{\mathrm{IF}} \equiv^{+} \varphi^{\prime} \equiv^{+} \varphi
$$

because $\neg \psi^{\prime}$ is never true, while

$$
\neg \chi \equiv^{+} \psi^{\prime} \wedge \neg \theta_{\mathrm{IF}} \equiv^{+} \psi^{\prime} \equiv^{+} \psi
$$

because $\neg \varphi^{\prime}$ is never true.
Theorem 5.57 shows that knowing the class of structures in which an IF sentence is true reveals nothing about the class of structures in which it is false (beyond the fact that the two classes are disjoint).

### 5.4.4 Determinacy

Definition 5.58 An IF sentence $\varphi$ is determined in a structure $\mathbb{M}$ if it is either true or false in $\mathbb{M}$. Otherwise $\varphi$ is undetermined in $\mathbb{M}$. We say that $\varphi$ is determined if it is determined in all suitable structures. $\dashv$

Proposition 5.59 (Väänänen [66, Corollary 6.10]) If $\varphi$ is a determined IF sentence, then there is a first-order sentence $\theta$ such that $\varphi$ is equivalent to $\theta_{\text {IF }}$.

Proof The IF sentences $\varphi$ and $\neg \varphi$ are contrary, so by the separation theorem for IF logic (Theorem 5.56) there is a first-order sentence $\theta$ such that $\varphi \models^{+} \theta_{\text {IF }}$ and $\varphi \models^{-} \theta_{\text {IF }}$. If $\varphi$ is determined, then $\theta_{\text {IF }} \models^{+} \varphi$ because

$$
\begin{array}{lll}
\mathbb{M} \not \models^{+} \theta_{\mathrm{IF}} & \text { implies } \mathbb{M} \not \not ㇒ ⿻^{-} \theta_{\mathrm{IF}} \\
& \text { implies } & \mathbb{M} \not \vDash^{-} \varphi \\
& \text { implies } & \mathbb{M} \models^{+} \varphi
\end{array}
$$

and a similar argument shows that $\theta_{\text {IF }} \models^{-} \varphi$.
Thus, an IF sentence that is not equivalent to a first-order sentence must be undetermined in some structure. It might also be interesting to know in which structure. It turns out that for certain IF sentences, this question can be given a more specific answer.

Theorem 5.60 (Väänänen [65]) Let $\varphi$ be an $\mathrm{IF}_{L}$ sentence, and let $\mathbb{M}$ be an infinite L-structure. Suppose that for every L-structure $\mathbb{M}^{\prime}$ we have

$$
\mathbb{M}^{\prime} \models^{+} \varphi \quad \text { iff } \quad \mathbb{M} \not \not \mathbb{M}^{\prime}
$$

Then $\varphi$ is undetermined in exactly the structures isomorphic to $\mathbb{M}$.

Proof If $\mathbb{M} \not \not \mathbb{M}^{\prime}$, then $\mathbb{M}^{\prime}=^{+} \varphi$, and thus $\varphi$ is determined in $\mathbb{M}^{\prime}$.
Conversely, if $\mathbb{M} \cong \mathbb{M}^{\prime}$, then $\mathbb{M}^{\prime} \not \vDash^{+} \varphi$. Suppose for the sake of a contradiction that $\mathbb{M}^{\prime} \models^{-} \varphi$. Then $\mathbb{M}^{\prime} \models^{+} \neg \varphi$. Given that $\mathbb{M} \cong \mathbb{M}^{\prime}$ and $\mathbb{M}$ is infinite, $\mathbb{M}^{\prime}$ must be infinite too. By the Löwenheim-Skolem theorem, there is a strictly larger structure $\mathbb{M}^{\prime \prime}$ such that $\mathbb{M}^{\prime \prime} \models^{+} \neg \varphi$. Whence $\mathbb{M} \not \not \mathbb{M}^{\prime \prime}$ and thus $\mathbb{M}^{\prime \prime} \models^{+} \varphi$, which is impossible. $\dashv$

To conclude the chapter, we consider an application of Theorem 5.60 to (Peano) arithmetic. The vocabulary $L=\{0, S\}$ of arithmetic consists of a constant symbol 0 and a unary function symbol $S$. In any model, the interpretation of the constant symbol 0 is called zero, and the interpretation of the function symbol $S$ is called the successor function. The axioms of Peano arithmetic are meant to define what it means to be a natural number.

PA1. $\forall x(S(x) \neq 0)$.
PA2. $\forall x \forall y(S(x)=S(y) \rightarrow x=y)$.
PA3. $\forall X[(X(0) \wedge \forall x[X(x) \rightarrow X(S(x))]) \rightarrow \forall y X(y)]$.
The first axiom asserts that zero is not the successor of any number. The second axiom asserts that the successor function is injective. Thus any model of the axioms must contain an infinite set of numbers

$$
\{0, S(0), S(S(0)), \ldots\} .
$$

The third axiom is called the induction axiom. It asserts that any set of natural numbers that includes zero and is closed under the successor function contains every natural number. Notice that the induction axiom is a second-order sentence because the variable $X$ ranges over sets of natural numbers. We will discuss second-order logic in the next chapter.

Up to isomorphism, there is only one model of the Peano axioms, which is denoted $\mathbb{N}$.

Theorem 5.61 (Dedekind [15]) Any two models of Peano arithmetic are isomorphic.

Example 5.62 Consider the IF sentence $\varphi$ :

$$
\forall x \exists y \forall u(\exists v /\{x, y\})(\exists w /\{x, y, u, v\})\left(\varphi_{1} \wedge \varphi_{2} \wedge \varphi_{3} \wedge \varphi_{4}\right),
$$

where

$$
\begin{array}{ll}
\varphi_{1} & \text { is } \quad x=u \rightarrow y=v \\
\varphi_{2} & \text { is } \quad x=0 \rightarrow y=0 \\
\varphi_{3} & \text { is } \quad(y=0 \wedge u=S(x)) \rightarrow v=0 \\
\varphi_{4} & \text { is } \quad y=0 \rightarrow x \neq w
\end{array}
$$

The Skolem form of $\varphi$ is

$$
\begin{aligned}
\forall x \forall u[ & (x=u \rightarrow f(x)=g(u)) \wedge(x=0 \rightarrow f(x)=0) \\
& \wedge(f(x)=0 \wedge u=S(x)) \rightarrow g(u)=0 \\
& \wedge f(x)=0 \rightarrow x \neq c]
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
& \forall x[f(0)=0 \\
& \qquad \begin{array}{l} 
\\
\\
\qquad f(x)=0 \rightarrow f(S(x))=0 \\
\\
\wedge f(x)=0 \rightarrow x \neq c]
\end{array} .
\end{aligned}
$$

Thus $\mathbb{M} \models^{+} \varphi$ if and only if there is an expansion of $\mathbb{M}$ with a unary function for which the preimage of $0^{\mathbb{M}}$ includes $0^{\mathbb{M}}$ and is closed under $S^{\mathbb{M}}$, but is not the entire universe. In other words, $\varphi$ is truth equivalent to the (contradictory) negation of PA3.

Let $\theta$ be the IF sentence

$$
\exists x(S(x)=0) \vee \exists x \exists y(x \neq y \wedge S(x)=S(y)) \vee \varphi
$$

Then for any $\{0, S\}$-structure $\mathbb{M}$ we have

$$
\mathbb{M} \models^{+} \theta \quad \text { iff } \quad \mathbb{M} \not \equiv \mathbb{N}
$$

By Theorem 5.60, the sentence $\theta$ is undetermined in exactly those $\{0, S\}$ structures that are isomorphic to $\mathbb{N}$.

## 6

## Expressive power of IF logic

In this chapter, we compare the expressivity of IF logic to that of other logical systems such as first-order logic and second-order logic. We will show that IF logic is a conservative extension of first-order logic in the sense that every property expressible by a first-order sentence can be expressed by an IF sentence. Furthermore, there is a class of structures defined by an IF sentence that is not first-order definable, which shows that IF logic is strictly more expressive than first-order logic. In fact, IF logic has exactly the same expressive power as the existential fragment of second-order logic.

At the end of the chapter we consider a fragment of IF logic. We will show that the fragment of IF logic consisting of sentences whose semantic games have perfect recall has the same expressive power as first-order logic.

### 6.1 Definability

One of the primary functions of a formal language is to enable us to express interesting properties. For example, the property of having two elements is captured by the first-order sentence

$$
\exists x \exists y[x \neq y \wedge \forall z(x=z \vee y=z)]
$$

because the sentence is true in every structure with two elements, and no others.

Definition 6.1 Let $L$ be a vocabulary. A class $\mathbf{K}$ of $L$-structures is defined by an $\mathrm{FO}_{L}$ sentence $\varphi$ if for every $L$-structure $\mathbb{M}$,

$$
\mathbb{M} \in \mathbf{K} \quad \text { iff } \quad \mathbb{M} \models \varphi
$$

A class of $L$-structures is first-order definable (or elementary) if it is defined by an $\mathrm{FO}_{L}$ sentence.

Definition 6.2 A class $\mathbf{K}$ of $L$-structures is defined by an $\mathrm{IF}_{L}$ sentence $\varphi$ if for every $L$-structure $\mathbb{M}$,

$$
\mathbb{M} \in \mathbf{K} \quad \text { iff } \quad \mathbb{M} \models^{+} \varphi
$$

A class of $L$-structures is IF definable if it is defined by an $\mathrm{IF}_{L}$ sentence. A pair $\left(\mathbf{K}^{+}, \mathbf{K}^{-}\right)$of classes of $L$-structures is IF definable if there is an $\mathrm{IF}_{L}$ sentence $\varphi$ such that for every $L$-structure $\mathbb{M}$ we have $\mathbb{M} \in \mathbf{K}^{+}$if and only if $\mathbb{M} \models^{+} \varphi$, and $\mathbb{M} \in \mathbf{K}^{-}$if and only if $\mathbb{M} \models^{-} \varphi$.

Recall that every first-order formula $\varphi$ can be viewed as a shorthand for an IF formula $\varphi_{\mathrm{IF}}$ in which every slash set is empty. The only difference between the semantic game for $\varphi$ and the semantic game for $\varphi_{\mathrm{IF}}$ is the addition of the indistinguishability relations $\sim_{\exists}$ and $\sim_{\forall}$. Since no information is hidden from the players, however, the indistinguishability relations have no effect.

Theorem 6.3 Let $\varphi$ be an $\mathrm{FO}_{L}$ formula, and let $\varphi_{\mathrm{IF}}$ be the $\mathrm{IF}_{L}$ formula for which $\varphi$ is a shorthand. Then for any suitable structure $\mathbb{M}$ and any assignment $s$ whose domain contains $\operatorname{Free}(\varphi)=\operatorname{Free}\left(\varphi_{\mathrm{IF}}\right)$,

$$
\mathbb{M}, s \models \varphi \quad \text { iff } \quad \mathbb{M}, s=^{+} \varphi_{\mathrm{IF}}
$$

If $\varphi$ is a first-order sentence,

$$
\mathbb{M} \models \varphi \quad \text { iff } \quad \mathbb{M} \models^{+} \varphi_{\mathrm{IF}}
$$

Proof By definition, any winning strategy for $G\left(\mathbb{M}, s, \varphi_{\mathrm{IF}}\right)$ is also a winning strategy for $G(\mathbb{M}, s, \varphi)$. Conversely, since every slash set in $\varphi_{\mathrm{IF}}$ is empty, two histories of $G\left(\mathbb{M}, s, \varphi_{\mathrm{IF}}\right)$ that lead to the same subformula are indistinguishable if and only if they induce identical assignments. By Proposition 3.15, if Eloise has a winning strategy for $G(\mathbb{M}, s, \varphi)$, then she has a memoryless winning strategy for $G(\mathbb{M}, s, \varphi)$, which is also a winning strategy for $G\left(\mathbb{M}, s, \varphi_{\mathrm{IF}}\right)$.

If $\varphi$ is a sentence, then $\mathbb{M} \models \varphi$ if and only if $\mathbb{M}, \varnothing \models \varphi$ if and only if $\mathbb{M},\{\varnothing\} \models^{+} \varphi_{\mathrm{IF}}$ if and only if $\mathbb{M} \models^{+} \varphi_{\mathrm{IF}}$.

Corollary 6.4 Every elementary class of structures is IF definable.
The converse of Corollary 6.4 does not hold. In Chapter 4, we exhibited an IF sentence $\varphi_{\infty}$ that defines the class of structure with infinite universes (see Example 4.14). However, the class of infinite structures
is not first-order definable, which shows that IF logic is strictly more expressive than first-order logic.

### 6.2 Second-order logic

One of the features of first-order logic that limits its expressive power is the fact that first-order quantifiers range over individuals, but not functions or relations. In order to quantify over functions and relations, we must ascend to second-order logic.

The syntax of second-order logic has two new sorts of variables: relation variables and function variables (collectively known as second-order variables). Like relation symbols and function symbols, each secondorder variable comes with a specified arity. We assume that there are infinitely many relation and function variables of each arity. To distinguish ordinary first-order variables from relation variables and function variables, we will sometimes refer to them as individual variables.

The rules for generating second-order formulas and terms are the same as for first-order logic, plus additional rules for second-order variables.

Definition 6.5 Let $L$ be a vocabulary. The set of second-order $L$-terms is generated by the finite application of the following rules:

- Every individual variable is a second-order $L$-term.
- Every constant symbol in $L$ is a second-order $L$-term.
- If $f$ is an $n$-ary function symbol in $L$ and $t_{1}, \ldots, t_{n}$ are second-order $L$-terms, then $f\left(t_{1}, \ldots, t_{n}\right)$ is a second-order $L$-term.
- If $F$ is an $n$-ary function variable and $t_{1}, \ldots, t_{n}$ are second-order $L$ terms, then $F\left(t_{1}, \ldots, t_{n}\right)$ is a second-order $L$-term.

Relation symbols can be combined with terms to form (atomic) formulas. Formulas can be combined with logical connectives and quantifiers to form (compound) formulas.

Definition 6.6 The second-order language generated by the vocabulary $L$, denoted $\mathrm{SO}_{L}$, is generated by the finite application of the following rules:

- If $t_{1}$ and $t_{2}$ are second-order $L$-terms, then $\left(t_{1}=t_{2}\right) \in \mathrm{SO}_{L}$.
- If $R$ is an $n$-ary relation symbol in $L$ and $t_{1}, \ldots, t_{n}$ are second-order $L$-terms, then $R\left(t_{1}, \ldots, t_{n}\right) \in \mathrm{SO}_{L}$.
- If $X$ is an $n$-ary relation variable and $t_{1}, \ldots, t_{n}$ are second-order $L$ terms, then $X\left(t_{1}, \ldots, t_{n}\right) \in \mathrm{SO}_{L}$.
- If $\Phi \in \mathrm{SO}_{L}$, then $\neg \Phi \in \mathrm{SO}_{L}$.
- If $\Phi, \Phi^{\prime} \in \mathrm{SO}_{L}$, then $\left(\Phi \vee \Phi^{\prime}\right) \in \mathrm{SO}_{L}$ and $\left(\Phi \wedge \Phi^{\prime}\right) \in \mathrm{SO}_{L}$.
- If $\Phi \in \mathrm{SO}_{L}$ and $x$ is an individual variable, then $\exists x \Phi \in \mathrm{SO}_{L}$ and $\forall x \Phi \in \mathrm{SO}_{L}$.
- If $\Phi \in \mathrm{SO}_{L}$ and $X$ is a relation variable, then $\exists X \Phi \in \mathrm{SO}_{L}$ and $\forall X \Phi \in \mathrm{SO}_{L}$.
- If $\Phi \in \mathrm{SO}_{L}$ and $F$ is a function variable, then $\exists F \Phi \in \mathrm{SO}_{L}$ and $\forall F \Phi \in \mathrm{SO}_{L}$.

The elements of $\mathrm{SO}_{L}$ are called $\mathrm{SO}_{L}$ formulas. A second-order formula is an $\mathrm{SO}_{L}$ formula for some vocabulary $L$. As usual, when the vocabulary is irrelevant or clear from context we will not mention it explicitly.

An occurrence of a variable in a second-order formula is free if it is not bound by a quantifier of the appropriate type. If $\Phi$ is an atomic second-order formula, all its variables are free. For compound secondorder formulas, we apply the clauses from Definition 3.5, plus:

$$
\begin{aligned}
\operatorname{Free}(Q X \Phi) & =\operatorname{Free}(\Phi)-\{X\} \\
\operatorname{Free}(Q F \Phi) & =\operatorname{Free}(\Phi)-\{F\}
\end{aligned}
$$

where $X$ is a relation variable, and $F$ is a function variable.
The semantics of second-order logic is similar to that of first-order logic, except that a second-order assignment assigns values to three sorts of variables. The value of an individual variable must be an element of the universe, the value of an $n$-ary relation variable must be an $n$-ary relation on the universe, and the value of an $n$-ary function variable must be an $n$-ary function from the universe to itself.

Definition 6.7 Let $\Phi$ be a second-order formula, $\mathbb{M}$ a suitable structure, and $s$ a second-order assignment. If $X$ is an $n$-ary relation variable,

$$
\begin{aligned}
& \mathbb{M}, s \models \exists X \Phi \quad \text { iff } \quad \mathbb{M}, s(X / R) \models \Phi, \text { for some } R \subseteq M^{n} \\
& \mathbb{M}, s \models \forall X \Phi \quad \text { iff } \quad \mathbb{M}, s(X / R) \models \Phi, \text { for every } R \subseteq M^{n}
\end{aligned}
$$

If $f$ is an $n$-ary function variable,

$$
\begin{aligned}
& \mathbb{M}, s=\exists F \Phi \quad \text { iff } \quad \mathbb{M}, s(F / f)=\Phi, \text { for some } f: M^{n} \rightarrow M \\
& \mathbb{M}, s=\forall F \Phi \quad \text { iff } \quad \mathbb{M}, s(F / f) \models \Phi, \text { for every } f: M^{n} \rightarrow M
\end{aligned}
$$

An $n$-ary function can be considered as an $(n+1)$-ary relation with the property that whenever the first $n$ coordinates of any two $(n+1)$ tuples in the relation agree, their final coordinates also agree. Conversely, an $n$-ary relation $R$ can be defined in terms of an $n$-ary function $f$ by choosing a special element of the universe $c$, and defining

$$
\left(x_{1}, \ldots, x_{n}\right) \in R \quad \text { iff } \quad f\left(x_{1}, \ldots, x_{n}\right)=c .
$$

These considerations allow us to restrict our attention to a single kind of second-order variable. For our purposes, it will be useful to focus on function variables, and ignore relation variables.

We saw in Chapter 3 that if a first-order sentence $\varphi$ is true in a model, then the Skolemization of $\varphi$ is true in an expansion of the model. In Chapter 3, we extended the Skolemization procedure for first-order logic to IF logic. By using function variables instead of function symbols, we can define a second-order Skolemization procedure for IF logic that will allow us to identify second-order truth and falsity conditions for any IF sentence.

Definition 6.8 Let $\varphi$ be an IF formula, and let $U$ be a finite set of variables containing Free $(\varphi)$. The second-order Skolem form (or secondorder Skolemization) of $\psi \in \operatorname{Subf}(\varphi)$ with variables in $U$ is defined exactly like the first-order Skolem form of $\psi$ (Definition 4.9), except that each fresh function symbol $f_{(\exists x / W) \psi}$ is replaced by a corresponding function variable $F_{(\exists x / W) \psi}$. The second-order Kreisel form (or second-order Kreiselization) of $\psi$ is defined analogously (see Definition 4.17). $\quad$

We will be a bit lax in our notation by allowing $\mathrm{Sk}_{U}(\psi)$ to denote either the first-order or the second-order Skolem form of $\psi$, depending on the context. Likewise, for $\operatorname{Kr}_{U}(\psi)$.

Definition 6.9 For any IF sentence $\varphi$, let $\varphi^{+}$denote the second-order formula

$$
\exists F_{1} \ldots \exists F_{m} \operatorname{Sk}(\varphi),
$$

where $F_{1}, \ldots, F_{m}$ are the free function variables $\operatorname{in} \operatorname{Sk}(\varphi)$. Dually, let $\varphi^{-}$ denote

$$
\exists G_{1} \ldots \exists G_{n} \operatorname{Kr}(\varphi),
$$

where $G_{1}, \ldots, G_{n}$ are the free function variables in $\operatorname{Kr}(\varphi)$.
For example, if $\varphi_{\infty}$ is the IF sentence from Example 4.14, then $\varphi_{\infty}^{+}$is

$$
\exists C \exists F \exists G \forall x[G(F(x))=x \wedge F(x) \neq C],
$$

which asserts that there exists an injection from the universe to itself whose range is not the entire universe, i.e., that the universe is (Dedekind) infinite. One can check that $\varphi_{\infty}^{-}$is

$$
\exists F \forall w \forall y \forall z[z=F(w) \wedge y \neq w],
$$

which is tautologically false.
Theorem 6.10 Let $\varphi$ be an IF sentence and $\mathbb{M}$ a suitable structure. Then $\mathbb{M} \models^{ \pm} \varphi$ if and only if $\mathbb{M} \mid=\varphi^{ \pm}$.

Proof $\mathbb{M}=^{+} \varphi$ if and only if there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary $L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\exists}(\varphi)\right\}$ such that $\mathbb{M}^{*} \models \operatorname{Sk}(\varphi)$, and such an expansion exists if and only if $\mathbb{M} \models \varphi^{+}$.

Dually, $\mathbb{M} \models^{-} \varphi$ if and only if there is an expansion $\mathbb{M}^{*}$ of $\mathbb{M}$ to the vocabulary $L^{*}=L \cup\left\{f_{\psi}: \psi \in \operatorname{Subf}_{\forall}(\varphi)\right\}$ such that $\mathbb{M}^{*} \models \operatorname{Kr}(\varphi)$, and such an expansion exists if and only if $\mathbb{M} \models \varphi^{-}$.

Thus we are justified in calling $\varphi^{+}$the second-order truth condition of $\varphi$, and $\varphi^{-}$the second-order falsity condition of $\varphi$.

### 6.3 Existential second-order logic

By definition, $\varphi^{+}$and $\varphi^{-}$consist of a block of existential second-order quantifiers followed by a second-order formula that does not contain any second-order quantifiers. Second-order formulas in which all secondorder quantifiers are existential and appear at the front of the formula are called existential second-order formulas. The class of existential secondorder formulas is denoted $\Sigma_{1}^{1}$ because of its position in the second-order quantifier-alternation hierarchy.

Definition 6.11 A second-order formula belongs to the class $\Sigma_{0}^{1}=$ $\Pi_{0}^{1}$ if it does not have any second-order quantifiers. It belongs to the class $\Sigma_{n+1}^{1}$ if it consists of a block of existential second-order quantifiers followed by a $\Pi_{n}^{1}$ formula, and to the class $\Pi_{n+1}^{1}$ if it consists of a block of universal second-order quantifiers followed by a $\Sigma_{n}^{1}$ formula.

Theorem 6.10 shows that every IF sentence has a $\Sigma_{1}^{1}$ truth condition and a $\Sigma_{1}^{1}$ falsity condition. The converse holds as well. Working in the context of branching quantifiers, Enderton [19] and Walkoe [67] independently proved that every $\Sigma_{1}^{1}$ sentence is equivalent to the second-order truth condition of an IF sentence. Furthermore, for every pair $\left(\Phi^{+}, \Phi^{-}\right)$
of contrary $\Sigma_{1}^{1}$ sentences there is an IF sentence $\varphi$ such that $\varphi^{+}$is equivalent to $\Phi^{+}$, and $\varphi^{-}$is equivalent to $\Phi^{-}[8]$.

Enderton and Walkoe's result depends on the fact that every $\Sigma_{1}^{1}$ sentence is equivalent to a $\Sigma_{1}^{1}$ sentence with a specific form. First of all, we want the sentence to be in prenex normal form and free of first-order existential quantifiers.

Definition 6.12 A $\Sigma_{1}^{1}$ formula is in Skolem normal form if it has the form

$$
\exists F_{1} \ldots \exists F_{n} \forall x_{1} \ldots \forall x_{m} \Psi
$$

where $F_{1}, \ldots, F_{n}$ are function variables, $x_{1}, \ldots, x_{m}$ are individual variables, and $\Psi$ is quantifier free.

Skolem [55] proved that every $\Sigma_{1}^{1}$ formula is equivalent to a formula in Skolem normal form. ${ }^{1}$ The $\Sigma_{0}^{1}$ part of a $\Sigma_{1}^{1}$ sentence in Skolem normal form looks suspiciously like the second-order Skolem form of an IF sentence. However, the second-order Skolemization of an IF sentence cannot have second-order terms like $F(x, x, y)$ in which the same variable occurs as an argument multiple times. Nor can it have terms in which the same function variable occurs with different arguments, such as $F(x, y, z)$ and $F(z, y, x)$. If $\Psi$ satisfies the further requirement that there are no secondorder terms with nested function variables, e.g., $F(x, y, G(u, v))$, then we can find an IF sentence $\varphi$ such that $\operatorname{Sk}(\varphi)$ is equivalent to $\forall x_{1} \ldots \forall x_{m} \Psi$.

Proposition 6.13 Let $\Phi$ be a $\Sigma_{0}^{1}$ formula of the form $\forall x_{1} \ldots \forall x_{m} \Psi$, where $\Psi$ is a quantifier-free formula in negation normal form whose free individual variables are among $x_{1}, \ldots, x_{m}$. If for every second-order term $F\left(t_{1}, \ldots, t_{k}\right)$ in $\Psi$,
(1) $\left\{t_{1}, \ldots, t_{k}\right\} \subseteq\left\{x_{1}, \ldots, x_{m}\right\}$,
(2) the terms $t_{1}, \ldots, t_{k}$ are distinct,
(3) for every second-order term $F^{\prime}\left(t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right)$ in $\Psi, F=F^{\prime}$ implies that $t_{i}=t_{i}^{\prime}$ for all $1 \leq i \leq k$,
then $\Phi$ is equivalent to the second-order Skolemization of an IF sentence, modulo renaming of function variables.

Proof Suppose $\Psi$ satisfies conditions (1)-(3). We will construct an IF sentence $\varphi$ whose second-order Skolem form is equivalent to $\Phi$ modulo renaming function variables. Let $\varphi_{0}$ be $\Phi$, and let $\psi_{0}$ be $\Psi$. Apply the following routine, starting from $i=0$ :

[^11]- If $F\left(t_{1}, \ldots, t_{k}\right)$ is the left-most second-order term in $\varphi_{i}$ :

$$
\forall x_{1} \ldots \forall x_{m}\left(\exists y_{1} / W_{1}\right) \ldots\left(\exists y_{i} / W_{i}\right) \psi_{i}
$$

replace every instance of $F\left(t_{1}, \ldots, t_{k}\right)$ with a fresh individual variable $y_{i+1}$ that is bound to an existential quantifier $\left(\exists y_{i+1} / W_{i+1}\right)$, obtaining the formula $\varphi_{i+1}$ :

$$
\forall x_{1} \ldots \forall x_{m}\left(\exists y_{1} / W_{1}\right) \ldots\left(\exists y_{i} / W_{i}\right)\left(\exists y_{i+1} / W_{i+1}\right) \psi_{i+1}
$$

where $W_{i+1}=\left\{x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{i}\right\}-\left\{t_{1}, \ldots, t_{k}\right\}$, and $\psi_{i+1}$ is the quantifier-free formula such that $\psi_{i}$ is

$$
\operatorname{Subst}\left(\psi_{i+1}, y_{i+1}, F\left(t_{1}, \ldots, t_{k}\right)\right)
$$

By condition (3) every occurence of a given function variable $F$ appears with the same arguments $t_{1}, \ldots, t_{k}$. Therefore $\psi_{i+1}$ has no occurrences of $F$. Thus we create a sequence $\varphi_{0}, \ldots, \varphi_{n}$ of formulas, each with fewer function variables than the last. The formula $\varphi_{n}$ contains no function variables; hence it is the desired IF formula $\varphi$. Since all the individual variables $x_{1}, \ldots, x_{m}$ were bound in the original formula, and each of the new variables $y_{1}, \ldots, y_{n}$ is bound by a new existential quantifier, we conclude that $\varphi$ is an IF sentence.

We show by induction that for every $0 \leq i \leq n$, the second-order Skolemization of $\varphi_{i}$ is equivalent to $\Phi$ modulo renaming function variables. The base case is easy because $\varphi_{0}$ is $\Phi$ by definition, and $\varphi_{0}$ is $\operatorname{Sk}\left(\varphi_{0}\right)$ because $\varphi_{0}$ contains no existential quantifiers. For the inductive case, suppose $\operatorname{Sk}\left(\varphi_{i}\right)$ is equivalent to $\Phi$ modulo renaming function variables. If we can show that $\psi_{i}$ is equivalent to

$$
\mathrm{Sk}_{\left\{x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{i}\right\}}\left(\left(\exists y_{i+1} / W_{i+1}\right) \psi_{i+1}\right)
$$

modulo renaming function variables, then certainly $\operatorname{Sk}\left(\varphi_{i}\right)$ is equivalent to $\operatorname{Sk}\left(\varphi_{i+1}\right)$, and we are done. Observe that

$$
\left\{x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{i}\right\}-W_{i+1}=\left\{t_{1}, \ldots, t_{k}\right\}
$$

Hence $\operatorname{Sk}_{\left\{x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{i}\right\}}\left(\left(\exists y_{i+1} / W_{i+1}\right) \psi_{i+1}\right)$ is

$$
\operatorname{Subst}\left(\psi_{i+1}, y_{i+1}, F_{\left(\exists y_{i+1} / W_{i+1}\right) \psi_{i+1}}\left(t_{1}, \ldots, t_{k}\right)\right),
$$

which is equivalent to $\psi_{i}$ modulo renaming function variables.
Example 6.14 Consider the $\Sigma_{0}^{1}$ formula

$$
\forall x \forall y R(x, F(x), y, G(y))
$$

Two iterations of the routine in the proof of Proposition 6.13 convert this formula into an IF sentence. First, we remove the second-order term $F(x)$ to obtain

$$
\forall x \forall y(\exists v /\{y\}) R(x, v, y, G(y)) .
$$

Next we remove $G(y)$ :

$$
\forall x \forall y(\exists v /\{y\})(\exists w /\{x, v\}) R(x, v, y, w) .
$$

We leave it as an exercise to check that Skolemizing the above formula yields the original formula.

Example 6.15 Not every IF sentence has a second-order Skolem form that satisfies the conditions of Proposition 6.13. For instance, the formula

$$
\forall x \forall y P(G(F(x)))
$$

does not meet condition (1), even though it is the Skolemization of

$$
\forall x \forall y(\exists z /\{y\})(\exists u /\{x, y\}) P(u) .
$$

The proof of the following theorem hinges on the fact that every $\Sigma_{0}^{1}$ formula can be massaged into an equivalent $\Sigma_{0}^{1}$ formula that does satisfy the conditions of Proposition 6.13.

Theorem 6.16 (Enderton [19] and Walkoe [67]) For every $\Sigma_{1}^{1}$ sentence $\Phi$ there is an IF sentence $\varphi$ in the same vocabulary such that for every structure $\mathbb{M}$,

$$
\mathbb{M} \models \Phi \quad \text { iff } \quad \mathbb{M} \models^{+} \varphi .
$$

Proof Let $\Phi$ be a $\Sigma_{1}^{1}$ sentence, which we may assume is of the form

$$
\exists F_{1} \ldots \exists F_{n} \forall x_{1} \ldots \forall x_{m} \Psi
$$

where $\Psi$ is quantifier free. For each of the three conditions, we present an equivalent pair of $\Sigma_{0}^{1}$ formulas, so that by iteratively replacing the one by the other we obtain a formula that meets the condition at hand. The proof steps closely follow the proof of Theorem 6.15 from [66].

Condition (1). Let $R\left(t_{1}, \ldots, t_{k}\right)$ be an atomic subformula of $\Psi$ such that $t_{i}=F\left(t_{1}^{\prime}, \ldots, t_{\ell}^{\prime}\right)$ and $t_{j}^{\prime}$ is a compound second-order term, for some $1 \leq i \leq k$ and $1 \leq j \leq \ell$. Let $y$ be an individual variable that does not appear in $\Psi$. Then $R\left(t_{1}, \ldots, t_{k}\right)$ is equivalent to

$$
\begin{aligned}
& \forall y\left[y=t_{j}^{\prime} \rightarrow\right. \\
& \left.\quad R\left(t_{1}, \ldots, t_{i-1}, F\left(t_{1}^{\prime}, \ldots, t_{j-1}^{\prime}, y, t_{j+1}^{\prime}, \ldots, t_{\ell}^{\prime}\right), t_{i+1}, \ldots, t_{k}\right)\right]
\end{aligned}
$$

Thus we may assume that every second-order term in $\Psi$ has the form $F\left(y_{1}, \ldots, y_{\ell}\right)$ where each $y_{j}$ is an individual variable.

Condition (2). Let $R\left(t_{1}, \ldots, t_{k}\right)$ be an atomic subformula of $\Psi$ such that $t_{i}=F\left(y_{1}, \ldots, y_{\ell}\right)$ is a second-order term in which the same variable occurs twice, say $y_{j}$ and $y_{j^{\prime}}$. Let $z$ be an individual variable that does not appear in $\Psi$. Then $R\left(t_{1}, \ldots, t_{k}\right)$ is equivalent to

$$
\begin{aligned}
& \forall z\left[z=y_{j} \rightarrow\right. \\
& \left.\quad R\left(t_{1}, \ldots, t_{i-1}, F\left(y_{1}, \ldots, y_{j-1}, z, y_{j+1}, \ldots, y_{\ell}\right), t_{i+1}, \ldots, t_{k}\right)\right] .
\end{aligned}
$$

Thus we may assume that the arguments of any second-order term $F\left(y_{1}, \ldots, y_{\ell}\right)$ that occurs in $\Psi$ are all distinct variables.

Condition (3). Let $F\left(y_{1}, \ldots, y_{k}\right)$ and $F\left(z_{1}, \ldots, z_{k}\right)$ be second-order terms in $\Psi$ that have the same function variable but different arguments, that is, for some $1 \leq i \leq k$, the individual variables $y_{i}$ and $z_{i}$ are not the same. Suppose that $\left\{y_{1}, \ldots, y_{k}\right\} \cap\left\{z_{1}, \ldots, z_{k}\right\}=\varnothing$. If this is not the case replace the variables in the intersection using the method for condition (2). Let $F^{\prime}$ be a $k$-ary function variable that does not appear in $\Phi$. We replace $F$ by $F^{\prime}$ in the second term, using the equivalence between $\forall x_{1} \ldots \forall x_{m} \theta$ and

$$
\begin{aligned}
& \exists F^{\prime} \forall x_{1} \ldots \forall x_{m}\left[\left(\left(y_{1}=z_{1} \wedge \ldots \wedge y_{k}=z_{k}\right) \rightarrow\right.\right. \\
& \left.\left.\quad F\left(y_{1}, \ldots, y_{k}\right)=F^{\prime}\left(z_{1}, \ldots, z_{k}\right)\right) \wedge \theta^{\prime}\right]
\end{aligned}
$$

where $\theta^{\prime}$ is the result of replacing $F\left(z_{1}, \ldots, z_{k}\right)$ for $F^{\prime}\left(z_{1}, \ldots, z_{k}\right)$ in $\theta$ wherever it appears. Thus we may assume that a given function variable $F$ always appears with the same sequence of arguments.

Each modification preserves the earlier conditions. Thus $\Phi$ is equivalent to a $\Sigma_{1}^{1}$ sentence $\exists F_{1} \ldots \exists F_{n^{\prime}} \forall x_{1} \ldots, x_{m^{\prime}} \Psi^{\prime}$, where $\Psi^{\prime}$ satisfies conditions (1)-(3). By Proposition 6.13, there is an IF sentence $\varphi$ such that $\forall x_{1} \ldots, x_{m^{\prime}} \Psi^{\prime}$ is equivalent to $\operatorname{Sk}(\varphi)$, hence $\Phi$ is equivalent to $\varphi^{+}$. $\dashv$

Example 6.17 Consider the $\Sigma_{1}^{1}$ formula

$$
\exists F \forall x[x=F(F(x)) \wedge x \neq F(x)],
$$

which expresses evenness on finite structures (see Example 4.15). To meet condition (1), we replace the term $F(x)$ in $F(F(x))$ by the new variable $y$ :

$$
\exists F \forall x \forall y[y=F(x) \rightarrow(x=F(y) \wedge x \neq F(x))] .
$$

The resulting sentence violates condition (3) because the terms $F(x)$ and $F(y)$ have the same function variable but distinct arguments. Replacing the function variable in $F(y)$ with a new function variable $G$ yields:

$$
\begin{aligned}
\exists F \exists G \forall x \forall y[(x=y & \rightarrow F(x)=G(y)) \\
& \wedge(y=F(x) \rightarrow(x=G(y) \wedge x \neq F(x)))]
\end{aligned}
$$

which is the second-order truth condition for

$$
\begin{aligned}
\forall x \forall y(\exists u /\{y\})(\exists v /\{x, u\})[(x=y & \rightarrow u=v) \\
& \wedge(y=u \rightarrow(x=v \wedge x \neq u))] .
\end{aligned}
$$

Definition 6.18 A class of $L$-structures $\mathbf{K}$ is defined by a $\Sigma_{1}^{1}$ sentence $\Phi$ if for every $L$-structure $\mathbb{M}$,

$$
\mathbb{M} \in \mathbf{K} \quad \text { iff } \quad \mathbb{M} \models \Phi
$$

A class of $L$-structures is $\Sigma_{1}^{1}$ definable (or pseudo-elementary if it is defined by a $\Sigma_{1}^{1}$ sentence.

Every elementary class is pseudo-elementary, but not vice versa. For example, the class of infinite structures is pseudo-elementary, but it is not elementary. It follows immediately from Theorem 6.16 that every pseudo-elementary class is IF definable.

By combining the compactness theorem for IF logic with Theorem 6.16 , one can show that the class of finite structures is not pseudoelementary. Thus the complement of a pseudo-elementary class is not necessarily pseudo-elementary, which implies that neither IF logic nor existential second-order logic is closed under contradictory negation.

Moreover, the orthogonality of the truth and falsity "coordinates" of an IF sentence implied by Theorem 5.57 means that the game-theoretic negation, which tells Eloise and Abelard to switch roles, does not correspond to any operation on classes of models.

Theorem 6.19 (Burgess [8]) Excluding one-element structures, every pair of disjoint, pseudo-elementary classes is IF definable.

Proof Let $\mathbf{K}^{+}$and $\mathbf{K}^{-}$be pseudo-elementary classes. Then there are IF sentences $\varphi$ and $\psi$ such that $\mathbb{M} \in \mathbf{K}^{+}$if and only if $\mathbb{M} \models^{+} \varphi$, and $\mathbb{M} \in \mathbf{K}^{-}$if and only if $\mathbb{M} \models^{+} \psi$. Since $\mathbf{K}^{+}$and $\mathbf{K}^{-}$are disjoint, there is an IF sentence $\chi$ such that

$$
\mathbb{M} \in \mathbf{K}^{ \pm} \quad \text { iff } \quad \mathbb{M} \models^{ \pm} \chi
$$

### 6.4 Perfect recall

Chapters 4 and 5 have given us a sense of the streams of information that flow through IF semantic games. We have seen how information can be hidden from the players, how the players can signal information to themselves, and how adjusting slash sets allows us to rearrange quantifiers.

Many of the information patterns specifiable by IF sentences cannot be obtained with first-order sentences. In the semantic game for an IF sentence, we have the ability to hide the value of any variable from any player at any time. In this section, we will consider IF sentences whose information flows satisfy a couple of natural conditions.

Informally, a player of an extensive game has action recall if he always remembers his own moves, and has knowledge memory if he never forgets information he once knew. A player with both action recall and knowledge memory is said to have perfect recall $[35,36]$.

In extensive games with perfect recall, ignorance of an opponent's move can be ascribed to "external" factors. For instance, we can imagine that the players write each move on a separate card, which is then placed face-up or face-down on a table. In the first case, the opponents learn which move was played and remember it for the rest of the game. In the second case, the opponents do not know which move was played unless and until the card is turned face up. In games with imperfect recall, a player's ignorance may be caused by "internal" factors such as forgetfulness or limited computational resources. Games that lack perfect recall have not received much attention in the game-theoretic literature, see [45, p. 204] and [47, p. 4].

We shall define perfect recall as a syntactic property of IF sentences. It is straightforward - but somewhat tedious - to prove that under the definition given below, an IF sentence has perfect recall for a player if and only if that player has perfect recall in all the sentence's semantic games [52].

For the purpose of illustration, consider the signaling sentence

$$
\forall x \exists z(\exists y /\{x\}) x=y .
$$

It was observed by van Benthem [4] that in this sentence Eloise does not have knowledge memory because she knows the value of $x$ when she chooses the value of $z$, but not when she chooses the value of $y$. She does have action recall, because she knows the value she assigned to $z$ when she picks $y$. As another example, Eloise has knowledge memory in the
semantic game for the IF sentence

$$
\begin{equation*}
\forall x(\exists y /\{x\}) \exists z(\exists u / W) R(x, y, z, u), \tag{6.1}
\end{equation*}
$$

if and only if $W \subseteq\{z\}$ because she knows the values of $x$ and $y$ when she chooses the value of $z$. She does not have action recall if $y \in W$ or $z \in W$ because then she would have forgotten one of her own moves.

Does the observation that Eloise lacks perfect recall in certain IF sentences, such as the signaling sentence, render their games unplayable? Not necessarily. A well-known way to interpret games with imperfect recall is by regarding its players as coalitions of players whose interests are perfectly aligned. The popular card game bridge is played with four people divided into two teams. Each pair of partners must coordinate their moves, even though they are not allowed to see each other's cards. As the bidding moves around the table, each team "forgets" half of their cards. Thus the team as a whole does not have knowledge memory, even though each member does. The playability of IF games and their coalitional interpretation is discussed in $[4,28,52]$, amongst others. See also the discussion of signaling games on pages 73-74.

To avoid complications that arise when a variable is assigned a value twice, we will restrict our attention to regular IF sentences. We introduce some auxiliary notions that help us talk about the set of variables that a player has seen so far in the game. For any regular IF sentence $\varphi$ and any $\psi \in \operatorname{Subf}(\varphi)$, let $A_{\varphi}(\psi)$ denote the set of variables quantified superordinate to $\psi$. Note that if $\psi$ is of the form $(Q x / W) \psi^{\prime}$ then $x$ is not contained in $A_{\varphi}(\psi)$. Now define

$$
K_{\varphi}(\psi)= \begin{cases}A_{\varphi}(\psi) & \text { if } \psi \text { is } \chi \circ \chi^{\prime} \\ A_{\varphi}(\psi)-W & \text { if } \psi \text { is }(Q x / W) \chi\end{cases}
$$

That is, $K_{\varphi}(\psi)$ is the set of variables the active player can see in the position corresponding to $\psi$.

Definition 6.20 For a regular IF sentence $\varphi$, Eloise has

- action recall if, whenever the variable $x$ is existentially quantified superordinate to a subformula of the form $(\exists y / W) \psi$, we have

$$
x \in K_{\varphi}((\exists y / W) \psi) ;
$$

- knowledge memory if, whenever $\psi, \chi \in \operatorname{Subf}(\varphi)$ are subformulas that belong to Eloise and $\chi \in \operatorname{Subf}(\psi)$, we have $K_{\varphi}(\psi) \subseteq K_{\varphi}(\chi)$;
- perfect recall if she has both action recall and knowledge memory.

Abelard has action recall, knowledge memory, or perfect recall for $\varphi$ if the dual clauses hold.

Example 6.21 Consider the IF sentence $\varphi$ from (6.1). Let $\psi$ be the subformula

$$
(\exists u / W) R(x, y, z, u),
$$

and observe that $K_{\varphi}(\psi)=\{x, y, z\}-W$. According to Definition 6.20, Eloise has action recall if both $y$ and $z$ belong to $K_{\varphi}(\psi)$, or (equivalently) if neither belong to $W$. Furthermore, Eloise has knowledge memory if

$$
K_{\varphi}((\exists y /\{x\}) \exists z \psi) \subseteq K_{\varphi}(\exists z \psi) \subseteq K_{\varphi}(\psi) .
$$

The first containment is automatic since the set on the left is empty. To obtain the second containment we need $\{x, y\} \subseteq K_{\varphi}(\psi)$, which is equivalent to $W \subseteq\{z\}$.

We will use the following equivalences.
Proposition 6.22 Let $\varphi$ and $\psi$ be IF formulas, and let $U$ be a finite set of variables that contains $\operatorname{Free}(\varphi)$, $\operatorname{Free}(\psi)$, and $W$. If $x$ and $y$ are distinct variables not in $U$,
(a) $\forall x(\varphi \wedge \psi) \equiv_{U} \forall x \varphi \wedge \forall x \psi$, $\exists x(\varphi \vee \psi) \equiv_{U} \exists x \varphi \vee \exists x \psi ;$
(b) $\forall x \forall y \varphi \equiv_{U}^{+} \forall y \forall x \varphi$, $\exists x \exists y \varphi \equiv_{U}^{-} \exists y \exists x \varphi ;$
(c) $\forall x(\exists y / W \cup\{x\}) \varphi \equiv_{U}^{+}(\exists y / W) \forall x \varphi$, $\exists x(\forall y / W \cup\{x\}) \varphi \equiv_{U}^{-}(\forall y / W) \exists x \varphi$.

Proof Part (a) follows immediately from Proposition 5.23. To prove part (b), observe that by Proposition 5.29 and Lemma 5.42,

$$
\begin{aligned}
\forall x \forall y \varphi & \equiv_{U}^{+} \forall x(\forall y /\{x\}) \varphi \\
& \equiv_{U} \forall y(\forall x /\{y\}) \varphi \\
& \equiv_{U}^{+} \forall y \forall x \varphi .
\end{aligned}
$$

Part (c) is proved similarly.
It was shown by the third author [52, p. 44] that IF sentences have first-order truth conditions.

Theorem 6.23 Every regular IF sentence for which Eloise (Abelard) has perfect recall is truth (falsity) equivalent to a first-order sentence.

Proof Let $\varphi$ be a regular IF sentence for which Eloise has perfect recall. Since we are only interested in truth equivalence, we may assume that the slash sets of universal quantifiers in $\varphi$ are empty (see Lemma 5.42). If all the existential slash sets are empty, then by Theorem 6.3 we are done, so let us assume that $(\exists z / W) \chi$ is a subformula of $\varphi$ such that the variable $x$ belongs to $W$. Since Eloise has action recall, $x$ must be universally quantified superordinate to $(\exists z / W) \chi$. Hence there must be a subformula of $\varphi$ of the form $\forall x \psi$ such that $(\exists z / W) \chi$ is a subformula of $\psi$.

Since Eloise has knowledge memory, $\psi$ cannot be of the form $\theta \vee \theta^{\prime}$. If $\psi$ is $\theta \wedge \theta^{\prime}$ we can use Proposition 6.22(a) to distribute the universal quantifier over the conjunction to obtain $\forall x \theta \wedge \forall x \theta^{\prime}$.

If $\forall x \psi$ is $\forall x \forall y \theta$, we can use Proposition 6.22(b) to obtain $\forall y \forall x \theta$. If it is $\forall x\left(\exists y / W^{\prime}\right) \theta$ we know that $x \in W^{\prime}$ because Eloise has knowledge memory. Thus we can use Proposition 6.22(c) to pull the universal quantifier inside the existential quantifier to obtain

$$
\left(\exists y / W^{\prime}-\{x\}\right) \forall x \theta .
$$

Notice that each transformation preserves Eloise's perfect recall. By repeating these steps, we can eliminate all the variables in every slash set by pushing universal quantifiers as deep into the formula as necessary, but no further. Eventually, we will obtain an IF formula in which every slash set is empty that is truth equivalent to the original.

The proof for Abelard is similar.
Corollary 6.24 For any regular IF sentence whose truth (falsity) condition is not equivalent to a first-order sentence, Eloise (Abelard) does not have perfect recall.

Theorem 6.23 does not imply that every regular IF sentence for which both Eloise and Abelard have perfect recall is equivalent to a first-order sentence, even though such sentences do have first-order truth and falsity conditions. For example, both players have perfect recall for the Matching Pennies sentence

$$
\forall x(\exists y /\{x\}) x=y
$$

When we push the universal quantifier inside the existential quantifier, we obtain the first-order truth condition $\exists y \forall x(x=y)$. To obtain the first-order falsity condition, we negate the formula and drop the slash set on the universal quantifier, which yields $\exists x \forall y(x \neq y)$.

Burgess showed that every pair of disjoint pseudo-elementary classes is IF definable (Theorem 6.19). Is it also the case that every pair of disjoint elementary classes can be defined by an IF sentence for which both players have perfect recall?

Theorem 6.25 Excluding one-element structures, every pair of disjoint elementary classes is definable by a regular IF sentence for which both Eloise and Abelard have perfect recall.

Proof Let $\mathbf{K}^{+}$and $\mathbf{K}^{-}$be disjoint elementary classes defined by $\varphi$ and $\psi$, respectively. Let $\varphi_{\text {MP }}$ denote the Matching Pennies sentence

$$
\forall x(\exists y /\{x\}) x=y .
$$

Let $\varphi^{\prime}$ be $\varphi_{\mathrm{IF}} \vee \varphi_{\mathrm{MP}}$ and $\psi^{\prime}$ be $\psi_{\mathrm{IF}} \vee \varphi_{\mathrm{MP}}$. Then $\varphi^{\prime}$ is an IF sentence that defines $\mathbf{K}^{+}$but is never false, while $\psi^{\prime}$ defines $\mathbf{K}^{-}$but is never false, either. By the separation theorem for IF logic (Theorem 5.56) there is a first-order sentence $\theta$ that is true in every $\mathbb{M} \in \mathbf{K}^{+}$and false in every $\mathbb{M} \in \mathbf{K}^{-}$.

As in the proof of Theorem 5.57, the sentence we are looking for is

$$
\varphi^{\prime} \wedge\left(\neg \psi^{\prime} \vee \theta_{\mathrm{IF}}\right) .
$$

Observe that $\varphi^{\prime} \wedge\left(\neg \psi^{\prime} \vee \theta_{\text {IF }}\right)$ is a regular IF sentence for which both Eloise and Abelard have perfect recall.

## 7

## Probabilistic IF logic

Game-theoretic semantics attempts to characterize two logical notions, truth and falsity, in the setting of extensive game theory. We saw that in this framework, the truth (falsity) of an IF formula amounts to the existence of a winning strategy for Eloise (Abelard). Assuming that Abelard and Eloise act in their best interest, they will follow a winning strategy if such a strategy is available to either of them.

The question arises how Abelard and Eloise play if neither player has a winning strategy. Consider for instance the Matching Pennies sentence $\varphi_{\mathrm{MP}}$ that is defined by

$$
\forall x(\exists y /\{x\}) x=y
$$

and the Inverted Matching Pennies sentence $\varphi_{\text {IMP }}$ that is defined by

$$
\forall x(\exists y /\{x\}) x \neq y .
$$

In the framework of game-theoretic semantics, the games of $\varphi_{\mathrm{MP}}$ and $\varphi_{\text {IMP }}$ on any structure with at least two objects are undetermined: neither player has a winning strategy.

This does not mean that Eloise is indifferent as to which game she plays. Intuitively, if $\mathbb{M}$ has two objects, Eloise's odds of winning the game $G\left(\varphi_{\mathrm{MP}}, \mathbb{M}\right)$ are equal to her odds of winning the game $G\left(\varphi_{\mathrm{IMP}}, \mathbb{M}\right)$. But let's see what happens if $\mathbb{M}$ contains more than two objects. In the game of $\varphi_{\mathbb{M P}}$ on $\mathbb{M}$, given that Eloise is to choose the same object as Abelard, her chances of winning decrease. On the other side, in the game of $\varphi_{\mathrm{IMP}}$ on $\mathbb{M}$ her chances to win increase as the size of the $\mathbb{M}$ increases. So Eloise prefers playing $G\left(\mathbb{M}, \varphi_{\mathrm{IMP}}\right)$ to playing $G\left(\mathbb{M}, \varphi_{\mathrm{MP}}\right)$ if $\mathbb{M}$ contains more than two elements. The game-theoretic machinery laid out in Chapter 4 does not account for this observation as it does not explain how Abelard and Eloise play in undetermined games.

In this chapter we will introduce a new approach that allows Eloise and Abelard to randomize their strategies in such a way that the payoff resulting from their behavior is stable, i.e., is in equilibrium. We will see that applying the notion of equilibrium gives us a means to assign to IF games a value in the interval $[0,1]$. As a result, $\varphi_{\text {MP }}$ has value $1 / n$ on finite structures with $n$ elements, whereas $\varphi_{\text {IMP }}$ has value $(n-1) / n$.

There is an on-going debate in game theory about the interpretation of the notion of equilibrium and the implications it has on the behavior and resources of the players, etc. We are not going to enter this debate in this chapter. Nonetheless, the results we formulate are likely to provide interesting new ramifications for its articulation.

The bulk of the work presented in this chapter draws on recent results presented in [54]. The notion of applying equilibria to semantic games has been anticipated in $[3,7]$.

### 7.1 Equilibrium semantics

The idea to apply the minimax theorem to undetermined games (in the framework of Henkin quantifiers) goes back to Ajtai [7]. It was later taken up in [52] for a special class of quantifiers and generalized in [54] to IF logic. In this section we will interpret IF logic by strategic games and in this context we will use the minimax theorem to formulate a new semantic interpretation, called equilibrium semantics.

We first define the strategic counterpart $\Gamma(\mathbb{M}, s, \varphi)$ of an extensive game $G(\mathbb{M}, s, \varphi)$.

Definition 7.1 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment in $\mathbb{M}$ whose domain contains $\operatorname{Free}(\varphi)$. Let $G$ be the extensive game $G(\mathbb{M}, s, \varphi)$. The strategic $\operatorname{IF} \operatorname{game} \Gamma(\mathbb{M}, s, \varphi)$ is a strategic game with components defined as follows:

- $N$ is $\{\exists, \forall\}$;
- $S_{p}$ is the set of strategies of player $p$ in $G$ for each player $p \in N$;
- $u_{p}$ is the utility function of player $p$ such that

$$
\begin{aligned}
& u_{\exists}(\sigma, \tau)= \begin{cases}1 & \text { if playing } \sigma \text { against } \tau \text { is winning for Eloise in } G, \\
0 & \text { if playing } \sigma \text { against } \tau \text { is losing for Eloise in } G,\end{cases} \\
& u_{\forall}(\sigma, \tau)=1-u_{\exists}(\sigma, \tau) .
\end{aligned}
$$

Whenever $\varphi$ is a sentence and $s$ is the empty assignment, we write $\Gamma(\mathbb{M}, \varphi)$ instead of $\Gamma(\mathbb{M}, s, \varphi)$. We shall often write $S$ for $S_{\exists}$ and $T$ for $S_{\forall}$, as well as $u$ instead of $u_{\exists}$ and $U$ instead of $U_{\exists}$.

Every strategic IF game is a one-sum game, since for every $\sigma \in S$ and $\tau \in T, u_{\exists}(\sigma, \tau)+u_{\forall}(\sigma, \tau)=1$. We can transform every strategic IF game $\Gamma$ into a zero-sum game $\Gamma^{\prime}$ whose utility function $u_{p}^{\prime}$ is defined from $\Gamma$ 's utility function $u_{p}$ by $u_{p}^{\prime}(\sigma, \tau)=2 u_{p}(\sigma, \tau)-1$ for every $\sigma \in S$ and $\tau \in T$. By Proposition 2.17, every equilibrium in $\Gamma^{\prime}$ is an equilibrium in our strategic IF game $\Gamma$, and we can therefore apply the minimax theorem to strategic IF games.

Let $\left(\mu_{1}, \nu_{1}\right), \ldots,\left(\mu_{i}, \nu_{i}\right)$ enumerate the equilibria in a finite strategic IF game $\Gamma$. By the minimax theorem (Theorem 2.16), $\Gamma$ has at least one equilibrium: $i \geq 1$. By Proposition 2.15, $U\left(\mu_{1}, \nu_{1}\right)=U\left(\mu_{i}, \nu_{i}\right)$ for all $i$. Thus, for any equilibrium $\left(\mu_{i}, \nu_{i}\right)$, we can unambiguously refer to $U\left(\mu_{i}, \nu_{i}\right)$ as the value of $\Gamma$. We write $V(\Gamma)$ for the value of $\Gamma$. If $\Gamma=\Gamma(\mathbb{M}, s, \varphi)$, then we refer to $V(\Gamma)$ as the value of $\varphi$ on $\mathbb{M}$ relative to $s$. It is obvious that strategic IF games take values in the interval $[0,1]$.

Any strategic IF game $\Gamma(\mathbb{M}, s, \varphi)$ is finite if and only if the structure $\mathbb{M}$ is finite. Therefore, it is not guaranteed by the minimax theorem that $\Gamma(\mathbb{M}, s, \varphi)$ has an equilibrium if $\mathbb{M}$ is infinite. In this chapter we shall only deal with finite strategic IF games.

Example 7.2 Let $\mathbb{M}$ be a finite structure with universe $\{1, \ldots, n\}$. Recall our earlier example $\varphi_{\mathrm{MP}}$, the Matching Pennies sentence

$$
\forall x(\exists y /\{x\}) x=y
$$

We have seen that the Skolem form of $\varphi_{\mathrm{MP}}$ is $\forall x(x=c)$ and that the Kreisel form of $\varphi_{\text {MP }}$ is $\forall y(d \neq y)$. This means that in $\Gamma\left(\mathbb{M}, \varphi_{\text {MP }}\right)$ every pure strategy $\sigma_{i}$ instructs Eloise to pick the object $i \in M$, and similarly for strategies $\tau_{j}$ of Abelard. Let us write $S=\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ for the pure strategies of Eloise in $\Gamma\left(\mathbb{M}, \varphi_{\mathrm{MP}}\right)$, and $T=\left\{\tau_{1}, \ldots, \tau_{n}\right\}$ for the pure strategies of Abelard. The utility functions are given by

$$
\begin{aligned}
& u_{\exists}\left(\sigma_{i}, \tau_{j}\right)= \begin{cases}1 & \text { if } i=j \\
0 & \text { if } i \neq j\end{cases} \\
& u_{\forall}\left(\sigma_{i}, \tau_{j}\right)=1-u_{\exists}\left(\sigma_{i}, \tau_{j}\right)
\end{aligned}
$$

Eloise's utility function is displayed as a payoff matrix in Figure 7.1(a). Letting $\mu^{*}$ denote the uniform strategy over $S$ and $\nu^{*}$ the uniform strategy over $T$, we claim that $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium in $\Gamma\left(\mathbb{M}, \varphi_{\text {MP }}\right)$. For any pure strategy $\sigma_{i} \in S, U_{\exists}\left(\sigma_{i}, \nu^{*}\right)=\sum_{\tau_{j}} \nu^{*}\left(\tau_{j}\right) u_{\exists}\left(\sigma_{i}, \tau_{j}\right)$. Eloise's


Figure 7.1 The payoff matrices of Eloise in Matching Pennies and Inverted Matching Pennies
utility function $u_{\exists}$ returns 1 if $i=j$; otherwise it returns 0 . Hence, $U_{\exists}\left(\sigma_{i}, \nu^{*}\right)=\nu^{*}\left(\tau_{i}\right)=1 / n$. Similar reasoning shows that for each $\tau_{j} \in T$, $U_{\forall}\left(\mu^{*}, \tau_{j}\right)=(n-1) / n$. By Proposition 2.18, $\left(\mu^{*}, \nu^{*}\right)$ is an equilibrium. We conclude that the value of $\Gamma\left(\mathbb{M}, \varphi_{\mathrm{MP}}\right)$ is $1 / n$.

Example 7.3 Let $\mathbb{M}$ be the structure from the previous example and $\varphi_{\text {IMP }}$ the Inverted Matching Pennies sentence $\forall x(\exists y /\{x\}) x \neq y$. In $\Gamma\left(\mathbb{M}, \varphi_{\mathrm{IMP}}\right)$, the set of strategies of Eloise and Abelard are the same as in the game $\Gamma\left(\mathbb{M}, \varphi_{\mathrm{MP}}\right)$. The utility function of Eloise in $\Gamma\left(\mathbb{M}, \varphi_{\mathrm{IMP}}\right)$ is the inverse of the utility function of $\Gamma\left(\mathbb{M}, \varphi_{\mathrm{MP}}\right)$, as shown in Figure 7.1(b).

The two uniform strategies $\mu^{*}$ and $\nu^{*}$ from the previous example are also an equilibrium in this case. However, in this game they yield an expected utility for Eloise of $(n-1) / n$, that is, the value of $\Gamma\left(\mathbb{M}, \varphi_{\text {IMP }}\right)$ is $(n-1) / n$.

The following result compares the values of strategic IF games to the truth values of extensive IF games.

Proposition 7.4 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment in $\mathbb{M}$ whose domain contains $\operatorname{Free}(\varphi)$. Let $G=G(\mathbb{M}, s, \varphi)$ and $\Gamma=\Gamma(\mathbb{M}, s, \varphi)$. Then

- Eloise has a winning strategy in $G$ if and only if the value of $\Gamma$ is 1;
- Abelard has a winning strategy in $G$ if and only if the value of $\Gamma$ is 0 .

Proof We prove the first claim. Let $\sigma$ be a winning strategy in $G$, that is, $u(\sigma, \tau)=1$ for every strategy $\tau \in T$. Consequently, for each mixed strategy $\nu \in \Delta(T), U(\sigma, \nu)=1$. Let $\mu \in \Delta(S)$ be the degenerate mixed strategy that assigns probability 1 to $\sigma$. We have $U(\mu, \nu)=1$. Hence, condition (1) of Proposition 2.18 is met. Condition (2) follows from the fact that $u(\sigma, \tau)=1$ for every strategy $\tau \in T$. Conditions (3) and (4) are immediately satisfied since $U(\mu, \nu)=1$ is the maximal value that can be secured in $\Gamma$.

For the converse direction, suppose $(\mu, \nu)$ is an equilibrium in $\Gamma$ with value 1. Let $\sigma \in S$ be a strategy in the support of $\mu$. By condition (1) of Proposition 2.18, $U(\sigma, \nu)=U(\mu, \nu)=1$, that is, $\sigma$ is winning against every strategy $\tau$ in the support in $\nu$. For the pure strategies $\tau$ that are not in the support of $\nu$, we derive from condition (4) of Proposition 2.18 that $U(\mu, \tau) \geq 1$. Since the maximal value in $\Gamma$ is 1 , this reduces to $U(\mu, \tau)=1$. We conclude that $\sigma$ is a winning strategy in $G$ since $u(\sigma, \tau)=1$, for every $\tau \in T$.

Observe that by the direction from right-to-left of the proof of Proposition 7.4, every strategy $\sigma$ in the support of $\mu$ is winning. Consequently, $(\sigma, \nu)$ is an equilibrium in $\Gamma$ for every $\sigma$ in the support of $\mu$. This shows that randomizing over winning strategies does not improve the expected utility.

Proposition 7.4 shows how the satisfaction of an IF formula under game-theoretic semantics is connected to the value of strategic IF games. We will now introduce a new satisfaction relation that is based on the values of strategic IF games.

Definition 7.5 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment in $\mathbb{M}$ whose domain contains $\operatorname{Free}(\varphi)$. Let $0 \leq \varepsilon \leq 1$ and $\Gamma=\Gamma(\mathbb{M}, s, \varphi)$. We define the relation "the value of $\varphi$ in $\mathbb{M}$ relative to $s$ is $\varepsilon$ under equilibrium semantics," written $\models_{\mathrm{Eq}}^{\varepsilon}$, by the following clause:

$$
\mathbb{M}, s \neq{ }_{\mathrm{Eq}}^{\varepsilon} \varphi \quad \text { iff } \quad V(\Gamma(\mathbb{M}, s, \varphi))=\varepsilon
$$

In the same vein we introduce the following two relations:

$$
\begin{array}{lll}
\mathbb{M}, s \mid={ }_{\mathrm{Eq}}^{>\varepsilon} \varphi & \text { iff } & V(\Gamma(\mathbb{M}, s, \varphi))>\varepsilon \\
\mathbb{M}, s \mid={ }_{\mathrm{Eq}}^{<\varepsilon} \varphi & \text { iff } & V(\Gamma(\mathbb{M}, s, \varphi))<\varepsilon
\end{array}
$$

It follows from the analyses in Examples 7.2 and 7.3 that on finite structures $\mathbb{M}$ with $n$ objects,

$$
\mathbb{M}=_{\mathrm{Eq}}^{1 / n} \varphi_{\mathrm{MP}} \quad \text { and } \quad \mathbb{M}=_{\mathrm{Eq}}^{(n-1) / n} \varphi_{\mathrm{IMP}}
$$

Equilibrium semantics is a conservative extension of game-theoretic semantics.

Corollary 7.6 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment in $\mathbb{M}$ whose domain contains $\operatorname{Free}(\varphi)$. Then

$$
\begin{array}{lll}
\mathbb{M}, s=^{+} \varphi & \text { iff } \quad \mathbb{M}, s \models_{\mathrm{Eq}}^{1} \varphi, \\
\mathbb{M}, s=^{-} \varphi & \text { iff } & \mathbb{M}, s \models_{\mathrm{Eq}}^{0} \varphi .
\end{array}
$$

Proof Immediate from Proposition 7.4 and Definition 7.5.
We can study other model-theoretic notions of IF logic under equilibrium semantics. Analogous to Definitions 6.1 and 6.2 we say that a class $\mathbf{K}$ of $L$-structures is $\varepsilon$-defined under equilibrium semantics by an $\mathrm{IF}_{L}$ sentence $\varphi$ if for every $L$-structure $\mathbb{M}$,

$$
\mathbb{M} \in \mathbf{K} \quad \text { iff } \quad \mathbb{M} \models_{\mathrm{Eq}}^{\varepsilon} \varphi
$$

A class $\mathbf{K}$ of $L$-structures is $\varepsilon$-definable under equilibrium semantics if it is $\varepsilon$-defined under equilibrium semantics by some $\mathrm{IF}_{L}$ sentence.

In the same vein we can define that $\mathbf{K}$ is $<\varepsilon$-definable under equilibrium semantics and $>\varepsilon$-definable under equilibrium semantics with respect to the relations $=_{\mathrm{Eq}}^{<\varepsilon}$ and $\models_{\mathrm{Eq}}^{>\varepsilon}$, respectively.

Corollary 7.6 shows that every IF definable class is 1-definable under equilibrium semantics. The expressive power of IF logic under equilibrium semantics was studied in [54].

Example 7.7 Under equilibrium semantics IF formulas are assigned values in the interval $[0,1]$. We can use the new semantics to describe the proportion of objects in the universe that satisfy a certain property $\varphi$. As an example we will show how the Rescher quantifier R can be defined in IF logic under the new interpretation. The Rescher quantifier Rx $\varphi$ says that more than half of the objects satisfy $\varphi$ :

$$
\mathbb{M}, s \models \operatorname{Rx} \varphi \quad \text { iff } \quad 2|\{a \in M: \mathbb{M}, s(x / a) \models \varphi\}|>|M|
$$

The Rescher quantifier $\mathrm{R} x P(x)$ can be defined in IF logic under equilibrium semantics. Let $\mathbb{M}$ be a finite structure with universe $\{0, \ldots, n-1\}$ that interprets the binary function $(\ldots+\ldots) \bmod n$ as usual on the integers. Note that $(i+j) \bmod n$ is an element of $M$, for each $i, j \in M$.

Let $\varphi$ be the IF sentence

$$
\exists x(\forall y /\{x\}) P((x+y) \bmod n)
$$

Suppose $\mathbb{M}$ is a structure with universe $\{0,1,2,3,4\}$ and $P^{\mathbb{M}}=\{0,1,2\}$.

|  | $\tau_{0}$ | $\tau_{1}$ | $\tau_{2}$ | $\tau_{3}$ | $\tau_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma_{0}$ | 1 | 1 | 1 | 0 | 0 |
| $\sigma_{1}$ | 0 | 1 | 1 | 1 | 0 |
| $\sigma_{2}$ | 0 | 0 | 1 | 1 | 1 |
| $\sigma_{3}$ | 1 | 0 | 0 | 1 | 1 |
| $\sigma_{4}$ | 1 | 1 | 0 | 0 | 1 |
|  |  |  |  |  |  |

Figure 7.2 The payoff matrix of Eloise in the game $\Gamma(\mathbb{M}, \varphi)$

The payoff matrix of Eloise in $\Gamma=\Gamma(\mathbb{M}, \varphi)$ is given in Figure 7.2. Since more than half of the objects in $M$ are $P$ objects we have $\mathbb{M} \models \mathrm{R} x P(x)$.

Let $S=\left\{\sigma_{0}, \ldots, \sigma_{n-1}\right\}$ and $T=\left\{\tau_{0}, \ldots, \tau_{n-1}\right\}$ and let $\mu$ and $\nu$ be the uniform mixed strategies with support $S$ and $T$, respectively. Then

$$
U(\mu, \nu)=\sum_{\sigma_{i} \in S} \sum_{\tau_{j} \in T} \mu\left(\sigma_{i}\right) \nu\left(\tau_{j}\right) u\left(\sigma_{i}, \tau_{j}\right)=5\left[\sum_{\tau_{j} \in M} \frac{1}{5} \cdot \frac{1}{5} u\left(\sigma_{k}, \tau_{j}\right)\right]=\frac{3}{5},
$$

for an arbitrary $\sigma_{k} \in S$. With the help of Proposition 2.18 we can easily show that $U\left(\mu^{\prime}, \nu\right)=U\left(\mu, \nu^{\prime}\right)=3 / 5$ for all $\mu^{\prime} \in \Delta(S)$ and $\nu^{\prime} \in \Delta(T)$. It follows that $(\mu, \nu)$ is an equilibrium in $\Gamma$.

To generalize this argument, let $n$ and $P^{\mathbb{M}}$ be arbitrary. Then the value of $\Gamma(\mathbb{M}, \varphi)$ equals $m / n$, where $m$ is the cardinality of $P^{\mathbb{M}}$. Thus we arrive at the following characterization of the Rescher quantifier:

$$
\mathbb{M} \models \mathrm{R} x P(x) \quad \text { iff } \quad \mathbb{M} \models_{\mathrm{Eq}}^{>1 / 2} \varphi .
$$

### 7.2 Monotonicity rules

Strategic IF games can be large objects. In this and the following section we develop a toolkit to reduce strategic IF games to smaller games that have the same value.

In this section we will give a set of rules that tell us how to compute the value of certain IF formulas in terms of the values of its parts. We will show that the value of an IF formula $\varphi \vee \psi$ is the maximum of the values of $\varphi$ and $\psi$. The plan of the proof is as follows. We first express the pure strategies in a strategic game $\Gamma=\Gamma(\mathbb{M}, s, \varphi \vee \psi)$ in a way that reflects
their mode of composition from the pure strategies in $\Gamma_{\varphi}=\Gamma(\mathbb{M}, s, \varphi)$ and $\Gamma_{\psi}=\Gamma(\mathbb{M}, s, \psi)$. Then we show that every mixed strategy $\mu$ in $\Gamma$ defines two mixed strategies $\mu_{\mid \varphi}$ and $\mu_{\mid \psi}$ in $\Gamma_{\varphi}$ and $\Gamma_{\psi}$, respectively, such that the expected utility of $\mu$ is a weighted sum of the expected utilities of $\mu_{\mid \varphi}$ and $\mu_{\mid \psi}$. Finally, we will show that the equilibria in $\Gamma$ correspond to the equilibria in $\Gamma_{\varphi}$ and $\Gamma_{\psi}$, which will prove our claim.

Next we will show how the value of some existentially quantified formulas $(\exists x / W) \varphi$ is the maximum of the values of $\varphi$ relative to all possible assignments to $x$. The structure of the proof is similar to the previous one. Finally we show that the values of IF formulas $\varphi$ and $\neg \varphi$ add up to 1 .

### 7.2.1 Constructing strategies for connective games

Consider the IF formula $\varphi \vee \psi$. Let $\mathbb{M}$ be a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains Free $(\varphi \vee \psi)$.

The game $\Gamma=\Gamma(\mathbb{M}, s, \varphi \vee \psi)$ on the one hand and the games $\Gamma_{\varphi}$ and $\Gamma_{\psi}$ on the other hand are closely related. Every history $\left(s, \varphi, a_{1}, \ldots, a_{m}\right)$ for $G_{\varphi}=G(\mathbb{M}, s, \varphi)$ corresponds to a history $\left(s, \varphi \vee \psi, \varphi, a_{1}, \ldots, a_{m}\right)$ for $G=G(\mathbb{M}, s, \varphi \vee \psi)$. The converse holds as well: every history for $G$ corresponds to a history for either $G_{\varphi}$ or $G_{\psi}$ in the same sense as above. We will exploit this insight by showing that there is a natural way to identify the set of strategies of player $p$ in $\Gamma$ with the product of his or her strategies in $\Gamma_{\varphi}$ and $\Gamma_{\psi}$.

Let $\sigma_{\varphi}$ and $\sigma_{\psi}$ be pure strategies of Eloise in $\Gamma_{\varphi}$ and $\Gamma_{\psi}$, respectively. Let $\chi \in\{\varphi, \psi\}$ be a choice for the disjunction. We write $\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)$ for the function whose arguments are histories of Eloise in $G$ such that

$$
\begin{aligned}
\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)(s, \varphi \vee \psi) & =\chi, \\
\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)(s, \varphi \vee \psi, \chi, \ldots) & = \begin{cases}\sigma_{\varphi}(s, \varphi, \ldots) & \text { if } \chi \text { is } \varphi \\
\sigma_{\psi}(s, \psi, \ldots) & \text { if } \chi \text { is } \psi\end{cases}
\end{aligned}
$$

To check that $\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)$ is a pure strategy of Eloise in $\Gamma$, we need to verify that it meets the uniformity requirements imposed by the subformulas $\theta$ in $\varphi \vee \psi$ of the form $(\exists x / W) \theta^{\prime}$. To this end, consider two histories $h, h^{\prime} \in H_{\theta}$ from $G$ such that $h \approx_{W} h^{\prime}$. Let $\chi \in\{\varphi, \psi\}$ be the disjunction that contains $\theta$ as a subformula. Let $g$ and $g^{\prime}$ be the histories from $G(\mathbb{M}, s, \chi)$ that correspond to $h$ and $h^{\prime}$. Since the assignments induced by $h$ and $h^{\prime}$ coincide with those induced by $g$ and $g^{\prime}$, respectively, it follows that $g \approx_{W} g^{\prime}$. Since $\sigma_{\chi}$ is a strategy in $\Gamma_{\chi}$, we have $\sigma_{\chi}(g)=\sigma_{\chi}\left(g^{\prime}\right)$.

By the construction of $\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right), \oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)(h)=\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)\left(h^{\prime}\right)$. Hence for every pure strategy $\sigma_{\varphi}$ in $\Gamma_{\varphi}$ and $\sigma_{\psi}$ in $\Gamma_{\psi}$, their composition $\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)$ is a pure strategy in $\Gamma$.

We introduce similar notions for Abelard's pure strategies in $\Gamma, \Gamma_{\varphi}$ and $\Gamma_{\psi}$. If $\tau_{\varphi}$ and $\tau_{\psi}$ are pure strategies of Abelard in $\Gamma_{\varphi}$ and $\Gamma_{\psi}$, respectively, then $\oplus\left(\tau_{\varphi}, \tau_{\psi}\right)$ denotes the function whose arguments are histories of Abelard in $G$ such that

$$
\oplus\left(\tau_{\varphi}, \tau_{\psi}\right)(s, \varphi \vee \psi, \chi, \ldots)= \begin{cases}\tau_{\varphi}(s, \varphi, \ldots) & \text { if } \chi \text { is } \varphi \\ \tau_{\psi}(s, \psi, \ldots) & \text { if } \chi \text { is } \psi\end{cases}
$$

It can be checked by a similar argument to the one above that $\oplus\left(\tau_{\varphi}, \tau_{\psi}\right)$ is a strategy of Abelard in $\Gamma$.

Let

$$
\bigoplus\left(\{\varphi, \psi\}, \Gamma_{\varphi}, \Gamma_{\psi}\right)=\left(\{\exists, \forall\},\left\{S_{\oplus}, T_{\oplus}\right\}, u_{\oplus}\right)
$$

be the strategic game such that

$$
\begin{aligned}
& S_{\oplus}=\left\{\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right): \chi \in\{\varphi, \psi\}, \sigma_{\varphi} \in S_{\varphi}, \sigma_{\psi} \in S_{\psi}\right\}, \\
& T_{\oplus}=\left\{\oplus\left(\tau_{\varphi}, \tau_{\psi}\right): \tau_{\varphi} \in T_{\varphi}, \tau_{\psi} \in T_{\psi}\right\},
\end{aligned}
$$

where $S_{\varphi}$ is the set of Eloise's pure strategies in $\Gamma_{\varphi}$ etc., and

$$
u_{\oplus}\left(\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right), \oplus\left(\tau_{\varphi}, \tau_{\psi}\right)\right)= \begin{cases}u_{\varphi}\left(\sigma_{\varphi}, \tau_{\varphi}\right) & \text { if } \chi \text { is } \varphi \\ u_{\psi}\left(\sigma_{\psi}, \tau_{\psi}\right) & \text { if } \chi \text { is } \psi\end{cases}
$$

Proposition $7.8 \quad \Gamma$ and $\bigoplus\left(\{\varphi, \psi\}, \Gamma_{\varphi}, \Gamma_{\psi}\right)$ are identical.
Proof We have already seen that every strategy in $S_{\oplus}$ and $T_{\oplus}$ is a strategy of Eloise and Abelard in $\Gamma$, respectively. For the converse direction, let $\sigma$ be a strategy of Eloise in $\Gamma$. For any $\theta \in\{\varphi, \psi\}$, let $\sigma_{\theta}$ be the function whose arguments are the histories $g=(s, \theta, \ldots)$ of Eloise in $G_{\theta}$ such that $\sigma_{\theta}(g)=\sigma(s, \varphi \vee \psi, \theta, \ldots)$. In order to prove that $\sigma_{\theta}$ is a strategy in $\Gamma_{\theta}$, let $g \approx_{W} g^{\prime}$ be two histories in $G_{\theta}$. Let $h$ and $h^{\prime}$ be the histories in $G$ that correspond to $g$ and $g^{\prime}$, respectively. Since $h$ and $g$ correspond, they induce the same assignment. The same is true for $h^{\prime}$ and $g^{\prime}$. Hence $h \approx_{W} h^{\prime}$ and therefore $\sigma(h)=\sigma\left(h^{\prime}\right)$. By the construction of $\sigma_{\theta}, \sigma_{\theta}(g)=\sigma_{\theta}\left(g^{\prime}\right)$. It follows that $\sigma$ and $\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)$ agree on all histories in $G$, where $\chi \in\{\varphi, \psi\}$ is the disjunct chosen by $\sigma$.

The case for strategies $\tau$ of Abelard is similar.
It is straightforward to see that for every $\sigma=\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)$ and $\tau=$ $\oplus\left(\tau_{\varphi}, \tau_{\psi}\right), u(\sigma, \tau)=u_{\oplus}\left(\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right), \oplus\left(\tau_{\varphi}, \tau_{\psi}\right)\right)$.

The same analysis can be applied to IF formulas of the form $\varphi \wedge \psi$.

### 7.2.2 Probability theory for mixed strategies

Let $P$ be a probability distribution. A random variable $A$ is a variable that ranges over a set of values $\left\{a_{1}, \ldots, a_{n}\right\}$ that it can assume. The prior probability that variable $A$ assumes value $a$ is denoted by $P(A=a)$. If the random variable $A$ is clear from the context, we shall simply write $P(a)$ for $P(A=a)$. Let $A_{1}, \ldots, A_{n}$ be random variables and let $a_{1}, \ldots, a_{n}$ be values that they can assume, respectively. Then

$$
P\left(A_{1}=a_{1}, \ldots, A_{n}=a_{n}\right)
$$

denotes the probability that $A_{1}=a_{1}, \ldots, A_{n-1}=a_{n-1}$, and $A_{n}=a_{n}$.
According to this notation the probability that $\mu_{p}$ assigns to $\sigma_{p}$ is written as $\mu_{p}\left(X_{p}=\sigma_{p}\right)$, where $X_{p}$ is the random variable that ranges over the pure strategies of player $p$. The shorthand notation allows us to use the familiar notation $\mu_{p}\left(\sigma_{p}\right)$ for the same probability.

Let $\Gamma_{\oplus}=\oplus\left(\{\varphi, \psi\}, \Gamma_{\varphi}, \Gamma_{\psi}\right)$. Let $X_{\vee}$ be the random variable that ranges over $\{\varphi, \psi\}$ and $X_{\chi}$ the random variable that ranges over Eloise's strategies in $\Gamma_{\chi}$ for each $\chi \in\{\varphi, \psi\}$. If $\mu$ is a mixed strategy of Eloise in $\Gamma_{\oplus}$, then $\mu\left(X_{\vee}=\chi, X_{\varphi}=\sigma_{\varphi}, X_{\psi}=\sigma_{\psi}\right)=\mu\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)$ denotes the probability $\mu\left(\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)\right)$. Symmetrically, when $Y_{\chi}$ ranges over Abelard's strategies in $\Gamma_{\chi}$ and $\nu$ is a mixed strategy in Abelard in $\Gamma_{\oplus}$, then $\nu\left(Y_{\varphi}=\tau_{\varphi}, Y_{\psi}=\tau_{\psi}\right)=\nu\left(\tau_{\varphi}, \tau_{\psi}\right)$ denotes the probability $\nu\left(\oplus\left(\tau_{\varphi}, \tau_{\psi}\right)\right)$.
The expression

$$
P\left(A_{1}=a_{1}, \ldots, A_{i}=a_{i} \mid A_{i+1}=a_{i+1}, \ldots, A_{n}=a_{n}\right)
$$

denotes the posterior probability that $A_{1}=a_{1}, \ldots, A_{i}=a_{i}$ given that $A_{i+1}=a_{i+1}, \ldots, A_{n}=a_{n}$. Again if the random variables are clear from the context, we shall simply write $P\left(a_{1}, \ldots, a_{n}\right)$ and

$$
P\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots, a_{n}\right) .
$$

The posterior probability $P\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots, a_{n}\right)$ can be defined in terms of prior probabilities:

$$
\begin{equation*}
P\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots, a_{n}\right)=\frac{P\left(a_{1}, \ldots, a_{n}\right)}{P\left(a_{i+1}, \ldots, a_{n}\right)} . \tag{7.1}
\end{equation*}
$$

If the events $A_{i+1}=a_{i+1}, \ldots, A_{n}=a_{n}$ are all independent, then

$$
P\left(a_{i+1}, \ldots, a_{n}\right)=P\left(a_{i+1}\right) \cdots P\left(a_{n}\right),
$$

in which case we can multiply both sides of (7.1) by $P\left(a_{i+1}\right)$ to obtain
the following equation, known as the product rule:

$$
P\left(a_{i+1}\right) P\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots, a_{n}\right)=P\left(a_{1}, \ldots, a_{i+1} \mid a_{i+2}, \ldots, a_{n}\right)
$$

Summing over the values $a_{i}$ that the random variable $A_{i}$ can take eliminates the random variable $A_{i}$ from $P\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots a_{n}\right)$ :

$$
\sum_{a_{i}} P\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots a_{n}\right)=P\left(a_{1}, \ldots, a_{i-1} \mid a_{i+1}, \ldots a_{n}\right)
$$

Applying this rule we get

$$
\begin{aligned}
\mu(\chi) & =\sum_{\sigma_{\varphi}} \sum_{\sigma_{\psi}} \mu\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right) \\
\mu\left(\sigma_{\varphi} \mid \chi\right) & =\sum_{\sigma_{\psi}} \mu\left(\sigma_{\varphi}, \sigma_{\psi} \mid \chi\right)
\end{aligned}
$$

and by the product rule,

$$
\mu\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)=\mu(\chi) \mu\left(\sigma_{\varphi}, \sigma_{\psi} \mid \chi\right)
$$

Observe that our terminology allows us to use the symbol $\mu$ both as a unary function (e.g. $\mu(\varphi)$ ) and as a binary function (e.g. $\mu\left(\sigma_{\varphi} \mid \varphi\right)$ ). All these functions are derived from the ternary probability distribution $\mu$ on $\{\varphi, \psi\} \times S_{\oplus} \times T_{\oplus}$. The same holds for Abelard's probability distribution $\nu$ that can be used as a unary function $\nu\left(\tau_{\varphi}\right)$.

If $B$ is a random variable that can take the value $b$, then $P_{\mid b}$ denotes the probability distribution such that

$$
P_{\mid b}\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots a_{n}\right)=P\left(a_{1}, \ldots, a_{i} \mid a_{i+1}, \ldots a_{n}, b\right)
$$

For instance, $\mu_{\mid \varphi}\left(\sigma_{\varphi}, \sigma_{\psi}\right)=\mu\left(\sigma_{\varphi}, \sigma_{\psi} \mid \varphi\right)$.
Example 7.9 Let $X_{\vee}$ range over $\{\varphi, \psi\}, X_{\varphi}$ over $A=\left\{a_{1}, a_{2}\right\}$ and $X_{\psi}$ over $B=\left\{b_{1}, b_{2}\right\}$. Let $\mu$ be the probability distribution over $\{\varphi, \psi\} \times$ $A \times B$ as defined in Figure 7.3. Note that $\mu$ corresponds to a mixed strategy of Eloise in $\bigoplus\left(\{\varphi, \psi\}, \Gamma_{\varphi}, \Gamma_{\psi}\right)$, where $\Gamma_{\varphi}=\Gamma(\mathbb{M}, \exists x P(x))$ and $\Gamma_{\psi}=\Gamma(\mathbb{M}, \exists x Q(x))$ for some suitable two-element structure $\mathbb{M}$.

By elimination of the random variable $X_{\psi}$,

$$
\mu\left(\varphi, a_{1}\right)=\sum_{b_{j} \in B} \mu\left(\varphi, a_{1}, b_{j}\right)=\frac{1}{8}+\frac{1}{16}=\frac{3}{16}
$$

Similarly,

$$
\mu(\varphi)=\sum_{a_{i} \in A} \sum_{b_{j} \in B} \mu\left(\varphi, a_{i}, b_{j}\right)=\frac{1}{8}+\frac{1}{16}+\frac{1}{4}+\frac{5}{16}=\frac{3}{4}
$$

| $X_{\vee}$ | $X_{\varphi}$ | $X_{\psi}$ | $\mu$ |
| :---: | :---: | :---: | :---: |
| $\varphi$ | $a_{1}$ | $b_{1}$ | $1 / 8$ |
| $\varphi$ | $a_{1}$ | $b_{2}$ | $1 / 16$ |
| $\varphi$ | $a_{2}$ | $b_{1}$ | $1 / 4$ |
| $\varphi$ | $a_{2}$ | $b_{2}$ | $5 / 16$ |
| $\psi$ | $a_{1}$ | $b_{1}$ | $1 / 8$ |
| $\psi$ | $a_{1}$ | $b_{2}$ | $1 / 16$ |
| $\psi$ | $a_{2}$ | $b_{1}$ | $1 / 32$ |
| $\psi$ | $a_{2}$ | $b_{2}$ | $1 / 32$ |

Figure 7.3 The probability distribution $\mu$
and $\mu(\psi)=1 / 4$. In addition, $\mu\left(a_{1}\right)=3 / 8$. Observe that $\mu\left(\varphi, a_{1}\right)$ is distinct from $\mu(\varphi) \mu\left(a_{1}\right)$.

Posterior probabilities can be computed with the product rule:

$$
\mu\left(a_{1} \mid \varphi\right)=\sum_{b_{j} \in B} \mu\left(a_{1}, b_{j} \mid \varphi\right)=\sum_{b_{j} \in B} \frac{\mu\left(\varphi, a_{1}, b_{j}\right)}{\mu(\varphi)}=\frac{1}{4}
$$

and $\mu\left(a_{1} \mid \psi\right)=7 / 8$. Observe that $\mu\left(\varphi, a_{1}\right)$ is distinct from $\mu\left(a_{1} \mid \varphi\right)$.
The probability distribution $\mu_{\mid \varphi}$ is the mixed strategy in $\Gamma_{\varphi}$ such that $\mu_{\mid \varphi}\left(a_{1}\right)=1 / 4$ and $\mu_{\mid \varphi}\left(a_{2}\right)=3 / 4$.

From a mixed strategy in the game $\Gamma_{\oplus}$ one can extract mixed strategies for both players in $\Gamma_{\varphi}$ and $\Gamma_{\psi}$.

Proposition 7.10 Let $\Gamma_{\oplus}=\bigoplus\left(\{\varphi, \psi\}, \Gamma_{\varphi}, \Gamma_{\psi}\right)$. Let $\mu$ be a mixed strategy of Eloise in $\Gamma_{\oplus}$ and $\nu$ a mixed strategy of Abelard in $\Gamma_{\oplus}$. Then

- $\mu_{\mid \chi}$ is a mixed strategy of Eloise in $\Gamma_{\chi}$ for each $\chi \in\{\varphi, \psi\}$;
- $\nu$ is a mixed strategy of Abelard in both $\Gamma_{\varphi}$ and $\Gamma_{\psi}$.

Proof

- Let $\chi$ be $\varphi$. We have

$$
\sum_{\sigma_{\varphi}} \mu_{\mid \varphi}\left(\sigma_{\varphi}\right)=\sum_{\sigma_{\varphi}} \sum_{\sigma_{\psi}} \mu\left(\sigma_{\varphi}, \sigma_{\psi} \mid \varphi\right)=\sum_{\sigma_{\varphi}} \sum_{\sigma_{\psi}} \frac{\mu\left(\varphi, \sigma_{\varphi}, \sigma_{\psi}\right)}{\mu(\varphi)}
$$

which is equal to

$$
\frac{1}{\mu(\varphi)} \sum_{\sigma_{\varphi}} \sum_{\sigma_{\psi}} \mu\left(\varphi, \sigma_{\varphi}, \sigma_{\psi}\right)=1
$$

The case for $\psi$ is similar.

- We have

$$
\sum_{\tau_{\varphi}} \nu\left(\tau_{\varphi}\right)=\sum_{\tau_{\varphi}} \sum_{\tau_{\psi}} \nu\left(\tau_{\varphi}, \tau_{\psi}\right)=1 .
$$

The case for $\psi$ is similar.

### 7.2.3 Monotonicity rule for connectives

A mixed strategy $\mu$ of Eloise in $\Gamma$ encompasses the mixed strategy $\mu_{\mid \varphi}$ in $\Gamma_{\varphi}$ and the mixed strategy $\mu_{\mid \psi}$ in $\Gamma_{\psi}$. We show that the expected utility of playing $\mu$ in $\Gamma$ is the weighted sum of the expected utilities of playing $\mu_{\mid \varphi}$ in $\Gamma_{\varphi}$ and playing $\mu_{\mid \psi}$ in $\Gamma_{\varphi}$.

Lemma 7.11 Let $\varphi \vee \psi$ be an $\operatorname{IF}$ formula, $\mathbb{M}$ a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains $\operatorname{Free}(\varphi \vee \psi)$. Let $U_{\oplus}$ be the expected utility function of $\bigoplus\left(\{\varphi, \psi\}, \Gamma_{\varphi}, \Gamma_{\psi}\right)$ and $U_{\chi}$ the expected utility function of $\Gamma_{\chi}$ for each $\chi \in\{\varphi, \psi\}$. Then

$$
U_{\oplus}(\mu, \nu)=\mu(\varphi) U_{\varphi}\left(\mu_{\mid \varphi}, \nu\right)+\mu(\psi) U_{\psi}\left(\mu_{\mid \psi}, \nu\right)
$$

Proof First we observe that $U_{\oplus}(\mu, \nu)=k_{\varphi}+k_{\psi}$, where

$$
k_{\chi}=\sum_{\sigma_{\varphi}} \sum_{\sigma_{\psi}} \sum_{\tau_{\varphi}} \sum_{\tau_{\psi}} \mu\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right) \nu\left(\tau_{\varphi}, \tau_{\psi}\right) u_{\oplus}\left(\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right), \oplus\left(\tau_{\varphi}, \tau_{\psi}\right)\right) .
$$

We can reduce $u_{\oplus}$ in $k_{\chi}$ to the utility function $u_{\chi}$ of the game $\Gamma_{\chi}$ :

$$
u_{\oplus}\left(\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right), \oplus\left(\tau_{\varphi}, \tau_{\psi}\right)\right)=u_{\chi}\left(\sigma_{\chi}, \tau_{\chi}\right)
$$

By the product rule, $\mu\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)=\mu(\chi) \mu\left(\sigma_{\varphi}, \sigma_{\psi} \mid \chi\right)$. Suppose $\chi$ is $\varphi$. Since we sum over all $\sigma_{\psi}$ in $k_{\varphi}$, we can eliminate the random variable $X_{\psi}$ from $\mu\left(\sigma_{\varphi}, \sigma_{\psi} \mid \varphi\right)$ :

$$
k_{\varphi}=\sum_{\sigma_{\varphi}} \sum_{\tau_{\varphi}} \sum_{\tau_{\psi}} \mu(\varphi) \mu\left(\sigma_{\varphi} \mid \varphi\right) \nu\left(\tau_{\varphi}, \tau_{\psi}\right) u_{\varphi}\left(\sigma_{\varphi}, \tau_{\varphi}\right) .
$$

Similarly we can eliminate the random variable $Y_{\psi}$ from $\nu\left(\tau_{\varphi}, \tau_{\psi}\right)$ :

$$
k_{\varphi}=\sum_{\sigma_{\varphi}} \sum_{\tau_{\varphi}} \mu(\varphi) \mu\left(\sigma_{\varphi} \mid \varphi\right) \nu\left(\tau_{\varphi}\right) u_{\varphi}\left(\sigma_{\varphi}, \tau_{\varphi}\right)=\mu(\varphi) U_{\varphi}\left(\mu_{\mid \varphi}, \nu\right)
$$

In the same way it follows that $k_{\psi}=\mu(\psi) U_{\psi}\left(\mu_{\mid \psi}, \nu\right)$.

It follows from the previous result that there is no mixed strategy $\mu$ whose expected utility in $\Gamma$ is greater than that of $\mu_{\mid \varphi}$ in $\Gamma_{\varphi}$ and $\mu_{\mid \psi}$ in $\Gamma_{\psi}$, that is, expected utility of the mixed strategy $\mu$ is monotone with respect to expected utilities of the mixed strategies $\mu_{\mid \varphi}$ and $\mu_{\mid \psi}$. We will use this insight when we prove the monotonicity rule for the connectives.

Theorem 7.12 Let $\varphi$ and $\psi$ be IF formulas, $\mathbb{M}$ a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains Free $(\varphi) \cup \operatorname{Free}(\psi)$. Then

$$
\begin{aligned}
& V(\Gamma(\mathbb{M}, s, \varphi \vee \psi))=\max \left(V\left(\Gamma_{\varphi}\right), V\left(\Gamma_{\psi}\right)\right) \\
& V(\Gamma(\mathbb{M}, s, \varphi \wedge \psi))=\min \left(V\left(\Gamma_{\varphi}\right), V\left(\Gamma_{\psi}\right)\right)
\end{aligned}
$$

Proof Fix $\Gamma_{\oplus}=\bigoplus\left(\{\varphi, \psi\}, \Gamma_{\varphi}, \Gamma_{\psi}\right)$. Write $v_{\varphi}$ for $V\left(\Gamma_{\varphi}\right)$ and $v_{\psi}$ for $V\left(\Gamma_{\psi}\right)$. We may assume without loss of generality that $v_{\varphi}=\max \left(v_{\varphi}, v_{\psi}\right)$. Let $\left(\mu_{\varphi}^{*}, \nu_{\varphi}^{*}\right)$ be an equilibrium in $\Gamma_{\varphi}$ and $\left(\mu_{\psi}^{*}, \nu_{\psi}^{*}\right)$ an equilibrium in $\Gamma_{\psi}$.

Fix any of Eloise's pure strategies $\sigma_{\psi}^{\prime}$ in $\Gamma_{\psi}$. Let $\hat{\mu} \in \Delta\left(S_{\oplus}\right)$ be the mixed strategy in $\Gamma_{\oplus}$ such that for every pure strategy $\sigma=\oplus\left(\chi, \sigma_{\varphi}, \sigma_{\psi}\right)$,

$$
\hat{\mu}(\sigma)= \begin{cases}\mu_{\varphi}^{*}\left(\sigma_{\varphi}\right) & \text { if } \chi \text { is } \varphi \text { and } \sigma_{\psi}=\sigma_{\psi}^{\prime} \\ 0 & \text { otherwise }\end{cases}
$$

Let $\hat{\nu}$ be the mixed strategy in $\Gamma_{\oplus}$ such that for every pure strategy $\tau=\oplus\left(\tau_{\varphi}, \tau_{\psi}\right)$,

$$
\hat{\nu}(\tau)=\nu_{\varphi}^{*}\left(\tau_{\varphi}\right) \nu_{\psi}^{*}\left(\tau_{\psi}\right)
$$

Observe that $\hat{\nu}\left(\tau_{\chi}\right)=\nu_{\chi}^{*}\left(\tau_{\chi}\right)$ for every pure strategy $\tau_{\chi}$ of Abelard in $\Gamma_{\chi}$.

It suffices to prove that (i) $U(\hat{\mu}, \hat{\nu})=v_{\varphi}$ and (ii) $(\hat{\mu}, \hat{\nu})$ is an equilibrium in $\Gamma_{\oplus}$.
(i) Let $S_{\oplus}^{\varphi}$ be the set of strategies in $S_{\oplus}$ that choose disjunct $\varphi$. Then

$$
\begin{aligned}
U_{\oplus}(\hat{\mu}, \hat{\nu}) & =\sum_{\sigma \in S_{\oplus}^{\varphi}} \sum_{\tau \in T_{\oplus}} \hat{\mu}(\sigma) \hat{\nu}(\tau) u_{\oplus}(\sigma, \tau) \\
& =\sum_{\sigma_{\varphi}} \sum_{\tau_{\varphi}} \sum_{\tau_{\psi}} \hat{\mu}\left(\varphi, \sigma_{\varphi}, \sigma_{\psi}^{\prime}\right) \hat{\nu}\left(\tau_{\varphi}, \tau_{\psi}\right) u_{\varphi}\left(\sigma_{\varphi}, \tau_{\varphi}\right)
\end{aligned}
$$

where $\sigma_{\varphi}$ ranges over the pure strategies of Eloise in $\Gamma_{\varphi}$, etc. Eliminating the random variable $Y_{\psi}$ yields:

$$
\sum_{\sigma_{\varphi}} \sum_{\tau_{\varphi}} \hat{\mu}\left(\varphi, \sigma_{\varphi}, \sigma_{\psi}^{\prime}\right) \hat{\nu}\left(\tau_{\varphi}\right) u_{\varphi}\left(\sigma_{\varphi}, \tau_{\varphi}\right)
$$

By construction, $\hat{\mu}\left(\varphi, \sigma_{\varphi}, \sigma_{\psi}^{\prime}\right)=\mu_{\varphi}^{*}\left(\sigma_{\varphi}\right)$ and $\hat{\nu}\left(\tau_{\varphi}\right)=\nu_{\varphi}^{*}\left(\tau_{\varphi}\right)$. Hence, $U_{\oplus}(\hat{\mu}, \hat{\nu})=U_{\varphi}\left(\mu_{\varphi}^{*}, \nu_{\varphi}^{*}\right)=v_{\varphi}$.
(ii) Suppose $\mu \in \Delta\left(S_{\oplus}\right)$ is a mixed strategy such that $U_{\oplus}(\mu, \hat{\nu})>$ $v_{\varphi}$. By Lemma 7.11, $U_{\oplus}(\mu, \hat{\nu})=\mu(\varphi) U_{\varphi}\left(\mu_{\mid \varphi}, \hat{\nu}\right)+\mu(\psi) U_{\psi}\left(\mu_{\mid \psi}, \hat{\nu}\right)$. Since $\mu(\varphi)$ and $\mu(\psi)$ are values between 0 and 1 that sum up to 1 , there is a $\chi \in\{\varphi, \psi\}$ such that $U_{\chi}\left(\mu_{\mid \chi}, \hat{\nu}\right)>v_{\varphi}$. Suppose $\chi$ is $\varphi$. By a similar reasoning as above, $U_{\varphi}\left(\mu_{\mid \varphi}, \hat{\nu}\right)=U_{\varphi}\left(\mu_{\mid \varphi}, \nu_{\varphi}^{*}\right)$. Since $\left(\mu_{\varphi}^{*}, \nu_{\varphi}^{*}\right)$ is an equilibrium in $\Gamma_{\varphi}$, we must have that $U_{\varphi}\left(\mu_{\mid \varphi}, \nu_{\varphi}^{*}\right) \leq$ $v_{\varphi}$. Contradiction.
Suppose $\chi$ is $\psi$. We have $U_{\psi}\left(\mu_{\mid \psi}, \hat{\nu}\right)=U_{\psi}\left(\mu_{\mid \psi}, \nu_{\psi}^{*}\right)$. Since $\left(\mu_{\psi}^{*}, \nu_{\psi}^{*}\right)$ is an equilibrium in $\Gamma_{\psi}, U_{\psi}\left(\mu_{\mid \psi}, \nu_{\psi}^{*}\right) \leq v_{\psi}$. Recall that $v_{\psi} \leq v_{\varphi}$ and a contradiction follows.

In a similar way it can be shown that a contradiction follows from the assertion that Abelard has a strategy $\nu$ such that $U_{\oplus}(\hat{\mu}, \nu)<$ $v_{\varphi}$.

The case for $\varphi \wedge \psi$ is left as an exercise to the reader.
This result allows us to consider a connective $\varphi \circ \psi$ as a choice point between playing $\Gamma_{\varphi}$ and $\Gamma_{\psi}$. The player associated with $\circ$ compares his or her expected utilities in $\Gamma_{\varphi}$ and $\Gamma_{\psi}$, and chooses the game with highest expected utility.

### 7.2.4 Constructing strategies for quantifier games

We explored the correspondence between the strategies in $\Gamma(\mathbb{M}, s, \varphi \vee \psi)$ on the one hand and the strategies in $\Gamma(\mathbb{M}, s, \varphi)$ and $\Gamma(\mathbb{M}, s, \psi)$ on the other hand. In a similar way there exists a correspondence between the strategies in $\Gamma(\mathbb{M}, s,(\exists x / W) \varphi)$ and the strategies in the games $\Gamma\left(\mathbb{M}, s\left(x / a_{1}\right), \varphi\right), \ldots, \Gamma\left(\mathbb{M}, s\left(x / a_{n}\right), \varphi\right)$, where $a_{1}, \ldots, a_{n}$ enumerate the objects in $\mathbb{M}$. We will first introduce the composition operator $\oplus$ for strategic IF games associated with existentially quantified formulas.

In the context of a singleton assignment team, the existential quantifier $(\exists x / W) \varphi$ can be conceived of as a big disjunction $\bigvee_{a \in M} \varphi$ over the objects $a$ in the structure at hand. We can exploit this analogy between existential quantifiers and disjunctions to prove the quantifier monotonicity rules. The structure of the proof is similar to that of the proof of the monotonicity rules for the connectives. We need to account for one essential difference between connectives and quantifiers, though. Once Eloise has chosen a disjunct in $\varphi \vee \psi$, her choice is known to both players throughout the game. However, it may happen that one of the
players does not know the move made for the outer quantifier in the IF formula $(\exists x / W) \varphi$.

To restore the analogy we will only consider IF formulas $(\exists x / W) \varphi$ in which both players can see the value assigned to $x$ throughout the game. Note that it is not required that the value assigned to $x$ by $(\exists x / W)$ is not overwritten in the remainder of the game. We say the variable $x$ is public in the IF formula $(Q x / W) \varphi$ if $x \in K_{\varphi}(\psi)$ for every subformula $\psi$ in $\varphi$. For instance, $x$ is public in $\exists x \exists x \forall y R(x, y)$ but not in

$$
\exists x(\exists y /\{x\}) R(x, y) \quad \text { and } \quad \exists x(\forall y /\{x\}) R(x, y)
$$

Fix a suitable structure $\mathbb{M}$ with universe $\left\{a_{1}, \ldots, a_{n}\right\}$ and an assignment $s$ in $\mathbb{M}$ whose domain contains $\operatorname{Free}((\exists x / W) \varphi)$. As usual we let $G=G(\mathbb{M}, s,(\exists x / W) \varphi)$ and for every $a \in M$, we denote by $G_{a}$ the extensive game $G(\mathbb{M}, s(x / a), \varphi)$. Similarly we write $\Gamma$ for $\Gamma(\mathbb{M}, s,(\exists x / W) \varphi)$ and $\Gamma_{a}$ for $\Gamma(\mathbb{M}, s(x / a), \varphi)$.

For each $a_{i} \in M$, we let $\sigma_{a_{i}}$ range over the pure strategies for Eloise in $\Gamma_{a_{i}}$. For each $b \in M$, we let $\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)$ denote the function whose arguments are histories of Eloise in $G$ such that

$$
\begin{aligned}
\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)(s,(\exists x / W) \varphi) & =(x, b) \\
\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)(s,(\exists x / W) \varphi,(x, b), \ldots) & =\sigma_{b}(s(x / b), \varphi, \ldots)
\end{aligned}
$$

To see that $\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)$ is a strategy of Eloise in $G$, let $h \approx_{U} h^{\prime}$ be two histories from $G$ belonging to Eloise. The histories $h$ and $h^{\prime}$ are both of the form $(s,(\exists x / W) \varphi,(x, b), \ldots)$. Since $x$ is public, $x \notin U$. It follows that the assignments induced by $h$ and $h^{\prime}$ agree on $x$. Let $g$ and $g^{\prime}$ be the histories of the form $(s(x / b), \varphi, \ldots)$ from $G_{b}$ that correspond to $h$ and $h^{\prime}$, respectively.

Suppose $h$ is of the form

$$
\begin{equation*}
(s,(\exists x / W) \varphi,(x, b), \ldots,(x, c), \ldots) \tag{7.2}
\end{equation*}
$$

that is, the value assigned to $x$ by $(\exists x / W)$ is overwritten at least once. Since $g$ corresponds to $h, g$ is of the form

$$
(s, \varphi,(x, b), \ldots,(x, c), \ldots)
$$

It follows that the assignments induced by $g$ and $h$ coincide. The same is true for the assignments induced by $g^{\prime}$ and $h^{\prime}$.

Suppose $h$ is not of the form (7.2), that is, the value of $x$ is never overwritten. Then the assignments induced by $g$ and $h$ assign $b$ to $x$, and they also agree on every other variable in their domain. Again, we have that the same is true for the assignments induced by $g^{\prime}$ and $h^{\prime}$.

We conclude that $g \approx_{U} g^{\prime}$. Since $\sigma_{b}$ is a strategy in $G_{b}, \sigma_{b}(g)=\sigma\left(g^{\prime}\right)$. Then by construction, $\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)(h)=\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)\left(h^{\prime}\right)$ and the claim follows.

For each $a_{i} \in M$, we let $\tau_{a_{i}}$ range over the pure strategies of Abelard in $\Gamma_{a_{i}}$. By $\oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)$ we denote the function whose arguments are histories of Abelard in $G$ such that

$$
\oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)(s,(\exists x / W) \varphi,(x, b), \ldots)=\tau_{b}(s(x / b), \varphi, \ldots) .
$$

The function $\oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)$ is in fact a strategy of Abelard in $G$. The proof of this claim is analogous to the earlier claim that $\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)$ is a strategy of Eloise in $G$.

Example 7.13 If $x$ fails to be public in $(\exists x / W) \varphi$, there are composite functions $\oplus(\ldots)$ that are not strategies. For instance, let $\varphi$ be the IF sentence $\exists x(\forall y /\{x\}) R(x, y)$. Fix a structure $\mathbb{M}$ with at least two elements $a, b$. For $c \in\{a, b\}$, fix

$$
\Gamma_{c}=\Gamma(\mathbb{M},\{(x, c)\},(\forall y /\{x\}) R(x, y)) .
$$

Let $\tau_{a}$ be Abelard's pure strategy from $\Gamma_{a}$ that picks $a$ and $\tau_{b}$ his pure strategy from $\Gamma_{b}$ that picks $b$. Consider the function $\oplus\left(\tau_{a}, \tau_{b}\right)$, which assigns $(y, a)$ to $h=(\varnothing, \varphi,(x, a))$ and $(y, b)$ to $h^{\prime}=(\varnothing, \varphi,(x, b))$. Since $h \approx_{\{x\}} h^{\prime}, \oplus\left(\tau_{a}, \tau_{b}\right)$ is not a strategy of Abelard in the game of $\varphi$.

The same argument applies to the IF sentence $\varphi^{\prime}$ in which Eloise moves twice: $\exists x(\exists y /\{x\}) R(x, y)$. Let $\sigma_{a}$ be Eloise's pure strategy from $\Gamma_{a}$ that picks $a$ and $\sigma_{b}$ her pure strategy from $\Gamma_{b}$ that picks $b$. Consider the function $\oplus\left(a, \sigma_{a}, \sigma_{b}\right)$. Since $h \approx_{\{x\}} h^{\prime}, \oplus\left(a, \sigma_{a}, \sigma_{b}\right)$ is not a strategy of Eloise in the game of $\varphi$. The fact that $h^{\prime}$ does not materialize if Eloise assigns $a$ to $x$ is irrelevant in this context.

Let

$$
\bigoplus\left(M, \Gamma_{a_{1}}, \ldots, \Gamma_{a_{n}}\right)=\left(\{\exists, \forall\},\left\{S_{\oplus}, T_{\oplus}\right\}, u_{\oplus}\right)
$$

be the strategic game such that

$$
\begin{aligned}
& S_{\oplus}=\left\{\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right): b \in M, \sigma_{a_{1}} \in S_{a_{1}}, \ldots, \sigma_{a_{n}} \in S_{a_{n}}\right\}, \\
& T_{\oplus}=\left\{\oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right): \tau_{a_{1}} \in T_{a_{1}}, \ldots, \tau_{a_{n}} \in T_{a_{n}}\right\},
\end{aligned}
$$

and

$$
u_{\oplus}\left(\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right), \oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)\right)=u_{b}\left(\sigma_{b}, \tau_{b}\right),
$$

where $u_{b}$ is the utility function of the strategic IF game $\Gamma_{b}$.

Proposition $7.14 \quad \Gamma$ and $\bigoplus\left(M, \Gamma_{a_{1}}, \ldots, \Gamma_{a_{n}}\right)$ are identical.
Proof Analogous to the proof of Proposition 7.8.
Let $X_{\exists}$ be the random variable that ranges over the objects in $M$, $X_{a_{i}}$ the random variable that ranges over the strategies in $S_{a_{i}}$, and $Y_{a_{j}}$ the random variable that ranges over the strategies in $T_{a_{j}}$. Fix a mixed strategy $\mu \in \Delta\left(S_{\oplus}\right)$ from $\Gamma_{\oplus}=\bigoplus\left(M, \Gamma_{a_{1}}, \ldots, \Gamma_{a_{n}}\right)$. Then for any pure strategy $\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)$ in $S_{\oplus}$,

$$
\mu\left(X_{\exists}=b, X_{a_{1}}=\sigma_{a_{1}}, \ldots, X_{a_{n}}=\sigma_{a_{n}}\right)=\mu\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)
$$

denotes the probability $\mu\left(\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)\right)$. For any of Abelard's pure strategies $\oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)$ in $T_{\oplus}$,

$$
\nu\left(Y_{a_{1}}=\tau_{a_{1}}, \ldots, Y_{a_{n}}=\tau_{a_{n}}\right)=\nu\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)
$$

denotes the probability $\nu\left(\oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)\right)$. We will use the notation for probability distributions introduced earlier by which, for instance,

$$
\begin{aligned}
\mu(b) & =\sum_{\sigma_{a_{1}}} \ldots \sum_{\sigma_{a_{n}}} \mu\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right), \\
\mu_{\mid b}\left(\sigma_{b}\right) & =\mu\left(\sigma_{b} \mid b\right)
\end{aligned}
$$

Proposition 7.15 Let $\Gamma_{\oplus}=\bigoplus\left(M, \Gamma_{a_{1}}, \ldots, \Gamma_{a_{n}}\right)$. Let $\mu$ be a mixed strategy of Eloise in $\Gamma_{\oplus}$ and $\nu$ a mixed strategy of Abelard in $\Gamma_{\oplus}$. Then

- $\mu_{\mid b}$ is a mixed strategy of Eloise in $\Gamma_{b}$ for each $b \in M$;
- $\nu$ is a mixed strategy of Abelard in all $\Gamma_{a_{1}}, \ldots, \Gamma_{a_{n}}$.

Proof Analogous to the proof of Proposition 7.10.

### 7.2.5 Monotonicity rule for quantifiers

We proceed to show the quantifier analogues of Lemma 7.11 and Theorem 7.12.

Lemma 7.16 Let $(\exists x / W) \varphi$ be an IF formula in which $x$ is public. Let $\mathbb{M}$ be a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains $\operatorname{Free}((\exists x / W) \varphi)$. Let $U_{a_{i}}$ be the expected utility function of $\Gamma_{a_{i}}$ for any $a_{i} \in M$, and $U_{\oplus}$ the expected utility function of $\bigoplus\left(M, \Gamma_{a_{1}}, \ldots, \Gamma_{a_{n}}\right)$. Then

$$
U_{\oplus}(\mu, \nu)=\sum_{b \in M} \mu(b) U_{b}\left(\mu_{\mid b}, \nu\right)
$$

Proof First we observe that $U_{\oplus}(\mu, \nu)=\sum_{b \in M} k_{b}$, where

$$
k_{b}=\sum_{\sigma_{a_{1}}} \ldots \sum_{\sigma_{a_{n}}} \sum_{\tau_{a_{1}}} \ldots \sum_{\tau_{a_{n}}} \mu\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right) \nu\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right) u_{\oplus}\left(\sigma_{\oplus}, \tau_{\oplus}\right),
$$

$\sigma_{\oplus}=\oplus\left(b, \sigma_{a_{1}}, \ldots, \sigma_{a_{n}}\right)$ and $\tau_{\oplus}=\oplus\left(\tau_{a_{1}}, \ldots, \tau_{a_{n}}\right)$. It can be shown, by an argument analogous to that of Lemma 7.11, that $k_{b}$ is equal to $\mu(b) U_{b}\left(\mu_{\mid b}, \nu\right)$.

Theorem 7.17 Let $(Q x / W) \varphi$ be an IF formula in which $x$ is public. Let $\mathbb{M}$ be a suitable structure and $s$ an assignment in $\mathbb{M}$ whose domain contains Free $((Q x / W) \varphi)$. Let $\Gamma_{b}=\Gamma(\mathbb{M}, s(x / b), \varphi)$ for each $b \in M$. Then

$$
\begin{aligned}
& V(\Gamma(\mathbb{M}, s,(\exists x / W) \varphi))=\max \left\{V\left(\Gamma_{b}\right): b \in M\right\}, \\
& V(\Gamma(\mathbb{M}, s,(\forall x / W) \varphi))=\min \left\{V\left(\Gamma_{b}\right): b \in M\right\} .
\end{aligned}
$$

Proof The proof is analogous to the proof of Theorem 7.12.
We can use Theorem 7.17 to strip off quantifiers that quantify public variables.

Example 7.18 Consider the IF sentence $\varphi$,

$$
\exists u \forall w\left(u \neq w \vee \varphi_{\mathrm{MP}}\right),
$$

where $\varphi_{\mathrm{MP}}$ is the Matching Pennies sentence $\exists x(\forall y /\{x\}) x=y$. Let $\mathbb{M}$ be a finite structure with $n$ elements. Since $u$ is public in $\varphi$ and $w$ is public in $\forall w\left(u \neq w \vee \varphi_{\mathrm{MP}}\right)$ it follows from Theorem 7.17 that

$$
V(\Gamma(\varphi, \mathbb{M}))=\max _{a} \min _{b} V\left(\Gamma^{\prime}\right),
$$

where

$$
\Gamma^{\prime}=\Gamma\left(\mathbb{M},\{(u, a),(w, b)\}, u \neq w \vee \varphi_{\mathrm{MP}}\right) .
$$

By the monotonicity rule for disjunction (Theorem 7.12), $V\left(\Gamma^{\prime}\right)$ equals

$$
\max \left[\Gamma(\mathbb{M},\{(u, a),(w, b)\}, u \neq w), \Gamma\left(\mathbb{M},\{(u, a),(w, b)\}, \varphi_{\mathbb{M P}}\right)\right] .
$$

Hence, $V\left(\Gamma^{\prime}\right)$ is 1 if $a \neq b$ and $1 / n$ otherwise. For every $a \in M$, Abelard can minimize $V\left(\Gamma^{\prime}\right)$ by choosing $a$ for $\forall w$ as well. That is, $\min _{b} V\left(\Gamma^{\prime}\right)$ is $1 / n$ for every $a \in M$. Consequently, $\max _{a} \min _{b} V\left(\Gamma^{\prime}\right)$ is $1 / n$.

### 7.2.6 Monotonicity rule for negation

Finally we will study the impact of negation on the value of IF formulas. We will show that Eloise can do no better in the game of $\varphi$ than Abelard in the game of $\neg \varphi$. This principle is illustrated by the Matching Pennies sentence $\varphi_{\mathrm{MP}}$. Its negation $\neg \varphi_{\mathrm{MP}}$ is given by $\exists x(\forall y /\{x\}) x \neq y$ and has the same value behavior as the Inverted Matching Pennies sentence $\varphi_{\text {IMP }}$. It follows from Examples 7.2 and 7.3 that the values of $\Gamma\left(\mathbb{M}, \varphi_{\text {MP }}\right)$ and $\Gamma\left(\mathbb{M}, \varphi_{\mathrm{IMP}}\right)$ add up to 1.

First we prove an easy game-theoretic result.
Lemma 7.19 Let $\Gamma=\left(\{\mathrm{I}, \mathrm{II}\},\left\{S_{\mathrm{I}}, S_{\mathrm{II}}\right\}, u\right)$ be a two-person game and $\Gamma^{\prime}=\left(\{\mathrm{I}, \mathrm{II}\},\left\{S_{\mathrm{I}}^{\prime}, S_{\mathrm{II}}^{\prime}\right\}, u^{\prime}\right)$ the two-person game obtained from $\Gamma$ in the following way: $S_{\mathrm{I}}^{\prime}=S_{\mathrm{II}}, S_{\mathrm{II}}^{\prime}=S_{\mathrm{I}}$ and $u(\sigma, \tau)=1-u^{\prime}(\tau, \sigma)$ for every $\sigma \in S_{\mathrm{I}}$ and $\tau \in S_{\mathrm{II}}$. Then $V(\Gamma)=1-V\left(\Gamma^{\prime}\right)$.

Proof Let $U$ and $U^{\prime}$ be the expected utility functions of $\Gamma$ and $\Gamma^{\prime}$, respectively. Then

$$
U(\mu, \nu)=\sum_{\sigma \in S_{\mathrm{I}}} \sum_{\tau \in S_{\mathrm{II}}} \mu(\sigma) \nu(\tau)\left(1-u^{\prime}(\tau, \sigma)\right)=1-U^{\prime}(\nu, \mu)
$$

Let $(\mu, \nu)$ be an equilibrium in $\Gamma$. For every $\mu^{\prime} \in \Delta\left(S_{\mathrm{I}}\right)=\Delta\left(S_{\mathrm{II}}^{\prime}\right)$, $U(\mu, \nu) \geq U\left(\mu^{\prime}, \nu\right)$ if and only if $1-U^{\prime}(\nu, \mu) \geq 1-U^{\prime}\left(\nu, \mu^{\prime}\right)$. Hence for every $\mu^{\prime}, U^{\prime}(\nu, \mu) \leq U^{\prime}\left(\nu, \mu^{\prime}\right)$. In a similar fashion we can derive that for every $\nu^{\prime} \in \Delta\left(S_{\text {II }}\right)=\Delta\left(S_{\mathrm{I}}^{\prime}\right), U^{\prime}(\nu, \mu) \geq U^{\prime}\left(\nu^{\prime}, \mu\right)$. It follows that $(\nu, \mu)$ is an equilibrium in $\Gamma^{\prime}$.

The following result shows that the values of $\varphi$ and $\neg \varphi$ add up to 1 as claimed above.

Theorem 7.20 Let $\varphi$ be an IF formula, $\mathbb{M}$ a suitable structure, and $s$ an assignment in $\mathbb{M}$ whose domain contains Free $(\varphi)$. Then

$$
V(\Gamma(\mathbb{M}, s, \neg \varphi))=1-V(\Gamma(\mathbb{M}, s, \varphi))
$$

Proof Every choice point in $G(\mathbb{M}, s, \varphi)$ belonging to $p$ belongs to $\bar{p}$ in $G(\mathbb{M}, s, \neg \varphi)$ and vice versa. It follows that in the strategic IF game $\Gamma^{\prime}=\Gamma(\mathbb{M}, s, \neg \varphi)$, Abelard (Eloise) controls the strategies that belong to Eloise (Abelard) in the strategic game $\Gamma=\Gamma(\mathbb{M}, s, \varphi)$.

Let $\sigma$ be a strategy of Eloise in $\Gamma$ and let $\tau$ be a strategy of Abelard in $\Gamma$. Let $h=(s, \varphi, \ldots)$ be the terminal history in which Eloise follows $\sigma$ and Abelard follows $\tau$. The utility $u(\sigma, \tau)$ is determined by the assignment induced by $h$ and the literal $\psi$ for which $h \in H_{\psi}$, as follows: if $\mathbb{M}$, $s_{h} \models \psi$ then $u(\sigma, \tau)=1$, and otherwise $u(\sigma, \tau)=0$.

The strategy $\sigma$ is a strategy of Abelard in $\Gamma^{\prime}$ and $\tau$ is a strategy of Eloise in the same game. Playing $\sigma$ against $\tau$ yields the terminal history $h^{\prime}=(s, \neg \varphi, \ldots) \in H_{\neg \psi}$. The assignments induced by $h$ and $h^{\prime}$ coincide. Hence, if $\mathbb{M}, s_{h^{\prime}} \models \neg \psi$ then $u^{\prime}(\tau, \sigma)=1$, and otherwise $u^{\prime}(\tau, \sigma)=0$. We conclude that $u(\sigma, \tau)=1-u^{\prime}(\tau, \sigma)$, and the claim follows from Lemma 7.19.

### 7.3 Behavioral strategies and compositional semantics

The monotonicity rules in the previous section can be seen as a first attempt to find a compositional semantics for IF logic that is equivalent to equilibrium semantics. When evaluating IF formulas relative to single assignments under equilibrium semantics, we face the same difficulty we encountered in Chapter 4, namely that a single assignment is insufficient to encode the state of the semantic game. In fact, now the problem is even worse. Before (when the players were only allowed to use pure strategies) it was enough for the players to keep track of which assignments were possible. Now that they may use mixed strategies, the players must assign a probability to each assignment, as well.

Calculating how the probability of each assignment changes as the game progresses is nontrivial. The problem becomes more tractable if we assume the players follow behavioral strategies rather than mixed strategies. Whereas a mixed strategy randomizes a player's choice of pure strategy, a behavioral strategy randomizes the player's actions at each decision point. A behavioral equilibrium is defined similarly to a mixedstrategy equilibrium, i.e., no player can improve his or her expected utility by switching to a different behavioral strategy.

Independently of [54], Galliani [22] developed a probabilistic approach to IF logic based on behavioral strategies by assuming that when two histories are indistinguishable to a player, the probability distribution over his or her actions must be the same. He then gives a compositional semantics equivalent to the behavioral analogue of equilibrium semantics. He and the first author later generalized this semantics into a compositional semantics that is equivalent to equilibrium semantics, called lottery semantics [23].

Every behavioral strategy corresponds to a mixed strategy, but not conversely. The converse is true, however, for games with perfect recall.

This follows from a game-theoretic result known as Kuhn's theorem [35, 36]. Thus Galliani's semantics coincides with equilibrium semantics if we restrict to IF formulas for which both Eloise and Abelard have perfect recall.

### 7.4 Elimination of strategies

It is often clear to us that one strategy is inferior to another and that it is not in its owner's best interest to play it. We proceed to introduce the notion of "weak dominance" that formalizes this sense of a strategy being inferior to another.

Definition 7.21 Let $\Gamma$ be a two-person strategic game. For $\sigma, \sigma^{\prime} \in$ $S_{\mathrm{I}}$ we say that $\sigma$ weakly dominates $\sigma^{\prime}$, or (equivalently) $\sigma^{\prime}$ is weakly dominated by $\sigma$ if the following conditions are satisfied:

- For every $\tau \in S_{\text {II }}, u_{\mathrm{I}}(\sigma, \tau) \geq u_{\mathrm{I}}\left(\sigma^{\prime}, \tau\right)$.
- For some $\tau \in S_{\text {II }}, u_{\mathrm{I}}(\sigma, \tau)>u_{\mathrm{I}}\left(\sigma^{\prime}, \tau\right)$.

A similar notion is defined for player II. A strategy is weakly dominated in $\Gamma$ if its owner has a strategy in $\Gamma$ that weakly dominates it.

Suppose Eloise's strategy $\sigma$ weakly dominates ${ }^{1}$ the strategy $\sigma^{\prime}$ in the strategic IF game $\Gamma$. Then, by definition, for every strategy $\tau$ of Abelard, $u(\sigma, \tau) \geq u\left(\sigma^{\prime}, \tau\right)$. Since in strategic IF games either player receives 0 or 1 , this means that for every $\tau$, if $u\left(\sigma^{\prime}, \tau\right)=1$ then $u(\sigma, \tau)=1$. That is, if the weakly dominated $\sigma^{\prime}$ wins against $\tau$, then so does $\sigma$. Furthermore, by definition, there is a strategy $\tau$ for which $u(\sigma, \tau)>u\left(\sigma^{\prime}, \tau\right)$, i.e, there is a strategy against which $\sigma$ wins, but $\sigma^{\prime}$ loses.

Our interest is in finding the value of strategic IF games, that is, in finding equilibria. To this end, it is useful to eliminate certain strategies so that we obtain a smaller, less complex game that has the same value. The following result enables us to eliminate weakly dominated strategies.

Proposition 7.22 Let $\Gamma$ be a finite, two-player, strictly competitive strategic game. Then $\Gamma$ has an equilibrium ( $\mu_{\mathrm{I}}, \mu_{\mathrm{II}}$ ) such that for each

[^12]- For every $\tau \in S_{\bar{p}}, u_{p}(\sigma, \tau)>u_{p}\left(\sigma^{\prime}, \tau\right)$.
player $p$, none of the strategies in the support of $\mu_{p}$ is weakly dominated in $\Gamma$.

Proof Suppose $(\mu, \nu)$ is an equilibrium in $\Gamma$. Suppose $\rho$ and $\rho^{\prime}$ are two strategies in the support of $\mu$, such that $\rho$ weakly dominates $\rho^{\prime}$. Consider the mixed strategy $\mu^{*}$ in $\Gamma$ that is defined for $\sigma \in S_{\mathrm{I}}$ by

$$
\mu^{*}(\sigma)= \begin{cases}\mu(\rho)+\mu\left(\rho^{\prime}\right) & \text { if } \sigma \text { is } \rho \\ 0 & \text { if } \sigma \text { is } \rho^{\prime} \\ \mu(\sigma) & \text { otherwise }\end{cases}
$$

So $\mu^{*}$ is the mixed strategy that is exactly like $\mu$ except that it plays $\rho$ whenever $\mu$ would play $\rho^{\prime}$. The support of $\mu^{*}$ is that of $\mu$ minus $\rho^{\prime}$.

By the definition of equilibrium, $U_{\mathrm{II}}(\mu, \nu) \geq U_{\mathrm{II}}\left(\mu, \nu^{\prime}\right)$ for every $\nu^{\prime} \in$ $\Delta\left(S_{\text {II }}\right)$. Since $\Gamma$ is strictly competitive,

$$
\begin{equation*}
U_{\mathrm{I}}(\mu, \nu) \leq U_{\mathrm{I}}\left(\mu, \nu^{\prime}\right) \tag{7.3}
\end{equation*}
$$

Now we will show that

$$
\begin{equation*}
U_{\mathrm{I}}\left(\mu, \nu^{\prime}\right) \leq U_{\mathrm{I}}\left(\mu^{*}, \nu^{\prime}\right) \tag{7.4}
\end{equation*}
$$

which coincides with

$$
\begin{equation*}
\sum_{\sigma \in S_{\mathrm{I}}} \sum_{\tau \in S_{\mathrm{II}}} \mu(\sigma) \nu^{\prime}(\tau) u_{\mathrm{I}}(\sigma, \tau) \leq \sum_{\sigma \in S_{\mathrm{I}}} \sum_{\tau \in S_{\mathrm{II}}} \mu^{*}(\sigma) \nu^{\prime}(\tau) u_{\mathrm{I}}(\sigma, \tau) \tag{7.5}
\end{equation*}
$$

Since $\mu$ and $\mu^{*}$ agree on every strategy except $\rho$ and $\rho^{\prime}$, it follows from Equation (7.5) that

$$
\begin{equation*}
\left[\sum_{\tau \in S_{\mathrm{II}}} \mu(\rho) \nu^{\prime}(\tau) u_{\mathrm{I}}(\rho, \tau)\right]+\left[\sum_{\tau \in S_{\mathrm{II}}} \mu\left(\rho^{\prime}\right) \nu^{\prime}(\tau) u_{\mathrm{I}}\left(\rho^{\prime}, \tau\right)\right] \tag{7.6}
\end{equation*}
$$

is less than or equal to

$$
\begin{equation*}
\left[\sum_{\tau \in S_{\mathrm{II}}} \mu^{*}(\rho) \nu^{\prime}(\tau) u_{\mathrm{I}}(\rho, \tau)\right]+\left[\sum_{\tau \in S_{\mathrm{II}}} \mu^{*}\left(\rho^{\prime}\right) \nu^{\prime}(\tau) u_{\mathrm{I}}\left(\rho^{\prime}, \tau\right)\right] \tag{7.7}
\end{equation*}
$$

By definition, $\mu^{*}(\rho)=\mu(\rho)+\mu\left(\rho^{\prime}\right)$ and $\mu^{*}\left(\rho^{\prime}\right)=0$. Thus, modulo some rewriting, (7.7) is equal to

$$
\begin{equation*}
\left[\sum_{\tau \in S_{\mathrm{II}}} \mu(\rho) \nu^{\prime}(\tau) u_{\mathrm{I}}(\rho, \tau)\right]+\left[\sum_{\tau \in S_{\mathrm{II}}} \mu\left(\rho^{\prime}\right) \nu^{\prime}(\tau) u_{\mathrm{I}}(\rho, \tau)\right] \tag{7.8}
\end{equation*}
$$

Since $\rho$ weakly dominates $\rho^{\prime}, u_{\mathrm{I}}\left(\rho^{\prime}, \tau\right) \leq u_{\mathrm{I}}(\rho, \tau)$ for every $\tau \in S_{\mathrm{II}}$. Hence, (7.6) is less than or equal to (7.8), and Equation (7.4) follows.

If we substitute $\nu$ for $\nu^{\prime}$ in Equation (7.4), we get $U_{\mathrm{I}}(\mu, \nu) \leq U_{\mathrm{I}}\left(\mu^{*}, \nu\right)$. Since $(\mu, \nu)$ is an equilibrium, we also have $U_{\mathrm{I}}(\mu, \nu) \geq U_{\mathrm{I}}\left(\mu^{*}, \nu\right)$. Hence $U_{\mathrm{I}}(\mu, \nu)=U_{\mathrm{I}}\left(\mu^{*}, \nu\right)$. Connecting this equivalence with Equations (7.3) and (7.4) yields

$$
U_{\mathrm{I}}\left(\mu^{*}, \nu\right)=U_{\mathrm{I}}(\mu, \nu) \leq U_{\mathrm{I}}\left(\mu, \nu^{\prime}\right) \leq U_{\mathrm{I}}\left(\mu^{*}, \nu^{\prime}\right) .
$$

Since $\Gamma$ is strictly competitive, we arrive at $U_{\text {II }}\left(\mu^{*}, \nu\right) \geq U_{\text {II }}\left(\mu^{*}, \nu^{\prime}\right)$. $\quad \dashv$
A result similar to Proposition 7.22 can be proved for finite, nonstrictly competitive games, but the proof is more complicated, cf. [44, p. 122].

Let

$$
\Gamma=\left(N,\left\{S_{p}: p \in N\right\},\left\{u_{p}: p \in N\right\}\right)
$$

be a finite, two-player, strictly competitive game in which $S_{\mathrm{I}}^{*} \subseteq S_{\mathrm{I}}$ is the set of player I's strategies that are not weakly dominated in $\Gamma$. By Proposition 7.22, if $(\mu, \nu)$ is an equilibrium in $\Gamma$, then there is a mixed strategy $\mu^{*} \in \Delta\left(S_{\mathrm{I}}^{*}\right)$ such that $\left(\mu^{*}, \nu\right)$ is an equilibrium in $\Gamma$. Any two equilibria in $\Gamma$ have the same value (Proposition 2.15). Consequently, $(\mu, \nu)$ and $\left(\mu^{*}, \nu\right)$ have the same value. The same reasoning applies to player II's strategies in $S_{\mathrm{II}}^{*} \subseteq S_{\mathrm{II}}$ that are not weakly dominated in $\Gamma$.

It follows that the smaller game

$$
\Gamma^{*}=\left(N,\left\{S_{p}^{*}: p \in N\right\},\left\{u_{p}^{*}: p \in N\right\}\right),
$$

where $u_{p}^{*}$ is the restriction of $u_{p}$ to the pairs of strategies in $\Gamma^{*}$, has the same value as $\Gamma$. We can iterate the elimination process to obtain a series $\Gamma^{*}, \Gamma^{* *}, \Gamma^{* * *}, \ldots$ of games of decreasing size that all have the same value.

Note that if $\Gamma$ is a strategic IF game and $\Gamma^{*}$ is a subgame of $\Gamma$ that is the result of removing weakly dominated strategies, then $\Gamma^{*}$ need not be a strategic IF game. That is, the class of strategic IF games is not closed under removing weakly dominated strategies.

We present another result that enables us to remove strategies that are equivalent in terms of payoff. Let $\Gamma$ be a two-player strategic game and let $\sigma, \sigma^{\prime} \in S_{\mathrm{I}}$. We say $\sigma$ and $\sigma^{\prime}$ are payoff equivalent if for every strategy $\tau$ belonging to player II, $u_{\mathrm{I}}(\sigma, \tau)=u_{\mathrm{I}}\left(\sigma^{\prime}, \tau\right)$. A similar notion is defined for player II.

Proposition 7.23 Let $\Gamma$ be a strategic game. Then $\Gamma$ has an equilibrium $\left(\mu_{\mathrm{I}}, \mu_{\mathrm{II}}\right)$ such that for each player, there are no two strategies in the support of $\mu_{p}$ that are payoff equivalent.

Proof Analogous to the proof of Proposition 7.22. As a matter of fact we can prove that $U_{p}\left(\mu_{\mathrm{I}}, \mu_{\mathrm{II}}^{\prime}\right)=U_{p}\left(\mu_{\mathrm{I}}^{*}, \mu_{\mathrm{II}}^{\prime}\right)$, which is a stronger statement than what we need for Equation (7.4).

Example 7.24 Consider the two-player, zero-sum game $\Gamma_{0}$ in Figure 7.4(a). In this game, player II's strategy $\tau_{4}$ is weakly dominated by $\tau_{2}$. Hence, the value of $\Gamma_{0}$ coincides with that of $\Gamma_{1}$ in Figure 7.4(b). In $\Gamma_{1}$, $\sigma_{4}$ is weakly dominated by $\sigma_{1}$. (Note that $\sigma_{4}$ is not weakly dominated by $\sigma_{1}$ in $\Gamma_{0}$.) Therefore we can eliminate $\sigma_{4}$ and obtain the game $\Gamma_{2}$, which has the same value as $\Gamma_{0}$ and $\Gamma_{1}$. The strategy $\tau_{1}$ is weakly dominated in $\Gamma_{2}$ by $\tau_{3}$. Removing it yields $\Gamma_{3}$, as shown in Figure 7.4(d). In $\Gamma_{3}$, $\sigma_{3}$ is weakly dominated by $\sigma_{1}$ and $\sigma_{2}$. If we remove $\sigma_{3}$, we obtain $\Gamma_{4}$, a variant of the Matching Pennies game, as shown in Figure 7.4(e), which cannot be further reduced by eliminating weakly dominated strategies. It follows that the value of $\Gamma_{0}$ is $1 / 2$.

In a strategic game there may be many strategies that can be eliminated. The order in which we eliminate them has an effect on the game in which we end up. For instance, in $\Gamma_{2}, \sigma_{1}$ weakly dominates $\sigma_{3}$. Eliminating $\sigma_{3}$ yields $\Gamma_{3}^{\prime}$, as shown in Figure 7.4(f). In $\Gamma_{3}^{\prime}$, the strategies $\tau_{1}$ and $\tau_{3}$ are payoff equivalent. Eliminating the latter yields $\Gamma_{4}^{\prime}$, which is again a variant of the Matching Pennies game, as shown in Figure $7.4(\mathrm{~g})$.

Observe that in strategic IF games, $\sigma$ is weakly dominated by or payoff equivalent to $\sigma^{\prime}$ if and only if for each strategy $\tau, u(\sigma, \tau) \leq u\left(\sigma^{\prime}, \tau\right)$. Similarly, $\tau$ is weakly dominated by or payoff equivalent to $\tau^{\prime}$ if and only if for each strategy $\sigma, u(\sigma, \tau) \geq u\left(\sigma, \tau^{\prime}\right)$.

If $\sigma$ is a winning strategy of player $p$ in the extensive game $G(\mathbb{M}, s, \varphi)$ then it weakly dominates all strategies of $p$ in $\Gamma(\mathbb{M}, s, \varphi)$ that are not payoff equivalent to $\sigma$. Thus we can eliminate all strategies of $p$ other than the winning strategy $\sigma$ without harming her expected utility. In the reduced game, her opponent $\bar{p}$ still owns all the strategies he owned in the original game. However, in the reduced game, they are all payoff equivalent to each other as they all lose against $\sigma$. Therefore we can eliminate all but one arbitrary strategy of player $\bar{p}$. In the resulting game both players have one choice.

Every semantic game associated with a first-order formula is determined and its strategic games can therefore be reduced to a" $1 \times 1$ game." By abuse of terminology, we will refer to a subformula of $\varphi$ with empty slash sets as a first-order subformula of $\varphi$. If $\psi$ is a first-order formula that appears as a subformula in the IF formula $\varphi$, then we can


(e) $\Gamma_{4}$

(f) $\Gamma_{3}^{\prime}$

(g) $\Gamma_{4}^{\prime}$

Figure 7.4 A series of strategic games in which $\Gamma_{i}$ is obtained from $\Gamma_{i-1}$ by eliminating weakly dominated strategies. The process is nondeterministic since both $\Gamma_{3}$ and $\Gamma_{3}^{\prime}$ can be obtained in this manner from $\Gamma_{2}$.
reduce every strategic IF game of $\varphi$ to a smaller game in which for every player $p$, all of $p$ 's strategies yield the same actions for $p$ 's choice points in $\psi$. This amounts to treating $\psi$ as an atomic formula.

Proposition 7.25 Let $\varphi$ be an $\mathrm{IF}_{L}$ formula and $\psi$ a first-order subformula in $\varphi$ such that $\operatorname{Free}(\psi)=\left\{x_{1}, \ldots, x_{m}\right\}$. Let $R \notin L$ be an m-ary relation symbol, and $\mathbb{M}$ an $L \cup\{R\}$-structure such that for every assignment $s$ in $\mathbb{M}$ with domain containing Free $(\psi)$,

$$
\mathbb{M}, s \models \psi \quad \text { iff } \quad \mathbb{M}, s \models R\left(x_{1}, \ldots, x_{m}\right) .
$$

Then for every assignment $s$ in $\mathbb{M}$ with domain containing Free( $\varphi$ ),

$$
V(\Gamma(\mathbb{M}, s, \varphi))=V\left(\Gamma\left(\mathbb{M}, s, \varphi^{\prime}\right)\right)
$$

where $\varphi^{\prime}$ is the result of replacing $\psi$ in $\varphi$ by $R\left(x_{1}, \ldots, x_{m}\right)$.
Proof In the game $G=G(\mathbb{M}, s, \varphi)$, let $H_{\psi}=\left\{h_{1}, \ldots, h_{n}\right\}$ and $H_{\psi}^{\prime}$ the closure of histories in $H_{\psi}$ under extensions. Since $\psi$ is first-order it follows from the Gale-Stewart theorem that the game $G_{i}=G\left(\mathbb{M}, s_{h_{i}}, \psi\right)$ is determined for every $1 \leq i \leq n$. Without loss of generality, assume that Eloise has winning strategies $\sigma_{1}^{*}, \ldots, \sigma_{j}^{*}$ in the games $G_{1}, \ldots, G_{j}$, respectively, for some $0 \leq j \leq n$.

For every strategy $\sigma$ in $\Gamma$ let $\sigma^{*}$ be the function whose arguments are the histories $h$ of Eloise in the game $G$ such that $\sigma^{*}(h)= \begin{cases}\sigma_{i}^{*}\left(s_{h}, \psi, \ldots\right) & \text { if } h \text { equals or extends some } h_{i} \in\left\{h_{1}, \ldots, h_{j}\right\}, \\ \sigma(h) & \text { otherwise },\end{cases}$
where $\left(s_{h}, \psi, \ldots\right)$ is the history in $G_{i}$ corresponding to $h$. To see that $\sigma^{*}$ is a strategy of Eloise in $\Gamma=\Gamma(\mathbb{M}, s, \varphi)$ let $h \approx_{W} h^{\prime}$ be two distinct histories in $H_{(\exists x / W) \chi}$. Since $h$ and $h^{\prime}$ are distinct and $\psi$ is first-order, $h$ and $h^{\prime}$ do not belong to $H_{\psi}^{\prime}$. Therefore, $\sigma^{*}(h)=\sigma(h)$ and $\sigma^{*}\left(h^{\prime}\right)=\sigma\left(h^{\prime}\right)$. The strategy $\sigma$ is certainly $W$-uniform. Whence, $\sigma(h)=\sigma\left(h^{\prime}\right)$.

Similarly, we let $\tau^{*}$ be the strategy of Abelard in $\Gamma$ such that
$\tau^{*}(h)= \begin{cases}\tau_{i}^{*}\left(s_{h}, \psi, \ldots\right) & \text { if } h \text { equals or extends some } h_{i} \in\left\{h_{j+1}, \ldots, h_{n}\right\}, \\ \tau(h) & \text { otherwise },\end{cases}$
where $\left(s_{h}, \psi, \ldots\right)$ as above.
To see that $\sigma$ is payoff equivalent to or weakly dominated by $\sigma^{*}$, fix any strategy $\tau$ of Abelard. Let $h$ be the history that follows $\sigma$ and $\tau$. If $h$ extends a history in $\left\{h_{1}, \ldots, h_{j}\right\}$, playing $\sigma^{*}$ against $\tau$ yields a history that is winning for Eloise. Otherwise, if $h$ does not extend a history in $\left\{h_{1}, \ldots, h_{j}\right\}$, playing $\sigma^{*}$ against $\tau$ yields $h$ as well. Therefore, $u\left(\sigma^{*}, \tau\right) \geq u(\sigma, \tau)$ for every $\tau$.

In the same way we can see that any strategy $\tau$ of Abelard is payoff equivalent to or weakly dominated by $\tau^{*}$.

Let $S^{*}=\left\{\sigma^{*}: \sigma \in S\right\}$ and $T^{*}=\left\{\tau^{*}: \tau \in T\right\}$. By Propositions 7.22 and 7.23 , the game $\Gamma^{*}=\left(\{\exists, \forall\},\left\{S^{*}, T^{*}\right\}, u^{*}\right)$ has the same value as $\Gamma$, where $u^{*}$ is the function defined on $S^{*} \times T^{*}$ such that $u^{*}\left(\sigma^{*}, \tau^{*}\right)=$ $u\left(\sigma^{*}, \tau^{*}\right)$.

We will show that $\Gamma^{*}$ and $\Gamma^{\prime}=\Gamma\left(\mathbb{M}, s, \varphi^{\prime}\right)$ are the same game modulo renaming of strategies. To this end, observe that every history in $G$ that is not in $H_{\psi}^{\prime}$ is a history in $G^{\prime}=G\left(\mathbb{M}, s, \varphi^{\prime}\right)$ and vice versa. Further, we observe that every two strategies $\sigma_{k}$ and $\sigma_{\ell}$ of Eloise in $\Gamma$ that make the same action on every history $h \notin H_{\psi}^{\prime}$ are mapped to the same strategy $\sigma_{k}^{*}=\sigma_{\ell}^{*}$. So for any two strategies of Eloise in $\Gamma^{*}$ there exists a history $h \notin H_{\psi}^{\prime}$ such that $\sigma_{k}^{*}(h) \neq \sigma_{\ell}^{*}(h)$. The same applies to Abelard's strategies.

For every strategy $\sigma^{\prime}$ of Eloise in $\Gamma^{\prime}$ let $\beta\left(\sigma^{\prime}\right)$ be the strategy in $\Gamma^{*}$ such that

$$
\beta\left(\sigma^{\prime}\right)(h)= \begin{cases}\sigma^{\prime}(h) & \text { if } h \notin H_{\psi}^{\prime} \\ \sigma^{*}(h) & \text { otherwise }\end{cases}
$$

for any $\sigma^{*}$ from $\Gamma^{*}$. The function $\beta$ is injective, since for any two strategies $\sigma_{1}^{\prime} \neq \sigma_{2}^{\prime}$ of Eloise in $\Gamma^{\prime}$, clearly $\beta\left(\sigma_{1}^{\prime}\right) \neq \beta\left(\sigma_{2}^{\prime}\right)$. It is also surjective, since for every strategy $\sigma^{*}$ of Eloise in $\Gamma^{*}$ it is the case that $\beta\left(\sigma^{\prime}\right)=\sigma^{*}$, where $\sigma^{\prime}$ is the strategy in $\Gamma^{\prime}$ such that for every history $h \notin H_{\psi}^{\prime}$ of Eloise, $\sigma^{*}(h)=\sigma^{\prime}(h)$. Hence $\beta$ is a bijection between the strategies in $S^{*}$ and the strategies of Eloise in $\Gamma^{\prime}$. Similarly we can show that there is a bijection $\beta$ between the strategies in $T^{*}$ and the strategies of Abelard in $\Gamma^{\prime}$.

Consider any pair of strategies $\left(\sigma^{*}, \tau^{*}\right)$ from $S^{*} \times T^{*}$. Let $h$ be the history that is the result of playing $\sigma^{*}$ against $\tau^{*}$. Suppose $h \notin H_{\psi}^{\prime}$. Then, playing $\beta\left(\sigma^{*}\right)$ against $\beta\left(\tau^{*}\right)$ also yields $h$. Hence, $u^{*}\left(\sigma^{*}, \tau^{*}\right)=$ $u^{\prime}\left(\beta\left(\sigma^{*}\right), \beta\left(\tau^{*}\right)\right)$, where $u^{\prime}$ is the utility function of $\Gamma^{\prime}$.

Suppose $h \in H_{\psi}^{\prime}$, in particular suppose $h$ equals or extends the history $h_{i} \in H_{\psi}$. Assume that $h$ is winning for Eloise. Then Eloise has a winning strategy in $G_{i}$ and therefore $\mathbb{M}, s_{h_{i}} \models \psi$. By hypothesis,

$$
\mathbb{M}, s_{h_{i}} \models R\left(x_{1}, \ldots, x_{m}\right)
$$

The history $h^{\prime}$ that is the result of playing $\beta\left(\sigma^{*}\right)$ against $\beta\left(\tau^{*}\right)$ sits in $H_{R\left(x_{1}, \ldots, x_{m}\right)}$ and furthermore $s_{h_{i}}=s_{h^{\prime}}$. We conclude that

$$
\mathbb{M}, s_{h^{\prime}} \models R\left(x_{1}, \ldots, x_{m}\right)
$$

The case for Abelard is similar and therefore $u^{*}\left(\sigma^{*}, \tau^{*}\right)$ is equal to $u^{\prime}\left(\beta\left(\sigma^{*}\right), \beta\left(\tau^{*}\right)\right)$.

Modulo renaming strategies, $\Gamma^{*}$ and $\Gamma^{\prime}$ are identical. In particular, $\Gamma^{*}$ and $\Gamma^{\prime}$ have the same value. Since $\Gamma$ and $\Gamma^{*}$ have the same value, also $\Gamma$ and $\Gamma^{\prime}$ have the same value.

Example 7.26 Consider the following IF sentence $\varphi$,

$$
\exists x(\forall y /\{x\})(x=c \vee x=y) .
$$

Let $\mathbb{M}$ be a finite structure with $n$ elements. In the strategic game $\Gamma=$ $\Gamma(\mathbb{M}, \varphi)$, Eloise has $n$ choice functions associated with $\exists x$ and no less than $2^{n^{2}}$ choice functions associated with the disjunction $(x=c \vee x=y)$. So in total she has $n 2^{n^{2}}$ strategies in $\Gamma$. Let $R$ be a fresh binary relation symbol. Let $\mathbb{M}^{*}$ be the expansion of $\mathbb{M}$ such that

$$
\mathbb{M}^{*}, s \models x=c \vee x=y \quad \text { iff } \quad \mathbb{M}^{*}, s \models R(x, y),
$$

for every assignment $s$ in $\mathbb{M}$ with domain containing $\{x, y\}$. Let $\varphi^{\prime}$ be the IF sentence

$$
\exists x(\forall y /\{x\}) R(x, y) .
$$

In the game $\Gamma^{\prime}=\Gamma\left(\mathbb{M}^{*}, \varphi^{\prime}\right)$, Eloise has only $n$ strategies. By Proposition 7.25 , the value of $\Gamma\left(\mathbb{M}^{*}, \varphi\right)$ is equal to the value of $\Gamma\left(\mathbb{M}^{*}, \varphi^{\prime}\right)$.

The following example illustrates how we can use iterated elimination of payoff equivalent and weakly dominated strategies to compute the value of a complex strategic IF game.
Example 7.27 Write $\theta_{\infty}$ for the IF sentence $\exists w \theta_{\infty}^{\prime}$, where $\theta_{\infty}^{\prime}$ is

$$
\forall x \exists y(\exists z /\{x\})(z=x \wedge y \neq w) .
$$

Eloise has a winning strategy in the game $G=G\left(\mathbb{M}, s, \theta_{\infty}\right)$ if $\mathbb{M}$ is (Dedekind) infinite (recall the sentence $\varphi_{\infty}$ in Example 4.14). It can be checked that Abelard has a winning strategy in $G$ if $\mathbb{M}$ contains one element; $G$ is undetermined in all other cases. Suppose that $\mathbb{M}$ is finite and contains more than one element.

Since $w$ is public in $\theta_{\infty}$, it follows from the monotonicity rule for quantifiers (Theorem 7.17) that $V(\Gamma)=\max \left\{\Gamma_{d}: d \in M\right\}$, where $\Gamma_{d}=$ $\Gamma\left(\mathbb{M}, s, \theta_{\infty}^{\prime}\right)$ and $s=\{(w, d)\}$. Fix $d \in M$ and consider the game $\Gamma_{d}$.

Let $\theta_{\infty}^{*}$ be the result of replacing the subformula ( $z=x \wedge y \neq w$ ) by the atomic formula $R(x, y, z, w)$, where $R$ is a fresh 4 -ary relation symbol. Since the formula ( $z=x \wedge y \neq w$ ) is first-order, it follows from Proposition 7.25 that the value of $\Gamma_{d}$ is equal to the value of $\Gamma_{d}^{*}=$ $\Gamma\left(\mathbb{M}^{*}, s, \theta_{\infty}^{*}\right)$ where $\mathbb{M}^{*}$ is the expansion of $\mathbb{M}$ that interprets $R$ as in the hypothesis of Proposition 7.25.

Let $S$ be the set of strategies of Eloise in $\Gamma_{d}^{*}$ and $T$ the set of strategies of Abelard. We index each of Abelard's strategies $\tau_{a} \in T$ with the object Abelard chooses, that is,

$$
\tau_{a}\left(s, \theta_{\infty}^{*}\right)=(x, a)
$$

We associate with every strategy $\sigma \in S$ of Eloise the pair of choice functions $(f, g)$, where $f: M \rightarrow M$ is the choice function associated with $(\exists y /\{w\})$ such that

$$
\sigma\left(s, \theta_{\infty}^{*},(x, a)\right)=(y, f(a))
$$

and $g: M \rightarrow M$ is the choice function associated with $(\exists z /\{w, x\})$ such that

$$
\sigma\left(s, \theta_{\infty}^{*},(x, a),(y, b)\right)=(z, g(b))
$$

For $A \subseteq M$, let $S_{A} \subseteq S$ be the set of strategies $(f, g)$ such that

$$
g(f(a))=a \text { and } f(a) \neq d \quad \text { iff } \quad a \notin A
$$

Every $\sigma \in S_{A}$ wins against $\tau_{a} \in T$ if and only if $a \notin A$. Since Eloise does not have a winning strategy, $S_{A}$ is empty for $A=\varnothing$.

Let $A \subseteq M$ and $\sigma, \sigma^{\prime} \in S_{A}$. To see that $\sigma$ and $\sigma^{\prime}$ are payoff equivalent, consider an arbitrary strategy $\tau_{a} \in T$. By the construction of $S_{A}$, $u(\sigma, \tau)=1$ if and only if $a \notin A$ and by a similar argument: $u\left(\sigma^{\prime}, \tau\right)=1$ if and only if $a \notin A$. Hence, $u(\sigma, \tau)=u\left(\sigma^{\prime}, \tau\right)$ for all $\tau \in T$.

Let $S^{\prime}$ be a set that contains precisely one strategy $\sigma=(f, g)$ from $S_{\{a\}}$ for each $a \in M$. It is not hard to see that $S_{\{a\}}$ is nonempty as it contains the pair $(f, g)$, where $f=g$ are the functions on $M$ such that

$$
f(z)= \begin{cases}a & \text { if } z=d \\ d & \text { if } z=a \\ z & \text { otherwise }\end{cases}
$$

Figure 7.5 provides an illustration of what $f$ is like on a five-element structure. Since $f$ is an involution, $g(f(z))=z$ for every $z \in M$. In addition, $f(z)=d$ if and only if $z=a$. Hence, $(f, g) \in S_{\{a\}}$.

Let $B$ be a nonempty subset of $M$. Fix any $\sigma \in S_{B}$. For any $\tau_{c} \in T$, suppose $u(\sigma, \tau)=1$, that is, $c \notin B$. For any singleton $\{a\} \subseteq B$ we also have that $c \notin\{a\}$. Hence, for the strategy $\sigma^{\prime}$ in $S^{\prime} \cap S_{\{a\}}, u\left(\sigma^{\prime}, \tau\right)=1$. It follows that every strategy $\sigma$ in $S$ is payoff equivalent to or weakly dominated by a strategy in $S^{\prime}$.

By Propositions 7.22 and 7.23 , it follows that there exists a $\mu \in \Delta\left(S^{\prime}\right)$ such that $(\mu, \nu)$ is an equilibrium in $\Gamma_{d}^{*}$.


Figure 7.5 The function $f$ on a five-element structure. It is an involution that maps $a$ to $d$ and the other objects to themselves.

Let us focus on the payoff matrix defined by $S^{\prime} \times T$. We already saw that $T=\{b: b \in M\}$. Similarly, $S^{\prime}$ can be written as $\left\{\sigma_{a}: a \in M\right\}$ where $\sigma_{a}$ is the strategy from $S_{\{a\}}$. Consider the strategies $\sigma_{a}$ and $\tau_{b}$. Eloise wins if and only if $a \neq b$. It follows that the payoff matrix of $S^{\prime} \times T$ is equal to the payoff matrix of the Inverted Matching Pennies game depicted in Figure 7.1(b), modulo renaming of strategies. Hence, the value of $\Gamma_{d}$ is $(n-1) / n$. Since $d$ was chosen arbitrarily, the value of $\Gamma$ is $(n-1) / n$ as well.

Interestingly, on finite structures $\theta_{\infty}$ has the same value behavior as the simpler

$$
\varphi_{\mathrm{IMP}}=\forall x(\exists z /\{x\}) x \neq z
$$

Apparently, the signaling quantifier $\exists y$ and the conjunct $y \neq w$ only come into action on infinite structures.

The value of $\Gamma\left(\mathbb{M}, \theta_{\infty}\right)$ increases as $n$ goes to infinity. It is tempting to take the value of the game on finite models as an approximation of the property expressed by $\theta_{\infty}$. This may be true in this case but it does not hold in general. For instance, [54] contains as an example the IF sentence $\varphi_{\text {even }}$,

$$
\forall x \forall y(\exists u /\{y\})(\exists v /\{x\})(v=x \wedge u=y \wedge u \neq x \wedge x=y \rightarrow u=v)
$$

which is true on finite $\mathbb{M}$ if and only if $M$ has even cardinality. It was shown that if $\mathbb{M}$ has odd cardinality $n$, then the value of $\Gamma\left(\mathbb{M}, \varphi_{\text {even }}\right)$ is $1-(1 / 2 n)$. The value of the strategic game $\Gamma\left(\mathbb{M}, \varphi_{\text {even }}\right)$ increases as $n$ grows, for odd $n$. However, in the case of $\varphi_{\text {even }}$ it does not make much sense to say that a structure with nine objects is a closer approximation of the property of having odd cardinality than a structure with seven objects.

### 7.5 Expressing the rationals

In this section we will study the values that the strategic IF games can realize. We show that they realize precisely the rationals in the interval $[0,1]$.

First we recall a result about the values of general zero-sum, two-player games, see [48, p. 739].

Theorem 7.28 Let $\Gamma$ be a zero-sum, two-player game whose utility function has the rationals as range. Then the value of $\Gamma$ is rational.

We have already seen an IF sentence that can realize all rationals. The IF sentence

$$
\exists x(\forall y /\{x\}) P((x+y) \bmod n)
$$

which defines the Rescher quantifier (see Example 7.7), has value $m / n$, where $m$ the number of $P$ objects and $n$ the size of the universe at hand. Hence, for every rational $m / n$ there is a strategic IF game with $m / n$ as its value.

In the remainder of this section we show a stronger version of this result. We show that for every rational $q$ in the interval $[0,1]$ there is an IF sentence in the empty vocabulary that has value $q$ on every structure with two or more elements.

Theorem 7.29 (Sevenster and Sandu [54, Theorem 19]) Let $0 \leq m<$ $n$ be integers and $q=m / n$. There exists an IF sentence that has value $q$ on every structure with at least two objects.

Proof The idea of the proof is as follows. We let one player pick $m$ objects from a set of $n$ objects. Then we let another player pick one object from the same set of $n$ objects. The probability that the second player picked an object that was among the first player's $m$ objects is obviously $m / n$. We will define a game in the language of IF logic that enforces this behavior. The value of this game will be $m / n$ and the result follows.

- Game - Let $M$ be a set of at least $n$ objects and $C$ a subset of $M$ with precisely $n$ objects. We describe a two-step game:
S1: Abelard picks $m$ objects $b_{1}, \ldots, b_{m}$ from $M$;
S2: Eloise picks one object $c$ from $M$ not knowing the objects chosen in S1.

Eloise gets payoff 1 if and only if at least one of the following conditions is met for some distinct $1 \leq i, j \leq m$ :
(1) Abelard has chosen two equal objects: $b_{i}=b_{j}$;
(2) Abelard has chosen outside $C: b_{i} \notin C$;
(3) Eloise guesses one of Abelard's objects: $c=b_{i}$.

Conditions (1) and (2) force Abelard to chose $m$ distinct objects from $C$. Let $G$ denote the game thus described. There is no need to hardwire in the winning conditions that Eloise must choose $c$ from $C$. Any strategy of Eloise that chooses $c$ from outside $C$ is weakly dominated by every strategy that chooses an object from $C$.

- Value - Let $\mu$ be Eloise's uniform mixed strategy with support $\left\{\sigma_{a}\right.$ : $a \in C\}$. Let $\mathcal{B}$ be the set of sets $B$ for which $B \subseteq C$ and $|B|=m$. Let $T_{B}$ be the set of strategies $\tau$ that pick the objects in $B$ (in any order). All strategies in $T_{B}$ are payoff equivalent. Every strategy $\tau^{\prime}$ that is not in a set $T_{B}$ violates condition (1) and/or (2) and will result in a loss for Abelard. Every such strategy $\tau^{\prime}$ is weakly dominated by a strategy from $T_{B}$ for any $B \in \mathcal{B}$. Pick one strategy $\tau_{B}$ from $T_{B}$ for each $B \in \mathcal{B}$, and collect these strategies in $T^{*}$. Since every strategy in $T$ is payoff equivalent to or weakly dominated by a strategy from $T^{*}$, the value of $G$ is equal to the value of the game in which Abelard chooses from $T^{*}$ instead of $T$.

Let $\nu$ be Abelard's uniform mixed strategy with support $T^{*}$. We claim that $(\mu, \nu)$ is an equilibrium in $G$ with value $m / n$. First we observe that

$$
U(\mu, \nu)=\sum_{a \in C} \sum_{B \in \mathcal{B}} \mu\left(\sigma_{a}\right) \nu\left(\tau_{B}\right) u\left(\sigma_{a}, \tau_{B}\right)=\sum_{B \in \mathcal{B}_{a}} \nu\left(\tau_{B}\right),
$$

where $\mathcal{B}_{a}=\left\{B^{\prime} \in \mathcal{B}: a \in B^{\prime}\right\}$ for any object $a \in C$. The expression $\sum_{B \in \mathcal{B}_{a}} \nu\left(\tau_{B}\right)$ denotes the probability $m / n$ that a randomly drawn set $B$ of $m$ objects contains $a$. The payoff matrix of the reduced game has the same diagonal band of 1 s as Figure 7.2. It can thus we seen that $(\mu, \nu)$ is an equilibrium.

- Definition in IF logic-Assume that $\mathbb{M}$ interprets the constant symbols $c_{1}, \ldots, c_{n}$ in such a way that $C=\left\{c_{1}^{\mathbb{M}}, \ldots, c_{n}^{\mathbb{M}}\right\}$.

The following IF sentence defines $G$ :

$$
\forall x_{1} \ldots \forall x_{m}\left(\exists y /\left\{x_{1}, \ldots, x_{m}\right\}\right) \beta_{1} \vee \beta_{2} \vee \beta_{3},
$$

where

$$
\begin{aligned}
& \beta_{1} \text { is } \bigvee_{i \in\{1, \ldots, m\}} \bigvee_{j \in\{1, \ldots, m\}-\{i\}} x_{i}=x_{j}, \\
& \left.\beta_{2} \text { is } \bigvee_{\substack{ \\
V_{3}}}^{\left.\bigcap_{i}, \ldots, m\right\}} \bigwedge_{j \in\{1, \ldots, n\}} x_{i} \neq c_{j}, \ldots, m\right\} \\
& x_{i}=y .
\end{aligned}
$$

The formulas $\beta_{1}-\beta_{3}$ encode the respective winning conditions (1)(3) from $G$ in first-order logic. By Proposition 7.25 we can replace the first-order subformula $\beta_{1} \vee \beta_{2} \vee \beta_{3}$ by the atom $R\left(x_{1}, \ldots, x_{m}, y\right)$ to obtain an IF sentence $\psi$ that has the same value on $\mathbb{M}^{*}$ as $\mathbb{M}$, where $\mathbb{M}^{*}$ is the appropriate expansion of $\mathbb{M}$. The game of $\psi$ is the game described earlier.

The previous game assumes that $M$ contains at least $n$ objects and that we have $n$ constants at our disposal, each interpreted by a different object. We can drop both assumptions by letting Eloise pick any set of $n$ objects from which Abelard has to chose, and to let them draw bitstrings that encode their choice. In this way, we only require two dedicated objects (the bits), which can also be chosen by Eloise. It does not matter which two objects she choses as long as they are distinct.

- Game-Let $\ell=\left\lceil^{2} \log n\right\rceil$.

S0': Eloise picks two distinct objects $a_{0}$ and $a_{1}$ from $M$;
S1': Eloise picks $\ell n$ objects $b_{1}^{1}, \ldots, b_{1}^{\ell}, \ldots, b_{n}^{1}, \ldots, b_{n}^{\ell}$ from $M$;
$\mathrm{S}^{\prime}$ : Abelard picks $\ell m$ objects $c_{1}^{1}, \ldots, c_{1}^{\ell}, \ldots, c_{m}^{1}, \ldots, c_{m}^{\ell}$ from $M$;
S3': Eloise picks $\ell$ objects $d^{1}, \ldots, d^{\ell}$ from $M$ not knowing the objects chosen in $\mathrm{S}^{\prime}$.

Eloise gets payoff 1 if and only if $a_{0} \neq a_{1}, b_{1}^{1}, \ldots, b_{n}^{\ell}, d^{1}, \ldots, d^{\ell} \in$ $\left\{a_{0}, a_{1}\right\}$ and at least one of the following conditions is met for some distinct $1 \leq i, j \leq m$ :
(1) Abelard has chosen two equal bitstrings: $c_{i}^{k}=c_{j}^{k}$ for all $1 \leq k \leq \ell$;
(2) One of Abelard's bitstrings is not in $\left\{\left(b_{1}^{1}, \ldots, b_{1}^{\ell}\right), \ldots,\left(b_{n}^{1}, \ldots, b_{n}^{\ell}\right)\right\}$ :

$$
\left(c_{i}^{1}, \ldots, c_{i}^{\ell}\right) \notin\left\{\left(b_{1}^{1}, \ldots, b_{1}^{\ell}\right), \ldots,\left(b_{n}^{1}, \ldots, b_{n}^{\ell}\right)\right\} ;
$$

(3) Eloise guesses one of Abelard's bitstrings: $c_{i}^{k}=d^{k}$ for all $1 \leq k \leq \ell$. Let $G^{\prime}$ be the game described by $\mathrm{S}^{\prime}-\mathrm{S} 3^{\prime}$ and the latter winning conditions.

- Value - Compared to $G$, Eloise has an extra step in $G^{\prime}$, but there is no way in which she can benefit from it. The other steps correspond to the steps in $G$, modulo the coding trick by bitstrings. Hence the value of $G^{\prime}$ is $m / n$.
- Definition in IF logic - The following IF sentence defines $G^{\prime}$ :

$$
\begin{array}{r}
\exists z_{1} \exists z_{2} \exists w_{1}^{1} \ldots \exists w_{1}^{\ell} \ldots \exists w_{n}^{1} \ldots \exists w_{n}^{\ell} \forall x_{1}^{1} \ldots \forall x_{1}^{\ell} \ldots \forall x_{m}^{1} \ldots \forall x_{m}^{\ell} \\
\left(\exists y^{1} / X\right) \ldots\left(\exists y^{\ell} / X\right) \gamma
\end{array}
$$

where $X=\left\{x_{1}^{1}, \ldots, x_{m}^{\ell}\right\}$ and $\gamma=\left(z_{1} \neq z_{2} \wedge\left(\gamma_{1} \vee \gamma_{2} \vee \gamma_{3}\right)\right)$ with

$$
\gamma_{1} \text { is } \bigvee_{i \in\{1, \ldots, m\}} \bigvee_{j \in\{1, \ldots, m\}-\{i\}}\left(x_{i}^{1}=x_{j}^{1} \wedge \ldots \wedge x_{i}^{\ell}=x_{j}^{\ell}\right)
$$

$$
\gamma_{2} \text { is } \bigvee_{i \in\{1, \ldots, m\}} \bigwedge_{j \in\{1, \ldots, n\}}\left(w_{j}^{1} \neq x_{i}^{1} \vee \ldots \vee w_{j}^{\ell} \neq x_{i}^{\ell}\right)
$$

$$
\gamma_{3} \text { is } \bigvee_{i \in\{1, \ldots, m\}}\left(x_{i}^{1}=y^{1} \wedge \ldots \wedge x_{i}^{\ell}=y^{\ell}\right)
$$

Observe that the variables $z_{i}$ are public in the subformula $\exists z_{i} \ldots$, and similarly for the variables $w_{j}^{h}$ in the subformula $\exists w_{j}^{h} \ldots$

## 8

## Further topics

In our final chapter we briefly discuss two topics we feel deserve to be mentioned in spite of space constraints that prevent us from giving them fuller treatment. In the first half of the chapter, we address the debate concerning the possibility of giving a compositional semantics for IF logic. In the second half, we investigate the effect of introducing imperfect information to modal logic.

### 8.1 Compositionality

The original game-theoretic semantics for IF logic assigned meanings only to IF sentences [30]. Thus IF logic was immune to a common complaint lodged against Tarski's semantics for first-order logic, namely that truth is defined in terms of satisfaction, rather than truth alone. However, it also meant that one was not able to analyze IF sentences by looking at the meanings of their subformulas. Furthermore, Hintikka famously claimed that there could be no compositional semantics for IF logic:
...there is no realistic hope of formulating compositional truth-conditions for [IF sentences], even though I have not given a strict impossibility proof to that effect. [28, pp. 110 ff$]^{1}$

Hintikka's assertion inspired Hodges to develop his trump semantics, which gives meanings to all IF formulas [32,33]. In Chapter 4, we defined two other semantics for IF formulas: game-theoretic semantics and Skolem semantics. In order to emphasize the similarities between IF

[^13]logic and first-order logic, we introduced both semantics in terms of single assignments. However, in order to prove their equivalence with trump semantics, we later extended them to teams of assignments.

Is such an extension necessary? In other words, can one formulate a compositional semantics for IF logic that defines satisfaction (and dissatisfaction) using single assignments? Before we can attempt to answer such questions, we must specify the properties we desire such a semantics to have.

Definition 8.1 (Cameron and Hodges [11]) A semantics for IF logic is a function that assigns to every IF formula $\varphi$ a meaning $|\varphi|_{\mathbb{M}, U}$ in every suitable structure $\mathbb{M}$, relative to any finite set of variables $U$ containing Free $(\varphi)$. We will simply write $|\varphi|_{U}$ when the structure is clear from context, and omit $U$ when it is empty. A semantics for IF logic is adequate if it has the following two properties:
(1) There is a distinguished value, called TRUE, such that for any IF sentence $\varphi$ we have $|\varphi|_{\mathbb{M}}=$ TRUE if and only if $\mathbb{M} \models_{\text {GTS }}^{+} \varphi$.
(2) For any IF sentence $\varphi$ with a subformula $\psi$, if $\varphi^{\prime}$ is the result of replacing $\psi$ by an IF formula $\psi^{\prime}, U=A_{\varphi}(\psi)=A_{\varphi^{\prime}}\left(\psi^{\prime}\right)$ is the set of variables quantified superordinate to $\psi$ in $\varphi$, and

$$
|\psi|_{\mathbb{M}, U}=\left|\psi^{\prime}\right|_{\mathbb{M}, U}
$$

then $|\varphi|_{\mathbb{M}}=$ TRUE if and only if $\left|\varphi^{\prime}\right|_{\mathbb{M}}=$ TRUE.
Condition (1) says that an adequate semantics for IF logic agrees with game-theoretic semantics on sentences. Condition (2) is a weak form of the principle of compositionality.

The semantics we defined in Chapter 4 satisfy both conditions. If $\psi$ is an IF formula, and $U$ is a finite set of variables that contains Free $(\psi)$, let $\|\psi\|_{\mathbb{M}, U}^{+}$denote the set of winning assignment teams for $\psi$ in $\mathbb{M}$ with domain $U$, and let $\|\psi\|_{\mathbb{M}, U}^{-}$denote the set of losing assignment teams with domain $U$. We take $\|\psi\|_{\mathbb{M}, U}$ to be an ordered pair whose first coordinate is $\|\psi\|_{\mathbb{M}, U}^{+}$and whose second coordinate is $\|\psi\|_{\mathbb{M}, U}^{-}$. For every finite set of variables $U$, define $\operatorname{TRUE}_{\mathbb{M}, U}$ to be a pair whose coordinates are

$$
\mathrm{TRUE}_{\mathbb{M}, U}^{+}=\mathscr{P}\left(M^{U}\right) \quad \text { and } \quad \operatorname{TRUE}_{\mathbb{M}, U}^{-}=\{\varnothing\}
$$

respectively. In particular, note that $\operatorname{TRUE}_{\mathbb{M}}^{+}=\mathscr{P}(\{\varnothing\})$.

Theorem 8.2 $\|\cdot\|$ is an adequate semantics for IF logic.
Proof (1) Let $\varphi$ be an IF sentence, and let $\mathbb{M}$ be a suitable structure. Then $\mathbb{M} \models_{\text {GTS }}^{+} \varphi$ if and only if $\{\varnothing\}$ is a winning team of assignments for $\varphi$. It follows from Proposition 5.2 that

$$
\|\varphi\|_{\mathbb{M}}^{+}=\mathscr{P}(\{\varnothing\}) \quad \text { and } \quad\|\varphi\|_{\mathbb{M}}^{-}=\{\varnothing\}
$$

Hence $\|\varphi\|_{\mathbb{M}}=$ TRUE.
(2) Suppose $\psi$ is a subformula of $\varphi$, and $\|\psi\|_{\mathbb{M}, A_{\varphi}(\psi)}=\left\|\psi^{\prime}\right\|_{\mathbb{M}, A_{\varphi}(\psi)}$. If $\varphi^{\prime}$ is the result of replacing $\psi$ by $\psi^{\prime}$, then by mimicking the proof of Proposition 5.17 one can easily show that $\|\varphi\|_{\mathbb{M}}=\left\|\varphi^{\prime}\right\|_{\mathbb{M}}$.

The semantics defined in Chapter 4 are also fully abstract in the sense that whenever two IF formulas do not have the same meaning, there is a structure in which replacing one formula for the other changes the truth value of an IF sentence.

Theorem 8.3 (Hodges [32, Theorem 7.6]) Let $U$ be a finite set of variables, and let $\psi$ and $\psi^{\prime}$ be IF formulas whose free variables are contained in $U$. Suppose that for every IF sentence $\varphi$ in which $\psi$ is a subformula and $A_{\varphi}(\psi)=U$, we have $\varphi \equiv \varphi^{\prime}$ whenever $\varphi^{\prime}$ is the result of replacing $\psi$ by $\psi^{\prime}$ in $\varphi$. Then $\psi \equiv_{U} \psi^{\prime}$.

Proof Suppose there is a suitable structure $\mathbb{M}$ such that

$$
\|\psi\|_{\mathbb{M}, U} \neq\left\|\psi^{\prime}\right\|_{\mathbb{M}, U}
$$

Then without loss of generality there is an an assignment team $X \subseteq M^{U}$ such that $X \in\|\psi\|_{\mathbb{M}, U}^{+}$but $X \notin\left\|\psi^{\prime}\right\|_{\mathbb{M}, U}^{+}$.

Let $U=\left\{x_{1}, \ldots, x_{n}\right\}$, let $R$ be a fresh $n$-ary relation symbol, and let $\mathbb{M}^{*}$ be the expansion of $\mathbb{M}$ in which

$$
R^{\mathbb{M}^{*}}=\left\{\left(s\left(x_{1}\right), \ldots, s\left(x_{n}\right)\right): s \in X\right\}
$$

Let $\varphi$ be the IF sentence

$$
\forall x_{1} \ldots \forall x_{n}\left(\neg R\left(x_{1}, \ldots, x_{n}\right) \vee \psi\right)
$$

Then $\mathbb{M}^{*}=^{+} \varphi$ because

$$
\mathbb{M}^{*},\left(M^{U}-X\right) \models^{+} \neg R\left(x_{1}, \ldots, x_{n}\right) \quad \text { and } \quad \mathbb{M}^{*}, X \models^{+} \psi
$$

whereas $\mathbb{M}^{*} \not \vDash^{+} \varphi^{\prime}$ because if it did we would have $\mathbb{M}^{*}, X \models^{+} \psi^{\prime}$ which implies $\mathbb{M}, X \neq^{+} \psi^{\prime}$, contrary to hypothesis.

Now we will show that there is no adequate semantics $|\cdot|$ for IF logic such that for every IF formula $\varphi$ whose free variables are contained in $U$ we have $|\varphi|_{\mathbb{M}, U} \subseteq M^{U}$. The proof is a simple counting argument based on the fact that any adequate semantics for IF logic must have more distinct meanings than there are subsets of $M^{U}$.

Definition 8.4 (Cameron and Hodges [11]) Let $\mathbb{M}$ be a structure and $U$ a finite set of variables. An $(\mathbb{M}, U)$-suit is a nonempty collection $\mathcal{S} \subseteq$ $\mathscr{P}\left(M^{U}\right)$ of assignment teams with domain $U$ that is downwards closed, i.e., $Y \subseteq X \in \mathcal{S}$ implies $Y \in \mathcal{S}$. A double $(\mathbb{M}, U)$-suit is an ordered pair $\left(\mathcal{S}^{+}, \mathcal{S}^{-}\right)$such that $\mathcal{S}^{+}$and $\mathcal{S}^{-}$are $(\mathbb{M}, U)$-suits and $\mathcal{S}^{+} \cap \mathcal{S}^{-}=\{\varnothing\} .{ }^{2} \quad \dashv$

It follows immediately from Propositions 5.1 and 5.2 that the meaning $\|\psi\|_{\mathbb{M}, U}$ of an IF formula $\psi$ in a suitable structure $\mathbb{M}$ relative to a finite set of variables $U$ containing $\operatorname{Free}(\psi)$ is a double $(\mathbb{M}, U)$-suit. Theorem 8.6 below shows this is the strongest possible characterization of meanings of IF formulas in finite structures.

Lemma 8.5 Let $\mathbb{M}$ be a finite structure in which every element is named by a constant symbol, and let $U$ be a finite set of variables. Then for every $(\mathbb{M}, U)$-suit $\mathcal{S}$ there is an $\operatorname{IF}$ formula $\psi$ such that $\mathcal{S}=\|\psi\|_{\mathbb{M}, U}^{+}$.

Proof Let $U=\left\{x_{1}, \ldots, x_{n}\right\}$, and for every assignment $s \in M^{U}$ let $\psi_{s}$ be the formula

$$
x_{1}=c_{s\left(x_{1}\right)} \wedge \ldots \wedge x_{n}=c_{s\left(x_{n}\right)}
$$

where $c_{s\left(x_{i}\right)}$ is the constant symbol whose interpretation is $s\left(x_{i}\right)$. For every assignment team $X \subseteq M^{U}$, let $\psi_{X}$ be the formula $\bigvee_{s \in X} \psi_{s}$. Observe that

$$
\begin{aligned}
\left\|\psi_{X}\right\|_{\mathbb{M}, U}^{+} & =\mathscr{P}(X) \\
\left\|\psi_{X}\right\|_{\mathbb{M}, U}^{-} & =\mathscr{P}\left(M^{U}-X\right)
\end{aligned}
$$

Also note that every $(\mathbb{M}, U)$-suit $\mathcal{S}$ has the form

$$
\mathcal{S}=\mathscr{P}\left(X_{1}\right) \cup \ldots \cup \mathscr{P}\left(X_{\ell}\right)
$$

where each $X_{k} \subseteq M^{U}$ is a team of assignments with domain $U$. Let $\psi$ be the IF formula

$$
\psi_{X_{1}} \vee_{/ U} \ldots \vee_{/ U} \psi_{X_{\ell}}
$$

${ }^{2}$ Cameron and Hodges define a suit to be a collection of nonempty assignment teams that is closed under nonempty subsets. We allow the empty team of assignments to be both winning and losing for any IF formula, so we include it in our suits and double suits.

It follows from Lemma 5.12 that

$$
\|\psi\|_{\mathbb{M}, U}^{+}=\bigcup_{k=1}^{\ell}\left\|\psi_{X_{k}}\right\|_{\mathbb{M}, U}^{+}=\mathcal{S}
$$

Since $\|\neg \varphi\|_{\mathbb{M}, U}^{ \pm}=\|\varphi\|_{\mathbb{M}, U}^{\mp}$, it is also the case that for every $(\mathbb{M}, U)$-suit $\mathcal{S}$ we can find an IF formula $\chi$ such that $\mathcal{S}=\|\chi\|_{\overline{\mathbb{M}}, U}^{-}$.

Theorem 8.6 Let $\mathbb{M}$ be a finite structure in which every element is named by a constant symbol, and let $U$ be a finite set of variables. If $\mathbb{M}$ has at least two elements, then every double $(\mathbb{M}, U)$-suit $\left(\mathcal{S}^{+}, \mathcal{S}^{-}\right)$is the meaning of an $\operatorname{IF}$ formula in $\mathbb{M}$ relative to $U$.

Proof Let $\psi$ and $\chi$ be IF formulas such that

$$
\|\psi\|_{U}^{+}=S^{+} \quad \text { and } \quad\|\chi\|_{U}^{-}=S^{-}
$$

Let $\varphi_{\mathrm{MP}}$ be the Matching Pennies sentence $\forall x(\exists y /\{x\}) x=y$, where $x$ and $y$ are variables not in $U$. Let $\psi^{\prime}$ be the formula $\psi \vee_{/ U} \varphi_{\mathrm{MP}}$, and let $\chi^{\prime}$ be $\chi \wedge / U \varphi_{\mathrm{MP}}$. Since $\left\|\varphi_{\mathrm{MP}}\right\|_{\mathbb{M}, U}^{ \pm}=\{\varnothing\}$, we have

$$
\begin{array}{ll}
\left\|\psi^{\prime}\right\|_{U}^{+}=\mathcal{S}^{+}, & \left\|\chi^{\prime}\right\|_{U}^{+}=\{\varnothing\} \\
\left\|\psi^{\prime}\right\|_{U}^{-}=\{\varnothing\}, &
\end{array}
$$

Finally, let $X=\bigcup \mathcal{S}^{+}$. Then $\mathcal{S}^{+} \subseteq \mathscr{P}(X)$ and $\mathcal{S}^{-} \subseteq \mathscr{P}\left(M^{U}-X\right)$, so

$$
\begin{aligned}
& \left\|\psi^{\prime} \wedge / U\left(\chi^{\prime} \vee_{/ U} \psi_{X}\right)\right\|_{U}^{+}=\mathcal{S}^{+} \\
& \left\|\psi^{\prime} \wedge / U\left(\chi^{\prime} \vee_{/ U} \psi_{X}\right)\right\|_{U}^{-}=\mathcal{S}^{-}
\end{aligned}
$$

Thus, to obtain a measure of the expressiveness of IF formulas on finite models, one should count double suits. However, to prove the impossibility result we are aiming for, it is sufficient to only consider the truth coordinates of IF formulas. Thus we only need to count suits. Let $f(m, n)$ denote the number of $(\mathbb{M}, U)$-suits when $\mathbb{M}$ is a structure of size $m$, and $U$ is a set of $n$ variables. Cameron and Hodges [11, §4] perform several calculations involving $f(m, n)$. In particular, they observe that when $n=1$ there are as many $(\mathbb{M}, U)$-suits as elements in the free distributive 1-lattice on $m$ generators. Figure 8.1, which was adapted from [11, p. 679], shows the value of $f(m)=f(m, 1)$ compared to $2^{m}$ for $1 \leq m \leq 8$. One can see that $f(m)$ appears to grow much faster than $2^{m}$, which is the crucial fact we will use to prove our desired impossibility result.

| $m$ | $2^{m}$ | $f(m)$ |
| :---: | :--- | :--- |
| 1 | 2 | 2 |
| 2 | 4 | 5 |
| 3 | 8 | 19 |
| 4 | 16 | 167 |
| 5 | 32 | 7,580 |
| 6 | 64 | $7,828,353$ |
| 7 | 128 | $2,414,682,040,997$ |
| 8 | 256 | $56,130,437,228,687,557,907,787$ |

Figure 8.1 Counting suits

Proposition 8.7 (Cameron and Hodges [11, Proposition 4.2(c)]) If $m>1$, then $f(m)>2^{m}$.

Proof Let $\mathbb{M}$ be a structure of size $m>1$, and let $U=\{x\}$. For each $a \in M$, let $s_{a}=\{(x, a)\}$ be the assignment that assigns the value $a$ to $x$. Then for any two distinct subsets $A, B \subseteq M$, the collections

$$
\begin{aligned}
& \mathcal{S}_{A}=\left\{\left\{s_{a}\right\}: a \in A\right\} \cup\{\varnothing\}, \\
& \mathcal{S}_{B}=\left\{\left\{s_{b}\right\}: b \in B\right\} \cup\{\varnothing\},
\end{aligned}
$$

consisting only of singleton assignment teams (and the empty assignment team) are distinct $(\mathbb{M},\{x\})$-suits. Hence $2^{m} \leq f(m)$. If $a, b \in M$, then

$$
\left\{\varnothing,\left\{s_{a}\right\},\left\{s_{b}\right\},\left\{s_{a}, s_{b}\right\}\right\}
$$

is an $(\mathbb{M},\{x\})$-suit that is distinct from every $\mathcal{S}_{A}$. Thus $2^{m}<f(m)$. $\dashv$
Theorem 8.8 (Cameron and Hodges [11, Theorem 6.1]) If $|\cdot|$ is an adequate semantics for IF logic, then for each integer $m>1$ there is a structure $\mathbb{M}$ of size $m$ in which there are at least $f(m)$ distinct meanings $|\psi|_{\mathbb{M},\{x\}}$ of $\operatorname{IF}$ formulas $\psi$ with exactly one free variable.

Proof Fix $m>1$, and let $\mathbb{M}$ be a structure of size $m$ in which every element is named by a constant symbol. Let

$$
\left(\mathcal{S}_{i}: 0 \leq i<f(m)\right)
$$

enumerate all the $(\mathbb{M},\{x\})$-suits. By Lemma 8.5, for each $i$ there is an IF formula $\psi_{i}$ such that $\mathcal{S}_{i}=\left\|\psi_{i}\right\|_{\{x\}}^{+}$. Thus, for any two distinct $0 \leq i, j<f(m)$ there exists a nonempty assignment team $X_{i j} \subseteq M^{\{x\}}$ such that $\mathbb{M}, X_{i j} \models^{+} \psi_{i}$ but $\mathbb{M}, X_{i j} \not \vDash^{+} \psi_{j}$, or vice versa. Let $\chi_{i j}$ be an IF formula such that

$$
\left\|\chi_{i j}\right\|_{\{x\}}^{+}=\mathscr{P}\left(M^{\{x\}}-X_{i j}\right)
$$

and let $\varphi_{i j}$ be the IF sentence $\forall x\left(\psi_{i} \vee \chi_{i j}\right)$. Then $\varphi_{i j}$ has the property that its truth-value $\left\|\varphi_{i j}\right\|$ changes when $\psi_{i}$ is replaced by $\psi_{j}$.
Now suppose $|\cdot|$ is a adequate semantics for IF logic. Since $|\cdot|$ agrees with $\|\cdot\|$ on sentences, the truth-value $\left|\varphi_{i j}\right|$ changes when we replace $\psi_{i}$ by $\psi_{j}$. Hence $\left|\psi_{i}\right|_{\{x\}} \neq\left|\psi_{j}\right|_{\{x\}}$ by condition (2) of the definition of adequate semantics. Thus $|\cdot|$ assigns at least $f(m)$ distinct meanings in $\mathbb{M}$ to IF formulas with one free variable.

We conclude that there is no adequate semantics for IF logic for which the meaning of an IF formula is a set of assignments. In the singlevariable case, there are only $2^{m}$ distinct sets of assignments in a structure of size $m$, while there is a structure of size $m$ in which any adequate semantics must assign at least $f(m)$ distinct meanings to IF formulas with a single variable. By Proposition 8.7 we have $2^{m}<f(m)$ for any $m>1$, which proves our claim.

### 8.2 IF modal logic

There is no algorithm to decide whether a given first-order sentence is satisfiable [12]. A fortiori, the satisfiability problem for IF logic is not decidable. In light of this negative result, it is worthwhile to study the computational virtues of fragments of IF logic. This will help us improve our understanding of independence-friendliness from a computational point of view. In this section we consider a fragment of IF logic that we call IF modal logic due to the resemblance it bears to the standard first-order translation of ordinary modal logic. We will see that this fragment cannot be translated to first-order logic, but that its satisfiability problem is decidable.

### 8.2.1 Syntax and semantics

Modal logic is tailored to graph-like structures $\mathbb{M}$ that interpret modal vocabularies $\left\{R, P_{1}, \ldots, P_{n}\right\}$ in which $R$ is a binary relation symbol and $P_{1}, \ldots, P_{n}$ are predicate symbols. The elements of the universe are called objects or states. If $(a, b) \in R^{\mathbb{M}}$ then we say that state $b$ is accessible from $a$ or that $b$ is a successor of $a$. The interpretation of each predicate symbol $P_{i}$ is a subset of the universe consisting of those states that have the property $P_{i}^{\mathbb{M}}$.

The semantic game of a modal formula $\varphi$ starts from a so-called current state or current object $a$. The quantifiers of modal logic ( $\diamond$ and $\square$ )
range over the successors of the current state, or game-theoretically, they prompt Eloise or Abelard to choose a successor of the current state. For instance, in the semantic game of the modal formula $\diamond \varphi$ at the current state $a$, Eloise is to pick a successor $b$ of $a$. The semantic game of $\varphi$ then continues from $b$. Similarly, in the semantic game of the modal formula $\square \varphi$ at $a$, Abelard is to pick a successor $b$ of $a$.

For our purposes it will be convenient to regard modal logic as a fragment of first-order logic. ${ }^{3}$

Definition 8.9 Let $L$ be a modal vocabulary and let $x$ be a variable. The set $\mathrm{ML}_{L}^{x}$ is generated by the finite application of the following rules:

- If $P$ is a predicate symbol in $L$, then $P(x) \in \mathrm{ML}_{L}^{x}$ and $\neg P(x) \in \mathrm{ML}_{L}^{x}$.
- If $\varphi, \varphi^{\prime} \in \mathrm{ML}_{L}^{x}$, then $\left(\varphi \vee \varphi^{\prime}\right) \in \mathrm{ML}_{L}^{x}$ and $\left(\varphi \wedge \varphi^{\prime}\right) \in \mathrm{ML}_{L}^{x}$.
- If $R$ is a binary relation symbol in $L, y$ is a variable distinct from $x$, and $\varphi \in \mathrm{ML}_{L}^{y}$, then

$$
\exists y(R(x, y) \wedge \varphi) \in \operatorname{ML}_{L}^{x} \quad \text { and } \quad \forall y(R(x, y) \rightarrow \varphi) \in \operatorname{ML}_{L}^{x}
$$

The modal language generated by the vocabulary $L$, denoted $\mathrm{ML}_{L}$, is the union of $\mathrm{ML}_{L}^{x}$ for all variables $x$.

The elements of $\mathrm{ML}_{L}$ are called $\mathrm{ML}_{L}$ formulas. A modal formula is an $\mathrm{ML}_{L}$ formula for some modal vocabulary $L$. When the vocabulary is irrelevant or clear from context we will not mention it explicitly.

Every $\mathrm{ML}_{L}$ formula is an $\mathrm{FO}_{L}$ formula for any modal vocabulary $L$. This allows us to transfer some technical machinery from first-order logic to modal logic, such as the notion of subformula and free variable. Every element in $\mathrm{ML}_{L}^{x}$ has precisely one free variable: $x$. The value of $x$ is interpreted as the current state.

Unlike first-order quantifiers, modal quantifiers always occur bound by the relation $R$, e.g., $Q y(R(x, y) \ldots)$. This forces Eloise and Abelard to only pick successors of the current state.

We can also transfer the semantics of first-order logic to modal logic. Thus if $\varphi$ is a modal formula with free variable $x, \mathbb{M}$ is a suitable structure, and $s$ is an assignment whose domain includes $x$, then

$$
\mathbb{M}, s \models \varphi
$$

3 It is well known that the current formulation is interchangeable with the customary syntax of modal logic in terms of propositional variables $p, q, \ldots$, negation $\neg$, connectives $\vee, \wedge$, and modalities $\diamond, \square$. The so-called "standard translation" mediates between the customary syntax of modal logic and its first-order rendering used here, see [5, p. 83].
expresses that Eloise has a winning strategy in the first-order semantic game $G(\mathbb{M}, s, \varphi)$.

Every modal formula is a first-order formula, but not every first-order formula is equivalent to a modal formula. Cases in point are

$$
\exists y(x \neq y \wedge \varphi) \quad \text { and } \quad \exists y(R(y, x) \wedge \varphi)
$$

for any modal formula $\varphi$ with free variable $y$, see [5, p. 63]. Also, the formula

$$
\exists z \forall y(R(x, y) \rightarrow(R(y, z) \wedge \varphi))
$$

has no equivalent in modal logic, for any modal formula $\varphi$ with free variable $z$.

The good news is that modal logic is decidable [37]. An extensive literature has been developed on extensions and variants of modal logic and their computational properties, see [5, 41]. In a series of publications Tulenheimo, later joined by the third author, proposed an independencefriendly modal logic [52, 62-64].

Given the definition of modal logic, the definition of IF modal logic should come as no surprise.

Definition 8.10 Let $L$ be a modal vocabulary, and let $x$ be a variable. The set $\mathrm{IFML}_{L}^{x}$ is generated by the finite application of the following rules:

- If $P$ is a predicate symbol in $L$, then $P(x) \in \operatorname{IFML}_{L}^{x}$ and $\neg P(x) \in$ IFML ${ }_{L}^{x}$.
- If $\varphi, \varphi^{\prime} \in \operatorname{IFML}_{L}^{x}$, then $\left(\varphi \vee \varphi^{\prime}\right) \in \operatorname{IFML}_{L}^{x}$ and $\left(\varphi \wedge \varphi^{\prime}\right) \in \operatorname{IFML}_{L}^{x}$.
- If $R$ is a binary relation symbol in $L, y$ is a variable distinct from $x$, $\varphi \in \operatorname{IFML}_{L}^{y}$, and $W$ is a finite set of variables, then

$$
\begin{aligned}
(\exists y / W)(R(x, y) \wedge \varphi) & \in \operatorname{IFML}_{L}^{x}, \\
(\forall y / W)(R(x, y) \rightarrow \varphi) & \in \operatorname{IFML}_{L}^{x} .
\end{aligned}
$$

The IF modal language generated by the modal vocabulary $L$, denoted $\operatorname{IFML}_{L}$, is the union of $\operatorname{IFML}_{L}^{x}$ for all variables $x$.

The elements of $\mathrm{IFML}_{L}$ are called $\mathrm{IFML}_{L}$ formulas, while an IF modal formula is an $\mathrm{IFML}_{L}$ formula for some vocabulary L. Every IF modal formula is an IF formula, and in every IF modal formula $(Q y / W)(R(x, y) \ldots) \in \operatorname{IFML}_{L}^{x}$, the variable $x$ is free.

As before we can transfer the semantic apparatus of IF logic to IF modal logic. Thus if $\varphi$ is an IF modal formula, $\mathbb{M}$ is a suitable structure,
and $X$ is an assignment team whose domain contains Free $(\varphi)$, then

$$
\mathbb{M}, X \models^{ \pm} \varphi
$$

expresses that Eloise/Abelard has a winning strategy for $G(\mathbb{M}, X, \varphi)$.

### 8.2.2 Model theory

Tulenheimo [62] showed that there are IF modal formulas that are not truth equivalent relative to $\{x\}$ to any ordinary modal formula. The simplest case in point is

$$
\forall y(R(x, y) \rightarrow(\exists z /\{y\})(R(y, z) \wedge \varphi))
$$

By Theorem 5.35 and Proposition 6.22(c), this formula is truth equivalent relative to $\{x\}$ to the IF formula

$$
\exists z \forall y(R(x, y) \rightarrow(R(y, z) \wedge \varphi))
$$

which, as we saw earlier, has no equivalent in modal logic.
Later it was proved that there are also IF modal formulas that are not truth equivalent to any first-order formula [64]. Therefore, the notion of independence-friendliness is powerful enough to increase the expressive power of modal logic beyond first-order logic.

Theorem 8.11 There is an $\mathrm{IFML}_{L}$ formula that is not equivalent to any $\mathrm{FO}_{L}$ formula.

Proof The proof involves the class of seastar structures. A seastar structure is a directed graph whose edges radiate out from a central point. For each $1 \leq m \leq 4$, the set of vertices exactly $m$ steps from the center is called the ring of radius $m$. Every ring in a seastar structure has the same number of vertices. The circumference of a seastar structure is the number of nodes in each of its rings, and $\mathbb{S}_{n}$ denotes the seastar structure with circumference $n$. The seastar structure with circumference $n=8$ is drawn in Figure 8.2. Let $a$ denote the middle object in $\mathbb{S}_{n}$, and let $s=\{(x, a)\}$ be the assignment that assigns $a$ to the variable $x$.

The proof comes in two parts. First we show that for every first-order formula $\varphi$ with free variable $x$ there is an $n$ such that $\mathbb{S}_{n}$ and $\mathbb{S}_{n+1}$ are indistinguishable, that is,

$$
\mathbb{S}_{n}, s \models \varphi \quad \text { implies } \quad \mathbb{S}_{n+1}, s \models \varphi
$$



Figure 8.2 The seastar structure $\mathbb{S}_{n}$ with circumference $n=8$.

This can be proved by means of Ehrenfeucht-Fraïssé games [18, 20]. In the proof we can exploit the resemblance of $\mathbb{S}_{n}$ with the cyclic graph with $2 n$ objects. It is well known that first-order logic cannot define evenness on cyclic graphs (see [16, p. 23]), that is, it cannot distinguish cyclic graphs of size $2 n$ from cyclic graphs of size $2 n+1$.

Second we show that the IF modal formula $\forall y(R(x, y) \rightarrow(\psi \vee \psi))$, where $\psi$ is

$$
\forall u(R(y, u) \rightarrow(\exists v /\{u\})[R(u, v) \wedge(\exists w /\{y, v\}) R(v, w)])
$$

has the property that $n$ is even if and only if $\mathbb{S}_{n}, s \models^{+} \varphi$. Using trump semantics, $\mathbb{S}_{n}, s=^{+} \varphi$ if and only if $\mathbb{S}_{n},\{s\}[y, A] \models^{+} \psi \vee \psi$, where $A$ is the set of objects in the inner ring of $\mathbb{S}_{n}$, that is, the objects that are accessible from its middle object $a$.

If $n$ is even, there is an exclusive cover of $A$, that is, a cover $B \cup B^{\prime}$ of $A$ such that for both $C \in\left\{B, B^{\prime}\right\}$, no two objects in $C$ have a shared successor. Let $B \cup B^{\prime}$ be an exclusive cover of $A$. It can be shown that $\mathbb{S}_{n},\{s\}[y, B] \models^{+} \psi$ and $\mathbb{S}_{n},\{s\}\left[y, B^{\prime}\right]=^{+} \psi$.

If $n$ is odd, there is no exclusive cover. Consequently, for every cover $B \cup B^{\prime}$ of $A$ there is a $C \in\left\{B, B^{\prime}\right\}$ that contains two objects with a shared successor. One can prove that for this $C$ we have $\mathbb{S}_{n},\{s\}[y, C] \not \forall^{+} \psi$. Hence $\mathbb{S}_{n},\{s\}[y, A] \not \vDash^{+} \psi \vee \psi$.

Observe that the IF modal formula used in the second part of the proof, the one that has no first-order equivalent, lacks perfect recall for Eloise (compare Corollary 6.24).

### 8.2.3 Decidability

In a recent publication by the third author [53] it was shown that IF modal logic is decidable.

Theorem 8.12 The class of satisfiable, regular $\mathrm{IFML}_{L}$ formulas is decidable.

Proof The proof given in [53] is based on a tableau argument. It revolves around the notion of "witness system" that collects the satisfiability constraints of each subformula $\psi$ in a regular IF modal formula $\varphi$. Technically a witness system $(w, S)$ consists of two objects. The first object $w$ is a function that maps each subformula $\psi$ to a team of assignments $A^{U}$, where $U$ is the set of variables that appear free in the subformulas in $\varphi$ that contain $\psi$ as a subformula, and $A$ is a sufficiently large set of objects. The second object $S$ is a binary relation on $A$.

The idea is that $w(\psi)$ is a team of assignments that suffices to satisfy $\psi$. Thus, if $(w, S)$ is a witness system of $\varphi$, we require that for every subformula $\psi$ of the form $\chi \vee \chi^{\prime}$ in $\varphi$,

$$
w(\psi)=w(\chi) \cup w(\chi)
$$

and similarly we require that for every subformula $\psi$ of the form $\chi \wedge \chi^{\prime}$,

$$
w(\psi)=w(\chi)=w\left(\chi^{\prime}\right)
$$

Each assignment $s \in w(\psi)$ with domain $y_{1}, \ldots, y_{n}$ introduces the objects $s\left(y_{1}\right), \ldots, s\left(y_{n}\right)$. The size of a witness system refers to the total number of distinct objects introduced by its assignments. The relation $S$ contains all pairs of objects thus introduced that need to be connected to satisfy the subformulas in $\varphi$. If $(w, S)$ is a witness system of $\varphi$, we require that for every subformula $\psi$ of the form $(\exists y / W)\left(R(x, y) \wedge \psi^{\prime}\right)$ in $\varphi$ there is a $W$-uniform function $f$ with domain $w(\psi)$ such that

$$
w(\psi)[y, f]=w\left(\psi^{\prime}\right)
$$

and $(s(x), f(s)) \in S$ for every $s \in w(\psi)$.
If $(w, S)$ is a witness system of $\varphi$, we require that for every subformula $\psi$ of the form $(\forall y / W)\left(R(x, y) \rightarrow \psi^{\prime}\right)$,

$$
w(\psi)[y, B]=w\left(\psi^{\prime}\right),
$$

where $B=\{b \in A:(s(x), b) \in S$ for some $s \in w(\psi)\}$. So the universal quantifier only affects objects that are reachable from the objects in $B$.

In order to avoid the all-empty witness system, we require $w(\varphi)$ to be nonempty if $(w, S)$ is a witness system of $\varphi$.

For literals $\psi$ of the form $P(x)$, the set $\{s(x): s \in w(\psi)\}$ contains the objects that should be $P$ objects, whereas for literals $\psi^{\prime}$ of the form $\neg P(y)$, the set $\left\{s(y): s \in w\left(\psi^{\prime}\right)\right\}$ contains the objects that should not be $P$ objects. There is an inconsistency in the witness system if there are two such subformulas $\psi$ and $\psi^{\prime}$ such that $\{s(x): s \in w(\psi)\}$ and $\left\{s(y): s \in w\left(\psi^{\prime}\right)\right\}$ overlap. In that case we say that $(w, S)$ is closed. It it is not closed, we say it is open.

We can now prove that $\varphi$ is satisfiable if and only if $\varphi$ has an open witness system. The direction from right-to-left is straightforward, as we can easily convert a witness system to a structure $\mathbb{M}$ and prove that $\mathbb{M}, w(\psi) \models^{+} \psi$, for every subformula $\psi$ in $\varphi$, including $\varphi$ itself. The converse direction requires us to distill an open witness system from a structure-assignment pair that is known to satisfy $\varphi$ by carefully managing the order in which we construct the sets $w(\psi)$ for the subformulas $\psi$.

Finally it can be shown that there is a finite upper bound on the size of the witness system of $\varphi$. A naive algorithm would thus iterate through all witness systems. It accepts $\varphi$ and terminates the moment it finds an open witness system of $\varphi$. If it has checked all witness systems that have size less than the upper bound for $\varphi$, then it rejects $\varphi$. This proves the theorem.

The regularity constraint is an artifact of the way the language was presented in [53]. It is conceivable that this constraint can be lifted without affecting the decidability of IF modal logic.
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ᄃ, 10
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$|\cdot|_{\mathbb{M}, U}, 186$
$\|\cdot\|_{\mathbb{M}, U}^{ \pm}, 186$
$\upharpoonright$, see structure, reduct
$\sim_{p}, 16,63$
$\perp, 39$
†, 39
$\vdash_{\text {IF }}, 128$
$\bar{\forall}$, see $\bar{Q}$
$A_{\varphi}(\cdot), 146$
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recall, 145-146
Ajtai, 151
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extend, 77, 90-95
induced by history, 34
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second-order, 137
assignment team, see team of assignments
associativity, 40, 104
Atom $(\cdot)$, see formula, atomic
axiom of choice, 13
Benthem, van, 113, 145, 146, 151
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Blackburn, 192-193
Bound (•), see variable, bound
branch, 12
bridge, 3, 66, 146
Burgess' theorem, 130, 140, 144
for elementary classes, 149
Caicedo, 71, 87, 88, 90-95, 109-111, $113-115,118,120-124$
Cameron, 186, 188-191
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theorem, 91, 92, 95, 101, 111, 112
Church, 191
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$\Sigma_{1}^{1}$ definable, 144
$\varepsilon$-definable under equilibrium semantics, 155
first-order definable, 135
IF definable, 135
commutativity, 39, 104
compactness theorem, 127
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compositional, see semantics, compositional
conservative extension, 134, 155
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extensive game, 12
strategic game, 19
constant symbol, 28
contest, 84
continuous function, 2
uniformly, 4
counting argument, 188
cover, 78
exclusive, 195
uniform, 97
Craig's interpolation theorem, 130
$\Delta(A), 22$
De Morgan's laws, 42, 104
Dechesne, 87, 88, 90-95, 109-111, $113-115,118,120-124$
decidability
of first-order logic, 191
of IF logic, 191
of IF modal logic, 196-197
of modal logic, 193
Dedekind, 132
infinite, $71,139,178$
definable, see class
determined, 131
win-lose extensive game, see win-lose, extensive game, determined
dissatisfy, 64, 82-83
distributivity, 40, 105
of quantifier, see quantifier, distributing over connectives
$\operatorname{dom}(X), 77$
double quantification, see quantifier, double
double suit, 188
downward monotonicity, 88
duality, 103
$\bar{\exists}$, see $\bar{Q}$
Ebbinghaus, 51, 129, 195
Ehrenfeucht, 5
Ehrenfeucht-Fraïssé game, 195
elementary class, see class, first-order definable
elimination of strategies, 173, 178-180
Enderton, 139-140, 142
entail
first-order formula, 39
IF formula, 100
falsity, 100
truth, 100
theory, 128
equilibrium
behavioral, 170
in mixed strategies, 23, 25
in pure strategies, 20
semantics, 154-155
equivalent
assignment modulo $W, 62$
first-order formula, 39
IF formula, 100
falsity, 100
truth, 100
event, 22
expansion, see structure, expansion
extension of history, see history, extension of
extensive game
with imperfect information, 16
with perfect information, 10
extensive game form
with imperfect information, 16
with perfect information, 10
extraction of quantifier, see quantifier, extraction
$\mathrm{FO}_{L}$, see first-order language
false
first-order sentence, 37
IF sentence, 64
finite horizon, 12
first-order language, 29
Flum, 51, 129, 195
forest, 11, 84
formula
atomic, 29
equivalent, see equivalent
first-order, 29
satisfiable, see satisfiable, first-order formula
valid, 55
IF, 60
contrary, 130
regular, 61, 146
IF modal, 193
regular, 196-197
modal, 192
$\Pi_{n}^{1}, 139$
$\Sigma_{n}^{1}, 139$
second-order, 137
existential, 139
Free(•), see variable, free
function
symbol, 28
uniform, 77
variable, 136
$\Gamma$, see theory
$\Gamma(\mathbb{M}, s, \varphi)$, see strategic IF game
$G(\mathbb{M}, s, \varphi)$, see semantic game
$G(\mathbb{M}, X, \varphi), 83$
Gale-Stewart theorem, 5, 14-15, 17, 37, 63, 176
Galliani, 170
Gödel's first incompleteness theorem, 129
graph, 72
$H$ (set of histories), 10
$H_{p}, 13$
$H_{\sigma}, 14$
$H_{\psi}, 34$
height of forest, 11
Hella, 87
Henkin, 4, 5
Hintikka, 5, 32, 59, 146, 185
normal form, 125-126
history, 10
extension of, 10
indistinguishable, 16
initial, 10
terminal, 10
Hodges, 59, 66, 77-78, 84, 87-89, 185-191
$\mathrm{IF}_{L}$, see independence-friendly, language
$\mathrm{IFML}_{L}$, see independence-friendly, modal language
independence-friendly
language, 59
modal language, 193
interchange of quantifiers, see quantifier, interchange of
interchanging free variable, 90
interpolant, 130
Inverted Matching Pennies, see Matching Pennies
involution, 72, 179
Janssen, 87, 88, 90-95, 109-111, $113-115,118,120-124$
$K_{\varphi}(\cdot), 146$
$\mathrm{Kr}_{U}(\cdot), 75$
Kleene, 5
knowledge memory, 145-146
Kreisel
counterexample, 58
form, 75
second-order, 138
Krynicki, 71, 87
Kuhn, 145
Kuhn's theorem, 171
Ladner, 193
language-game, 32
leaf, 11
Lewis, 73-74
Lit(•), see literal
literal, 60
Löwenheim-Skolem theorem, 129, 132
lose, 12
losing team, see team of assignments, losing
$\mu$, see strategy, mixed
$\mu_{\mid \varphi}, 160$
Mann, 87, 170
Marx, 193
matching, 72
perfect, 72
Matching Pennies, 5, 21-24, 64, 67, 75, $130,148-150,152,168,180$
meaning, 186
minimax theorem, 24, 152
$\mathrm{ML}_{L}$, see modal language
modal language, 192
model, 36, 127
as synonym for structure, see structure
monotonicity rule
for connective, 162-164
for negation, 169-170
for quantifier, 167-168, 178
$N$ (set of players), 10, 18, 151
Nash, 24
Nature, 85
negation
double, 104
equilibrium semantics, see monotonicity rule, for negation
in IF logic, 95-96
normal form, 43
Neumann, von, 24
noncontradiction, 88
Osborne, 9, 10, 18, 19, 25, 145, 173
outcome, 22
$\varphi_{\text {even }}, \mathbf{7 2}, 144,180$
$\varphi_{\mathrm{IF}}, 130,135,149$
$\varphi_{\infty}, \mathbf{7 1}, 128,135,138-139,178-180$
$\varphi^{ \pm}, 138$
$\varphi / V, 93$
$\varphi_{\mathrm{MP}}$, see Matching Pennies
$P$, see player function
parking a car, 73
payoff equivalent, 173
payoff function, see utility function
Peano arithmetic, 132
Peirce, 33
perfect recall, 145-149, 170, 196
Piccione, 145
play, 10
playability, 146
player, 10
function, 10
posterior probability, 159
predicate, 28
prenex normal form
first-order formula, 54-55
IF formula, 87, 119-125
principle of bivalence, 65
prior probability, 159-160
Prisoner's Dilemma, 19
probability distribution, 21, 159
uniform, 22
product rule, 160, 161, 162
proof system, 128
pseudo-elementary class, see class, $\Sigma_{1}^{1}$ definable
$\bar{Q}, 29$
quantifier
alternation hierarchy, 139
branching, 4
distributing over connectives, 107-109
double, 111-113
extraction, 115-119
Henkin, see quantifier, branching
interchange of, 113-114
modal, 191
Rescher, 155-156, 181
subordinate, 30
superfluous, 65
superordinate, 30
vacuous, 79, 109-111
$\rho$, see renaming, of vocabulary
Raghavan, 181
random variable, 159
elimination of, 160
reduct, see structure, reduct
relation
symbol, 28
variable, 136
renaming
of variable, 120-123
of vocabulary, 116
Rijke, de, 192-193
role-reversal, 35, 43
root, 11
Rubinstein, 9, 10, 145
$\mathcal{S}$, see suit
$S_{\oplus}, 158,160,166$
$s_{h}$, see assignment, induced by history
$S_{p}, 18,151$
sample space, 21
Sandu, 5, 7, 59, 87, 151, 155, 170, 180, 181, 185
satisfiable
theory, 127
satisfy, 36, 64, 78
saturated, 97
scope, 29
seastar structure, see structure, seastar
second-order language, 136
semantic game
for first-order formula, 33-35
for IF formula, 62-63
redux, 83-85
for modal formula, 191-193
semantics, 186
adequate, 186
compositional, 48, 76-77, 170, 185, 186
fully abstract, 187
game-theoretic, 32, 62-64
game-theoretical, 83-84
Skolem, 68, 75
Tarski, 48, 185
trump, 77-78, 82, 83
sentence
first-order, 30
IF, 61
separation theorem, 130
Sevenster, 145-148, 151, 155, 170, 180, 181, 193-197
signaling, 65-66, 67-68, 74, 76, 79, 103, 109, 145, 180
problem, 73-74
system, 73-74
with connectives, 85-86
with IF sentences, 94
$\mathrm{Sk}_{U}(\cdot)$, see Skolem, form
Skolem, 129, 140
form
of first-order formula, 55
of IF formula, 67
second-order, 138
function, 56
normal form, 140
semantics, see semantics, Skolem
term, 56
slash set, 60, 107
$\mathrm{SO}_{L}$, see second-order language
Stag Hunt, 18, 21, 24
standard translation of modal logic, 192
strategic game, 18
finite, 18
strategic IF game, 151
first-order subformula, 173
strategy
behavioral, 170
follow, 13
in extensive game
with imperfect information, 16
with perfect information, 13
in strategic game, 18
mixed, 22
pure, 18
memoryless, 38, 135
nondeterministic, 13
profile, 20
winning, 14, 153
strictly competitive
extensive game, 12
strategic game, 19
structure, 30
expansion, 31
reduct, 31
seastar, 194
suitable, 31
Subf $(\cdot)$, see subformula
Subf $_{\forall}(\cdot), 29$
Subf $_{\exists}(\cdot), 29$
subformula
of first-order formula, 29
of IF formula, 60
subordinate, see quantifier, subordinate
Subst $(\cdot, \cdot, \cdot)$, see substitution
substitution, 50-54, 89-90
in first-order formula, 52
in IF formula, 89
in term, 51
of equivalent subformulas, 103
suit, 188
superordinate, see quantifier, superordinate, 30
support, 22
$T_{\oplus}, 158,160,166$
tableau argument, 196
Tarski, 6, 32, 48, 59, 129, 185
semantics, see semantics, Tarski
team of assignments, 77
losing, 82
winning, 78
term, 28
second-order, 136
theory, 127
Thomas, 51, 129
Trakhtenbrot's theorem, 129
tree, 12
TRUE, 186
true
first-order sentence, 36
IF sentence, 64
trump, 78
semantics, see semantics, trump
Tulenheimo, 193-194
$u_{p}$, see utility function
$u_{\oplus}, 158,166$
$U_{p}$, see utility function, expected
uniform
function, see function, uniform
probability distribution, see
probability distribution, uniform
universe, 30
utility function, 10,18
expected, 22
for semantic games, 34
for strategic IF games, 151
$V(\Gamma)$, see value of strategic IF game
Väänänen, 87, 131-132, 140, 142
value of strategic IF game, 152
variable, 28
bound
in first-order formula, 30
in IF formula, 60
free
in first-order formula, 30
in IF formula, 60
in second-order formula, 137
individual, 136
public, 165
random, see random variable
second-order, 136

Venema, 192-193
vocabulary, 28
modal, 191
Walkoe, 139-140, 142
weakly dominant, 171
win, 12
win-lose
extensive game, 12 determined, 14
strategic game, 19
winner function, 13
winning team, see team of assignments, winning
witness system, 196
Wittgenstein, 32
$X[\cdot, \cdot], 77$
$Z$ (set of terminal histories), 10
$Z_{p}, 14$
$Z_{\sigma}, 14$
zero sum
extensive game, 12
strategic game, 19


[^0]:    1 Do strategies always exist? Axiom-of-choice skeptics should feel free to substitute "nondeterministic strategy" for "strategy" as necessary. A nondeterministic strategy is a rule that tells a player how to move whenever it is that player's turn - just like a strategy - except that in some situations a nondeterministic strategy might say: "Choose $a$ or $b$, it doesn't matter."

[^1]:    1 There are several ways to enforce this property, one of which would, for instance, rely on an indexing of the brackets enclosing subformulas: $(\psi)_{i}$.

[^2]:    ${ }^{2}$ Peter Abelard was a renowned medieval logician; Eloise was his student and lover [1].

[^3]:    history $(\varnothing, \varphi)$, i.e., we wrote $\sigma(\varnothing, \varphi)$ instead of $\sigma((\varnothing, \varphi))$. We will frequently repeat this abuse of notation.

[^4]:    ${ }^{4}$ This example and the subsequent two definitions are adapted from [17, pp. 52-54].

[^5]:    2 Lewis requires the function $b$ to be a bijection, but we see no reason why two different states of affairs might not call for the same response.

[^6]:    ${ }^{3}$ Hodges calls a nonempty winning team of assignments a trump; hence the name trump semantics [32, p. 552].
    ${ }^{4}$ We shall see that $\mathbb{M}, \varnothing \models{ }_{\operatorname{Tr}}^{+} \varphi$ always holds.

[^7]:    5 Hodges calls a semantic game in which the initial assignment can vary a contest [32, p. 549].

[^8]:    1 Hodges states both properties as Fact 11.1 in [32]. We follow Caicedo et al. in calling the former property "downward monotonicity" [9, Lemma 4.6].

[^9]:    ${ }^{3}$ Is the formula satisfied by $\left\{s_{a b}^{\prime}, s_{b a}^{\prime}\right\}$ ?

[^10]:    5 One can also use Gödel's first incompleteness theorem to prove Theorem 5.54.
    We are grateful to Antti Kuusisto for pointing out this simpler proof using Trakhtenbrot's theorem, which can be found in [17, pp. 171-172].

[^11]:    1 English translations appear in [56,57]. See [66, Theorem 6.12] for a nice proof.

[^12]:    ${ }^{1}$ In the literature, weak dominance is contrasted to strong dominance. A strategy $\sigma$ of player $p$ strongly dominates another strategy $\sigma^{\prime}$ if the following condition is met:

[^13]:    ${ }^{1}$ See also [31, pp. 370-371].

