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algebras, unimodality of sequences, and location of zeros of polynomials. Many exer-
cises and research problems are included and unexplored areas of possible research are
discussed.

This book should be on the shelf of all students and researchers in combinatorics
and related areas.

joseph p. s. kung is a professor of mathematics at the University of North Texas. He
is currently an editor-in-chief of Advances in Applied Mathematics.

gian-carlo rota (1932–1999) was a professor of applied mathematics and natural
philosophy at the Massachusetts Institute of Technology. He was a member of the Na-
tional Academy of Science. He was awarded the 1988 Steele Prize of the American Math-
ematical Society for his 1964 paper “On the Foundations of Combinatorial Theory I.
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Preface

The working title of this book was “Combinatorics 18.315.” In the private lan-
guage of the Massachusetts Institute of Technology, Course 18 is Mathematics,
and 18.315 is the beginning graduate course in combinatorial theory. From the
1960s to the 1990s, 18.315 was taught primarily by the three permanent fac-
ulty in combinatorics, Gian-Carlo Rota, Daniel Kleitman, and Richard Stanley.
Kleitman is a problem solver, with a prior career as a theoretical physicist. His
way of teaching 18.315 was intuitive and humorous. With Kleitman, mathe-
matics is fun. The experience of a Kleitman lecture can be gleaned from the
transcripts of two talks.1 Stanley’s way is the opposite of Kleitman. His lectures
are careful, methodical, and packed with information. He does not waste words.
The experience of a Stanley lecture is captured in the two books Enumerative
Combinatorics I and II, now universally known as EC1 and EC2. Stanley’s work
is a major factor in making algebraic combinatorics a respectable flourishing
mainstream area.

It is difficult to convey the experience of a Rota lecture. Rota once said
that the secret to successful teaching is to reveal the material so that at the
end, the idea – and there should be only one per lecture – is obvious, ready
for the audience to “take home.” We must confess that we have failed to pull
this off in this book. The immediacy of a lecture cannot (and should not) be
frozen in the textuality of a book. Instead, we have tried to convey the method
behind Rota’s research. Although he would object to it being stated in such
stark simplistic terms, mathematical research is not about solving problems;
it is about finding the right problems. One way of finding the right prob-
lems is to look for ideas common to subjects, ranging from, say, category
theory to statistics. What is shared may be the implicit algebraic structures
that hide behind the technicalities, in which case finding the structure is part

1 Kleitman (1979, 2000).
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x Preface

of “applied universal algebra.” The famous paper Foundations I, which re-
vealed the role of partially ordered sets in combinatorics, is a product of this
point of view. To convey Rota’s thinking, which involves all of mathemat-
ics, one must go against an idée reçue of textbook writing: the prerequisites
for this book are, in a sense, all mathematics. However, it is the ideas, not
the technical details, that matter. Thus, in a different sense, there are no pre-
requisites to this book: we intend that a minimum of technical knowledge is
needed to seriously appreciate the text of this book. Those parts where spe-
cial technical knowledge is needed, usually in the exercises, can be skimmed
over.

Rota taught his courses with different topics and for different audiences. The
chapters in this book reflect this. Chapter 1 is about sets, functions, relations,
valuations, and entropy. Chapter 2 is mostly a survey of matching theory. It
provides a case study of Rota’s advice to read on the history of a subject before
tackling its problems. The aim of Chapter 2 is to find what results one should
expect when one extends matching theory to higher dimensions. Possible paths
are suggested in Section 2.8. The third chapter offers a mixture of topics in
partially ordered sets. The first section is about Möbius functions. After the mid-
1960s, Möbius functions were never the focus of a Rota course; his feeling was
that he had made his contribution. However, a book on Rota’s combinatorics
would be incomplete without Möbius functions. Other topics in Chapter 3
are Dilworth’s chain partition theorem; Sperner theory; modular, linear, and
geometric lattices; and valuation rings. Linear lattices, or lattices represented by
commuting equivalence relations, lie at the intersection of geometric invariant
theory and the foundations of probability theory. Chapter 4 is about generating
functions, polynomial sequences of binomial type, and the umbral calculus.
These subjects have been intensively studied and the chapter merely opens the
door to this area. Chapter 5 is about symmetric functions. We define them by
distribution and occupancy and apply them to the study of Baxter algebras.
This chapter ends with a section on symmetric functions over finite fields. The
sixth chapter is on polynomials and their zeros. The topic is motivated, in part,
by unimodality conjectures in combinatorics and was the last topic Rota taught
regularly. Sadly, we did not have the opportunity to discuss this topic in detail
with him.

There is a comprehensive bibliography. Items in the bibliography are refer-
enced in the text by author and year of publication. In a few cases when two
items by the same authors are published in the same year, suffixes a and b
are appended according to the order in which the items are listed. Exceptions
are several papers by Rota and the two volumes of his selected papers; these
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Preface xi

are referenced by short titles. Our convention is explained in the beginning of
the bibliography.

We should now explain the authorship and the title of this book. Gian-Carlo
Rota passed away unexpectedly in 1999, a week before his 67th birthday. This
book was physically written by the two authors signing this preface. We will
refer to the third author simply as Rota. As for the title, we wanted one that
is not boring. The word “way” is not meant to be prescriptive, in the sense
of “my way or the highway.” Rather, it comes from the core of the cultures
of the three authors. The word “way” resonates with the word “cammin” in
the first line of Dante’s Divina commedia, “Nel mezzo del cammin di nostra
vita.” It also resonates as the character “tao” in Chinese. In both senses, the
way has to be struggled for and sought individually. This is best expressed in
Chinese:

Inadequately translated into rectilinear English, this says “a way which can be
wayed (that is, taught or followed) cannot be a way.” Rota’s way is but one
way of doing combinatorics. After “seeing through” Rota’s way, the reader will
seek his or her own way.

It is our duty and pleasure to thank the many friends who have contributed,
knowingly or unknowingly, to the writing of this book. There are several sets
of notes from Rota’s courses. We have specifically made use of our own notes
(1976, 1977, 1994, and 1995), and more crucially, our recollection of many
conversations we had with Rota. Norton Starr provided us with his notes from
1964. These offer a useful pre-foundations perspective. We have also consulted
notes by Miklós Bona, Gabor Hetyei, Richard Ehrenborg, Matteo Mainetti,
Brian Taylor, and Lizhao Zhang from the early 1990s. We have benefited from
discussions with Ottavio D’Antona, Wendy Chan, and Dan Klain. John Guidi
generously provided us with his verbatim transcript from 1998, the last time
Rota taught 18.315. Section 1.4 is based partly on notes of Kenneth Baclawski,
Sara Billey, Graham Sterling, and Carlo Mereghetti. Section 2.8 originated in
discussions with Jay Sulzberger in the 1970s. Sections 3.4 and 3.5 were much
improved by a discussion with J. B. Nation. William Y. C. Chen and his students
at the Center for Combinatorics at Nankai University (Tianjin, China) – Thomas
Britz, Dimitrije Kostic, Svetlana Poznanovik, and Susan Y. Wu – carefully read
various sections of this book and saved us from innumerable errors. We also
thank Ester Rota Gasperoni, Gian-Carlo’s sister, for her encouragement of this
project.
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xii Preface

Finally, Joseph Kung was supported by a University of North Texas faculty
development leave. Catherine Yan was supported by the National Science
Foundation and a faculty development leave funded by the Association of
Former Students at Texas A&M University.

May 2008 Joseph P. S. Kung
Catherine H. Yan
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1

Sets, Functions, and Relations

1.1 Sets, Valuations, and Boolean Algebras

We shall usually work with finite sets. If A is a finite set, let |A| be the number
of elements in A. The function | · | satisfies the functional equation

|A ∪ B| + |A ∩ B| = |A| + |B|.

The function | · | is one of many functions measuring the “size” of a set. Let v

be a function from a collection C of sets to an algebraic structure A (such as
an Abelian group or the nonnegative real numbers) on which a commutative
binary operation analogous to addition is defined. Then v is a valuation if for
sets A and B in C,

v(A ∪ B) + v(A ∩ B) = v(A) + v(B),

whenever the union A ∪ B and the intersection A ∩ B are in C.

Sets can be combined algebraically and sometimes two sets can be compared
with each other. The operations of union ∪ and intersection ∩ are two basic
algebraic binary operations on sets. In addition, if we fix a universal set S

containing all the sets we will consider, then we have the unary operation Ac

of complementation, defined by

Ac = S\A = {a: a ∈ S and a �∈ A}.

Sets are partially ordered by containment. A collection C of subsets is a ring of
sets if C is closed under unions and intersections. If, in addition, all the sets in
C are subsets of a universal set and C is closed under complementation, then C
is a field of sets. The collection 2S of all subsets of the set S is a field of sets.

Boolean algebras capture the algebraic and order structure of fields of sets.
The axioms of a Boolean algebra abstract the properties of union, intersection,

1
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2 1 Sets, Functions, and Relations

and complementation, without any mention of elements or points. As John von
Neumann put it, the theory of Boolean algebras is “pointless” set theory.

A Boolean algebra P is a set with two binary operations, the join ∨ and the
meet ∧; a unary operation, complementation ·c; and two nullary operations or
constants, the minimum 0̂ and the maximum 1̂. The binary operations ∨ and ∧
satisfy the lattice axioms:

L1. Idempotency: x ∨ x = x, x ∧ x = x.

L2. Commutativity : x ∨ y = y ∨ x, x ∧ y = y ∧ x.

L3. Associativity : x ∨ (y ∨ z) = (x ∨ y) ∨ z, x∧(y∧z) = (x∧y) ∧ z.

L4. Absorption : x ∧ (x ∨ y) = x, x ∨ (x ∧ y) = x.

Joins and meets also satisfy the distributive axioms

x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z), x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).

In addition, the five operations satisfy the De Morgan laws

(x ∨ y)c = xc ∧ yc, (x ∧ y)c = xc ∨ yc,

two pairs of rules concerning complementation

x ∨ xc = 1̂, x ∧ xc = 0̂

and

0̂ �= 1̂, 1̂c = 0̂, 0̂c = 1̂.

It follows from the axioms that complementation is an involution; that is,
(xc)c = x. The smallest Boolean algebra is the algebra 2 with two elements 0̂
and 1̂, thought of as the truth values “false” and “true.” The axioms are, more
or less, those given by George Boole. Boole, perhaps the greatest simplifier in
history, called these axioms “the laws of thought.”1 He may be right, at least
for silicon-based intelligence.

A lattice is a set L with two binary operations ∨ and ∧ satisfying axioms
L1–L4. A partially ordered set or poset is a set P with a relation ≤ (or ≤P

when we need to be clear which partial order is under discussion) satisfying
three axioms:

PO1. Reflexivity : x ≤ x.

PO2. Transitivity : x ≤ y and y ≤ z imply x ≤ z.

PO3. Antisymmetry : x ≤ y and y ≤ x imply x = y.

1 Boole (1854). For careful historical studies, see, for example, Hailperin (1986) and Smith
(1982).
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1.1 Sets, Valuations, and Boolean Algebras 3

The order-dual P ↓ is the partial order obtained from P by inverting the order;
that is,

x ≤P ↓ y if and only if y ≤P x.

Sets are partially ordered by containment. This order relation is not explicit
in a Boolean algebra, but can be defined by using the meet or the join. More
generally, in a lattice L, we can define a partial order ≤L compatible with the
lattice operations on L by x ≤L y if and only if x ∧ y = x. Using the absorption
axiom L4, it is easy to prove that x ∧ y = x if and only if x ∨ y = y; thus, the
following three conditions are equivalent:

x ≤L y, x ∧ y = x, x ∨ y = y.

The join x ∨ y is the supremum or least upper bound of x and y in the partial
order ≤L; that is, x ∨ y ≥L x, x ∨ y ≥L y, and if z ≥L x and z ≥L y, then
z ≥L x ∨ y. The meet x ∧ y is the infimum or greatest lower bound of x and
y. Supremums and infimums can be defined for arbitrary sets in partial orders,
but they need not exist, even when the partial order is defined from a lattice.
However, supremums and infimums of finite sets always exist in lattices.

By the De Morgan laws, the complementation map x 
→ xc from a Boolean
algebra P to itself exchanges the operations ∨ and ∧. This gives an (order)
duality: if a statement P about Boolean algebra holds for all Boolean algebras,
then the statement P ↓, obtained from P by the exchanges x ↔ xc, ∧ ↔ ∨,

≤ ↔ ≥, 0̂ ↔ 1̂, is also valid over all Boolean algebras. A similar duality
principle holds for statements about lattices.

We end this section with representation theorems for Boolean algebras as
fields of subsets. Let P and Q be Boolean algebras. A function φ : P → Q is
a Boolean homomorphism or morphism if

φ(x ∨ y) = φ(x) ∨ φ(y)
φ(x ∧ y) = φ(x) ∧ φ(y)

φ(xc) = (φ(x))c.

1.1.1. Theorem. A finite Boolean algebra P is isomorphic to the Boolean
algebra 2S of all subsets of a finite set S.

Proof. An atom a in P is an element covering the minimum 0̂; that is, a > 0̂
and if a ≥ b > 0̂, then b = a. Atoms correspond to one-element subsets. Let S

be the set of atoms of B and ψ : P → 2S, φ : 2S → P be the functions defined
by

ψ(x) = {a: a ∈ S, a ≤ x}, φ(A) =
∨
a∈A

a.
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4 1 Sets, Functions, and Relations

It is routine to check that both compositions ψφ and φψ are identity functions
and that φ and ψ are Boolean morphisms. �

The theorem is false if finiteness is not assumed. Two properties implied by
finiteness are needed in the proof. A Boolean algebra P is complete if the
supremum and infimum (with respect to the partial order ≤ defined by the
lattice operations) exist for every subset (of any cardinality) of elements in P.

It is atomic if every element x in P is a supremum of atoms. The proof of
Theorem 1.1.1 yields the following result.

1.1.2. Theorem. A Boolean algebra P is isomorphic to a Boolean algebra 2S

of all subsets of a set if and only if P is complete and atomic.

Theorem 1.1.2 says that not all Boolean algebras are of the form 2S for some
set S. For a specific example, let S be an infinite set. A subset in S is cofinite
if its complement is finite. The finite–cofinite Boolean algebra on the set S is
the Boolean algebra formed by the collection of all finite or cofinite subsets
of S. The finite–cofinite algebra on an infinite set is atomic but not complete.
Another example comes from analysis. The algebra of measurable sets of the
real line, modulo the sets of measure zero, is a nonatomic Boolean algebra in
which unions and intersections of countable families of equivalence classes of
sets exist.

One might hope to represent a Boolean algebra as a field of subsets con-
structed from a topological space. The collection of open sets is a natural
choice. However, because complements exist and complements of open sets
are closed, we need to consider clopen sets, that is, sets that are both closed
and open.

1.1.3. Lemma. The collection of clopen sets of a topological space is a field
of subsets (and forms a Boolean algebra).

Since meets and joins are finitary operations, it is natural to require the topo-
logical space to be compact. A space X is totally disconnected if the only
connected subspaces in X are single points. If we assume that X is compact
and Hausdorff, then being totally connected is equivalent to each of the two
conditions: (a) every open set is the union of clopen sets, or (b) if p and q are
two points in X, then there exists a clopen set containing p but not q. A Stone
space is a totally disconnected compact Hausdorff space.

1.1.4. The Stone representation theorem.2 Every Boolean algebra can be
represented as the field of clopen sets of a Stone space.

2 Stone (1936).
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1.1 Sets, Valuations, and Boolean Algebras 5

There are two ways, topological or algebraic, to prove the Stone representation
theorem. In both, the key step is to construct a Stone space X from a Boolean
algebra P. A 2-morphism of P is a Boolean morphism from P onto the two-
element Boolean algebra 2. Let X be the set of 2-morphisms of P. Regarding
X as a (closed) subset of the space 2P of all functions from P into 2 with
the product topology, we obtain a Stone space. Each element x in P defines
a continuous function X → 2, f 
→ f (x). Using this, we obtain a Boolean
morphism from P into the Boolean algebra of clopen sets of X.

The algebraic approach regards a Boolean algebra P as a commutative
ring, with addition defined by x + y = (x ∧ yc) ∨ (xc ∧ y) and multiplication
defined by xy = x ∧ y. (Addition is an abstract version of symmetric difference
of subsets.) Then the set of prime ideals Spec(P ) of P is a topological space
under the Zariski topology: the closed sets are the order filters in Spec(P )
under set-containment. The order filters are also open, and hence clopen. Then
the Boolean algebra P is isomorphic to the Boolean algebra of clopen sets of
Spec(P ). Note that in a ring constructed from a Boolean algebra, 2x = x + x =
0 for all x. In such a ring, every prime ideal is maximal. Maximal ideals are in
bijection with 2-morphisms and so Spec(P ) and X are the same set (and less
obviously, the same topological space).3

The Boolean operations on a field P of subsets of a universal set S can
be modeled by addition and multiplication over a ring A using indicator (or
characteristic) functions. If S is a universal set and A ⊆ S, then the indicator
function χA of A is the function S → A defined by

χA(a) =
{

1 if a ∈ A,

0 if a �∈ A.

The indicator function satisfies

χA∩B(a) = χA(a)χB(a),
χA∪B(a) = χA(a) + χB(a) − χA(a)χB(a).

When A is GF(2), the (algebraic) field of integers modulo 2, then the indicator
function gives an injection from P to the vector space GF(2)S of dimension
|S| with coordinates labeled by S. Since GF(2) is the Boolean algebra 2 as a
ring, indicator functions also give an injection into the Boolean algebra 2|S|.
Indicator functions give another way to prove Theorem 1.1.1.

It will be useful to have the notion of a multiset. Informally, a multiset is a set
in which elements can occur in multiple copies. For example, {a, a, b, a, b, c}

3 See Halmos (1974) for the topological approach. A no-nonsense account of the algebraic
approach is in Atiyah and MacDonald (1969, p. 14). See also Johnstone (1982).
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is a multiset in which the element a occurs with multiplicity 3. One way to
define multisets formally is to generalize indicator functions. If S is a universal
set and A ⊆ S, then a multiset M is defined by a multiplicity function χM :
S → N (where N is the set of nonnegative integers). The support of M is the
subset {a ∈ S: χM (a) > 0}. Unions and intersections of multisets are defined
by

χA∩B(a) = min{χA(a), χB(a)},
χA∪B(a) = max{χA(a), χB(a)}.

We have defined union so that it coincides with set-union when both multisets
are sets. We also have the notion of the sum of two multisets, defined by

χA+B(a) = χA(a) + χB(a).

This sum is an analog of disjoint union for sets.

Exercises

1.1.1. Distributive and shearing inequalities.
Let L be a lattice. Prove that for all x, y, z ∈ L,

(x ∧ y) ∨ (x ∧ z) ≤ x ∧ (y ∨ z)

and

(x ∧ y) ∨ (x ∧ z) ≤ x ∧ (y ∨ (x ∧ z)).

1.1.2. Sublattices forbidden by the distributive axioms.4

A sublattice of a lattice L is a subset of elements of L closed under meets
and joins. Show that a lattice L is distributive if and only if L does not contain
the diamond M5 and the pentagon N5 as a sublattice (see Figure 1.1).

1.1.3. More on the distributive axioms.
(a) Assuming the lattice axioms, show that the two identities in the dis-

tributive axioms imply each other. Show that each identity is equivalent to the
self-dual identity

(x ∨ y) ∧ (y ∨ z) ∧ (z ∨ x) = (x ∧ y) ∨ (y ∧ z) ∨ (z ∧ x).

(b) Show that a lattice L is distributive if and only if for all a, x, y ∈ L,

a ∨ x = a ∨ y and a ∧ x = a ∧ y imply x = y.

4 Birkhoff (1934).
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Figure 1.1 The diamond and the pentagon.

1.1.4. Implication.
Define the binary operation → of implication on a Boolean algebra P by

x → y = xc ∨ y.

Show that the binary operation → and the constant 0̂ generate the operations
∨,∧, ·c and the constant 1̂. Give a set of axioms using → and 0̂.

1.1.5. Conditional disjunction.
Define the ternary operation [x, y, z] of conditional disjunction by

[x, y, z] = (x ∧ y) ∨ (y ∧ z) ∨ (z ∧ x).

Note that [x, y, z] is invariant under permutations of the variables. Show that
∨ and ∧ can be defined using conditional disjunction and the constants 1̂
and 0̂. Find an elegant set of axioms for Boolean algebras using conditional
disjunction and complementation.

1.1.6. Huntington’s axiom.5

Show that a Boolean algebra P can be defined as a nonempty set with
a binary operation ∨ and a unary operation ·c satisfying the following three
axioms:

H1. ∨ is associative.
H2. ∨ is commutative.
H3. Huntington’s axiom: For all x and y,

(xc ∨ yc)c ∨ (xc ∨ y)c = x.

1.1.7. The Sheffer stroke.6

Show that a Boolean algebra P can be defined as a set P with at least two
elements with single binary operation | satisfying the axioms:

Sh1. (a|a)|(a|a) = a.

5 Huntington (1933). 6 Sheffer (1913).
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Sh2. a|(b|(b|b)) = a|a.

Sh3. (a|(b|c))|(a|(b|c)) = ((b|b)|a)|((c|c)|a).

1.1.8. Let S be the countable set {1/n: 1 ≤ n < ∞} and consider the topolog-
ical space S ∪ {0} with the topology induced from the real numbers. Show that
the finite–cofinite algebra on S is the collection of open sets of S ∪ {0}.
1.1.9. (a) Let H be the collection of all unions of a finite number of subsets of
rational numbers of the following form:

{r: r < b}, {r: a ≤ r < b}, or {r: a ≤ r}.
Show that H is a countable Boolean algebra (under set-containment) with no
atoms.

(b) Show that any two countable Boolean algebras with no atoms are iso-
morphic.

1.1.10. Is there a natural description of the Stone space of the Boolean algebra
of measurable sets of real numbers modulo sets of measure zero?

1.1.11. Infinite distributive axioms.
The infinite distributive axioms for the lattice operations say∧

i: i∈I

∨
j : j∈J

xij =
∨

f :f :I→J

∧
i: i∈I

xi,f (i),
∨
i: i∈I

∧
j : j∈J

xij =
∧

f :f :I→J

∨
i: i∈I

xi,f (i),

with f ranging over all functions from I to J. To see that this is the correct
infinite extension, interpret ∧ as multiplication and ∨ as addition. Then formally

(x11 + x12 + x13 + · · · )(x21 + x22 + x23 + · · · )(x31 + x32 + x33 + · · · ) · · ·
=

∑
f : f :I→J

x1,f (1)x2,f (2)x3,f (3) · · · .

Prove the following theorem of Tarski.7 Let P be a Boolean algebra. Then the
following conditions are equivalent:

1. P is complete and satisfies the infinite distributivity axioms.
2. P is complete and atomic.
3. P is the Boolean algebra of all subsets of a set.

1.1.12. Universal valuations for finite sets.
Let S be a finite set, {xa: a ∈ S} be a set of variables, one for each element

of S, x0 be another variable, and A[x] be the ring of polynomials in the

7 Tarski (1929).
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set of variables {xa: a ∈ S} ∪ {x0} with coefficients in a ring A. Show that
v : 2S → A[x] defined by

v(A) = x0 +
∑

a: a∈A

xa

is a valuation taking values in A[x] and every valuation taking values in A can
be obtained by assigning a value in A to each variable in {xa: a ∈ S} ∪ {x0}.

1.2 Partially Ordered Sets

Let P be a partially ordered set. An element x covers the element y in the
partially ordered set if x > y and there is no element z in P such that x > z > y.

An element m is minimal in the partial order P if there are no elements y in P

such that y < m. A maximal element is a minimal element in the dual P ↓.

Two elements x and y in P are comparable if x ≤ y or y ≤ x; they are
incomparable if neither x ≤ y nor y ≤ x. A subset C ⊆ P is a chain if any
two elements in C are comparable. A subset A ⊆ P is an antichain if any two
elements in A are incomparable. If C is a finite chain and |C| = n + 1, then
the elements in C can be linearly ordered, so that

x0 < x1 < x2 < · · · < xn.

The length of the chain C is n, 1 less than the number of elements in C. A chain
x0 < x1 < · · · < xn in the partial order P is maximal or saturated if xi+1 covers
xi for 1 ≤ i ≤ n. A function r defined from P to the nonnegative integers is
a rank function if r(x) = 0 for every minimal element and r(y) = r(x) + 1
whenever y covers x. The partial order P is ranked if there exists a rank
function on P. The rank of the entire partially ordered set P is the maximum
max{r(x) : x ∈ P }. If x ≤ y in P, the interval [x, y] is the set {z : x ≤ z ≤ y}.

If P is finite, then we draw a picture of P by assigning a vertex or dot to
each element of P and putting a directed edge or arrow from y to x if x covers
y. Thinking of the arrows as flexible, we can draw the picture so that if x > y,

then x is above y. It is not required that the edges do not cross each other.
Helmut Hasse drew such pictures for field extensions. For this reason, pictures
of partial orders are often called Hasse diagrams.

Let P and Q be partially ordered sets. A function f : P → Q is order-
preserving if for elements x and y in P, x ≤P y implies f (x) ≤Q f (y). A
function f is order-reversing if x ≤P y implies f (x) ≥Q f (y).

A subset I ⊆ P is an (order) ideal of P if it is “down-closed;” that is, y ≤ x

and x ∈ I imply y ∈ I. Note that we do not require ideals to be closed under
joins if P is a lattice. The union and intersection of an arbitrary collection of
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ideals are ideals. There is a bijection between ideals and antichains: an ideal
I is associated with the antichain A(I ) of maximal elements in I. If a is an
element of P, then the set I (a) defined by

I (a) = {x: x ≤ a}
is an ideal. An ideal is principal if it has this form or, equivalently, if it has
exactly one maximal element a. The element a generates the principal ideal
I (a).

If A is a set of elements of P, then the ideal I (A) generated by A is the
ideal defined, in two equivalent ways, by

I (A) = {x: x ≤ a for some a ∈ A}
or

I (A) =
⋃

a: a∈A

I (a).

Ideals are also in bijection with order-preserving functions from P to the
Boolean algebra 2: the ideal I corresponds to the function f : P → 2 defined
by f (x) = 0̂ if x ∈ I and f (x) = 1̂ otherwise.

Filters are “up-closed;” in other words, filters are ideals in the order-dual
P ↓. The set complement P \I of an ideal is a filter. Any statement about ideals
inverts to a statement about filters. In particular, the map sending a filter to
the antichain of its minimal elements is a bijection. Hence, there is a bijection
between the ideals and the filters of a partially ordered set. If A is a set of
elements of P, then the filter F (A) generated by A is the filter defined by

F (A) = {x: x ≥ a for some a ∈ A}.
When A is a single-element set {a}, the filter F ({a}), written F (a), is the
principal filter generated by a.

Let P be a partial order and Q be a partial order on the same set P. The
partial order Q is an extension of P if x ≤P y implies x ≤Q y or, equivalently,
as a subset of the Cartesian product P × P, the relation ≤P is contained in
≤Q. If Q is a chain, then it is a linear extension of P.

1.2.1. Lemma.8 Let P be a finite partially ordered set. If x is incomparable
with y, then there is a linear extension L of P such that x <L y.

Proof. We can construct a linear extension in the following way: let min(P ) be
the set of minimal elements of P. Then choose an element x1 from min(P ),

8 Dushnik and Miller (1941).
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an element x2 from min(P \{x1}), an element x3 from min(P \{x1, x2}), and so
on. This gives a linear extension in which x1 < x2 < x3 < · · ·. Intuitively, this
can be done by drawing the Hasse diagram and tilting it “slightly” so that the
partial order is preserved and no two elements lie at the same height. Then we
can read off the linear extension from bottom to top.

Now suppose that x is incomparable with y. Then in the construction, always
choose an element other than x or y. This is possible unless, at some stage,
the set min(P \{x1, x2, . . . , xi}) is {x, y}. (The set of minimal elements cannot
be the one-element set {x} or {y}; otherwise x and y would be comparable.)
Choosing x before y, we obtain a linear extension L in which x ≤L y.

Another proof uses the simple but useful result: if a relation in P × P

contains the diagonal and has no directed cycles of positive length, then its
transitive closure is a partial order. Consider the relation P ∪ {(x, y)}, where
(x, y) �∈ P. This relation has no directed cycle and so its transitive closure P

y
x

is a partial order. A linear extension of P
y
x is a linear extension of P in which

x ≤L y. �

Lemma 1.2.1 is the finite case of Szpilrajn’s lemma:9 every partially ordered
set has a linear extension. In full generality, Szpilrajn’s lemma is equivalent to
the axiom of choice.

It is routine to show that if P and Q are two partial orders on the same set,
then the intersection of the order relations P and Q, as subsets of the partial
order, is a partial order (on the same set). The order dimension dim(P ) of a
partially ordered set P is the minimum number d such that there exist d linear
extensions of P such that

P =
d⋂

i=1

Li.

For example, chains have order dimension 1 and antichains have order dimen-
sion 2. By Lemma 1.2.1, P is the intersection of all its linear extensions. Hence,
the order dimension of a finite partially ordered set P is at most the number of
linear extensions of P ; in particular, the order dimension exists.

The (Cartesian) product P × Q of two partial orders P and Q is the order
defined by

(x, u) ≤P×Q (y, v) if x ≤P y and u ≤P v.

If L1, L2, . . . , Ld are d linear extensions intersecting at P, then the diago-
nal map P → L1 × L2 × · · · × Ld, a 
→ (a, a, . . . , a), gives an isomorphism

9 Szpilrajn (1930).
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of P onto the image {(a, a, . . . , a) : a ∈ P }. Conversely, given an injective
function a 
→ (f1(a), f2(a), . . . , fd (a)) from P to a product K1 × K2 × · · · ×
Kd of d chains such that the image is isomorphic to P under the inherited order,
then one can obtain d linear extensions in the following way: for each index i,

choose a “default” linear extension L and define the linear extension Li by

x < y if

{
fi(x) < fi(y)

fi(x) = fi(y) and x < y in L.

Then P = ⋂
Li. We conclude that the order dimension is the smallest number

d such that there exists an injective order-preserving function from P into a
product of d chains (of any size). Thinking of a chain as a one-dimensional
line, this gives a geometric interpretation of the order dimension.

Exercises

1.2.1. Finite partial orders and topological spaces.
A topological space on a set S may be defined by a collection of open sets

containing S and ∅ are closed under arbitrary unions and finite intersections. A
topology is T0 if for any two elements x and y, there is an open set containing
x but not y or an open set containing y but not x. Show that if P is a finite set,
a T0-topology defines a partial order and, conversely, a partial order defines a
T0-topology.

1.2.2. Standard examples for order dimension.10

(a) Let Ai = {i} and Bi = {1, 2, . . . , i − 1, i + 1, . . . , n}, ordered by set-
containment, so that Ai ≤ Bj whenever i �= j and Ai and Bi are incomparable.
The standard example Sn is the rank-2 partially ordered set on the 2n sets Ai

and Bi ordered by set-containment. Show that Sn has order dimension n.

(b) Show that if Q is a suborder of P, then dim(Q) ≤ dim(P ).
(c) Show that if P is a collection of subsets of a set S ordered by set-

containment, then dim(P ) ≤ |S|. Using (a) and (b), conclude that the Boolean
algebra 2{1,2,...,n} has order dimension n.

1.2.3. Order dimension of Cartesian products.11

(a) Let P and Q be partially ordered sets, each having a maximum, a
minimum, and size at least 2. Then

dim(P × Q) = dim(P ) + dim(Q).

10 Dushnik and Miller (1941).
11 See the exposition and references in Trotter (1992, chapters 1 and 2).
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In particular, if Ci are chains of positive length, then

dim(C1 × C2 × · · · × Cn) = n.

In general, all that can be proved is the inequality

dim(P × Q) ≤ dim(P ) + dim(Q).

This inequality can be strict.
(b) Let Sn be the standard example defined in Exercise 1.2.2. Show that

dim(Sn × Sn) = 2n − 2.

1.2.4. The order polynomial.12

Let P be a finite partially ordered set and 〈n〉 be a chain with n elements.
Let �(P ; n) be the number of order-preserving functions P → 〈n〉.

(a) Show that

�(P ; n) =
|P |∑
s=1

es

(
n

s

)
,

where es is the number of surjective order-preserving functions from P to
the chain 〈s〉. In particular, �(P ; n) is a polynomial in n, called the order
polynomial of P.

(b) Let x and y be any two incomparable elements of P. Let Py
x be the

partial order obtained by taking the transitive closure of P ∪ {(y, x)} (defined
in the proof of Lemma 1.2.1). Let Pxy be the partially ordered set obtained by
identifying x and y. Show that �(P ; n) satisfies the relation

�(P ; n) = �(Px
y ; n) + �(Py

x ; n) − �(Pxy ; n).

An order-preserving map f : P → Q is strict if x < y implies f (x) <

f (y). Let �̄(P ; n) be the number of strict order-preserving functions
P → 〈n〉.

(c) Show that �̄(P ; n) = (−1)n�(P ; −n). This is a simple example of a
“combinatorial reciprocity theorem.”

(d) Show that the order polynomial satisfies the convolution identity

�(P ; m + n) =
∑

I

�(I ; m)�(P \I ; n),

where the sum ranges over all order ideals I of P.

12 Johnson (1971) and Stanley (1973, 1974).
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1.2.5. Well-quasi-orders.13

Rota observed that

an infinite class of finite sets is no longer a finite set, and infinity has a way of
getting into the most finite of considerations. Nowhere more than in combinatorial
theory do we see the fallacy of Kronecker’s well-known saying that “God created
the integers; everything else is man-made.” A more accurate description might be:
“God created infinity, and man, unable to understand infinity, had to invent finite
sets.”14

Rota might have added that many infinite classes of finite objects can be “finitely
generated.” The theory of well-quasi-orders offers a combinatorial foundation
for studying finite generation of infinite classes.

A quasi-order is a set Q with a relation ≤ satisfying the reflexivity and
transitivity axioms (PO1) and (PO2), but not necessarily the antisymmetry
axiom (PO3). Almost all the notions in the theory of partial orders extend to
quasi-orders with minor adjustments.

(a) Show that if Q is finite, a quasi-order defines a topology and, conversely,
a topology defines a quasi-order.

(b) Show that the relation x ∼ y if x ≤ y and y ≤ x is an equivalence
relation on Q. Define a natural partial order on the equivalence classes
from ≤.

A quasi-order Q is a well-quasi-order (often abbreviated to wqo) if there are
no infinite antichains or infinite descending chains. The property of being
well-quasi-ordered is equivalent to four properties:

The infinite-nondecreasing-subsequence condition. Every infinite sequence
(xi)1≤i<∞ of elements in Q contains an infinite nondecreasing subsequence.

No-bad-sequences condition. If (xi)1≤i<∞ is an infinite sequence of elements
in Q, then there exist indices i and j such that i < j and xi ≤ xj .

Finite basis property for order filters. If F is an order filter of Q, then there
exists a finite set B (called a basis for F ) such that for each element a ∈ F,

there exists an element b in B such that b ≤ a.

Ascending chain condition for order filters. There is no strictly increasing chain
(under the subset order) of order filters.

13 Dickson (1913), Gordan (1885, 1887), Higman (1952), Kruskal (1960, 1972), and
Nash-Williams (1965, 1967).

14 Rota (1969a, pp. 197–208).
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(c) Show that each of the four properties is equivalent to being a well-quasi-
order.

(d) Let Q be a well-quasi-order. Show that if P ⊆ Q, then P (with quasi-
order inherited from Q) is a well-quasi-order. Show that if P is a quasi-order
and there exists a quasi-order-preserving map Q → P, then P is a well-quasi-
order.

(e) An induction principle. For an element a in a quasi-order set Q, let
F (a) = {x: x ≥ a}, the principal filter generated by a. Show that if the com-
plements Q\F (a) are well-quasi-orders for all a ∈ Q, then Q itself is a well-
quasi-order.

(f) Show that if P and Q are well-quasi-orders, then the Cartesian product
P × Q is a well-quasi-order.

The set N of nonnegative integers, ordered so that 0 < 1 < 2 < 3 < · · · ,

is a well-quasi-order. From (f), one derives immediately Gordan’s lemma: the
Cartesian product N × N × · · · × N of finitely many copies of N is a well-
quasi-order.

Gordan proved his lemma in the following form:
Let

a11X1 + a12X2 + · · · + a1mXm = 0,
...

ak1X1 + ak2X2 + · · · + akmXm = 0

be a system of linear diophantine equations, where the coefficients aij are
integers. Let S be the set of solutions (s1, s2, . . . , sm), where the coordinates si

are nonnegative integers. Then there exists a finite set {b1, b2, . . . , bt } of vectors
in S such that every solution in S can be written as a linear combination

t∑
i=1

cibi,

where the coefficients ci are nonnegative integers.
Consider the ring F[x1, x2, . . . , xn] of polynomials in the variables

x1, x2, . . . , xn with coefficients in a field F. An ideal I in F[x1, x2, . . . , xn]
is a monomial ideal if it can be generated by monomials. Dickson’s lemma,
that every monomial ideal can be generated by a finite set of monomi-
als, follows immediately from Gordan’s lemma. Hilbert’s basis theorem
says that every ideal in F[x1, x2, . . . , xn] can be generated by finitely many
polynomials.
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(g) Prove Hilbert’s basis theorem from Dickson’s lemma.

In particular, Hilbert’s basis theorem is equivalent to the “trivial combinatorial
fact” given in Gordan’s lemma.

It is obviously false that the Cartesian product of countably infinitely many
copies of N is a well-quasi-order. However, an intermediate result holds. Let
Q be a quasi-ordered set. The quasi-order Seq(Q) is the set of all finite se-
quences of Q, quasi-ordered by (a1, a2, . . . , al) ≤ (b1, b2, . . . , bm) if there is
an increasing injection f : {1, 2, . . . , l} → {1, 2, . . . , m} such that ai ≤ bf (i)

for every i ∈ {1, 2, . . . , l}. A sequence (a1, a2, . . . , am) is often regarded as a
word a1a2 · · · am and the sequence order is called the divisibility or subword
order. For example, if xi ≤ x ′

i in Q, then

x1x2x3x4 ≤ y1y2x4x
′
1y3y2y2x

′
2x

′
3x

′
1y4y5x

′
4x1y6y7.

The quasi-order Set(Q) is the set of all finite subsets of Q, quasi-ordered by
A ≤ B if there is an injection f : A → B such that a ≤ f (a) for every a ∈ A.

(h) Prove Higman’s lemma. If Q is a well-quasi-order, then Seq(Q) and Set(Q)
are well-quasi-orders.

Higman’s lemma gives the most useful cases of a more general theorem,
also due to Higman. One can regard Seq(Q) as a monoid, with concatena-
tion as the binary operation. Instead of just concatenation, we can have a
well-quasi-ordered set � of k-ary operations on Q, where 0 ≤ k ≤ k0 for
some fixed positive integer k0. Consider the set of all expressions formed
from elements of Q using the k-ary operations, quasi-ordered by a gen-
eralization of the subword order. Intuitively, this means we consider finite
words, with various kinds of brackets added. These more general quasi-
orders constructed from a well-quasi-ordered algebra Q with well-quasi-
ordered operations � are well-quasi-ordered (see Higman, 1952, for a formal
statement).

An expression with k-ary operations can be represented as a labeled tree.
Thus, a natural next step is to consider quasi-orders on finite trees. Recall
that a tree is a connected graph without cycles. A rooted tree is a tree with a
distinguished vertex x0 called the root. There is exactly one path from the root
x0 to any other vertex. If the vertex x lies on the path from x0 to y, then y

is above x. If, in addition, {x, y} is an edge, then y is a successor of x. Let
T1 and T2 be rooted trees. An admissible map f : T1 → T2 is a function from
the vertex set V (T1) of T1 into the vertex set V (T2) of T2 such that for every
vertex v in T1, the images of the successors of u are equal to or above distinct
successors of f (u).
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(i) Prove Kruskal’s theorem. The setT of all finite rooted trees, quasi-ordered
by T1 ≤ T2 if there is an admissible function f : T1 → T2, is a well-quasi-
order.

A graph H is the minor of a graph G if H can be obtained from G by deleting
or contracting edges. (Isolated vertices are ignored.) Kuratowski’s theorem
says that a graph is planar if and only if it does not contain the complete
graph K5 and the complete bipartite graph K3,3 as minors. Being planar is a
property closed under minors, in the sense that if G is planar, so are all its
minors. Thus, the ultimate conceptual extension of Kuratowski’s theorem is
that if P is a property of graphs closed under minors, then there is a finite
set M1,M2, . . . ,Mr of graphs such that a graph has property P if and only
if it does not contain any of the graphs M1,M2, . . . ,Mr as minors. This very
general theorem is in fact true, and follows from the fact that the set of finite
graphs, ordered by being a minor, is a well-quasi-order.

(j) The Robertson–Seymour graph minor theorem. Show that the set of all
finite graphs ordered under minors is a well-quasi-order.

(k) The matroid minor project. Show that the set L(q) of all matroids rep-
resentable over the finite field GF(q) of order q, ordered under minors, is a
well-quasi-order.

1.3 Lattices

Ideals give a representation of any lattice as a lattice of sets. This representation
is given in the following folklore lemma.

1.3.1. Lemma. Let L be a lattice, 2L be the Boolean algebra of subsets of all
the lattice elements, and I : L → 2L be the function sending an element a to
the principal ideal I (a) generated by a. Then I preserves arbitrary meets,

I

( ∧
x: x∈A

x

)
=

⋂
x: x∈A

I (x),

and is “superadditive” on joins,

I (x ∨ y) ⊇ I (x) ∪ I (y).

A function ϕ : L → M between lattices is a (lattice) homomorphism if ϕ

preserves both meets and joins. The function I in Lemma 1.3.1 is not a lattice
homomorphism.



P1: KAE

CUUS456-01 cuus456-Kung 978 0 521 88389 4 November 7, 2008 16:33

18 1 Sets, Functions, and Relations

The representation using ideals can be strengthened for distributive lattices.
The classical theorem of this type is the Birkhoff representation theorem for
finite distributive lattices.15

An element j in a lattice L is a join-irreducible if it is not equal to the min-
imum (if one exists) and j = a ∨ b implies that j = a or j = b. Equivalently,
j is a join-irreducible if and only if j covers a unique element. Dually, an
element m is a meet-irreducible if it is not equal to the maximum (if one exists)
and m = a ∧ b implies that j = a or j = b, or equivalently, m is covered by a
unique element. An element a is a point or an atom if it covers the minimum 0̂.

Atoms are join-irreducibles. Copoints or coatoms are elements covered by the
maximum 1̂. Denote by J (L) the set of join-irreducibles of L and M(L) the
set of meet-irreducibles of L. The sets J (L) and M(L) are partially ordered by
the order of L. If the lattice L is finite (or, more generally, have finite rank),
then every element is a join of join-irreducibles and every element is the meet
of meet-irreducibles. Indeed,

x =
∨

{j : j ∈ J (L) and j ≤ x} (JR)

and

x =
∧

{m: m ∈ M(L) and m ≥ x}. (MR)

A lattice is atomic if every element is a join of atoms. It is coatomic if every
element is a meet of coatoms.

A lattice is distributive if it satisfies the distributive axioms (see Section 1.1).
Concrete examples of distributive lattices are Boolean algebras, chains, and
product of chains. The set of positive integers, ordered under divisibility, is a
distributive lattice (by the distributive axioms of arithmetic). This lattice is in
fact a product of infinitely many chains.

Distributive lattices satisfy two properties directly analogous to properties
of primes and prime factorizations in arithmetic.

1.3.2. Lemma. Let j be a join-irreducible in a distributive lattice. Then j ≤
x ∨ y implies j ≤ x or j ≤ y.

Proof. Since j ≤ x ∨ y, we have j = j ∧ (x ∨ y). By the distributive axiom,

j = (j ∧ x) ∨ (j ∧ y).

As j is a join-irreducible, j = j ∧ x or j = j ∧ y. �

15 Birkhoff (1933). Harper and Rota commented in Matching theory that this representation
theorem “is far more important than the classical theorem of Boole, popularized in the current
frenzy for the ‘new math’, stating that every finite Boolean algebra is isomorphic to the lattice
of all subsets of a finite set.”
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1.3.3. Unique factorization lemma. Every element x of a finite distributive
lattice is the join of a unique antichain J (x) of join-irreducibles. The antichain
J (x) is the set of maximal elements in the order ideal {a ∈ J (L): a ≤ x} in the
partially ordered set J (L) of join-irreducibles of L.

Proof. Suppose that

j1 ∨ j2 ∨ · · · ∨ jk = x = h1 ∨ h2 ∨ · · · ∨ hn,

where n ≥ k and {ji} and {hi} are two antichains of join-irreducibles. By the
distributive axiom,

ji = ji ∧ x = (ji ∧ h1) ∨ (ji ∧ h2) ∨ · · · ∨ (ji ∧ hn).

Hence, by Lemma 1.3.2, for each index i, there exists an index π (i) such
that ji = ji ∧ hπ(i). Reversing the argument, for each i, there exists an index
σ (i) such that hi = hi ∧ jσ (i). Combining this, we conclude that from each
index i,

ji ≤ hπ(i) ≤ jσ (π(i)).

Since {ji} is an antichain, jσ (π(i)) = ji and hence σ (π (i)) = i. This implies that
n = k and π is a permutation.

Observing that the nonmaximal elements on the right of Equation (JR) can
be removed, x is the join of the antichain of maximal elements in {a ∈ J (L) :
a ≤ x}. The second assertion now follows from uniqueness. �

Recall that a ring D of sets is a collection of sets closed under unions
and intersections. Under set-containment, D forms a distributive lattice. The
collection D(P ) of order ideals of a partially ordered set P is a ring of subsets.
The next theorem says that a finite distributive lattice is representable as a ring
of order ideals of its partially ordered set of join-irreducibles.

1.3.4. The Birkhoff representation theorem. Let L be a finite distributive
lattice. Then L is isomorphic to the lattice D(J (L)) of order ideals of the
partially ordered set J (L) of join-irreducibles.

Proof. If x is in L, let I (x) = {j : j ∈ J (L), j ≤ x}. Let ϕ : L → D(J (L)),
x 
→ I (x). We will show that ϕ is a lattice homomorphism. Since

ϕ(x ∧ y) = {j: j ∈ J (L), j ≤ x and j ≤ y}
= I (x) ∩ I (y)
= ϕ(x) ∩ ϕ(y),

ϕ preserves meets.
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Next, observe that if j ≤ x or j ≤ y, then j ≤ x ∨ y. Therefore, I (x) ∪
I (y) ⊆ I (x ∨ y). Suppose that j ∈ I (x ∨ y); that is, j ∈ J (L) and j ≤ x ∨ y.

Then

j = j ∧ (x ∨ y) = (j ∧ x) ∨ (j ∧ y).

As j is a join-irreducible, j = j ∧ x and j ≤ x, or j = j ∧ y and j ≤ y. We
conclude that j ∈ I (x) ∪ I (y). Hence, I (x ∨ y) = I (x) ∪ I (y) and ϕ(x ∨ y) =
ϕ(x) ∪ ϕ(y).

By Lemma 1.3.3, the set of maximal elements of I (x) equals J (x) and x

determines J (x) uniquely. Hence, ϕ is injective. To show that ϕ is surjective,
let I be an order ideal in J (L) and x be the join of all the elements in I. Then
I ⊆ I (x). Suppose that j ∈ I (x). Then

j = j ∧ x = j ∧
∨

y: y∈I

y =
∨

y: y∈I

(j ∧ y).

Since j is a join-irreducible, j = j ∧ y, and thus, j ≤ y, for some y ∈ I. Since
I is an order ideal, j ∈ I. We conclude that I = I (x) = ϕ(x).

An alternate way to show that ϕ is a lattice homomorphism is to show that
ϕ is order-preserving and use Exercise 1.3.3. �

Inverting the order, Birkhoff’s theorem says that a finite distributive lattice
is isomorphic to the lattice of filters of the partially ordered set of meet-
irreducibles.

1.3.5. Corollary. A finite lattice is distributive if and only if it can be repre-
sented as a ring of sets.

Much research has been done on infinite versions of Birkhoff’s theorem.16

Birkhoff’s theorem delineates the extent to which a finite lattice may be
represented by sets so that meets and joins are intersections and unions. For
lattices which are not distributive, one might ask for representations by subsets
for which meets are intersections and there is a natural way to construct the joins.
Such representations appeared in the paper17 by Richard Dedekind. Dedekind
viewed lattices as lattices of “subalgebras.” Many of these lattices satisfy a
weaker version of the distributive axiom. A lattice is modular if for all elements
x, y, z such that x ≥ z, the distributive axiom holds; that is, if x ≥ z, then

x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) = (x ∧ y) ∨ z.

We shall study modular lattices in greater detail in Sections 3.4 and 3.5.

16 See the survey in Grätzer (2003, appendix B). 17 Dedekind (1900).
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Exercises

1.3.1. The Knaster–Tarski fixed-point theorem.18

A lattice L is complete if the supremum and infimum exist for any set (of
any cardinality) of elements in L. A partially ordered set P has the fixed-point
property if for every order-preserving function f : P → P, there exists a point
x in P such that f (x) = x.

(a) Show that a lattice L is complete if and only if L has the fixed-point
property.

(b) Show that if a finite partially ordered set has a maximum, then it has the
fixed-point property.

(c) (Research problem posed by Crawley and Dilworth19) Characterize the
finite partially ordered sets with the fixed-point property.

1.3.2. Let P be a partially ordered set with a maximum 1̂ such that the infimum
exists for every subset of elements. Then P is a lattice.

1.3.3. Let ϕ : L → M be a bijective function between lattices L and M. Show
that ϕ is a lattice homomorphism if and only if both ϕ and its inverse ϕ−1 are
order-preserving.

1.3.4. Join- and meet-irreducibles in finite distributive lattices.20

Let L be a finite distributive lattice.

(a) Show that a maximal chain C in L has length |J (L)|, the number of
join-irreducibles in L.

(b) Show that if j is a join-irreducible, then there exists a unique
meet-irreducible m(j ) such that j �< m(j ). Show that the function J (L) →
M(L), j 
→ m(j ) is an injection.

(c) Conclude from duality and (a) or (b) that |J (L)| = |M(L)|.

1.3.5. Show that the group of lattice automorphisms of a finite distributive
lattice is isomorphic to the group of order-preserving automorphisms of its
partially ordered set of join-irreducibles.

18 Davis (1955), Knaster (1928), and Tarski (1955). 19 Crawley and Dilworth (1973, p. 17).
20 Part (a) is in Grätzer (2003, p. 44). Part (b) is due to Dilworth (unpublished).



P1: KAE

CUUS456-01 cuus456-Kung 978 0 521 88389 4 November 7, 2008 16:33

22 1 Sets, Functions, and Relations

1.3.6. Let L be a lattice. Show that the following conditions are equivalent:
Mod1. L is modular.
Mod2. L satisfies the shearing identity

x ∧ (y ∨ z) = x ∧ ((y ∧ (x ∨ z)) ∨ z).

Mod3. L does not contain a pentagon as a sublattice (see Exercise 1.1.1).

1.3.7. Consistency and the Kurosh–Ore property.21

Let x be an element in a lattice L. A decomposition

x = j1 ∨ j2 ∨ · · · ∨ jm

into join-irreducibles is irredundant if for every i,

x �= j1 ∨ j2 ∨ · · · ∨ ji−1 ∨ ji+1 ∨ · · · ∨ jm.

The lattice L satisfies the Kurosh–Ore replacement property if

j1 ∨ j2 ∨ · · · ∨ jm = x = h1 ∨ h2 ∨ · · · ∨ hl

are two irredundant decompositions of an element x into join-irreducibles; then
there exists an index i, 1 ≤ i ≤ l, so that

x = hi ∨ j2 ∨ j3 ∨ · · · ∨ jm. (∗)

In other words, for any join-irreducible, say j1, in the first decomposition, there
exists a join-irreducible hi which can replace j1 to obtain a decomposition
of x.

(a) Show that if x is an element in L satisfying the Kurosh–Ore property,
then every irredundant decomposition of x into join-irreducibles has the same
number of join-irreducibles.

A join-irreducible j in a lattice L is consistent if for every element x in L,

the join x ∨ j either equals x or is a join-irreducible in the lattice {y: y ≥ x}.
A lattice L is consistent if all join-irreducibles in L are consistent.

(b) Show that if j1 ∨ j2 ∨ · · · ∨ jm = x = h1 ∨ h2 ∨ · · · ∨ hl are two ir-
redundant decompositions into join-irreducibles for x and j1 is a consistent
join-irreducible, then there exists a join-irreducible hi which can replace j1

so that Equation (∗) holds. Conclude that if L is a lattice, then L satisfies
the Kurosh–Ore property if and only if L is consistent. Conclude also that a
modular lattice satisfies the Kurosh–Ore replacement property.

21 The classic references are Kurosch (1935) and Ore (1936). Other references are Gragg and
Kung (1992), Kung (1985), and Reuter (1989).
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(c) (Research problem posed by Crawley and Dilworth22) A lattice L sat-
isfies the numerical Kurosh–Ore property if for every element x in L, every
irredundant decomposition of x into a join of join-irreducibles has the same
number of join-irreducibles. Find a lattice condition equivalent to the numerical
Kurosh–Ore property.

1.3.8. Lattice polynomials, the word problem, varieties, free lattices, and free
distributive lattices.23

A lattice polynomial is an expression formed by combining variables with
the operations of meet and joins. For example,

x1, (x1 ∨ x2) ∨ x1, ((x1 ∨ x2) ∧ x3) ∧ x2

are lattice polynomials. Formally, the set of lattice polynomials F(n) on the
variables x1, x2, x3, . . . , xn is defined recursively as the smallest set satisfying

LP1. x1, x2, x3, . . . , xn ∈ F(n).

LP2. If β(x1, x2, . . . , xn), γ (x1, x2, . . . , xn) ∈ F(n), then

β(x1, x2, . . . , xn) ∧ γ (x1, x2, . . . , xn),
β(x1, x2, . . . , xn) ∨ γ (x1, x2, . . . , xn) ∈ F(n).

Every element in the lattice generated by the elements x1, x2, . . . , xn can be
expressed as a lattice polynomial in x1, x2, . . . , xn. However, the expression
is not unique; for example, x ∧ x = x and x ∨ y = y ∨ x. Indeed, each lattice
axiom gives a way to obtain different expressions for the same element. The
word problem for lattices is to find an algorithm or deduction system to decide
whether two lattice polynomials are “equal” under the lattice axioms. Whitman
gave such an algorithm to decide whether an inequality among lattice poly-
nomials holds in every lattice. Since α = β if and only if α ≤ β and α ≥ β,

Whitman’s algorithm gives a solution to the word problem for lattices.
Suppose that we wish to decide whether a given inequality holds in all

lattices. Then suppose that the inequality is false and apply the following four
deduction rules:

� From “α ∨ β ≤ γ ” is false, deduce “α ≤ γ ” is false or “β ≤ γ ” is false.
� From “α ∧ β ≤ γ ” is false, deduce “α ≤ γ ” is false and “β ≤ γ ” is false.
� From “γ ≤ α ∨ β” is false, deduce “γ ≤ α” is false and “γ ≤ β” is false.
� From “γ ≤ α ∧ β” is false, deduce “γ ≤ α” is false or “γ ≤ β” is false.

22 Crawley and Dilworth (1973, p. 56).
23 Birkhoff (1935), Freese et al. (1995), Grätzer (2003, chapter 1), and Whitman (1941, 1942).
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Doing this repeatedly, a lattice inequality is broken up into a conjunction or
disjunction of simple inequalities that are easily checked to be true or false. For
example, to prove the distributive inequality (in Exercise 1.1.1), suppose that

(x ∧ y) ∨ (x ∧ z) ≤ x ∧ (y ∨ z)

is false. Then at least one of the inequalities

x ∧ y ≤ x ∧ (y ∨ z) or x ∧ z ≥ x ∧ (y ∨ z)

is false; continuing in the same way, at least one of the inequalities

x ∧ y ≤ x or x ∧ y ≤ y ∨ z or x ∧ z ≤ x or x ∧ z ≤ y ∨ z

is false. However, all four inequalities are true by definition of meets and
joins. (If this were not absolutely clear or one is writing a computer program,
then one can reduce the inequalities further.) Hence, the original inequality
cannot be false. If we wish, we can reverse the deduction to obtain a direct
proof. Whitman’s deduction system gives an automatic way to prove such
inequalities.

Two lattice polynomials α and β are equal if α = β can be proved using
Whitman’s algorithm. The set F(n) (under the equivalence relation of equality)
forms a lattice with meets and joins defined “formally”: the meet β ∧ γ in the
lattice is the lattice polynomial β ∧ γ, and the join is defined similarly. This
lattice is the free lattice F(n) on n generators.

(a) Show that the free lattice F(n) generated by x1, x2, . . . , xn satisfies the
universal property: if L is generated by the elements a1, a2, . . . , an, then there
is a unique lattice homomorphism φ from F(n) to L such that φ(xi) = ai.

Note that if a lattice M satisfies the universal property, then it is isomorphic to
F (n). Thus, one may use the universal property to define free lattices.

If L is a lattice and β(x1, x2, . . . , xn) is a lattice polynomial, then β de-
fines a polynomial function from L × L × · · · × L → L, (a1, a2, . . . , an) 
→
β(a1, a2, . . . , an).

(b) Show that a lattice polynomial function β is monotone; that is, if a1 ≤ b1,

a2 ≤ b2, . . . , and an ≤ bn, then β(a1, a2, . . . , an) ≤ β(b1, b2, . . . , bn).

An identity on lattice polynomials is an expression of the form
α(x1, x2, . . . , xn) = β(x1, x2, . . . , xn), where α and β are lattice poly-
nomials. A lattice L satisfies the identity α(x1, x2, . . . , xn) = β(x1, x2, . . . , xn)
if for every n-tuple (a1, a2, . . . , an) of elements of L, α(a1, a2, . . . , an) =
β(a1, a2, . . . , an). The variety or equational class defined by a set {αi = βi}
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of identities is the collection of all lattices satisfying all the identities αi = βi.

Two sets of identities are equivalent if they define the same variety.
(c) Show that any finite set of identities is equivalent to a single identity

(with possibly more variables).
Let C be a class of lattices. The free lattice F(C, n) in C on n generators

x1, x2, . . . , xn is the lattice satisfying the universal property: if L is generated
by the elements a1, a2, . . . , an, then there is a unique lattice homomorphism φ

from F(n) to L such that φ(xi) = ai.

G. Birkhoff defined varieties and proved two fundamental theorems:24

� Let C be a family of lattices closed under taking sublattices and direct
products. If C contains at least two (nonisomorphic) lattices, then for every
cardinal n, V has a free lattice on n generators.

� A collection of lattices is a variety if and only if it is closed under taking
homomorphic images, sublattices, and direct products.

Free lattices in a variety can be obtained as a quotient of a free lattice by the
congruence generated by the identities. In general, this is no explicit description
or construction for the free lattice of a variety and the word problem may not
be decidable. An exception is the variety of distributive lattices.

Let x1, x2, . . . , xn be variables. A meet-monomial or conjunction is a poly-
nomial of the form

∧
i: i∈E xi, where E ⊆ {1, 2, . . . , n}.

(d) Assuming the distributive axioms, show that every polynomial in the
free distributive lattice can be written uniquely as a join of meet-monomials or
a disjunction of conjunctions

∨
E: E∈A

[ ∧
i: i∈E

xi

]
,

where A is an antichain in the Boolean algebra 2{1,2,...,n}. Conclude from this
that there is a bijection between elements in the free distributive lattice on n

generators and nonempty antichains not equal to {∅} in the Boolean algebra
2{1,2,...,n}.

1.3.9. Boolean polynomials and disjunctive normal form.
A Boolean function on n variables x1, x2, . . . , xn is a function on n vari-

ables from the Cartesian product 2n to 2. If x is a Boolean variable, define
formally x1 = x and x0 = xc, the complement of x. A Boolean polynomial
β(x1, x2, . . . , xn) is an expression formed from the variables and the Boolean

24 Birkhoff’s theorems are results in universal algebra and apply to general “algebras.” See, for
example, Cohn (1981) and Grätzer (2002, chapter 5).
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operations. For example,

((x1 ∧ xc
2) ∨ x3) ∧ (x1 ∧ x3) ∨ xc

4

is a Boolean polynomial. Usually, the symbol ∧ for meet is suppressed, so that
the polynomial just given is written as (x1x

c
2 ∨ x3)(x1x3 ∨ xc

4). In addition, ∨
may be written as +; however, we shall not do this. A Boolean polynomial
defines a Boolean function.

A conjunctive or meet-monomial is a Boolean polynomial of the form

x
ε1
1 x

ε2
2 · · · xεn

n ,

where εi equals the formal exponents 0 or 1. There are 2n conjunctions.
(a) Show using the distributive axioms and the De Morgan laws that every

Boolean polynomial β(x1, x2, . . . , xn) can be written as a disjunction or join
of Boolean monomials.

(b) The truth table of a Boolean function β(x1, x2, . . . , xn) is the table of
the values of β at the 2n possible inputs (ε1, ε2, . . . , εn), where εi equals 0 or
1. Show that

β(x1, x2, . . . , xn) =
∨

(εi ): β(εi )=1

x
ε1
1 x

ε2
2 · · · xεn

n ,

where the union ranges over all inputs (ε1, ε2, . . . , εn) for which
β(ε1, ε2, . . . , εn) = 1. In particular, this shows that every Boolean function
is expressible as a Boolean polynomial.

A Boolean function is monotone if β(ε1, ε2, . . . , εn) ≤ β(ε̃1, ε̃2, . . . , ε̃n)
whenever εi ≤ ε̃i for all i, 1 ≤ i ≤ n.

(c) Show that β is monotone if and only if β is a disjunction of monomials
not involving complements.

(d) Using complementation and the De Morgan laws, derive the conjunc-
tive normal-form theorem: every Boolean polynomial can be expressed as a
conjunction of “join-monomials.”

(e) Define free Boolean algebras and show that the free Boolean algebra on
n generators is isomorphic to

22{1,2,...,n}
.

1.3.10. Lattices with unique complements.25

Let x be an element in a lattice L. An element y in L is a complement of x

if x ∨ y = 1̂ and x ∧ y = 0̂. A lattice is complemented if every element in L

25 An excellent exposition is in Saliǐ (1988). For the latest developments, see Grätzer (2007).
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has a complement. A lattice L has unique complements if every element x in
L has exactly one complement.

(a) Show that in a lattice with unique complements, if x ≤ y, x ′ is a com-
plement of x, and y ′ is a complement of y, then y ′ ≤ x ′.

(b) Let x be an element in a distributive lattice. Show that x has at most one
complement.

It follows from (b) that a Boolean algebra has unique complements. The subject
of lattices with unique complements began with an error of C.S. Pierce.26 As
reported by G. Birkhoff in the first edition of Lattice Theory (1940, p. 74), “It
is curious that C.S. Pierce should have thought that every lattice is distributive.
He even said that [the distributive axioms] are ‘easily proved, but the proof is
too tedious to give’! His error was demonstrated by Schröder [and] A. Korselt.
Pierce at first gave way before these authorities, but later boldly defended his
original view.”

Pierce’s property for a lattice is the following condition: if x �≤ y ′ for every
complement y ′ of y, then x ∧ y �= 0̂.

(c) Show that a complemented lattice L satisfying Pierce’s property has
unique complements.

(d) Prove Pierce’s theorem. A complemented lattice L satisfying Pierce’s
property is distributive, and hence a Boolean algebra.

Pierce’s theorem led naturally to Huntington’s conjecture: a lattice with unique
complements is distributive, and hence a Boolean algebra. There are several
partial results.

(e) Show that a modular lattice L with unique complements is
distributive.27

(f) Prove the Birkhoff–Ward theorem. An atomic lattice L with unique com-
plements is a Boolean algebra.28

However, Huntington’s conjecture is false in the strongest possible sense.
This is a consequence of a famous theorem of Dilworth.

(g) Prove Dilworth’s theorem on lattices with unique complements. Every
lattice is a sublattice of a lattice with unique complements.29

26 For a carefully documented and nuanced account, see Saliĭ (1988, pp. 36–38).
27 This theorem has been attributed to many mathematicians. The published source is Birkhoff

(1948).
28 See Birkhoff and Ward (1939), McLaughlin (1956), and Ogasawara and Sasaki (1949).
29 Dilworth (1945). Dilworth gave an account of how he approached and proved this theorem in

The Dilworth Theorems, Bogart et al. (1990, pp. 39–40).
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(h) Prove that the free lattice with unique complements generated by two
unordered elements contains a sublattice generated by countable number of
incomparable elements.

1.3.11. Heyting algebras.30

Let a and b be elements in a lattice. If the set {x : a ∧ x ≤ b} has a maximum,
then the pseudocomplement of a relative to b, denoted [a → b], exists and is
defined to be that maximum.

(a) Show that if [a → b] exists, then a ∧ x ≤ b if and only if x ≤ [a → b].
(b) Show that if L is a Boolean algebra, then [a → b] = ac ∨ b.

Pseudocomplements are generalizations of complements. In a Boolean al-
gebra, (xc)c = x. This corresponds to the law of excluded middle in classical
logic: for a proposition P, P = not (not P ). In many natural situations (such
as intuitionistic logic and the axiomatics of forcing), one has a weaker law: P

implies not (not P ). Pseudocomplements capture the weaker law.
A Heyting algebra H is a lattice with a minimum 0̂ in which [a → b] exists

for every pair a and b. Heyting algebras are to intuitionistic logic what Boolean
algebras are to classical logic.

(c) Show that a Heyting algebra has a maximum and is distributive.
(d) Let X be a topological space with closure operator C 
→ C. Show that

the open sets of X form a Heyting algebra under union and intersection, with
pseudocomplement given by

[A → B] = Int(Ac ∪ B), (I)

where the interior Int(C) of a subset C is defined to be the open set (Cc)c.
A closure algebra P is a Boolean algebra with a closure operator (see Section

1.5) satisfying the extra properties: x ∨ y = x ∨ y and 0̂ = 0̂. An element x in
P is open if its complement xc is closed; that is, xc = xc. The subset of open
elements in P forms a Heyting algebra under the partial ordering inherited
from P with pseudocomplement given by Equation (I).

(e) Prove the McKinsey–Tarski theorem.31 Every Heyting algebra can be
represented as the lattice of open elements of a closure algebra.

1.4 Functions, Partitions, and Entropy

The number of functions from a set S of size n to a set X of size x is xn.
Let f : S → X be a function. If A ⊆ S, the image f (A) of A is the subset

30 For an excellent exposition, Balbes and Dwinger (1974). 31 McKinsey and Tarski (1944).
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{f (a): a ∈ A} of X. If x ∈ X, the inverse image or fiber f −1(x) is the subset
{a: f (a) = x} of S. If A ⊆ X, then f −1(A) is the union

⋃
x: x∈A f −1(x). The

following relations hold: For images,

f (A ∪ B) = f (A) ∪ f (B)
f (A ∩ B) ⊆ f (A) ∩ f (B).

For inverse images,

f −1(A ∪ B) = f −1(A) ∪ f −1(B)
f −1(A ∩ B) = f −1(A) ∩ f −1(B)

f −1(Ac) = (f −1(A))c.

In general, f (Ac) �= f (A)c, and no containment relation, either way, holds.
Noting that f −1(∅) = ∅ and f −1(X) = S, the inverse image f −1, as a

function on subsets, preserves all the Boolean operations. Hence, the function
f : S → X gives a Boolean morphism φ : 2X → 2S defined by φ(Y ) = f −1(Y )
for Y ∈ 2X.

1.4.1. Theorem. Let S and X be finite sets. Then there is a bijection between
Boolean morphisms 2X → 2S and functions S → X.

Proof. The set X is the set of atoms or one-element subsets in 2X. Thus, from
a Boolean morphism φ : 2X → 2S, we can define a function f : S → X by
f (a) = x whenever a ∈ φ({x}). �

Theorem 1.4.1 says that the category of finite sets and functions is contravariant
to the category of finite Boolean algebras and Boolean morphisms.

A permutation on the set S is a one-to-one function from S onto itself. If
|S| = n, then there are n! permutations on S. If f and g are functions from S

to itself, then f is conjugate to g if there exists a permutation γ such that

g = γ −1f γ.

Given a function f : S → S, construct the directed graph Graph(f ) on the
vertex set S with directed edges (a, f (a)), a ∈ S. Two functions are conjugate
if and only if their directed graphs are isomorphic. The graph of a permutation
γ on S is a disjoint union of directed cycles. Let ci(γ ) be the number of cycles
with i vertices (or equivalently, i edges) in Graph(γ ). The cycle structure of γ

is the n-tuple

(c1(γ ), c2(γ ), . . . , cn(γ )).

This n-tuple may be regarded as an integer partition of n. Two permutations
are conjugate if and only if they have the same cycle structure.
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A partition σ of a finite set S is a collection {B1, B2, . . . , Bm} of nonempty
subsets or blocks such that B1 ∪ B2 ∪ · · · ∪ Bm = S and Bi ∩ Bj = ∅ whenever
i �= j. A partition defines an equivalence relation and, conversely, an equiv-
alence relation defines a partition: the blocks of the partition correspond to
the equivalence classes of the relation. The type of the partition is the inte-
ger partition of |S| obtained by writing down the sizes |Bi | of the blocks in
nondecreasing order. Two partitions σ and τ have the same type if and only if
there is a permutation p of S such that B is a block in σ implies that p(B) is a
block in τ.

Partitions are partially ordered by reverse refinement: τ ≤ σ or τ is finer
than σ if every block of τ is contained in some block of σ, or equivalently,
for each block C of σ, there are blocks Bi1 , Bi2 , . . . , Bik of τ such that C =
Bi1 ∪ Bi2 ∪ · · · ∪ Bik . In particular, τ covers σ if τ is obtained from σ by
merging two blocks or σ is obtained from τ by splitting a block into two. If
E(τ ) is the equivalence relation defined by the partition τ, then τ ≤ σ if and
only if for all x and y in S, x ∼E(τ ) y implies x ∼E(σ ) y, that is, if E(τ ) ⊆ E(σ )
(as subsets of S × S).

This partial order of reverse refinement is a lattice. The minimum is the
partition in which every block is a one-element subset. The maximum is the
partition with one single block, the entire set. The meet τ ∧ σ is the partition
whose blocks are nonempty subsets of the form B ∩ C, where B is a block
of τ and C is a block of σ. The join τ ∨ σ is the partition whose blocks are
the equivalence classes of the transitive closure of the union of the equivalence
relations defined by τ and σ.

If f : S → X is a function, then the relation s ∼ t if f (s) = f (t) is an
equivalence relation and those inverse images f −1(x) that are nonempty form
a partition π (f ) of the set S. The partition π (f ) is the coimage or kernel of f.

We can also think of a function f : S → X as a random variable on a sample
space (S, Pr) with probability measure Pr, so that the blocks of the coimage
π (f ) are the nonempty events defined by f.

The lattice of partitions plays for information the role that the Boolean
algebra of subsets plays for size or probability. Indeed, the coimage π (f )
contains the “information” provided by f. To see this, consider the Goblin
coin-weighing problem. We are given four labeled coins, some of which may
be counterfeit. The counterfeit coins are lighter. There are 16 possible events,
denoted by

∅, 1, 2, 3, 4, 12, 13, 14, 23, 24, 34, 123, 124, 134, 234, 1234,

where 13, say, is the event that coins 1 and 3 are genuine. This gives a set S with
16 elements. Now suppose that we are also given a balance that will compare
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two coins and tell us if they have the same weight, the left coin is heavier, or
the right coin is heavier.

Suppose that we compare coins 1 and 2 on the balance. If coins 1 and 2
weigh the same, then either they are both genuine or they are both counterfeit.
In this case, the events ∅, 12, 123, 124, 1234, 3, 4, 34 remain possible. If coin
1 weighs more, then 1, 13, 14, 134 remain possible. If coin 2 weighs more,
then 2, 23, 24, 234 remain possible. Thus, a comparison of coins 1 and 2 yields
the following partition σ :

{∅, 12, 123, 124, 1234, 3, 4, 34}, {1, 13, 14, 134}, {2, 23, 24, 234}.

The partition σ encodes the information given by comparing coins 1 and 2. We
can also think of σ as the coimage of a random variable w12 on S taking three
values. Let wij be the random variable defined by comparing coins i and j on
the balance.

Next, suppose that we compare coins 2 and 3. Then each block in σ is fur-
ther partitioned into smaller blocks. The block {∅, 12, 123, 124, 1234, 3, 4, 34}
splits into

{3, 34}, {∅, 123, 1234, 4}, {12, 124},

the block {1, 13, 14, 134} splits into

{1, 14}, {13, 134},

and the block {2, 23, 24, 234} splits into

{2, 24}, {23, 234},

yielding a partition τ finer than σ. The partition τ can also be obtained by
taking the meet of the coimages π (w12) and π (w23). Thus, the result of any
sequence of coin weighings is given by taking all possible meets of the coimages
π (wij ), 1 ≤ i, j ≤ 4. The minimum partition obtainable is the partition with
1 two-element block {∅, 1234} and 14 one-element blocks. This corresponds
to the fact that we cannot distinguish the case where all coins are genuine or
counterfeit with a balance.

The coin-weighing example shows why Kolmogorov, one of the founders
of modern probability theory, suggested calling the partition π (f ) of a random
variable f the “experiment” of f. If π (g) is finer than π (f ), then g contains all
the information given by f. In statistical terminology, g is a sufficient statistic
for f if π (g) ≤ π (f ). In addition, the meet π (f ) ∧ π (g) gives all “correlations”
between f and g.
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The information contained in a partition can be measured by entropy, as
formulated by Claude Shannon.32 The discrete Shannon entropy H is defined
on partitions σ of finite sample spaces (S, Pr) by

H (σ ) =
∑

B: B∈σ

−Pr(B) log Pr(B),

where log is logarithm to base 2 and 0 log 0 is interpreted as the right-hand
limit limx→0+ x log x and is defined to be 0. Since 0 ≤ Pr(B) ≤ 1, the entropy
function is nonnegative. We choose binary logarithms (so that information is
measured in bits). Other bases, such as e, can naturally be chosen. The entropy
functions thus defined differ from each other by a nonzero constant factor. The
entropy function depends only on the multiset {Pr(B) : B ∈ σ } of nonnegative
real numbers. Thus, we can also think of the entropy function H as the real-
valued function defined on finite multisets {p1, p2, . . . , pn} of nonnegative
numbers such that p1 + p2 + · · · + pn = 1 by

H (p1, p2, . . . , pn) =
n∑

i=1

−pi log pi,

For example, consider tossing a biased coin, with probability p of a head.
Then a toss partitions a sample space into two events B0, the event that a head
occurs, and B1, the event that a tail occurs. Then

H (B0, B1) = −p log p − (1 − p) log(1 − p).

If p = 1, then a head always occurs and no information is obtained by tossing
the coin; as expected, H (B0, B1) = 0. If p = 0.9, say, then the toss yields
somewhat more information, quantified by H (B0, B1) ≈ 0.47. If p = 0.5, the
case of a fair coin, then H (B0, B1) = 1. That is, one bit of information is
obtained by tossing a fair coin. This is the maximum information obtainable
by a coin toss, since we know which of the two equally likely events actually
happened. The amount of information then decreases as p decreases to 0. In
particular, if one were to obtain information by asking a question with a yes-or-
no answer, then the maximum information is obtained when one asks a question
to which it is equally likely that the answer is yes or no. This is a special case
of the following “equipartition-maximizes-information” lemma.

1.4.2. Lemma. Suppose that the partition π has n blocks. Then

H (π ) ≤ log n,

with equality if and only if the blocks in π have the same probability 1
n
.

32 Shannon (1948).
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Proof. Changing the base of the logarithm changes H and log by the same
nonzero constant. Hence, we may use natural logarithms to base e. We shall
use an elementary inequality from calculus: if x > 0, log x ≤ x − 1, with
equality if and only if x = 1. (Indeed, the function log x − x + 1 has a unique
maximum at x = 1 on the positive real axis.)

Let B1, B2, . . . , Bn be the blocks of π. Then,

H (π ) − log n =
n∑

i=1

−Pr(Bi)[log Pr(Bi) + log n]

=
n∑

i=1

−Pr(Bi) log(Pr(Bi)n)

=
n∑

i=1

Pr(Bi) log

(
1

Pr(Bi)n

)

≤
n∑

i=1

Pr(Bi)

(
1

(Pr(Bi)n
− 1

)

=
n∑

i=1

1

n
−

n∑
i=1

Pr(Bi)

= 0,

where on the third line, we use the inequality log x ≤ x − 1. Equality holds
when for all i, Pr(Bi)n = 1; that is, Pr(Bi) = 1

n
. �

The partitions σ and τ are (stochastically) independent if

Pr(B ∩ C) = Pr(B)Pr(C)

for any two blocks B ∈ σ and C ∈ τ. As a typical example, let p1, p2, . . . , pm

and q1, q2, . . . , qn be nonnegative real numbers such that p1 + p2 + · · · +
pm = 1 and q1 + q2 + · · · + qn = 1. Let S = {1, 2, . . . , m} × {1, 2, . . . , n} be
the sample space in which element (i, j ) has probability piqj . Let σ be the
partition into “rows,”

{(1, 1), (1, 2), . . . , (1, n)},
{(2, 1), (2, 2), . . . , (2, n)},

...
{(m, 1), (m, 2), . . . , (m, n)},
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and τ be the partition into “columns,”

{(1, 1), (2, 1), . . . , (m, 1)},
{(1, 2), (2, 2), . . . , (m, 2)},

...
{(1, n), (2, n), . . . , (m, n)}.

Then σ and τ are independent. Conversely, given two independent partitions
σ and τ, we can display S as a rectangular “chessboard,” with rows the blocks
of σ, columns the blocks of τ, and squares the blocks of the meet σ ∧ τ.

Put another way, independent partitions arise from the rows and columns of a
Cartesian product.

1.4.3. The chessboard construction. Let p1, p2, . . . , pm and q1, q2, . . . , qn

be nonnegative real numbers such that p1 + p2 + · · · + pm = 1 and q1 +
q2 + · · · + qn = 1. Then there exists a finite sample space (S, Pr) and par-
titions σ and τ such that as multisets {Pr(B) : B ∈ σ } = {p1, p2, . . . , pm},
{Pr(C) : C ∈ τ } = {q1, q2, . . . , qn}, and σ and τ are independent.

The next result says that the information given by independent partitions is
additive.

1.4.4. Theorem. Let σ and τ be independent partitions. Then

H (τ ∧ σ ) = H (τ ) + H (σ ).

Proof. This follows from the following computation:

H (σ ∧ τ ) = −
∑

B,C: B∈σ, C∈τ

Pr(B ∩ C) log Pr(B ∩ C)

= −
∑

B,C: B∈σ, C∈τ

Pr(B)Pr(C)[log Pr(B) + log Pr(C)]

= −
[ ∑

B: B∈σ

Pr(B)

][ ∑
C: C∈τ

Pr(C) log Pr(C)

]

−
[ ∑

C: C∈τ

Pr(C)

][ ∑
B: B∈σ

Pr(B) log Pr(B)

]
= H (σ ) + H (τ ),

using the fact that
∑

B: B∈σ Pr(B) = ∑
C: C∈τ Pr(C) = 1. �

A consequence of Theorem 1.4.4 and the chessboard construction is the fol-
lowing proposition.
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1.4.5. Proposition. Let p1, p2, . . . , pm and q1, q2, . . . , qn be nonnegative real
numbers such that p1 + p2 + · · · + pm = 1 and q1 + q2 + · · · + qn = 1. Then

H (p1q1, p1q2, . . . , piqj , . . . , pmqn)
= H (p1, p2, . . . , pm) + H (q1, q2, . . . , qn).

The notion of conditional entropy allows us to generalize Lemma 1.4.4 to pairs
of partitions that are not independent. If τ is finer than σ and B is a block
of σ, let H (τ |B) be the entropy of the partition on the sample space B (with
normalized probability measure 1

Pr(B) Pr) given by the blocks of τ contained in
B. Explicitly,

H (τ |B) =
∑

C: C∈τ,C⊆B

−Pr(C)

Pr(B)
log

Pr(C)

Pr(B)
.

The conditional entropy H (τ |σ ) of the partition τ given the partition σ is
defined by

H (τ |σ ) =
∑

B: B∈σ

Pr(B)H (τ |B).

In other words, H (τ |σ ) is the expected increase of entropy when one refines
σ into τ. There is a simpler formula for the expected increase in entropy:
H (τ ) − H (σ ). These two quantities are equal.

1.4.6. Lemma. If τ is finer than σ,

H (τ |σ ) = H (τ ) − H (σ ).

In particular, entropy increases under refinement.

Proof. The formula follows from a simple calculation. The second assertion
follows from the fact that H (τ |σ ) ≥ 0. �

1.4.7. Corollary. If τ and σ are partitions, then

H (τ ∧ σ ) = H (τ ) + H (τ ∧ σ |τ ) = H (σ ) + H (τ ∧ σ |σ ).

If τ and σ are independent, then

H (τ ∧ σ |σ ) = H (τ ).

1.4.8. Theorem. If τ and σ are partitions,

H (τ ∧ σ |σ ) ≤ H (τ ).

Proof. We shall need Jensen’s inequality: let f (x) be concave on the interval
[a, b], a ≤ x1 ≤ x2 ≤ · · · ≤ xn ≤ b, and λ1, λ2, . . . , λn be nonnegative real
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numbers satisfying λ1 + λ2 + · · · + λn = 1. Then

n∑
i=1

λif (xi) ≤ f

(
n∑

i=1

λixi

)
.

We begin by changing the order of summation in the definition of conditional
entropy:

H (τ ∧ σ |σ ) = −
∑

B: B∈σ

Pr(B)

[ ∑
C: C∈τ

Pr(B ∩ C)

Pr(B)
log

Pr(B ∩ C)

Pr(B)

]

= −
∑

C: C∈τ

[ ∑
B: B∈σ

Pr(B)
Pr(B ∩ C)

Pr(B)
log

Pr(B ∩ C)

Pr(B)

]
.

Since f (x) = −x log x is concave when x ≥ 0, we can apply Jensen’s
inequality to the inner sums, with λB = Pr(B), xB = Pr(B ∩ C)/Pr(B),
so that

∑
B λBxB = ∑

B Pr(B ∩ C) = Pr(C). We obtain, for a block C

in σ,

−
∑

B: B∈σ

Pr(B)
Pr(B ∩ C)

Pr(B)
log

Pr(B ∩ C)

Pr(B)
≤ −Pr(C) log Pr(C).

From this, we conclude that

H (τ ∧ σ |σ ) ≤ −
∑

C: C∈τ

Pr(C) log Pr(C) = H (τ ). �

Theorem 1.4.8 and Corollary 1.4.7 imply

H (τ ∧ σ ) ≤ H (σ ) + H (τ ).

Thus, we have the following inequality.

1.4.9. Corollary. If τ1, τ2, . . . , τn are partitions of a finite sample space,
then

H

(
n∧

i=1

τi

)
≤

n∑
i=1

H (τi).

When
∧n

i=1 τi is the minimum partition 0̂ into single-element blocks, then
Corollary 1.4.9 yields the “information-theoretic lower bound.” For example,
if one wishes to locate a point in a finite sample space of size n using a set of
random variables w1, w2, . . . , wr, then it is necessary that

H (π (w1)) + H (π (w2)) + · · · + H (π (wr )) ≥ H (0̂) = log n.
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In particular, if each random variable wi takes two possible values, then at least
log n random variables are needed.

The entropy function can be characterized by axioms. One set of axioms, in
which conditional entropy plays the starring role, is the following:

En1. H is continuous and is not identically zero.
En2. H (p1, p2, . . . , pn, 0) = H (p1, p2, . . . , pn), that is, H depends only

on the nonzero numbers in the multiset.
En3. H (p1, p2, . . . , pn) ≤ H ( 1

n
, 1

n
, . . . , 1

n
).

En4. H (τ |σ ) = H (τ ) − H (σ ).

1.4.10. Theorem. If H is a function satisfying axioms En1, En2, En3, and
En4, then there is a positive constant C such that

H (p1, p2, . . . , pn) = −C

n∑
i=1

pi log pi.

The axioms are chosen so that the proof requires a minimum of analysis. We
begin with the following lemma.

1.4.11. Lemma. If n is a positive integer, let f (n) = H ( 1
n
, 1

n
, . . . , 1

n
). Then

f (n) = −C log(1/n),

where C is a positive constant.

Proof. By En4,

H ({S}) = H ({S}|{S}) = H ({S}) − H ({S}) = 0,

and hence, f (1) = H ({S}) = 0.

By En2 and En3,

f (n) = H

(
1

n
,

1

n
, . . . ,

1

n

)
= H

(
1

n
,

1

n
, . . . ,

1

n
, 0

)
≤ H

(
1

n + 1
,

1

n + 1
, . . . ,

1

n + 1

)
= f (n + 1).

Hence, f (n) is increasing. In particular, since f (1) = 0, f (2) ≥ 0.

Next, let σ be a partition of a sufficiently large sample space into nk−1 blocks,
each having the same probability 1/nk−1. Let τ be the refinement obtained by
partitioning each block of σ into n blocks, each with probability 1/nk. If B is
a block of σ, H (τ |B) = f (n) and hence, H (τ |σ ) = f (n). By En4,

f (n) = H (τ |σ ) = H (τ ) − H (σ ) = f (nk) − f (nk−1).



P1: KAE

CUUS456-01 cuus456-Kung 978 0 521 88389 4 November 7, 2008 16:33

38 1 Sets, Functions, and Relations

Applying this k times, we obtain the functional equation

f (nk) = kf (n).

When n = 2, we have f (2k) = kf (2). If f (2) = 0, then f (2k) = 0 for all
k. Since f is increasing, this would imply that f (n) is identically zero. We
conclude that f (2) > 0.

Fix two positive integers n and k. As the function 2x increases to infinity,
there is an integer b such that 2b ≤ nk ≤ 2b+1. Since f (n) is increasing,

f (2b) ≤ f (nk) ≤ f (2b+1).

Applying the functional equation, we obtain

bf (2) ≤ kf (n) ≤ (b + 1)f (2).

Dividing by kf (2), this yields

b

k
≤ f (n)

f (2)
≤ b + 1

k
.

The function log n satisfies a similar inequality. As log is increasing,

log 2b ≤ log nk ≤ log 2b+1.

Hence,

b

k
≤ log n ≤ b + 1

k
.

From the two inequalities, both f (n)/f (2) and log n are in the interval [ b
k
, b+1

k
],

that is to say,

|f (n)/f (2) − log n| ≤ 1

k

for any positive integer k. By En1, f is continuous, and hence,

f (n) = f (2) log(n) = −f (2) log(1/n),

where, as observed earlier, f (2) > 0. �

Consider next a multiset {p1, p2, . . . , pn} of positive rational numbers
such that p1 + p2 + · · · + pn = 1. Let N be the least common multiple
of their denominators and write pi = ai/N, where ai are positive integers and
a1 + a2 + · · · + an = N. Let σ be a partition of a sample space S into n

blocks B1, B2, . . . , Bn so that Pr(Bi) = pi. Let τ be the refinement of σ ob-
tained by dividing Bi into ai blocks, each with the same probability 1/N. In
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particular, τ partitions S into N blocks, each with probability 1/N. Observing
that H (τ |Bi) = H (1/ai, 1/ai, . . . , 1/ai) = f (ai),

H (τ |σ ) =
n∑

i=1

piH (τ |Bi) =
n∑

i=1

pif (ai) = −C

n∑
i=1

pi log(ai).

On the other hand,

H (τ ) − H (σ ) = f (N ) − H (σ ) = −C log(N ) − H (σ ).

We conclude, by En4, that

H (σ ) = −C log(N ) + C

n∑
i=1

pi log(ai)

= C

n∑
i=1

pi[log(ai) − log(N )]

= C

n∑
i=1

pi log(ai/N )

= C

n∑
i=1

pi log(pi).

Since the rational numbers are dense, the theorem now follows from En1, that
H is continuous. �

We end with a combinatorial interpretation of the entropy function. This inter-
pretation was the motivation for Boltzmann’s definition of entropy.33

1.4.12. Proposition. Let n, n1, n2, . . . , nr be nonnegative integers such that
n1 + n2 + · · · + nr = n. Then if n is sufficiently large,

nH
(n1

n
,
n2

n
, . . . ,

nr

n

)
≈ log

(
n

n1, n2, . . . , nr

)
,

where (
n

n1, n2, . . . , nr

)
= n!

n1!n2! · · · nr !
,

the number of ways to distribute n distinguished balls into r distinguished
boxes so that the i box has ni balls.

Proof. Use Stirling’s approximation: for large n, log n! ≈ n log n − n. �

33 See Cercignani (1998, p. 121).
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Our brief account of Shannon entropy is intended to illustrate how partitions,
information, and coimages of functions are “dual notions” to subsets, size, and
images of functions. To a very limited extent, Shannon entropy has been ex-
tended to σ -subalgebras, the continuous analogs of partitions. There is another
concept of entropy, Boltzmann entropy, which is based on probability densities
(see Exercise 1.4.6 for a glimpse). However, “an abyss of ill-understood ideas
separates Shannon entropy from Boltzmann entropy. No one to this day has
seen through the dilemma of choosing between entropy as a measure of ran-
domness of probability densities of random variables and entropy as a measure
of randomness of σ -subalgebras.” There is much rethinking to be done here.34

Exercises

1.4.1. Functions and finiteness.
Assuming that S is finite, show that a function f : S → S is injective (or

one to one) if and only if it is surjective (or onto).

1.4.2. Show that a function preserving ∨ and ·c is a Boolean morphism.

1.4.3 Theorems of Whitman and Pudlák–Tu̇ma.35

Whitman showed in 1946 that every lattice is isomorphic to a sublattice of
the lattice of partitions of an infinite set. Jónsson refined this theorem in 1953.

Let L be a lattice. Then an element a in L can be represented as the principal
ideal I (a), where I (a) = {x: x ≤ a}. Thinking of the ideal I (a) as the partition
of the set L into the blocks I (a) and {y}, y �≤ a, we have a meet-preserving
representation of elements of L as partitions.

It is much harder to construct an injection preserving both meets and joins.
One way to do this is to consider equivalence relations defined by distances. If
A is a set and L is a lattice with a minimum 0̂, then an L-valued distance on A

is a function δ : A × A → L satisfying three properties:
Symmetry: δ(x, y) = δ(y, x).
Normalization: δ(x, x) = 0̂ for all x ∈ L.

The triangle inequality: δ(x, y) ∨ δ(y, z) ≥ δ(x, z).
If δ is a distance and a is a fixed element of L, then the relation E(δ, a)

x ∼ y whenever δ(x, y) ≤ a

34 See problem 4 in Twelve problems. Among the many books on information theory, we single
out Rényi (1984).

35 Jónsson (1953), Pudlák and Tu̇ma (1980), and Whitman (1946). See Grätzer (2002,
pp. 250–257) for an exposition.
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is an equivalence relation. If A = L, then δ(x, y) = x ∨ y if x �= y and
δ(x, x) = 0̂ is a distance. In this case, E(δ, a) defines the partition with blocks
I (a) and {y}, y �≤ a, given earlier.

Using cleverer distances, Jónsson constructed a representation of a lattice by
partitions preserving both meets and joins, giving a natural proof of Whitman’s
theorem. (The join in a partition lattice is calculated by taking the transitive
closure of a union of equivalence relations; thus, a countable number of unions
may be necessary to calculate the join and the partition lattice may not be finite
when L is finite.)

Whitman’s theorem. Every lattice is a sublattice of a partition lattice.

Whitman’s theorem also implies that if an identity holds for all partition lattices,
then it holds for all lattices. Thus, one cannot characterize partition lattices by
identities.

Whitman asked whether every finite lattice is a sublattice of a finite partition
lattice. Whitman’s conjecture was proved by Pudlák and Tu̇ma.

The Pudlák–Tu̇ma theorem. Every finite lattice is a sublattice of a finite partition
lattice.

1.4.5 Hartmanis n-partitions.36

Let S be a finite set. Partially order the antichains in 2S by A1 ≤ A2 if
for each subset A1 in A1, there exists a subset A2 in A2 such that A1 ⊆ A2.

Let B be an antichain in 2S. An antichain A partitions B if A ≥ B and every
subset B in B is contained in exactly one subset of A. The subsets {B ∈ B :
B ⊆ A}, where A ranges over all A ∈ A, are blocks of a partition of B. Let
�(B, S) be the set of antichains partitioning B partially ordered as earlier.
The partial order �(B, S) has minimum B and maximum the one-element
antichain {S}.

(a) Show that the partial order �(B, S) is a lattice.

An n-partition σ of S is an antichain partitioning the collection of all size-n
subsets of S; that is, σ is a collection of subsets of S of size at least n such that
every n-subset of S is contained in exactly one subset in σ. Let �(n; S) be the
lattice of all n-partitions of S.

(b) Show that �(n; S) is isomorphic to a sublattice of �(n + 1; S ∪ {a}),
where a is a new element not in S.

(c) Show that �(n; S) is complemented.

36 Crapo (1970) and Hartmanis (1956, 1957).
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Consider a fixed 2-partition on a finite set S. We can think of the elements
of S as points and the blocks of the 2-partition as lines of a line geometry.
The defining property of a 2-partition translates into the axiom: two points
determine a unique line. A subset of points A is line-closed if whenever two
points a and b of a line � are in A, then the line � is contained in A. The
line-closed sets are closed under intersection and they form a lattice LG(S). (A
rank-3 simple matroid is a line geometry. However, line-closed subsets are not
necessarily closed under the matroid closure.)

Motivated by Whitman’s problem, Hartmanis showed two sublattice-
embedding theorems for lattices of line-closed subsets and 2-partitions.

(d) Show that every finite atomic lattice L is isomorphic to the lattice of
line-closed sets of a finite line geometry.

(e) Show that every lattice of line-closed sets is isomorphic to a sublattice
of �2(T ) for some (larger) set T . In particular, every finite atomic lattice is
isomorphic to a sublattice of a lattice of 2-partitions of a finite set.

(f) (Research problem) If one can construct a sublattice-embedding of a
lattice of 2-partitions of a finite set into a lattice of partitions of a finite set, then
one has another proof of the Pudlák–Tu̇ma theorem. Find such a construction.

1.4.6. (Research problem) There is no information or entropy interpretation of
the join of two partitions. Find an interesting one.

1.4.7. Let G be a finite group and L(G) the lattice of subgroups of G.

(a) Show that the function defined from L(G) to the lattice of partitions of
the (underlying) set G sending a subgroup H to the partition π (H ) of G by the
cosets of H is a lattice homomorphism: that is, if H and K are subgroups of
G, then π (H ∩ K) = π (H ) ∧ π (K) and π (H ∨ K) = π (H ) ∨ π (K).

(b) Let HK = {hk: h ∈ H, k ∈ K}. Show that the partitions π (H ) and
π (K) are independent if HK = KH and |HK| = |G|.
1.4.8. Boltzmann entropy.

If X is a continuous random variable with density f, the Boltzmann entropy
H (X) is defined by

H (X) =
∫ ∞

−∞
−f (x) log f (x) dx,

where log is natural logarithm. Boltzmann entropy has many applications.
We will give only one: the characterization of probability distributions by a
maximum entropy condition.
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(a) Let X : S → [a, b] be a continuous random variable. Then H (X) attains
its maximum value when X has the uniform distribution [a, b]. The maximum
value is log (b − a).

(b) Let X : S → [0,∞) be a continuous random variable with mean 1/λ.

Then H (X) attains its maximum value when X is exponentially distributed.
The maximum value is 1 − log λ.

(c) Let X : S → R be a continuous random variable with variance s2. Then
H (X) attains its maximum value when X is normally distributed. The maximum
value is 1

2 + log s
√

2π.

(d) Find a random variable X so that H (X) < 0. To a philosophical mind,
the existence of such random variables causes some uneasiness.

1.4.9. Lattices of Boolean σ -subalgebras.
Let S be a finite set. Show that there is a bijection between the Boolean

subalgebras of 2S and partitions of S.

This easy exercise indicates that a continuous analog of the partition lattice
is the lattice � of all σ -subalgebras of a given σ -algebra �. The partial order
is given by τ ≤ τ ′ if τ ⊇ τ ′ as families of sets. The join is the set-theoretic
intersection of the two families and the meet is the σ -subalgebra generated by
τ and τ ′. (See Rota’s Twelve problems for research problems about lattices of
σ -subalgebras.)

1.4.10. A universal entropy group.
In Twelve problems, Rota constructed a universal entropy group. Using

Proposition 1.4.5, we can define a finite analog of this group. Let F be the free
Abelian group generated by all finite multisets {r1, r2, . . . , rk} of nonnegative
real numbers such that r1 + r2 + · · · + rk = 1, and let R be the subgroup
generated by elements of the form

{p1q1, p1q2, . . . , piqj , . . . , pmqn} − {p1, p2, . . . , pm} − {q1, q2, . . . , qn}.
The quotient group F/R satisfies the following universal property: let P be
the collection of pairs (σ, (S, Pr)), where σ is a partition of a finite probability
space (S, Pr). Let H : P → A be a function taking values in an additive Abelian
group A satisfying two conditions:

(a) The value H ({B1, B2, . . . , Bk}) depends only on the multiset
{Pr(B1), Pr(B2), . . . , Pr(Bk)}.

(b) If σ and τ are independent partitions, then H (σ ∧ τ ) = H (σ ) + H (τ ).
Then H factors through F/R, that is, there is an Abelian group homomorphism
h : F/R → A such that H = h ◦ ι, where ι : P → F/R is the function sending
({B1, B2, . . . , Bk}, (S, Pr)) to {Pr(B1), Pr(B2), . . . , Pr(Bk)}. Put another way,
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F/R is a “Grothendieck group” containing all possible functions H satisfying
the two conditions. Study the group F/R.

1.4.11. (Research problem) Proposition 1.4.12 suggests several questions: Is
there an entropy interpretation of Sperner’s theorem (or Mes̆alkin’s extension)?
More generally, is there a role for entropy in extremal set theory? Are there
q-analogs of entropy?

1.5 Relations

A relation R from the set S and X is a subset of the Cartesian product S × X.

As with functions, S is the domain and X the codomain of R. Relations were
defined by Augustus De Morgan.37

There are many ways to think about relations. One way is as a bipartite
graph. For example, consider the relation

R = {(a, t), (a, u), (a, v), (b, s), (b, t), (c, s), (c, u), (c, v)}
on {a, b, c} and {s, t, u, v}. Then R defines a (directed) bipartite graph on the
vertex set {a, b, c} ∪ {s, t, u, v} with edge set equal to R. In particular, we will
often refer to an ordered pair in R as an edge of R.

Another way is to picture the Cartesian product S × T as a rectangle and
mark, in some distinctive way, those ordered pairs in the relation R. For exam-
ple, the relation R1 has the picture

s t u v

a ∗ ∗ ∗
b ∗ ∗
c ∗ ∗ ∗

Replacing asterisks by a nonzero number and blank spaces by 0, we obtain a
matrix supported by the relation R.

Let R : S → X be a relation. If a ∈ S, let

R(a) = {x: (a, x) ∈ R}.
In analogy, if A ⊆ S, then let

R(A) =
⋃

a: a∈A

R(a) = {x: (a, x) ∈ R for some a ∈ A}.

37 De Morgan (1864). It was further developed by C.S. Pierce, E. Schröder, and others. A
succinct history can be found in the book by Maddux (2006).
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The labeled list R(a), a ∈ S, determines the relation R. If we forget the labels,
then R is determined up to a permutation of S. For a similar result, see Lemma
2.5.2. Two relations R : S → X and Q : T → Y are isomorphic if there exist
bijections σ : S → T and τ : X → Y such that

(a, x) ∈ R if and only if (σ (a), τ (x)) ∈ Q.

For subsets A and B of S,

R(A ∪ B) = R(A) ∪ R(B),
R(A ∩ B) ⊆ R(A) ∩ R(B).

A function h : P → Q from the Boolean algebra P to the Boolean algebra Q

is a hemimorphism if h(∅) = ∅ and

h(A ∪ B) = h(A) ∪ h(B).

A relation R defines a hemimorphism hR : 2S → 2X in the following way:

hR(A) = R(A).

1.5.1. Theorem. Let R : S → X be a relation between finite sets S or X. The
construction hR gives a bijection between the set of relations S → X and the
set of hemimorphisms 2S → 2X.

Proof. Let h : 2S → 2X be a given hemimorphism. Define the relation R : S →
X by R(a) = h(a). Then as h is a hemimorphism,

hR(A) = R(A) =
⋃

a: a∈A

h(a) = h(A)

for all A ⊆ S; that is, h = hR. Thus, the construction h 
→ R is the inverse of
the construction R 
→ hR. �

We shall discuss next Galois connections and closure operators.38 Let P be a
partially ordered set. A function P → P, x 
→ x is a closure operator if

CL1. x ≤ x.

CL2. x ≤ y implies x ≤ y.

CL3. x = x.

38 Everett (1944) and Ore (1944).
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A coclosure operator is a closure operator on the order-dual P ↓. An element x

is closed if x = x. The quotient, denoted P/ or Cl(P ), is the subset of closed
elements, with the partial order induced from P.

The next result characterizes closure operations in finite lattices.

1.5.2. Proposition. A nonempty subset C in a finite lattice L is the set of
closed elements of a closure operator on L if and only if C is closed under
meets.

Proof. Let x 
→ x be a closure operator on L. Suppose x and y are closed
elements. Since x ∧ y ≤ x = x, x ∧ y ≤ y = y, and x ∧ y ≤ x ∧ y, it follows
that x ∧ y = x ∧ y. Thus, the set of closed elements is closed under meets.
Conversely, given a set C closed under meets, define

x =
∧

{c: c ∈ C, c ≥ a}.
It is routine to show that this defines a closure operator. �

The set of all closure operators on a partially ordered set P can be partially
ordered in the following way: if x 
→ η(x) and x 
→ ν(x) are two closure
operators on P, then η ≤ ν if for all x ∈ P, η(x) ≤ ν(x). Not much is known
about partial orders of closure operators.

One source of closure operators is Galois connections. Galois connections
were motivated by the Galois correspondence between the partially ordered sets
of normal extensions of a field and their automorphism groups. This correspon-
dence is order-reversing: the larger the extension, the smaller the automorphism
group fixing it.

Let P and Q be partially ordered sets. A Galois connection between P and
Q is a pair of functions ϕ : P → Q and ψ : Q → P satisfying the following
axioms:

GC1. Both ϕ and ψ are order-reversing.
GC2. For x ∈ P, ψ(ϕ(x)) ≥ x, and for y ∈ Q, ϕ(ψ(y)) ≥ y.

A Galois coconnection between P and Q is a Galois connection between P

and the order-dual Q↓. Explicitly, a Galois coconnection between P and Q is a
pair of functions ϕ : P → Q and ψ : Q → P satisfying the following axioms:

GCC1. Both ϕ and ψ are order-preserving.
GCC2. For x ∈ P, ψ(ϕ(x)) ≥ x, and for y ∈ Q, ϕ(ψ(y)) ≤ y.

When ϕ and ψ is a Galois coconnection, the function ψ is sometimes called
the residual of ϕ.
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1.5.3. Proposition. Let ϕ : P → Q and ψ : Q → P be a Galois connection.
Then

(a) ϕψϕ = ϕ and ψϕψ = ψ.

(b) ψϕ : P → P is a closure operator on P and ϕψ : Q → Q is a closure
operator on the order dual Q↓.

(c) The quotients P/ψϕ and Q/ϕψ of closed elements are anti-isomorphic;
indeed, φ and ψ, restricted to P/ψϕ and Q/ϕψ, are inverses of each other,
and in particular they are order-reversing bijections.

Proof. Let x ∈ P. Then, using GC2, ψϕ(x) ≥ x, and using GC1, ϕψϕ(x) ≤
ϕ(x). On the other hand, using GC2 applied to ϕ(x), ϕψϕ(x) ≥ ϕ(x). We
conclude that ϕψϕ(x) = ϕ(x). Next, we show that ψϕ is a closure operator
on P. CL1 follows from GC2. Next, if x ≤ y, then ϕ(x) ≥ ϕ(y) and, in turn,
ψϕ(x) ≤ ψϕ(y), Finally, CL3 follows from (a). The other assertions in (a) and
(b) can be proved in the same way.

If x is closed in P, then x = ψϕ(x). Hence, when restricted to the quotients
P/ψϕ and Q/ϕψ, ϕ and ψ are inverses of each other. �

Galois connections may be regarded as abstractions of relations. Let R : S → X

be a relation. If A ⊆ S, let

A∗ =
⋂

a: a∈A

R(a) = {x ∈ T : (a, x) ∈ R for all a in A}.

If Y ⊆ X, the set Y ∗ is defined similarly. The functions

A 
→ A∗, 2S → 2X and Y 
→ Y ∗, 2X → 2S

form a Galois connection. The lattice of the relation R is the lattice of closed
sets in 2S defined by the Galois relation. Every finite lattice L is the lattice of
some relation. Just take the relation ≤ : L → L.

Taking the complementary relation, we obtain an orthogonality. If R : S →
X is a relation, let R̃ = (S × X) \R,

A⊥ =
⋂

a: a∈A

R̃(a), and Y⊥ =
⋂

x: x∈Y

R̃−1(x).

Then A 
→ A⊥ and X 
→ X⊥ form a Galois connection. Such Galois connec-
tions are called orthogonalities. For example, let U and V be vector spaces (over
the same field) paired by a bilinear form 〈u, v〉. Then the functions between 2U

and 2V given by A 
→ A⊥ and Y 
→ Y ⊥, where

A⊥ = {v: 〈u, v〉 = 0 for all u in A}, and
Y⊥ = {u: 〈u, v〉= 0 for all v in Y },
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form a Galois connection. If the bilinear form is nondegenerate, then the lattice
of closed sets in 2U is the lattice of subspaces of U. In a very loose sense, a
bilinear form is a vector space analog of a relation.

We end this section with a brief account of relation algebras. Relations,
rather than functions, are central to logic. For example, a model can be defined
as a set with a collection of relations satisfying certain axioms.

Relations have several natural operations defined on them. Let R : S → X

be a relation. The converse R−1 is the relation X → S defined by

(x, a) ∈ R−1 if and only if (a, x) ∈ R.

The contrary or complement R̃ is the relation S → X defined by

(a, x) ∈ R̃ if and only if (a, x) �∈ R.

Now let Q : X → Z be a relation. Then the composition Q ◦ R or rela-
tive product R | Q is the relation S → Z defined by (a, z) ∈ Q ◦ R if and
only if there exists an element x ∈ X, (a, x) ∈ R and (x, z) ∈ Q. (The
reversal of order is intended in the relative product. Pierce said “rela-
tives” rather than “relations.” Thus, relative product just means products of
relations.)

From these natural operations, one can define a fourth operation. The relative
sum of the relations R : S → X and Q : X → Z is the relation R†Q defined
by

R †Q = ˜̃R | Q̃.

Besides these four operations, others have been proposed. Indeed, Pierce
studied all 64 binary operations obtainable from converse, complementation,
and composition.

The idea behind a relation algebra is to axiomatize the natural operations
on sets and relations. For sets, it is generally accepted that the Boolean algebra
operations and axioms capture the essence of set operations. For relations, many
operations and axiom systems have been proposed. Thus, there are definitions
rather than a definition of a relation algebra. A popular definition is an equational
definition (with ten axioms) given by Tarski and Givant.39 A survey of relation
algebras is given in the 2006 book of Maddux. Whether relation algebras have
any applications in combinatorics is unclear.

39 Tarski and Givant (1987).
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Exercises

1.5.1. Equivalence and difunctional relations.40

A relation R : S → S is an equivalence relation if it is reflexive, that
is, {(a, a) : a ∈ S} ⊆ R; symmetric, that is, R−1 = R; and transitive, that is,
R ◦ R ⊆ R.

(a) Show that an equivalence relation R : S → S defines a partition on S

and, conversely, a partition on S defines an equivalence relation on S.

Two relations R : S → X and Q : X → S are mutually transitive if

R ◦ Q ◦ R ⊆ R and Q ◦ R ◦ Q ⊆ Q.

The first condition, say, of mutual transitivity can be visualized as a square as
follows: let a, a′, b, and b′ be placed cyclically at the corners of a square. Then
if (a, a′) ∈ R, (b, b′) ∈ R, and (a′, b) ∈ S, then (a, b′) ∈ R.

(b) Let R and Q be mutually transitive. Show that R ◦ S and S ◦ R are
transitive. Show that the three pairs Q and R, R−1 and Q−1, Q−1 and R−1 are
mutually transitive.

A relation R : S → S is self-transitive or difunctional (as opposed to dys-
functional) if R and R−1 are mutually transitive.

(c) Prove that a relation is difunctional if one can rearrange S and X so that
the picture of R is a union of squares with disjoint domains and codomains;
that is, there are subsets S ′ ⊆ S and X′ ⊆ X and partitions S1, S2, . . . , Sk of
S\S ′ and X1, X2, . . . , Xk of X\X′ such that |Si | = |Xi | and

R = (S1 × X1) ∪ (S2 × X2) ∪ · · · ∪ (Sk × Xk).

1.5.2. Two relations R,Q : S → S commute if R ◦ Q = Q ◦ R.

(a) Given a relation R, describe all the relations commuting with it.
(b) Study the hexagonal condition

R ◦ Q ◦ R = Q ◦ R ◦ Q.

The motivation for this exercise is a theorem of B. Jónsson (see Exercise 3.5.10).

1.5.3. Ferrers relations.41 A relation R : S → X is a Ferrers relations if there
exists an ordering s1, s2, . . . , sn of S such that R(si) ⊇ R(si+1). Informally, the

40 Jacotin-Dubreil (1950), Ore (1962, section 11.4), and Riguet (1950). 41 Riguet (1951).
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picture of a Ferrers relation is the Ferrers diagram of an integer partition. Note
that if any one of the four relations R, R̃, R−1, R̃ −1 is Ferrers, then all are
Ferrers.

(a) Show that R is Ferrers if and only if R and the converse of its complement
R̃ −1 are mutually transitive.

(b) Show that if R is Ferrers, then R ◦ R̃−1 ◦ R is also Ferrers.
(c) Show that R is Ferrers if and only if the lattice of closed sets of the

Galois connection formed from R is a chain.

1.5.4. Counting relations.42

The total number of binary relations on a set S of size n is 2n2
. A general

problem is to enumerate relations with given properties:
(a) Show that the number of reflexive antisymmetric binary relations on a

set of size n is 3n(n−1)/2.

(b) Part (a) gives an upper bound on the number q(n) of partial orders on a
set of size n. Improve the upper bound to

q(n) ≤ n!2n(n−1)/2.

Show also the lower bound

q(n) ≥ 2�n/2��n/2�.

1.5.5. Completions of partially ordered sets.43

Let P be a partially ordered set. If A ⊆ P, let

A� =
⋂

a: a∈A

I (a)

A# =
⋂

a: a∈A

F (a),

where I (a) is the principal ideal generated by a and F (a) is the principal filter
generated by a.

(a) Show that A 
→ A� and A 
→ A# form a Galois connection between 2P

and 2P , and hence, ν : A 
→ (A#)� is a closure operator on 2P .

Note that

ν(A) =
⋂

u: A⊆I (u)

I (u),

where the intersection is over all upper bounds u of A, that is, elements u

such that u ≥ a for all a ∈ A or, equivalently, A ⊆ I (u). The ν-closed subsets

42 Kleitman and Rothschild (1970, 1975). 43 MacNeille (1937) and Robison and Wolk (1957).
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in 2P are closed under intersections and have a maximum, the set P. Hence
they form a (complete) lattice P . The function ν : P → P , a 
→ ν({a}) is an
order-preserving injection and P “extends” P to a complete lattice. The lattice
P is usually called the normal completion of P.

The closure operator ν satisfies the additional property:

Em. For every element a ∈ P, ν({a}) = I (a).

An embedding operator is a closure operator on 2P satisfying the property
(Em). Embedding operators are partially ordered as a suborder of the partially
order of all closure operators on 2P .

(b) Show that ν is the unique maximal element in the set of embedding
operators of P under the partial order restricted from the partial order on all
closure operators. Let

η(A) =
⋃

a: a∈A

I (a).

Show that η is the unique minimal element in the partial order of embedding
operators.

(c) Show that a finite partially ordered set P and its normal completion have
the same order dimension.

1.5.6. Ideals and varieties.
Let R = F[x1, x2, . . . , xn], the ring of polynomials in n variables over the

field F, and A = F
n.

(a) Show that the functions

V : 2R → 2A,

J 
→ {(a1, a2, . . . , an): p(a1, a2, . . . , an) = 0 for all p(x1, x2, . . . , xn) in J },
I : 2A → 2R,

B 
→ {p(x1, x2, . . . , xn): p(a1, a2, . . . , an) = 0 for all (a1, a2, . . . , an) in B}
form a Galois connection between 2R and 2A.

(b) Assuming that F is algebraically closed, show that I (V (J )) is the radical
ideal generated by J, the ideal of all polynomials p such that for some positive
integer n, pn is in the ideal generated by J. (This is Hilbert’s Nullstellensatz.)

1.5.7. Markowsky’s representation of lattices.44

Let L be a finite lattice, J (L) be the set of join-irreducibles, M(L) be the
set of meet-irreducibles, and U : J (L) → M(L) be the relation j ≤ m. Show
that L is isomorphic to the lattice of the relation U.

44 This is the finite case of a theorem of Markowsky. See Markowsky (1975) and Crapo (1982).
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1.5.8. De Morgan’s rule for changing places.45

Let R, S, and T be relations with suitable domains and codomains. Then
the following conditions are equivalent:

(a) R | S ⊆ T .

(b) R−1 | T̃ ⊆ S̃.

(c) T̃ | S−1 ⊆ R̃.

1.5.9. Relative sums of partial functions.
Show that if R and Q are partial functions with suitable domains and

codomains, then R †Q is a partial function.

1.6 Further Reading

The founding paper in lattice theory is the 1900 paper by Dedekind. Among
other ideas, this paper contains the isomorphism theorems of “modern” algebra,
treated at the right level of generality. Emmy Noether is reported to have said
that “everything is already in Dedekind.” It is historically interesting that in
1942, Dilworth learned lattice theory from Dedekind’s paper. This changed
with the first edition of Lattice Theory by Garrett Birkhoff. The three editions
show how the book and the subject responded to and changed each other. Three
other classics are the books of Balbes and Dwinger, Crawley and Dilworth, and
Grätzer. The third book is comprehensively updated in a new edition in 2003.
The first two books are currently out of print. A short elementary introduction
is the book of Davey and Priestley. An excellent account of partially ordered
sets, with emphasis on the order dimension, can be found in the book of Trotter.
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Matching Theory

2.1 What Is Matching Theory?

An answer to this question can be found in the survey paper Matching theory
of L.H. Harper and G.-C. Rota:

Roughly speaking, matching theory is concerned with the possibility and the
number of ways of covering a large, irregularly shaped combinatorial object with
several replicas of a given small regularly shaped object, subject usually to the
requirement that the small objects shall not overlap and that the small objects be
“lined up” in some sense or other.

An elementary example of matching theory is the following puzzle (pop-
ularized by R. Gomory): given a standard 8 × 8 chessboard, can it always be
covered by dominoes (a piece consisting of two squares) if one arbitrary black
square and one arbitrary white square are deleted? Whether this is a problem
in matching theory depends on one approaches it (see Exercises 2.1.1).

Another puzzle which involves the idea of a matching is the following 1979
Putnam problem:1 let n red points r1, r2, . . . , rn and n blue points b1, b2, . . . , bn

be given in the Euclidean plane. Show that there exists a permutation π of
{1, 2, . . . , n}, matching the red points with the blue points, so that no pair of
finite line segments ri bπ(i) and rj bπ(j ) intersects. Although this puzzle is about
matchings, it is perhaps not matching theory in our sense. The reason – and a
hint for its solution – is that it is really a geometry problem.

Our third example is indisputably a theorem in matching theory.2 This
theorem settles the question, often asked when one is first told that left and

1 The problem can be found in Winkler (2004).
2 König (1916). This theorem was cited by Philip Hall in 1935, as a motivation for the marriage

theorem, in spite of the fact that in this paper, König has also proved the “König–Egerváry
theorem,” a more general theorem than the marriage theorem. Such anomalies occur rather
often in matching theory.

53
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right cosets of a subgroup may not be the same, whether there exists a set of
elements acting simultaneously as left and right coset representatives.

2.1.1. König’s theorem. Let S be a set of size mn. Suppose that S is par-
titioned into m subsets, all having size n, in two ways: A1, A2, . . . , Am and
B1, B2, . . . , Bm. Then there exist m distinct elements a1, a2, . . . , am and a
permutation π of {1, 2, . . . , m} such that for all i, ai ∈ Ai ∩ Bπ(i).

Exercises

2.1.1. (a) The answer to Gomory’s puzzle is “yes.” Find a proof.
(b) Can an 8 × 8 chessboard be covered by dominoes if two arbitrary black

squares and two arbitrary white squares are removed?
(c) Study Gomory’s puzzle for m × n chessboards.
(d) Develop a theory for domino-coverings of m × n chessboards with some

squares removed.3

2.1.2. Do the Putnam problem.

2.1.3. Give an elementary proof (that is, a proof not using the marriage theorem)
of König’s theorem.

2.2 The Marriage Theorem

A subrelation M of a relation R : S → X is a partial matching of R if no two
edges (or ordered pairs) in M have an element in common. A partial matching
M is a matching if |M| = |S|, or equivalently, the subrelation M : S → X is a
one-to-one (but not necessarily onto) function.

Observe that a relation R : S → X is determined, up to a permutation
of S, by the list of subsets R(a), where a ranges over the set S. This gives
another way of looking at matchings. A transversal or system of distinct
representatives of a list X1, X2, . . . , Xn of subsets of a set X is a labeled set of
n (distinct) elements {a1, a2, . . . , an} of X such that for each i, ai ∈ Xi. Thus,
transversals are, more or less, ranges of matchings. A transversal exists for the
list X1, X2, . . . , Xn of subsets if and only if the relation R : {1, 2, . . . , n} → X

with R(i) = Xi has a matching.
Suppose a matching M exists in R : S → X. If A ⊆ S, then M(A) ⊆ R(A).

Since M is a one-to-one function, |M(A)| = |A|, and hence, |R(A)| ≥ |A|.
Thus, the condition

for all subsets A in S, |R(A)| ≥ |A|

3 Such a theory is developed in Brualdi (1975).
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is a necessary condition for the existence of a matching. This condition is called
the (Philip) Hall condition. The fundamental result in matching theory is that
the Hall condition is also sufficient.

2.2.1. The marriage theorem. A relation R : S → X has a matching if and
only if for every subset A in S, |R(A)| ≥ |A|.
An equivalent way to state the marriage theorem is in terms of transversals of
subsets.

2.2.2. Theorem. Let X1, X2, . . . , Xn be a list of subsets of a set X. Then there
exists a transversal if and only if for all subsets A ⊆ {1, 2, . . . , n},∣∣∣∣∣ ⋃

i: i∈A

Xi

∣∣∣∣∣ ≥ |A|.

We shall give several proofs, each with a different idea. Since necessity has
already been proved, we need only prove sufficiency.

First proof of the marriage theorem.4 This proof is due to Easterfield,
Halmos, and Vaughan. We proceed by induction, observing that the case |S| = 1
obviously holds. We distinguish two cases:

Case 1. For every nonempty subset A strictly contained in S,

|R(A)| > |A|.
Choose any edge (a, x) in the relation R and consider the relation R′ obtained by
restricting R to the sets S\{a} and X\{x}. If A ⊆ S\{a}, |R′(A)| equals |R(A)|
or R(A) − 1, depending on whether x is in R(A). Thus, as |R(A)| > |A|, the
smaller relation R′ satisfies the Hall condition and has a matching by induction.
Adding the ordered pair (a, x) to the matching for R′, we obtain a matching
for R.

Case 2. There is a nonempty subset A strictly contained in S such that |R(A)| =
|A|. Then the restriction R|A : A → R(A) of R to the subsets A and R(A) has
a matching by induction.

Let R′′ : S\A → X\R(A) be the relation obtained by restricting R to S\A
and X\R(A). Consider a subset B in the complement S\A. Then R(A ∪ B) is
the union of the disjoint sets R(A) and R′′(B). Since A and B are disjoint, R

4 Easterfield (1946) and Halmos and Vaughan (1950). The paper of Halmos and Vaughan
popularized the matrimonial interpretation of Theorem 2.2.1.
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satisfies the Hall condition, and |R(A)| = |A|,
|R′′(B)| = |R(A ∪ B)| − |R(A)|

≥ |A ∪ B| − |A|
= |B|.

Hence, R′′ satisfies the Hall condition and has a matching by induction. The
matchings for R|A and R′′ are disjoint. Taking their union, we obtain a matching
for R. �

The argument in the proof of Easterfield, Halmos, and Vaughan can be modified
to prove the following theorem of Marshall Hall.5

2.2.3. Marshall Hall’s theorem. Let R : S → X be a relation satisfying the
Hall condition. Suppose that, in addition, every element in S is related to at
least k elements in X. Then R has at least k! matchings.

Proof. We proceed by induction on S and k, the case |S| = 1 being obvious.
As in the previous proof, we distinguish two cases:

Case 1. For all nonempty proper subsets A in S, |R(A)| > |A|. Choose an
element a in S and let R(a) = {x1, x2, . . . , xm}. Consider the relations Ri

obtained by restricting R to S\{a} and X\{xi}. In Ri, every element in S\{a}
is related to at least k − 1 elements in X\{xi}. By induction, the relation Ri

has at least (k − 1)! matchings. Adding (a, xi) to any matching of Ri yields
a matching of R. Doing this for all the relations Ri, we obtain m(k − 1)!
matchings. Since m ≥ k, there are at least k(k − 1)! matchings in R.

Case 2. There exists a nonempty proper subset A in S so that |A| = |R(A)|.
As in the earlier proof, we can break up R into two smaller matchings R|A and
R′′, both satisfying the Hall condition. In the relation R|A : A → R(A), every
element in A is related to at least k elements in R(A). Hence, by induction,
R|A has at least k! matchings. Taking the union of a fixed matching of R′′ and
a matching in R|A, we obtain at least k! matchings for R. �

2.2.4. Corollary. Let R : S → X be a relation and suppose that every element
in S is related to at least k elements in X. Then R has a matching implies that
R has at least k! matchings.

5 Hall (1948). Hall’s argument is similar to the one given here. See also Exercise 2.2.3.
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Note that an easy argument shows that the number of matchings in R : S → X

is bounded above by
∏n

i=1 |R(i)|, with equality if and only if the sets R(i) are
pairwise disjoint.

Second proof of the marriage theorem.6 This proof is based on the following
lemma, which allows edges to be removed while preserving the Hall condition.

2.2.5. Rado’s lemma. Let R : S → X be a relation satisfying the Hall condi-
tion. If (c, x) and (c, y) are two edges in R, then at least one of the relations
R\{(c, x)} and R\{(c, y)} satisfies the Hall condition.

Proof. Suppose the lemma is false. Let R′ = R\{(c, x)} and R′′ = R\{(c, y)}.
Then we can find subsets A and B in S such that c �∈ A, c �∈ B,

|R′(A ∪ {c})| < |A ∪ {c}|,
and

|R′′(B ∪ {c})| < |B ∪ {c}|.
Since R′(A) = R(A) and R′′(B) = R(B), it follows that R′(c) ⊆ R(A) and
R′′(c) ⊆ R(B). We conclude that

|R′(A ∪ {c})| = |R(A)| = |A|
and

|R′′(B ∪ {c})| = |R(B)| = |B|.
Using these two equalities, we have

|A| + |B| = |R′(A ∪ {c})| + |R′′(B ∪ {c})|
= |R′(A ∪ {c}) ∪ R′′(B ∪ {c})| + |R′(A ∪ {c}) ∩ R′′(B ∪ {c})|
= |R(A ∪ B ∪ {c})| + |R(A) ∩ R(B)|
≥ |R(A ∪ B ∪ {c})| + |R(A ∩ B)|
≥ |A ∪ B ∪ {c}| + |A ∩ B|
≥ |A ∪ B| + 1 + |A ∩ B|
= |A| + |B| + 1,

a contradiction. �

We can now prove the marriage theorem by removing edges until we reach a
matching.

6 Rado (1967b).
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Third proof of the marriage theorem.7 The third proof combines ideas from the
first and second proof. This proof begins with an easy lemma, which we state
without proof.

2.2.6. Lemma. Let R : S → X be a relation satisfying the Hall condition.
Suppose that A and B are subsets of S such that |A| = |R(A)| and |B| = |R(B)|.
Then |A ∪ B| = |R(A ∪ B)| and |A ∩ B| = |R(A ∩ B)|.
Choose an element a in S. Suppose that for some x in R(a), the relation
Rx : S\{a} → X\{x} obtained by restricting R to S\{a} and X\{x} satisfies
the Hall condition. Then by induction, Rx has a matching, and adding (a, x) to
that matching, we obtain a matching for R.

Thus, we need only deal with the case (∗): for all x in R(a), the relation
Rx does not satisfy the Hall condition; that is to say, for each x in R(a), there
exists a subset Bx of S\{a} such that |Bx | > |Rx(Bx)|. Since R satisfies the
Hall condition, |R(Bx)| ≥ |Bx |. In addition,

Rx(Bx) ⊆ R(Bx) ⊆ Rx(Bx) ∪ {x}.
Thus, R(Bx) equals Rx(Bx) ∪ {x}, x is in R(Bx), and |R(Bx)| = |Rx(Bx)| + 1.

Since R satisfies the Hall condition, it follows that for all x in R(a),

|R(Bx)| = |Bx |.
Let

B =
⋃

x: x∈R(a)

Bx.

By Lemma 2.2.6, |B| = |R(B)|. However, R(a) ⊆ R(B). Together, this implies
that

|B ∪ {a}| > |R(B)|,
contradicting the assumption that R satisfies the Hall condition. Thus, the case
(∗) is impossible and the proof is complete. �

Fourth proof of the marriage theorem.8 This is Philip Hall’s proof. Let R : S →
X be a relation with at least one matching. Let

H (R) =
⋂
M

M(S),

7 Everett and Whaples (1949).
8 Hall (1935). Although citing the paper of Hall is obligatory, Hall’s proof seems not to have

appeared in any textbook.
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where the intersection ranges over all matchings M in R; in other words, H (R)
is the subset of elements in X that must occur in the range of any matching of
R. The set H (R) may be empty.

2.2.7. Lemma. Assume that R : S → X has a matching. If A ⊆ S and |A| =
|R(A)|, then R(A) ⊆ H (R).

Proof. Suppose |A| = |R(A)|. Then for any matching M in R, M(A) = R(A).
Hence, R(A) occurs as a subset in the range of every matching, and assuming
R has a matching, R(A) ⊆ H (R). �

2.2.8. Lemma. Let R have a matching, M be a matching of R, and

I = {a: M(a) ∈ H (R)}.
Then R(I ) = H (R). In particular, |H (R)| = |I |.
Proof. We will use an alternating path argument.9 An alternating path (relative
to the matching M) is a sequence x, a1, x1, a2, . . . , xl−1, al, xl such that the
edges

(x, a1), (a1, x1), (x1, a2), (a2, x2), . . . , (al−1, xl−1), (xl−1, al), (al, xl)

are all in R, the edges (ai, xi) are in the matching M, and except for the head
x and the tail xl, which may be equal, all the elements in the path are distinct.
If x is not in the range M(S), then it is easy to check that the matching M�

defined by

M� = (M\{(a1, x1), (a2, x2), . . . , (al, xl)})
∪ {(x, a1), (x1, a2), (x2, a3), . . . , (xl−1, al)}

is a matching of R and xl is not in the range M�(S).
Let H ′(M) be the subset of elements x in X connected by an alternating

path to an element y in H (R). Then H (R) ⊆ H ′(M). We shall show that, in
fact,

H (R) = H ′(M).

To do this, we first show that H ′(M) ⊆ M(S). Suppose that x ∈ H ′(M) but
x �∈ M(S). Then y is not in the range of the new matching M� defined by the
alternating path from x to y, contradicting the assumption that y ∈ H (R).

Next, let J = {a: M(a) ⊆ H ′(M)}. If a ∈ J and M(a) = {x}, then there is
an alternating path P starting with an edge (x, b), where b ∈ S and b �= a,

and ending at a vertex in H (R). If y ∈ R(a) and y �= x, then (y, a) is an edge

9 Alternating paths first appeared in König (1916).
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in R, (a, x) is an edge in M, and y, a, P is an alternating path ending at a
vertex in H (R). We conclude that if a ∈ J, then R(a) ⊆ H ′(M). In particular,
R(J ) ⊆ H ′(M). Thus, we have

M(J ) ⊆ R(J ) ⊆ H ′(M) = M(J ).

From this, it follows that |J | = |R(J )|. By Lemma 2.2.7, H ′(M) ⊆ H (R). We
conclude that H (R) = H ′(M). In particular, I = J and H (R) = R(I ). �

We now proceed by induction on n. Let R : S → X be a relation satisfying
the Hall condition and let b ∈ S. Since the Hall condition holds for the restric-
tion R|S\{b} : S\{b} → X, the smaller relation R|S\{b} has a matching M by
induction. Let I = {a: M(a) ⊆ H (R|S\{b})}. If R(b) ⊆ H (R|S\{b}), then

R(I ∪ {b}) = H (R|S\{b})

and |R(I ∪ {b})| = |I | < |I | + 1, contradicting the assumption that the Hall
condition holds. Thus it must be the case that R(b) is not contained in
H (R|S\{b}). For any element x in R(b) not in H (R|S\{b}), the union M ∪ {(b, x)}
is a matching for R. �

We end this section with two easy but useful extensions of the marriage theorem.

2.2.9. Theorem.10 A relation R : S → X has a partial matching of size |S| − d

if and only if R satisfies the Ore condition:

for every subset A in S, |R(A)| ≥ |A| − d.

Proof. Let D be a set of size d disjoint from X and R′ : S → X ∪ D be the
relation R ∪ (S × D). Then it is easy to check that the following statements
hold:

� R′ satisfies the Hall condition if and only if R satisfies the Ore condition.
� R′ has a matching if and only if R has a partial matching of size |S| − d.

We can now complete the proof using the marriage theorem. �

Restating Theorem 2.2.9, we obtain another result of Ore.

2.2.10. Defect form of the marriage theorem. Let R : S → X be a relation
and τ be the maximum size of a partial matching in R. Then

τ = |S| + min{|R(A)| − |A|: A ⊆ S}.

10 Ore (1955); see Exercise 2.4.7 for Ore’s proof.
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Exercises

2.2.1. The Hungarian method.11

Use alternating paths (defined in the fourth proof) to obtain a proof of the
marriage theorem. (This has become the standard proof in introductory books.
Among its many advantages, alternating paths give a polynomial-time algo-
rithm for finding a maximum-size partial matching; see Lovász and Plummer,
1986.)

2.2.2. Cosets of groups and König’s theorem.12

(a) Let H be a subgroup of a group G such that the index |G|/|H | is finite.
Then there are coset representatives that are simultaneously right and left coset
representatives.

(b) Use the method in (a) to prove König’s theorem in Section 2.1.
(c) Conclude that if H and K are subgroups with the same finite index, then

there exists one system that is a system of coset representives for both H and
K.

(d) Let S1, S2, . . . , Sm and T1, T2, . . . , Tm be two partitions of a set S. Find
nice conditions for the conclusion in König’s theorem to hold.

2.2.3. Regular relations.
Let R : S → X be a relation in which every element a in S is related to

the same number k of elements in X and every element in X is related to the
same number l in S. Show that the Hall condition holds, and hence R contains
a matching.

2.2.4. Extending Latin rectangles.13

Let A be an alphabet with n letters. If 1 ≤ r, s ≤ n, an r × s array with
entries from A is a Latin rectangle if each letter occurs at most once in any row
or column. An n × n Latin rectangle is called a Latin square.

(a) Show that if m ≤ n − 1, every m × n Latin rectangle can be extended to
an (m + 1) × n Latin rectangle. In particular, every m × n Latin rectangle can
be extended to a Latin square.

(b) Use Theorem 2.2.2 to show that there exist at least

n!(n − 1)!(n − 2)! · · · (n − m + 1)!

m × n Latin rectangles.

11 Kuhn (1955). The name is chosen in honor of D. König. 12 Ore (1958).
13 Hall (1948) and Ryser (1951). The bound given in (b) for the number of m × n Latin

rectangles is far from sharp. For better bounds, see Murty and Liu (2005), and the references
cited in that paper.
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(c) Let 1 ≤ r, s ≤ n. Show that an r × s Latin rectangle L can be extended
to a Latin square if and only if every letter in A occurs at least r + s − n times
in L.

2.2.5. The number of matchings.14

Let R : {1, 2, . . . , n} → X be a relation such that |R(i)| ≤ |R(j )| whenever
i < j. (This condition can always be achieved by rearranging {1, 2, . . . , n}.)
Show that if R has at least one matching, then the number of matchings in R is
at least

n∏
i=1

max(1, |R(i)| − i + 1),

with equality holding if R(i) ⊆ R(j ) whenever i < j.

2.2.6. Easterfield’s demobilization problem.15

Find all possible ways of obtaining the minimum sum of n entries of a
given n × n matrix of positive integers, with no two entries from the same
row or column. (Comment. Easterfield gives an algorithm for doing this. In the
discussion of this algorithm, he discovered the marriage theorem. There may
be a more efficient algorithm than Easterfield’s.)

2.3 Free and Incidence Matrices

Let R : S → X be a relation. A matrix (cax) with row set S and column set X is
supported by the relation R if the entry cax is nonzero if and only if (a, x) ∈ R.

There are several ways to choose the nonzero entries. One way is to create
independent variables (or elements transcendental over some ground field)
Xa,x, one for each edge (a, x) in the relation R, and set ca,x = Xa,x. This
choice of nonzero entries gives the free or generic matrix of the relation R. At
the other extreme, one can set ca,x = 1. This gives the (0, 1)-incidence matrix
of R.

We begin by considering determinants of free matrices.

2.3.1. Lemma. Let R : S → X be a relation with |S| = |X|.
(a) If C is a matrix supported by R, then det C �= 0 implies that R has a

matching.
(b) If C is the free matrix of R, then the number of matchings in R equals

the number of nonzero monomials in the expansion of the determinant of the
free matrix C of R. In particular, det C �= 0 if and only if R has a matching.

14 Ostrand (1970) and Rado (1967a). 15 Easterfield (1946).
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Proof. Expanding the determinant of C, we have

det C =
∑

σ

∏
a: a∈S

ca,σ (a),

where the sum ranges over all bijections σ : S → X. If det C �= 0, then there
is a nonzero product in the expansion. The bijection σ giving that product
is a matching of R. This proves Part (a). Part (b) follows since independent
variables have no algebraic relations. �

Since the determinant of a square matrix is nonzero if and only if it has full
rank, we have the following corollary.

2.3.2. Corollary. Let R : S → X be a relation and C be its free matrix. Then
the following are equivalent:

(a) R has a matching of size |S| − d.

(b) The free matrix C has rank |S| − d.

(c) There are subsets S ′ ⊆ S and X′ ⊆ X, both having size |S| − d, such
that the (|S| − d) × (|S| − d) square submatrix C[S ′|X′] formed by restricting
C to the rows in S ′ and the columns in X′ has nonzero determinant.

Using Lemma 2.3.1 and its corollary, we can reformulate the marriage theorem
as a result about the rank of free matrices.

2.3.3. Edmonds’ theorem.16 Let m ≤ n and C be a free m × n matrix of a
relation R. Then C has rank strictly less than m if and only if there exists a
set H of h rows such that the submatrix of C consisting of the rows in H has
h − 1 or fewer nonzero columns.

Proof. Suppose that C contains an h × (n − h + 1) submatrix with all entries
zero. Then every square m × m submatrix C ′ of C contains an h × (m − h + 1)
zero submatrix. In the expansion of the determinant of C ′, every product∏

ca,σ (a) has at least one term cb,σ (b) in the h × (m − h + 1) zero submatrix.
Thus, the determinant of every square m × m submatrix is zero, and C has rank
strictly less than m.

Now suppose that C has rank strictly less than m. Then its rows are linearly
dependent. Let H be a minimal linearly dependent set of rows. Relabeling,
we may assume that H = {1, 2, . . . , h}. Let C[H ] be the h × n submatrix
consisting of the rows in H. Since H is a minimal linearly dependent set, the
submatrix C[H ] has rank h − 1 and there exists a set K of h − 1 columns
such that the h × (h − 1) submatrix C[H |K], obtained by restricting C to the

16 Edmonds (1967).
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rows in H and columns in K, has rank h − 1. Relabeling, we may assume that
K = {1, 2, . . . , h − 1}.

We shall show that if a column in C[H ] is not in K, then every entry in
it is zero. Consider the h × h square matrix obtained by adding a column l in
C[H ], not in C, to C[H |K]. Since C[H ] has rank h − 1, the square matrix is
singular and its determinant equals zero. Taking the Laplace expansion along
the added column, we obtain

h∑
i=1

(−1)i det C[H\{i}|K]ci,l = 0. (Det)

As H is a minimal linearly dependent set of rows, every subdeterminant in
the left-hand sum in the equation is nonzero. Hence, each subdeterminant
is a nonzero polynomial in the variables Xij with 1 ≤ j ≤ h − 1. If l ≥ r

and ci,l is nonzero for some i, then Equation (Det) gives a nontrivial poly-
nomial relation among the variables Xij , 1 ≤ j ≤ h − 1, and the variables
Xil, (i, l) ∈ R, contradicting the declaration that the variables Xij are indepen-
dent. We conclude that every entry in every column in C[H ] but not in K is
zero. �

Note that by Corollary 2.3.2, Edmonds’ theorem is equivalent to the marriage
theorem.

Let C be a matrix on row set S and column set X. A pair (A, Y ), where
A ⊆ S and Y ⊆ X, covers C if for every nonzero entry ca,x in C, a ∈ A or
x ∈ Y.

2.3.4. The König–Egerváry theorem. Let C be a matrix supported by the
relation R and let τ be the maximum size of a partial matching in R. Then

τ = min{|A| + |Y |: (A, Y ) covers C}.

In particular, if C is the free matrix of R, then

rk(C) = min{|A| + |Y |: (A, Y ) covers C}.

Proof. Let (A, Y ) be a cover of C. If (a, x) is an edge in a partial matching,
then a ∈ A, x ∈ Y, or both. Hence, |A| + |Y | ≥ τ.

On the other hand, (S\A,R(A)) is a cover of C. Hence, by the defect form
of the marriage theorem (2.2.10),

τ = min{|R(A)| + (|S| − |A|): A ⊆ S}.
≥ min{|A| + |Y |: (A, Y ) covers C}. �
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Other proofs are given in the exercises. The König–Egerváry theorem says for
a rank-m free matrix C, we can permute the rows and columns so that M has
the following form:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

? ? ? ? ? • ? . . . ?

? ? • ? ?

? ? • 0 0 0 . . . 0

? ? • ? 0 0

? • ? ? 0 0

• ? ? 0 0

? ? 0 0
...

...
...

...

? ? ? ? 0 0 0 . . . 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where the entries cm,1, cm−1,2, . . . , c1,m in the sub-antidiagonal are nonzero and
there are nonnegative integers a and b, a + b = m, such that all the nonzero
entries in C lie in the union of the two rectangles {1, 2, . . . , a} × {1, 2, . . . , n}
and {1, 2, . . . , m} × {1, 2, . . . , b}. In the preceding example, m = 6, a = 2,

b = 4, a “•” is a nonzero entry (in a maximum-size partial matching), a “?”
is an entry which may be zero or nonzero, and a “0” is, naturally, a zero
entry.

Exercises

2.3.1. Graph-theoretic form of the König–Egerváry theorem.
Let G be a graph. A partial matching M in G is a subset of edges, with

no two edges in M sharing a vertex. A vertex cover C is a subset of ver-
tices such that every edge is incident on at least one vertex in C. Show that
the König–Egerváry theorem is equivalent to König’s minimax theorem: in a
bipartite graph G, the maximum size of a partial matching equals the mini-
mum size of a vertex cover. Find graph-theoretic proofs of König’s minimax
theorem.

2.3.2. Bapat’s extension of the König–Egerváry theorem.17

Let M be a matrix with rows labeled by S and columns labeled by T . If
A ⊆ S and B ⊆ T , then let M[B|A] be the submatrix labeled by rows in A

17 Bapat (1994).
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and columns in A. A submatrix M[B|A] has zero type if for every b ∈ B and
a ∈ A,

rank M[B|A] = rank M[B\{b}|A\{a}].
A submatrix with all entries zero has zero type. Another example is a 2 × n

matrix (with n > 1) where the second row is a nonzero multiple of the first.
(a) Show that if rank M[T |S] < min{|T |, |S|}, then there exists a submatrix

M[B|A] of zero type such that

|T | + |S| − rank M[T |S] = |B| + |A| − rank M[B|A].

(b) Show that if M is the free matrix of a relation, then a submatrix N has zero
type if and only if every entry in N is zero. Hence, deduce the König–Egerváry
theorem from Bapat’s theorem.

2.3.3. Frobenius’ irreducibility theorem.18

Let M be the n × n square free matrix of the complete relation {1, 2, . . . , n}
× {1, 2, . . . , n}. A general matrix function G(Xij ) over the field F is a polyno-
mial of the form ∑

π

cπX1,π(1)X2,π(2) · · ·Xn,π(n),

the sum ranging over all permutations π of {1, 2, . . . , n} and cπ is in F.

(a) Show that a general matrix function factors in the form

G = PQ,

where P and Q have positive degrees m and n − m, if and only if there are
square submatrices M1 and M2 of size m and n − m and P and Q are general
matrix functions of M1 and M2.

A matrix M is said to be decomposable or reducible if there exist permuta-
tions of the row and column sets so that

M =
(

M1 U

0 M2

)
,

where the matrix in the lower left corner is a zero matrix with at least one row
and one column.

(b) Let M be an n × n square free matrix (of an arbitrary relation). Then the
determinant of M factors nontrivially if and only if M is decomposable.

18 Frobenius (1917). Frobenius proved his theorem for determinants. The more general form
stated here is from Brualdi and Ryser (1991, p. 295). A good account of the Frobenius’ work
on combinatorial matrix theory can be found in Schneider (1977).
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2.3.4. Converting determinants to permanents.19

Let (aij ) be an n × n (0, 1)-matrix such that per(aij ) > 0. If there exists a
matrix (bij ) such that bij = εij aij , where εij equals −1 or 1, and per A = det B,

then (aij ) has at most (n2 + 3n − 2)/2 nonzero entries.

2.3.5. The bipartite graph case of Kasteleyn’s theorem.
If the bipartite graph associated with the relation is planar, then there exists

an assignment of signs to the incidence matrix so that the determinant of the
incidence matrix equals the number of matchings.20

2.4 Submodular Functions and Independent Matchings

Let S be a set and ρ : 2S → R be a function from the subsets of S to the real
numbers. The function ρ is submodular if for all subsets A and B of S,

ρ(A) + ρ(B) ≥ ρ(A ∪ B) + ρ(A ∩ B).

Note that if A ⊆ B or B ⊆ A, then the inequality holds trivially as an equality.
The function ρ is increasing if ρ(B) ≤ ρ(A) whenever B ⊆ A. Submodular
functions need not be increasing. (There is an example on a set of size 2.)

Submodular functions occur naturally from valuations when the intersection
is smaller than expected. For example, let R : S → X be a relation. Then,

R(A ∩ B) ⊆ R(A) ∩ R(B)

and it is possible that strict containment occurs. Thus, the function

ρ : 2S → {0, 1, 2, . . .}, A �→ |R(A)|
is not a valuation in general. However, it is a submodular function.

Another example arises from matrices. Let M be a matrix with column set
S. The (column) rank function rk is the function defined on S sending a subset
A in S to the rank of the submatrix of M formed by the columns in A.

2.4.1. Lemma. Let M be a matrix with column set S. Then the column rank
function rk is a submodular function.

Proof. We shall use Grassmann’s identity from linear algebra. If U and V are
subspaces of a vector space, then

dim(U ) + dim(V ) = dim(U ∨ V ) + dim(U ∩ V ),

19 Gibson (1971). 20 Kasteleyn (1963).
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where U ∨ V is the subspace spanned by the vectors in the union U ∪ V. Since
rk(A) equals the dimension of the subspace spanned by the column vectors in
A, we have

rk(A) + rk(B) = rk(A ∪ B) + dim(A ∩ B),

where A and B are the subspaces spanned by A and B. If a spanning set of
the subspace intersection A ∩ B happens to be in the set intersection A ∩ B,

then

rk(A) + rk(B) = rk(A ∪ B) + rk(A ∩ B).

However, in general, we only have the submodular inequality

rk(A) + rk(B) ≥ rk(A ∪ B) + rk(A ∩ B). �

A matrix rank function rk satisfies two additional conditions:

Normalization: rk(∅) = 0.

Unit increase: For a subset A and an element a in X,

rk(A) ≤ rk(A ∪ {a}) ≤ rk(A) + 1.

In his 1935 paper “On the abstract properties of linear dependence,”21 H.
Whitney defined a (matroid) rank function to be an integer-valued normalized
submodular function satisfying the unit-increase condition. A matroid rank
function defines a matroid on the set X. Whitney’s intuition was that the three
axioms for a matroid rank function capture all the combinatorics or “abstract
properties” of rank functions of matrices. His intuition was confirmed by several
independent rediscoveries of matroid axioms. Many concepts and results in
elementary linear algebra extend to matroids. For example, one can extend the
notion of linear independence by defining a subset I to be independent (relative
to the rank function rk) if |I | = rk(I ).

Let R : S → X be a relation, C be its free matrix, and rk be the matrix rank
function on the columns in C. Then by Corollary 2.3.2, if Y ⊆ X, rk(Y ) is the
maximum size of a partial matching in the relation RY : S → Y obtained by
restricting R to Y, so that RY (a) = R(a) ∩ Y. Thus, by the defect form of the
marriage theorem (2.2.10),

rk(Y ) = |S| + min{|R(A) ∩ Y | − |A|: A ⊆ S}. (TM)

21 Whitney (1935). There are many ways to do matroid theory. Three different accounts of
matroids can be found in Crapo and Rota (1970), Kung (1996a), and Oxley (1992). There are
strong connections between matching theory and matroids. See, for example, chapter 12 of
Oxley’s book.



P1: KAE

chapter-02 cuus456-Kung 978 0 521 88389 4 November 28, 2008 9:30

2.4 Submodular Functions and Independent Matchings 69

The matroid defined in this way is the transversal matroid defined by R

on X.

There are two operations on matroids, restriction and contraction. Let
rk : 2X → {0, 1, 2, . . .} be a matroid rank function on X. If Y ⊆ X, then the
restriction of rk to Y is the restriction rk : 2Y → {0, 1, 2, . . .} of rk to the sub-
sets in Y. If Z ⊆ X, then the rank function rkZ obtained by contracting Z is
the function 2X\Z → {0, 1, 2, . . .} defined as follows: for B ⊆ X\Z,

rkZ(B) = rk(B ∪ Z) − rk(Z).

It is routine to show that rkZ is a matroid rank function.
A partial matching M of R : S → X is independent if its range M(S) is an

independent set. An independent matching is an independent partial matching
of size |S|.
2.4.2. The marriage theorem for matroids.22 Let R : S → X be a relation
and X be equipped with a matroid rank function rk. Then R has an independent
matching if and only if R satisfies the Rado–Hall condition:

for all subsets A in S, rk(R(A)) ≥ |A|.
Proof. As in the marriage theorem, necessity is clear. To prove sufficiency, we
use a modification of the argument of Easterfield, Halmos, and Vaughan (see
Section 2.2). We proceed by induction, observing that the theorem holds for
|S| = 1.

Case 1. For every nonempty proper subset A of S,

rk(R(A)) > |A|.
Choose an element a in S. Since rk(R(a)) > 1, there exists an element
x in R(a) such that rk({x}) = 1. Consider the relation R′ obtained by re-
stricting R to S\{a} → X\{x} and let X\{x} be equipped with the contrac-
tion rank function rk{x}. By induction, the relation R′ has an independent
matching M ′ relative to the contraction rank function rk{x}. Adding the edge
(a, x) to M ′ yields a matching M of R. The matching M is independent
because

rk(M(S)) = rk(M(S\{a}) ∪ {x})
= rk{x}(M(S\{a})) + 1
= (|S| − 1) + 1.

22 Rado (1942).
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Case 2. There is a proper nonempty subset A such that

rk(R(A)) = |A|.
Consider the restriction R|A : A → R(A) equipped with the restriction of rk to
the subset R(A) of X. This restriction satisfies the Rado–Hall condition and,
by induction, R|A has an independent matching M|A of size |A|. Its range is
R(A).

Let R′′ : S\A → X\R(A) be the restriction of R to the sets indicated,
equipped with the contraction rank function rkR(A) defined by

rkR(A)(Y ) = rk(Y ∪ R(A)) − rk(R(A)),

when Y is a subset of X\R(A). Consider a subset B in S\A. Then, as in the
Easterfield–Halmos–Vaughan proof,

R(A ∪ B) = R′′(B) ∪ R(A).

Since R satisfies the Hall–Rado condition and rk(R(A)) = |A|, we have

rkR(A)(R
′′(B)) = rk(R′′(B) ∪ R(A)) − rk(R(A))

= rk(R(A ∪ B)) − rk(R(A))
≥ |A ∪ B| − |A|
= |B|.

Hence, R′′ satisfies the Hall–Rado condition and has a matching M ′′ by induc-
tion. Taking the union of the matchings M|A and M ′′, we obtain a matching
for R. This is an independent matching because

|S\A| = rkR(A)(M
′′(S\A))

= rk(M ′′(S\A) ∪ R(A)) − |A|,
and hence,

rk(M ′′(S\A) ∪ M|A(A)) = |S\A| + |A| = |S|. �

2.4.3. Corollary. Let R : S → X be a relation and X be equipped with a
matroid rank function rk. Then R has an independent partial matching of size
|S| − d if and only if for all subsets A in S, rk(R(A)) ≥ |A| − d. In particular,
the maximum size of an independent partial matching equals

|S| + min{rk(R(A)) − |A|: A ⊆ S}.
Sketch of proof. Apply Theorem 2.4.3 to the relation R′ : S → X ∪ D, where
D is a set of size d disjoint from S, P ′ = R ∪ (S × D), and X ∪ D is equipped
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with the rank function: if A ⊆ X ∪ D, then

rk(A) = rk(A ∩ X) + |A ∩ D|.
(For matroid theorists, the elements of D are added as isthmuses or
coloops.) �

Two relations P : S → X and Q : T → X have a common partial transversal
of size τ if there is a subset Y of size τ in X such that both the relations
P ′ : S → Y and Q′ : T → Y (obtained by restricting the relations P and Q to
Y ) have a partial matching of size τ. If |S| = |T | and P and Q have a common
partial transversal of size |S|, then P and Q have a common transversal.

2.4.4. The Ford–Fulkerson common transversal theorem.23 The relations
P : S → X and Q : T → X have a common partial transversal of size τ if and
only if for all pairs A ⊆ S and B ⊆ T ,

|P (A) ∩ Q(B)| ≥ |A| + |B| + τ − |S| − |T |.
In particular,

τ = |S| + |T | + min{|P (A) ∩ Q(B)| − |A| − |B|}. (FF)

Proof. It suffices to prove (FF). Let rk be the rank function of the transversal
matroid on X defined by the relation Q. Then a common partial transversal of
size τ exists if and only if an independent partial matching of size τ exists for
P relative to rk. By Rado’s theorem, this occurs if and only if for all subsets
A ⊆ S,

rk(P (A)) ≥ |A| − (|S| − τ ).

To obtain Equation (FF), use the fact that, by (TM),

rk(P (A)) = |T | + min{|Q(B) ∩ P (A)| − |B|: B ⊆ T }. �

Exercises

2.4.1. Submodular functions and matroids.
Prove the following results:
(a) If ρ and σ are submodular functions and α and β are nonnegative real

numbers, then αρ + βσ is a submodular function.

23 Ford and Fulkerson (1958). Ford and Fulkerson give a proof using the maximum-flow
minimum-cut theorem. Our proof is from Mirsky and Perfect (1967).
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(b) Let ρ : 2X → Z be an integer-valued, increasing, submodular function.
Then the subsets I such that for all nonempty subsets J ⊆ I, |J | ≤ ρ(J ) are
the independent sets of a matroid M(ρ) on X.

(c) If ρ is assumed to be normalized, that is, ρ(∅) = 0, then the matroid rank
function rk of M(ρ) is given by

rk(A) = min{ρ(B) + |A\B|: B ⊆ A}.

(d) Let R : S → X be a relation and ρ the submodular function on S defined
by A �→ |R(A)|. Characterize such submodular functions ρ and the matroids
M(ρ) constructed from them.

2.4.2. Welsh’s version of the matroid marriage theorem.24

Adapt Rado’s proof (the second proof given in Section 2.2) of the marriage
theorem to the matroid case. This will prove the following more general form
of the matroid marriage theorem: let R : S → X and let ρ be a nonnegative,
integer-valued, increasing, submodular function defined on X. Then there exists
a matching M in R with ρ(M(T )) ≥ |T | for all subsets T in S if and only if
ρ(R(T )) ≥ |T | for all subsets T in S.

2.4.3. Adapt other proofs of the marriage theorem to the matroid case. Is there
a matroid analog of Theorem 2.2.2?

2.4.4. Contractions and Gaussian elimination.
Suppose that rk is the rank function of a matrix M with column set X and

a a nonzero column of M. Construct the matrix M ′ as follows: choose a row
index i such that the ia-entry is nonzero. Subtracting a suitable multiple of row
i from the other rows, reduce the matrix M so that the only nonzero entry in
column a is the ia-entry. Let M ′ be the matrix obtained from the reduced matrix
by deleting row i and column a. Show that the rank function rk{a} obtained by
contracting {a} is the rank function on the matrix M ′.

2.4.5. Prove the matroid marriage theorem with rk a matrix rank function
using the Binet–Cauchy formula for determinants and the idea in Edmonds’
proof.

2.4.6. Common transversals, compositions of relations, and matrix products.
(a) Let P : S → X and Q : T → X be relations. Show that P and Q

have a common partial transversal of size τ if and only if the composition
PQ−1 : T → S has a partial matching of size τ.

24 Welsh (1971).
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(b) Let C and D be the free matrices of P and Q. Then P and Q have a
common partial transversal of size τ if and only if the matrix product CDT has
rank τ.

(c) Find an analog of the König–Egerváry theorem for the product of two
free matrices.

2.4.7. Ore’s excess function.25

Let R : S → X be a relation. The excess function η is defined by

η(A) = |R(A)| − |A|.
(a) Prove that η is a submodular function.
(b) Observe that the Hall condition is equivalent to η(A) ≥ 0 for every subset

A in S.

(c) Let η0(R) = min{η(A): A ⊆ S}. Note that η0(R) may be negative. Define
a subset A of S to be critical if η(A) = η0. Show that if A and B are critical,
then A ∪ B and A ∩ B are also critical.

(d) Define the core of the relation R to be the intersection of all the critical
subsets of S or, equivalently, the minimum critical subset. Let C be the core
of R. Show (without the assumption that R satisfies the Hall condition) that
the restriction R : S\C → X of R to the complement of C always satisfies the
Hall condition.

(e) Every element x in R(C) is related to at least two elements of C.

(f) Let a ∈ S and let R′ be the relation obtained from R by removing a and
all ordered pairs (a, x) in R containing a. Show that

η0(R) ≤ η0(R′) ≤ η0(R) + 1.

Indeed, show that if a �∈ C, then η0(R′) = η0(R) and if a ∈ C, then η0(R′) =
η0(R) + 1.

(g) Show that if η0(R) < 0, then there exist −η0(R) elements in S such
that if we remove them and all ordered pairs containing them, we obtain a
relation satisfying the Hall condition. Using the marriage theorem, deduce Ore’s
theorem (Theorem 2.2.8): let R : S → X be a relation. Then the maximum
size of a partial matching is |S| + η0(R). (Ore gave an independent proof of
the marriage theorem using the excess function η. However, this proof is quite
similar to the Easterfield–Halmos–Vaughan proof.)

(h) Let R−1 : X → S be the “reverse” relation. Show that

core R ∩ R−1(core R−1) = ∅.

25 Ore (1955, 1962, chapter 10).
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2.4.8. Rota’s basis conjecture.26

Let B1, B2, . . . , Bn be bases of an n-dimensional vector space (or more
generally, a rank-n matroid). Then the n2 vectors occurring in the bases can be
arranged in an n × n square so that each row and each column is a basis. Such
a square can be considered a vector-analog of a Latin square.

2.5 Rado’s Theorem on Subrelations

The marriage theorem is about when a relation contains a one-to-one function.
In this form, it seems quite specialized. However, when it is applied to suitably
constructed relations, it generates results that are, or appear to be, more general.

We begin with a simple example due to Halmos and Vaughan.27 Let R : S →
X be a relation and m : S → {0, 1, 2, . . .} be a multiplicity function that assigns
a nonnegative integer to each element of S. A relation H : S → X is an m-
matching of R if H ⊆ R, |H (a)| = m(a), and H (a) ∩ H (b) = ∅ whenever
a �= b.

2.5.1. Theorem. Let R : S → X be a relation and m : S → {0, 1, 2, . . .} be a
multiplicity function. Then there exists an m-matching of R if and only if

for all subsets A in S, |R(A)| ≥
∑
a∈A

m(a). (HV)

Proof. As in the marriage theorem, necessity is clear. To prove sufficiency, let
S∗ be the set ⋃

a∈S

{a1, a2, . . . , am(a)}

obtained from S by replacing each element a with m(a) copies a1, a2, . . . , am(a).

Consider the relation R∗ : S∗ → X defined by (ai, x) ∈ R∗ if and only if
(a, x) ∈ R. Then it is easy to show that

� condition (HV) holds for R if and only if the Hall condition holds for R∗,
and

� an m-matching exists in R if and only if a matching exists in R∗.

We can now complete the proof using the marriage theorem. �

Theorem 2.5.1 can be extended to the case when the sets H (a) have specified
overlaps. As usual, we need several definitions. Two relations T : S → X and

26 Huang and Rota (1994).
27 Halmos and Vaughan (1950). This theorem is sometimes called the harem theorem. Halmos

and Vaughan cite a “conte drolâtique” of Balzac as motivation.
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T ′ : S → Y are combinatorially equivalent if there exists a bijection σ : X →
Y such that

(a, x) ∈ T if and only if (a, σ (x)) ∈ T ′,

or, equivalently, for all a in S, T ′(a) = σ (T (a)). Note that the set S is fixed
in a combinatorial equivalence, and hence an isomorphism of relations is not
necessarily a combinatorial equivalence.

We will modify Theorem 2.5.1 into a criterion for deciding when a relation
R : S → X contains a subrelation equivalent to a given template relation T :
S → Y. To do so, we first construct from T a new relation T 
, and from it,
a multiplicity function mT . The idea is to partition Y into (disjoint) blocks so
that the sets T (a), a ∈ S, are unions of blocks. Let T 
 : 2S → Y be the relation
defined as follows: if A is a subset of S, then

T 
(A) =
( ⋂

a: a∈A

T (a)

)
∩
⎛⎝ ⋂

a: a �∈A

T (a)c

⎞⎠ ,

where T (a)c is the complement Y\T (a), that is, T 
(A) is the subset of those
elements in X that are in all of the subsets T (a), a ∈ A, and none of the subsets
T (a), a �∈ A. It follows from the definition that T 
(∅) = ∅, the sets T 
(A) are
pairwise disjoint, and their union is the range T (S). The multiplicity function
mT defined by T is the function 2S → {0, 1, 2, . . .} defined by

mT (A) = |T 
(A)|.
Note that T 
 is an mT -matching.

For example, suppose T : {1, 2, 3} → {a, b, c, d, e, f } is the relation de-
fined by

T (1) = {a, b, c},
T (2) = {b, c, d, e},
T (3) = {c, f }.

Then

T 
(∅) = ∅,

T 
({1}) = {a}, T 
({2}) = {d, e}, T 
({3}) = {f },
T 
({1, 2}) = {b}, T 
({1, 3}) = T 
({2, 3}) = ∅,

T 
({1, 2, 3}) = {c}.
The next lemma gives a connection between multiplicity functions and

combinatorial equivalence. This lemma uses results about Boolean polynomials
presented in Exercise 1.3.7 in Section 1.3.
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2.5.2. Lemma. Let T : {1, 2, . . . , n} → X and T ′ : {1, 2, . . . , n} → Y be re-
lations such that T ({1, 2, . . . , n}) = X and T ′({1, 2, . . . , n}) = Y. Then, the
following are equivalent:

(a) The relations T : {1, 2, . . . , n} → X and T ′ : {1, 2, . . . , n} → Y are
combinatorially equivalent.

(b) For every monotone Boolean polynomial β(X1, X2, . . . , Xn) in n

variables,

|β(T (1), T (2), . . . , T (n))| = |β(T ′(1), T ′(2), . . . , T ′(n))|.
(c) The multiplicity functions mT and mT ′ are equal.

Proof. Let σ : X → Y be a bijection giving an equivalence of T and T ′. Then
σ preserves all the Boolean operations. Hence, for any Boolean polynomial β,

β(T ′(1), T ′(2), . . . , T ′(n)) = β(σ (T (1)), σ (T (2)), . . . , σ (T (n)))
= σ (β(T (1), T (2), . . . , T (n))).

In particular,

|β(T (1), T (2), . . . , T (n))| = |β(T ′(1), T ′(2), . . . , T ′(n))|.
This proves that (a) implies (b).

To show that (b) implies (c), observe that

T 
(A) =
[ ⋂

a: a∈A

T (a)

]
\
⎡⎣⎛⎝ ⋃

a: a �∈A

T (a)

⎞⎠ ∩
( ⋂

a: a∈A

T (a)

)⎤⎦ . (B)

Hence,

mT (A) = |T 
(A)| = |β1(T (i))| − |β2(T (i))|,
where β1 and β2 are the monotone Boolean polynomials occurring in the left
side of Equation (B). Since (b) holds, we have

|β1(T (i))| − |β2(T (i))| = |β1(T ′(i))| − |β2(T ′(i))|.
We conclude that for all A ⊆ S, mT (A) = mT ′(A).

Finally, assume that (c) holds. Since the sets T 
(A) are pairwise disjoint, we
can build a bijection X → Y by choosing bijections from T 
(A) to (T ′)
(A)
for each A ⊆ S and putting them together into one bijection. �

Next, we construct a new relation from R. If R : S → X is a relation, then its
Boolean expansion R# : 2S → X is the relation defined by

R#(A) =
⋂

a: a∈A

R(a).
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For example, suppose R : {1, 2, 3} → {a, b, c, d, e, f } is the relation defined
by

R(1) = {a, b, c, d},
R(2) = {b, c, d, e},
R(3) = {a, c, f }.

Then R#(∅) = ∅, R#({1}) = R(1), R#({2}) = R(2), R#({3}) = R(3), and

R#({1, 2}) = {b, c, d}, R#({1, 3}) = {a, c}, R#({2, 3}) = {c},
R#({1, 2, 3}) = {c}.

2.5.3. Rado’s theorem on subrelations.28 Let T : {1, 2, . . . , n} → Y be
a template relation such that T ({1, 2, . . . , n}) = Y and mT : 2{1,2,...,n} →
{0, 1, 2, . . .} be its multiplicity function. Then the following are equivalent:

(a) The relation R : {1, 2, . . . , n} → X has a subrelation combinatorially
equivalent to T .

(b) The Boolean expansion R# : 2{1,2,...,n} → X has an mT -matching.
(c) For every monotone Boolean polynomial β(X1, X2, . . . , Xn),

|β(R(1), R(2), . . . , R(n))| ≥ |β(T (1), T (2), . . . , T (n))|.
Proof. To see that (a) implies (b), let T̂ be a subrelation of R combinato-
rially equivalent to T . Then the Boolean expansion R# contains a subrela-
tion combinatorially equivalent to mT -matching T̂ 
. Conversely, if R# has
an mT -matching H
, then let H : {1, 2, . . . , n} → X be the relation defined
by

H (a) =
⋃

A: a∈A

H
(A).

Since the multiplicity function of H equals mT ,H is combinatorially equivalent
to T by Lemma 2.5.2. We conclude that (b) implies (a).

Next, suppose (a) holds. Since T is combinatorially equivalent to a sub-
relation of R, there is an injection ι : Y → X such that ι(T (i)) ⊆ R(i) for
1 ≤ i ≤ n. Hence, for all monotone Boolean polynomials β,

β(ι(T (1)), ι(T (2)), . . . , ι(T (n))) ⊆ β(R(1), R(2), . . . , R(n)).

The inequalities in (c) follow.
To finish the proof, we show that (c) implies (b). By Theorem 2.5.1, it

suffices to prove that (HV) holds in R#. Let C be a collection of subsets in

28 Rado (1938). We present Rado’s theorem for finite sets. Our proof is based on the exposition
in chapter 5 of Mirsky (1971b).
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{1, 2, . . . , n}. Then ⋃
A: A∈C

R#(A)

is a monotone Boolean polynomial in R(i). Hence, by (c),∣∣∣∣∣ ⋃
A: A∈C

R#(A)

∣∣∣∣∣ ≥
∣∣∣∣∣ ⋃
A: A∈C

T #(A)

∣∣∣∣∣
≥
∣∣∣∣∣ ⋃
A: A∈C

T 
(A)

∣∣∣∣∣ .
The last derivation follows from T #(i) ⊇ T 
(i). Since the sets T 
(i) are pairwise
disjoint, ∣∣∣∣∣ ⋃

A: A∈C

T 
(A)

∣∣∣∣∣ =
∑

A: A∈C

|T 
(A)|

=
∑

A: A∈C

mT (A).

Hence, condition (HV) holds and by Theorem 2.5.1, R# has an mT -matching;
that is, (c) implies (b). �

Exercises

2.5.1. Let C : {1, 2, . . . , n} → {1, 2, . . . , n} be the “cycle” relation with edges
(i, i) and (i, i + 1), i = 1, 2, . . . , n, regarded as integers modulo n. Find a
condition for a relation R : {1, 2, . . . , n} → X to contain a subrelation combi-
natorially equivalent to C.

2.5.2. (Research problem) Is there a version of Rado’s theorem where combi-
natorial equivalence is replaced by isomorphisms of relations?

2.6 Doubly Stochastic Matrices

A matrix D is doubly stochastic if it has nonnegative real entries and the sum
of all the entries on each row or each column equals 1. In other words, D is
doubly stochastic if eD = e and DeT = eT , where e is the row vector having
all coordinates equal to 1. Since the sum of all the entries in a doubly stochastic
matrix equals both the number of rows and the number of columns, such a
matrix must be a square matrix.
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Doubly stochastic matrices are special cases of transition matrices of Markov
chains. (Transition matrices are only required to have column sums equal to 1.)
Also, it is easy to construct examples. If π is a permutation of {1, 2, . . . , n},
then we can associate with it the matrix Pπ with entries pπ(i),i equal to 1 and
all other entries equal to 0. Such matrices, called permutation matrices, are
doubly stochastic. Also, if c1, c2, . . . , cn are real numbers in the unit interval
[0, 1] and c1 + c2 + · · · + cn = 1, then the circulant matrix⎛⎜⎜⎜⎜⎜⎜⎜⎝

c1 c2 c3 · · · cn−1 cn

cn c1 c2 · · · cn−2 cn−1

cn−1 cn c1 · · · cn−3 cn−2

...
...

...

c2 c3 c4 · · · cn c1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
is one possible doubly stochastic matrix one can construct.

Several facts follow easily from the definition. If D and E are doubly
stochastic, then the product DE and the transpose DT are doubly stochastic.
Since eD = e, 1 is always an eigenvalue of a doubly stochastic matrix. If
λ,µ ∈ [0, 1], and λ + µ = 1, then the convex combination λD + µE is doubly
stochastic. The set of n × n matrices with real entries forms a n2-dimensional
real vector space. The set of n × n doubly stochastic matrices is a closed
bounded convex subset of this vector space.

The fundamental theorem in the combinatorics of doubly stochastic matrices
is the following theorem.

2.6.1. Birkhoff’s Theorem.29 Every doubly stochastic matrix is a convex
combination of permutation matrices.

We give two proofs in the text and sketch three others as exercises. The first
uses the marriage theorem and is based on Birkhoff’s original proof.

First proof of Birkhoff’s theorem. We proceed by induction on the number of
nonzero entries. If D is an n × n doubly stochastic matrix, then D must have
at least n nonzero entries. If D has exactly n nonzero entries, then D is a
permutation matrix and the theorem holds.

We may now assume that D has more than n nonzero entries. Let (dij ) be
such a matrix. Consider the relation B : {1, 2, . . . , n} → {1, 2, . . . , n} defined
by (i, j ) ∈ B whenever dij �= 0. We will check that the relation B satisfies
the Hall condition. Let H be a subset of rows and consider the submatrix

29 Birkhoff (1946).
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D[H |B(H )] obtained by restricting D to the rows H and columns B(H ).
Observe that the sum of all the entries in the submatrix D[H |B(H )] equals
|H |. Since the sum of all the entries in any column in D[H |B(H )] is at most
1, there must be at least |H | columns in that submatrix. We conclude that
|B(H )| ≥ |H |.

By the marriage theorem, B has a matching M. Let P be the permutation
matrix with 1s exactly at the entries (i, j ), where (i, j ) is an edge in the matching
M. Let ε be the minimum min{dij : (i, j ) ∈ M}. Then the matrix

1

1 − ε
[D − εP ]

is a doubly stochastic matrix with at least one fewer nonzero entry. By induction,
it is a convex combination of permutation matrices. We conclude that D itself
is a convex combination of permutation matrices. �

We remark that the main step in Birkhoff’s proof is to prove that there is at
least one nonzero term in the determinant expansion of a doubly stochastic
matrix (even if the determinant is zero). This was stated by D. König in 1916
and he proved it in the following way:30 by the König–Egerváry theorem, if all
the terms in the determinant expansion of an n × n doubly stochastic matrix D

are zero, then D contains an h × k zero submatrix, where h + k > n; that is,
there exists a set H of h rows such that the submatrix D[H ] has at most h − 1
nonzero columns. As in the first proof of Birkhoff’s theorem, the argument
using the sum of entries now yields a contradiction.

In contrast to Birkhoff’s combinatorial proof, the second proof uses some
convexity theory. A point a in a convex set C is extreme if a cannot be a
proper convex combination of two points in C; that is, a = λb + µc, b, c ∈ C,

λ + µ = 1, and λ,µ ∈ [0, 1] imply that a = b or a = c. The Krein–Milman
theorem says that every closed bounded convex subset is the convex closure of
its extreme points.31

Second proof of Birkhoff’s theorem. As observed earlier, the set of doubly
stochastic matrices is a closed bounded convex set in real n2-dimensional
space. Thus, by the Krein–Milman theorem, it suffices to prove the following
lemma.

2.6.2. Lemma.32 A doubly stochastic matrix is extreme if and only if it is a
permutation matrix.

30 König (1916). 31 See, for example, Webster (1994).
32 J. von Neumann, unpublished; but see Exercise 2.6.7.



P1: KAE

chapter-02 cuus456-Kung 978 0 521 88389 4 November 28, 2008 9:30

2.6 Doubly Stochastic Matrices 81

Proof. If a permutation matrix P is a convex combination λA + µB of two
matrices with real nonnegative entries, then the ij th entries of A and B are zero
whenever the ij th entry of P is zero. Since A and B are doubly stochastic, A

and B equal P or the zero matrix. We conclude that P is extreme.
Let E be an extreme doubly stochastic matrix. If every nonzero entry of

E equals 1, then E is a permutation matrix and the theorem holds. Thus, we
may assume that there are nonzero entries in E which are strictly less than
1. Consider the undirected graph on the vertex set {(i, j ): 0 < mij < 1}, with
adjacencies given by (i, j ) is adjacent to (i ′, j ′) whenever i = i ′ or j = j ′.
In other words, two ordered pairs on the same row or the same column are
adjacent. Since the row and column sums all equal 1, every vertex is adjacent
to at least two other vertices. Hence, this graph contains a cycle.

Starting at any vertex in the cycle, label the vertices in the cycle consecutively
by 1, 2, . . . . Choose a positive real number ε sufficiently small so that when it
is added to or subtracted from an entry occurring in the cycle, the entry remains
in the unit interval [0, 1]. Let Eeven be the matrix obtained from E by adding ε

to all the even-labeled entries and subtracting ε from all the odd-labeled entries
ε. The matrix Eodd is constructed similarly, with −ε replacing ε, so that ε is
subtracted from the even vertices and added to the odd vertices. By construction,

E = Eeven + Eodd

2
.

We conclude that if E is not a permutation matrix, then E is not an extreme
point. �

For example, in the matrix ⎛⎜⎜⎝
.6 0 .4

.3 .5 .2

.1 .5 .4

⎞⎟⎟⎠ ,

(1, 1), (2, 1), (2, 2), (3, 2), (3, 3), (1, 3) is a cycle with (1, 1), (2, 2), (3, 3) odd
and (2, 1), (3, 2), (1, 3) even and we have⎛⎜⎝.6 0 .4

.3 .5 .2

.1 .5 .4

⎞⎟⎠ = .5

⎛⎜⎜⎝
.6 − ε 0 .4 + ε

.3 + ε .5 − ε .2

.1 .5 + ε .4 − ε

⎞⎟⎟⎠
+ .5

⎛⎜⎝.6 + ε 0 .4 − ε

.3 − ε .5 + ε .2

.1 .5 − ε .4 + ε

⎞⎟⎠ .

We can choose ε to be any real number in the interval (0, .3].
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Doubly stochastic matrices play a central role in (discrete) majorization theory.
Let (r1, r2, . . . , rn) and (s1, s2, . . . , sn) be two row vectors with nonnegative
real coordinates and (r ′

1, r
′
2, . . . , r

′
n) and (s ′

1, s
′
2, . . . , s

′
n) be the vectors obtained

by rearranging their coordinates in nonincreasing order. The majorization order
� is the quasi-order defined by

(r1, r2, . . . , rn) � (s1, s2, . . . , sn)

whenever

r1 + r2 + · · · + rn = s1 + s2 + · · · + sn,

and

r ′
1 ≤ s ′

1,

r ′
1 + r ′

2 ≤ s ′
1 + s ′

2,

...

r ′
1 + r ′

2 + · · · + r ′
n−1 ≤ s ′

1 + s ′
2 + · · · + s ′

n−1.

There are two basic results about the majorization order.

2.6.3. Theorem.33 (r1, r2, . . . , rn) � (s1, s2, . . . , sn) if and only if (r1, r2, . . . ,

rn) is a convex combination of the n! vectors

(sπ(1), sπ(2), . . . , sπ(n))

obtained by permuting the coordinates of (s1, s2, . . . , sn).

2.6.4. The Hardy–Littlewood–Pólya majorization theorem.34 Let r and s

be vectors with nonnegative real coordinates. Then r � s if and only if there
exists a doubly stochastic matrix D such that r = sD.

Theorem 2.6.3 implies Theorem 2.6.4, and assuming Birkhoff’s theorem, The-
orem 2.6.4 implies Theorem 2.6.3. Thus, it suffices to prove Theorem 2.6.4.

We will now sketch a proof of Theorem 2.6.4.35 A transfer T is a matrix of
the form

λI + (1 − λ)Q,

33 This seems to be a folklore theorem. An equivalent form (stated for symmetric means)
appeared in Rado (1952).

34 This is Theorem 43 in the famous book by Hardy et al. (1952). We give the usual attribution,
although the theorem has appeared earlier in Muirhead (1901).

35 This proof is based on proofs in Muirhead (1901) and Hardy et al. (1952).
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where λ ∈ [0, 1], I is the identity matrix, and Q is a permutation with exactly
two off-diagonal matrices (that is, Q is the matrix of a transposition). If Q is
the matrix of the transposition switching j and k (keeping all the other indices
fixed), then

(s1, s2, . . . , sj , . . . , sk, . . . , sn)(λI + (1 − λ)Q)
= (s1, s2, . . . , λsj + (1 − λ)sk, . . . , λsk + (1 − λ)sj , . . . , sn).

In particular, if 0 ≤ δ ≤ sj − sk, and we choose λ to be 1 − δ/(sj − sk), then
the λI + (1 − λ)Q transforms s to

(s1, s2, . . . , sj − δ, . . . , sk + δ, . . . , sn).

Since transfers are doubly stochastic, Theorem 2.6.4 follows from the next
lemma.

2.6.5. Lemma. If r � s, then there exists a finite sequence T1, T2, . . . , Tm of
transfers such that r = sT1T2 · · · Tm.

Sketch of proof. Assume that r ≺ s. Let j and k be indices such that j < k, rj <

sj , rk > sk, and ri = si for all indices j < i < k. Let δ = min{sj − rj , rk − sk}.
Then we can subtract δ from sj and add it to sk so that the resulting vector
s ′ satisfies r � s ′ ≺ s and at least one of rj = s ′

j and rk = s ′
k holds. This

movement of δ can be effected by the transfer

T1 =
(

1 − δ

sj − sk

)
I + δ

sj − sk

Q,

where Q is the matrix of the transposition switching j and k. Since s ′ = sQ,

Theorem 2.6.4 implies that s ′ ≺ s. It is less immediate that r � s ′, but this can
be checked by an easy argument. Now repeat the argument on sT1 and continue
until r = s ′. �

For example, let r = (20, 16, 16, 14, 8, 3, 3, 3) and s = (20, 20, 16, 11, 9,

3, 3, 1). Then j = 2, k = 4, and δ = 3. We can subtract 3 from s2 and add
it to s4 to obtain

(20, 17, 16, 14, 9, 3, 3, 1),

a vector between r and s in the majorization order. The new vector can be
obtained from s by the transfer

2

3
I + 1

3
Q,

where Q is the matrix of the transposition switching 2 and 4.
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We end this section with Muirhead’s theorem on symmetric means. Let
(a1, a2, . . . , an) be a vector with nonnegative real values. Then its symmetric
mean [a1, a2, . . . , an] is the function on the variables x1, x2, . . . , xn, defined
by the formula

[a1, a2, . . . , an] = 1

n!

∑
π

x
a1
π(1)x

a2
π(2) · · · xan

π(n),

where the sum ranges over all permutations of {1, 2, . . . , n}. Note that the sum
on the right can be further symmetrized. For example, because

[a1, a2, . . . , an] = 1

n!

∑
π

x
a1
π(2)x

a2
π(1)x

a3
π(3) · · · xan

π(n),

we have

[a1, a2, . . . , an] = 1

2n!

∑
π

(xa1
π(1)x

a2
π(2) + x

a1
π(2)x

a2
π(1))x

a3
π(3) · · · xan

π(n).

Symmetric means include as special cases many of averages and symmetric
functions. For example, [1, 0, 0, . . . , 0] is the arithmetic mean

x1 + x2 + · · · + xn

n
,

and [1/n, 1/n, . . . , 1/n] is the geometric mean

(x1x2 · · · xn)1/n.

Further, if there are m 1s, then

[1, 1, . . . , 1, 0, 0, . . . , 0] = m!(n − m)!

n!

∑
{i,j,...,k}

xixj · · · xk,

where the sum ranges over all m-element subsets {i, j, . . . , k} of {1, 2, . . . , n}.
Thus, [1, 1, . . . , 1, 0, 0, . . . , 0] is a constant multiple of the mth elementary
symmetric function.

2.6.6. Muirhead’s inequality.36 Let a and b be two vectors with nonnegative
real coordinates. Then

[a] ≤ [b]

for all nonnegative real values x1, x2, . . . , xn if and only if a � b.

36 Muirhead (1901).
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Muirhead’s inequality is a generalization of the arithmetic–geometric mean
inequality:

(x1x2 · · · xn)1/n ≤ x1 + x2 + · · · + xn

n
.

One way to prove this inequality (due to A. Hurwitz37) is to write the difference
of the two means as a telescoping sum:

[1, 0, 0, . . . , 0]−
[

1

n
,

1

n
,

1

n
, . . . ,

1

n

]
=

n−2∑
i=0

([
n − i

n
,

1

n
, . . . ,

1

n
, 0, 0, . . . , 0

]

−
[
n − (i + 1)

n
,

1

n
, . . . ,

1

n
,

1

n
, 0, . . . , 0

])
.

A summand in the right-hand sum can be rewritten as follows:[
n − i

n
,

1

n
, . . . ,

1

n
, 0, 0, . . . , 0

]
−
[
n − (i + 1)

n
,

1

n
, . . . ,

1

n
,

1

n
, 0, . . . , 0

]
= 1

2n!

∑
π

(x(n−i)/n

π(1) + x
(n−i)/n

π(i+2) − x
(n−(i+1))/n

1 xπ(i+2) − x
(n−(i+1))/n

π(i+2) xπ(1))

· (x1/n

π(2)x
1/n

π(3) · · · x1/n

π(i+1))

= 1

2n!

∑
π

(x(n−(i+1))/n

π(1) − x
(n−i−1)/n

π(i+2) )(x1/n

π(1) − x
1/n

π(i+2))(x
1/n

π(2)x
1/n

π(3) · · · x1/n

π(i+1)).

Since x
(n−i−1)/n

π(1) − x
(n−i−1)/n

π(i+2) and x
1/n

π(1) − x
1/n

π(i+2) have the same sign, we
conclude that each summand, and hence the sum itself, on the right is
nonnegative.

Hurwitz’s argument can be generalized to a proof of sufficiency in Muir-
head’s theorem. The telescoping sum is replaced by Lemma 2.6.5 and the
nonnegativity of each difference is replaced by the following lemma.

2.6.7. Lemma. For any transfer T ,

[a] − [aT ] ≥ 0

for all nonnegative real values x1, x2, . . . , xn.

Proof. We may assume that a is in nonincreasing order. Suppose that the transfer
T sends (a1, . . . , aj , . . . , ak, . . . , an) to (a1, . . . , aj − δ, . . . , ak + δ, . . . , an),

37 Hurwitz (1891).
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where δ ≤ aj − ak. Then

[a] − [aT ]

= 1

2n!

∑
π

(x
aj

π(j )x
ak

π(k) + x
aj

π(k)x
ak

π(j ) − x
aj −δ

π(j ) x
ak+δ
π(k) − x

aj −δ

π(k) x
ak+δ
π(j ) )

∏
i: i �=j i �=k

x
ai

π(i)

= 1

2n!

∑
π

x
ak

π(j )x
ak

π(k)(x
aj −ak−δ

π(j ) − x
aj −ak−δ

π(k) )(xδ
π(j ) − xδ

π(k))
∏

i: i �=j i �=k

x
ai

π(i).

Since x
aj −ak−δ

π(j ) − x
aj −ak−δ

π(k) and xδ
π(j ) − xδ

π(k) have the same sign and x1, x2,

. . . , xn are nonnegative, the difference [a] − [aT ] is nonnegative. �

We can also prove sufficiency using elementary analysis. Suppose a � b. Then
by the Theorems 2.6.1 and 2.6.4,

a =
∑

hQbQ,

where
∑

hQQ is a convex combination of permutation matrices.
By continuity, it suffices to prove that [a] ≤ [b] for positive real values

x1, x2, . . . , xn. Let yi = log xi. If c is the vector (c1, c2, . . . , cn), let

(c|y) = c1y1 + c2y2 + · · · + cnyn.

If P is the matrix of the permutation π−1 of {1, 2, . . . , n}, then

(cP |y) = c1yπ(1) + c2yπ(2) + · · · + cnyπ(n).

Then

n![a] =
∑
P

exp((aP |y))

=
∑
P

exp((
∑

hQbQP |y))

≤
∑
P

∑
hQ exp((bQP |y))

=
∑

hQ

∑
P

exp((bQP |y))

=
∑

hQ

∑
P

exp((bP |y))

=
∑
P

exp((bP |y))

= n![b].
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The inequality in this derivation follows the theorem from calculus that the
exponential function is convex; that is,

exp(λy + µz) ≤ λ exp(y) + µ exp(z),

where y and z are real numbers, λ,µ ∈ [0, 1], and λ + µ = 1. This completes
the analysis-based proof of sufficiency.

Surprisingly, it is not hard to prove necessity. Since symmetric means are
invariant under permutation of variables, we may assume that a and b are in
nondecreasing order. We may also assume the hypothesis that [a] ≤ [b] for all
nonnegative real values xi.

Setting all the variables xi equal to x and using the hypothesis, we conclude
that

xan+an−1+···+an ≤ xbn+bn−1+···+bn

for all nonnegative real numbers x. This can happen for both large and small
values of x only when

an + an−1 + · · · + a1 = bn + bn−1 + · · · + b1.

Next, let 1 ≤ k ≤ n − 1. If we set xn = xn−1 = · · · = xk = x and xk−1 =
xk−2 = · · · = x1 = 1, then the highest power of x occurring in [a] has exponent
an + an−1 + · · · + ak and the highest power of x in [b] has exponent bn +
bn−1 + · · · + bk. By the hypothesis, [a] ≤ [b] for all sufficiently large x, when
the highest power of x dominates. Hence, we conclude that

an + an−1 + · · · + ak ≤ bn + bn−1 + · · · + bk.

All together, we have proved that a � b.

This completes the proof of Muirhead’s inequality.

2.6.8. Corollary. Let (a1, a2, . . . , an) be a vector with nonnegative real coor-
dinates such that a1 + a2 + · · · + an = 1. Then

(x1x2 · · · xn)1/n ≤ [a1, a2, . . . , an] ≤ x1 + x2 + · · · + xn

n

for all nonnegative real values x1, x2, . . . , xn.

Exercises

2.6.1. Find ways of obtaining doubly stochastic matrices from Latin squares.
2.6.2. Show that a matrix D is doubly stochastic if and only if for every row
vector r with nonnegative real coordinates, rD � r.
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2.6.3. (a) Show that x � xP � x for all vectors x if and only if P is a permu-
tation matrix.

(b) Suppose that P is a nonsingular doubly stochastic matrix. Show that
the inverse matrix P −1 is doubly stochastic if and only if P is a permutation
matrix.

2.6.4. The assignment polytope or the polytope of doubly stochastic matrices.
I. The linear inequalities.
Show that the convex set of doubly stochastic matrices (dij ) in the vector

space of real n × n matrices is the convex polyhedron defined by n2 + 4n − 2
linear inequalities: the nonnegativity constraints

dij ≥ 0, 1 ≤ i, j ≤ n;

and the row and column sum constraints

n∑
i=1

dij ≤ 1,

n∑
i=1

dij ≥ 1, 1 ≤ j ≤ n;

n∑
j=1

dij ≤ 1,

n∑
j=1

dij ≥ 1, 1 ≤ i ≤ n − 1.

Note that the two constraints
∑n

i=1 din ≤ 1 and
∑n

i=1 din ≥ 1 are implied by
the others, so that we can reduce the number of constraints to 4n − 2.

II. Another proof of Birkhoff’s theorem.38

(a) Let E be an extreme point of the polyhedron of doubly stochastic matri-
ces. Then at least (n − 1)2 entries of E are 0.

(b) Conclude from (a) that one row of E, say, row i, must have n − 1 zero
entries, and hence the remaining entry, say, the ij -entry, equals 1, and this is
the only nonzero entry in row i and the column j of E.

(c) Show that the matrix E′ obtained from E by deleting row i and column
j is extreme in the convex polyhedron of (n − 1) × (n − 1) doubly stochastic
matrices.

(d) Conclude by induction that E is a permutation matrix. This gives a
geometric proof of Lemma 2.6.2, and hence Birkhoff’s theorem.

III. Eigenvalues of normal matrices.39

Recall that a matrix U (with entries over the complex numbers) is unitary
if UUT = I ; a matrix A is normal if there exists a unitary matrix U such
that UAUT is a diagonal matrix. Let (aij ) and (bij ) be normal n × n matrices,
α1, α2, . . . , αn be the eigenvalues of A, and β1, β2, . . . , βn be the eigenvalues

38 Hoffman and Wielandt (1953). 39 Hoffman and Wielandt (1953).
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of B. Show that there exists a permutation π of {1, 2, . . . , n} such that

n∑
i=1

|αi − βπ(i)| ≤ ‖A − B‖,

where the matrix norm ‖C‖ is defined by

‖C‖ =
√√√√ n∑

i,j=0

|cij |2 .

In other words, for a pair of normal matrices, the “minimum” �1-distance
between their eigenvalues is at most the �2-distance between the matrices
themselves.

IV. An assignment problem.40

Let (cij ) be a matrix with nonnegative entries. Show that the linear program

minimize
n∑

i,j=0

cij xij

subject to

xij ≥ 0,

n∑
i=0

xij = 1,

n∑
j=0

xij = 1

has an integer solution.
V. Quantifying Birkhoff’s theorem.41

Show that every doubly stochastic matrix is the convex combination of
n2 − 2n + 2 or fewer permutation matrices and that this bound is sharp.

2.6.5. (a) Show that there is a 3 × 3 doubly stochastic matrix which is not the
product of transfers.42

(b) (Research problem) Study the set of doubly stochastic matrices which
are products of transfers.

2.6.6. Let J be the n × n matrix with all entries equal to 1. Show that 1
n
J is

an idempotent doubly stochastic matrix. (A matrix J is idempotent if J 2 = J.)
Describe all idempotent doubly stochastic matrices.

2.6.7. Doubly substochastic matrices43: A square matrix is doubly substochastic
if it has nonnegative real entries and all its row and column sums are less than
or equal to 1.

40 Dantzig (1963, section 15-1). 41 Farahat and Mirsky (1960).
42 Marshall and Olkins (1979, p. 40). 43 Mirsky (1959) and von Neumann (1953).
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(a) Using the argument in Lemma 2.6.2, show that if (cij ) is doubly sub-
stochastic, then there exists a doubly stochastic matrix (dij ) such that cij ≤ dij

for all i, j.

(b) Show that every n × n doubly substochastic matrix is a convex combi-
nation of n × n matrices that have at most one 1 in each row and each column
and all other entries equal to 0.

2.6.8. A doubly stochastic matrix is even if it is a convex combination of
matrices of even permutations. Show that d1, d2, . . . , dn are the diagonal entries
of an n × n even doubly stochastic matrix if and only if44

n∑
i=1

di ≤ n − 3 + 3 min{d1, d2, . . . , dn}.

2.6.9. (a) Let r � s. Show that the set of doubly stochastic matrices D such
that r = sD is convex.

(b) (Research problem) For a given pair of vectors r, s, study the convex set
of doubly stochastic matrices D such that r = sD.

2.6.10. (a) Prove the following result45: let D be the n × n doubly stochastic
matrix (dij ). Then either D is the identity matrix or D satisfies the condition
(*) there exists a permutation π, not equal to the identity, such that all the
off-diagonal entries, di,π(i), i �= π (i), are positive.

(b) Show that for any matrix (aij ),

sup
(dij )

n∑
i,j=1

aij dij = max
π

n∑
i=1

ai,π(i),

where the supremum is taken over all n × n doubly stochastic matrices (dij )
and the maximum is taken over all permutations of {1, 2, . . . , n}.
2.6.11. Symmetric doubly stochastic matrices.46

(a) Determine the extreme points of the convex set Sn of doubly stochastic
symmetric n × n matrices.

(b) Determine the extreme points of the convex set of doubly substochastic
symmetric n × n matrices.

(c) Using the exponential formula (see Section 4.1), find exponential gener-
ating functions for the number of extreme points of Sn.

2.6.12. Show that equality occurs in Muirhead’s inequality if and only if x1 =
x2 = · · · = xn or a = b.

44 Mirsky (1961). 45 Mirsky (1958).
46 Converse and Katz (1975), Katz (1970, 1972), and Stanley (1999, exercise 5.24, p. 122).
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2.6.13. A function f : [0,∞) → [0,∞) is completely monotonic if
(−1)nf (n)(x) ≥ 0 for all x in [0,∞).47 Prove the following theorem: let m ≤ n,

0 ≤ p1 ≤ p2 ≤ · · · ≤ pn, and 0 ≤ z1 ≤ z2 ≤ · · · ≤ zm. Then the rational func-
tion

m∏
i=1

(x + zi)

/ n∏
i=1

(x + pi)

is completely monotonic if for 1 ≤ k ≤ m,

k∑
i=1

zi ≥
k∑

i=1

pi.

2.6.14. Inequalities among symmetric functions.48

Muirhead’s inequality is about evaluating symmetric functions at nonneg-
ative real numbers. We may also ask for inequalities that hold for all real
numbers. Since some fractional powers are not defined over all real numbers,
this question is usually restricted to symmetric polynomials. A polynomial
p(x1, x2, . . . , xn) is symmetric if for every permutation π of {1, 2, . . . , n},

p(x1, x2, . . . , xn) = p(xπ(1), xπ(2), . . . , xπ(n)).

(a) Newton’s inequalities: Let

ak = k!(n − k)!

n!

∑
{i,j,...,l}

xixj · · · xl,

where the sum ranges over all k-element subsets of {1, 2, . . ., n}. Show that
for all real numbers,

ak−1ak+1 ≤ a2
k .

(b) MacLaurin’s inequality: Show that for all positive real numbers
x1, x2, . . . , xn,

a1 ≥ a
1/2
2 ≥ a

1/3
3 ≥ · · · ≥ a1/n

n .

A polynomial is positive if it can be written as a sum of squares of rational
functions. The context is Hilbert’s seventeenth problem. If a polynomial is a
sum of squares, then it is nonnegative when evaluated at any n-tuple of real
numbers.

47 Ball (1994). 48 Procesi (1978).
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(c) Procesi’s theorem: Let

hs(x1, x2, . . . , xn) =
n∑

i=1

xs
i .

The polynomials hs(x1, x2, . . . , xn) are the power-sum symmetric functions.
Let �m be the determinant of the submatrix formed by the first m rows and
columns of the matrix⎛⎜⎜⎜⎜⎜⎝

h0 h1 h2 . . . hn−1

h1 h2 h3 . . . hn

...

hn−1 hn hn+1 . . . h2n−1

⎞⎟⎟⎟⎟⎟⎠ .

Then a symmetric polynomial is positive if and only if it is a sum of the
form ∑

i,j,...,l

σM�i�j · · · �l,

where the indices i, j, . . . , l need not be distinct and the coefficient σM of the
monomial �i�j · · ·�l is a linear combination with positive coefficients of
squares of symmetric polynomials.

2.6.15. Give a proof of König’s theorem (2.1.1) by considering the m × m

matrix with ij -entry equal to |Ai ∩ Bj |.49

2.6.16. Permanents of doubly stochastic matrices.50

Recall that the permanent per (aij ) of an n × n matrix (aij ) is defined by

per (aij ) =
∑
π

a1,π(1)a2,π(2) · · · an,π(n).

(a) Suppose that P (Xij ) is a general matrix function (see Exercies 2.3.3).
Show that P (Xij ) is the permanent if and only if P (Xij ) is invariant under
permutations of rows or columns and P (δij ), P evaluated at the identity matrix,
equals 1.

(b) Show that if (aij ) is an n × n matrix with nonnegative real entries,

per (aij ) ≤
n∏

i=1

(ai1 + ai2 + · · · + ain);

49 van der Waerden (1927). This is another rediscovery of methods in König’s 1916 paper.
50 Marcus and Newman (1959).
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that is, the permanent is at most the product of the row sums. Similarly, the
permanent is at most the product of the column sums.

(c) Show that if A and B are matrices with nonnegative entries, then

per (A + B) ≥ per (A) + per (B).

Using this, prove that for any n × n doubly stochastic matrix D,

per (D) ≥ (n2 − 2n + 2)−(n−1).

2.6.17. Van der Waerden’s permanent conjecture. Show that if (dij ) is an n × n

doubly stochastic matrix, then

per (dij ) ≤ n!

nn
.

Equality holds if and only if (dij ) is the matrix with all entries equal to
1/n.

2.6.18. Infinite-dimensional doubly stochastic matrices.51

Consider the vector space of real matrices (aij )1≤i,j<∞ with countably many
rows and columns with the norm ‖ · ‖ defined by

‖(aij )‖ = max

{
sup

i

∞∑
α=1

|aiα|, sup
j

∞∑
α=1

|aαj |
}
.

A matrix (aij ) is boundedly line-summable if its norm ‖(aij )‖ is finite. Bounded
line-summable matrices form a real Banach space B under the aforementioned
norm. A matrix in B with nonnegative entries is doubly stochastic if for all i

and j,
∑∞

α=1 ajα = 1 and
∑∞

α=1 aαi = 1.

(a) Let H be the closure (in the ‖ · ‖-topology) of all finite convex combina-
tions of permutation matrices in B. Show that this is the set of doubly stochastic
matrices satisfying the additional condition: for every positive ε, there exists a
positive integer N (depending only on ε) such that in each row or column, the
sum of the N largest entries is at least 1 − ε.

(b) Let tij : B → R, A �→ aij , and T be the weakest topology under which
all the linear functionals tij ,

∑∞
α=0 tiα,

∑∞
α=0 tαj , 1 ≤ i, j ≤ ∞, are continu-

ous. Show that the T -closure of all finite convex combinations of permutation
matrices is the set of all doubly stochastic matrices.

51 Isbell (1955) and Kendall (1960).
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(c) Birkhoff’s Problem 111. Find infinite or continuous versions of
Theorem 2.6.1. See Matching theory for some attempts.

2.7 The Gale–Ryser Theorem

When does there exist a relation with given marginals? That is, given two
sequences r and s, where r = (r1, r2, . . . , rm) and s = (s1, s2, . . . , sn), of non-
negative integers, does there exist an m × n matrix (aij ) with entries equal to 0
or 1 satisfying the row sum conditions, for a given row index i,

n∑
j=1

aij = ri,

and the column sum conditions, for a given column index j,

m∑
i=1

aij = sj ?

Suppose there is such a matrix. Then

r1 + r2 + · · · + rm = s1 + s2 + · · · + sn.

Permuting the columns if necessary, we may assume that s1 ≥ s2 ≥ · · · ≥ sn.

The number s1 of 1s in the first column is at most the number of rows that are
nonzero; that is,

s1 ≤ |{i: ri ≥ 1}|,
the number of nonzero coordinates ri in r. In general, we must have

s1 + s2 + · · · + sk ≤ |{i: ri ≥ 1}| + |{i: ri ≥ 2}| + · · · + |{i: ri ≥ k}|.
These necessary conditions can be stated in terms of conjugates and majoriza-
tions.

Let c be a nonincreasing sequence (c1, c2, . . . , cn). Then for l ≥ c1, the
length-l conjugate of c, denoted by c∗ regardless of the length, is the sequence
defined by

c∗
k = |{i: ci ≥ k}|.

Then a necessary condition for a (0-1)-matrix to exist with row sums r and
column sums s is

s � r∗,
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where � is the majorization order defined in the previous section and r∗

is chosen to have the same length as s. This necessary condition is also
sufficient.

2.7.1. The Gale–Ryser theorem. Let (r1, r2, . . . , rm) and (s1, s2, . . . , sn) be
two sequences of nonnegative integers. Then an m × n (0-1)-matrix exists with
row sums r and column sums s if and only if s � r∗.

As with the marriage theorem, there are several proofs of the sufficiency
portion of this theorem. We present in detail a proof based on a matching
theorem.

Let R : S → X be a relation, m a positive integer, and (d1, d2, . . . , dm) a
sequence of nonnegative integers. A Higgins matching with defects (d1, d2,

. . . , dm) is a sequence of partial matchings M1,M2, . . . ,Mm in R such
that

|Mi(S)| ≥ |S| − di

and

Mi(S) ∩ Mj (S) = ∅ whenever i �= j.

We use the following notation: if x is a real number, then x+ = max(x, 0).

2.7.2. Higgins’ theorem on disjoint partial matchings.52 Let R : S → X be
a relation. Then R has a Higgins matching with defects (d1, d2, . . . , dm) if and
only if the Higgins–Hall condition,

for all A ⊆ S, |R(A)| ≥
m∑

i=1

(|A| − di)
+,

holds.

Proof. We construct a new relation from R. Let X∗ be the union

X ∪ D1 ∪ D2 ∪ · · · ∪ Dm,

where Di are new sets (mutually disjoint and disjoint from X) such that |Di | =
di. Let R′ : S × {1, 2, . . . , m} → X∗ be the relation defined as follows: if a ∈

52 Higgins (1959). However, instead of Higgins’ proof, we will use the proof given by Mirsky
(1971, chapter 5).
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S, i ∈ {1, 2, . . . , m}, and x ∈ X,

((a, i), x) ∈ R′ if (a, x) ∈ R,

and if a ∈ S, i ∈ {1, 2, . . . , m}, and y ∈ Di,

((a, i), y) ∈ R′ for all a ∈ S,

and none of the edges ((a, i), y) is in R′ if y ∈ Dj and i �= j. It is readily
verified that R has a Higgins matching with defects (d1, d2, . . . , dm) if and only
if R′ has a matching.

We prove next that if R contains a Higgins matching with defects
(d1, d2, . . . , dm), then the Higgins–Hall condition holds. Let M1,M2, . . . , Mm

be partial matchings forming the Higgins matching and let Si be the subsets of
those elements in S matched by the partial matching Mi (so that the restriction
Mi : Si → Mi(S) is a bijection). Then, the ranges Mi(S) are pairwise disjoint
and |S\Si | ≤ di. Thus, for A ⊆ S,

|R(A)| ≥
m∑

i=1

|Mi(A)|

=
m∑

i=1

|A ∩ Si |

=
m∑

i=1

|A| − |A ∩ (S\Si)|

≥
m∑

i=1

(|A| − di)
+.

We shall finish the proof using the marriage theorem. To do this, we need to
show that the Higgins–Hall condition for R implies the Hall condition for R′.
Let B be a subset of S × {1, 2, . . . , m}. Let A be the projection of B onto S;
that is to say, A is the subset of elements in S occurring as a first coordinate of
some element in B. Let I be the projection of B onto {1, 2, . . . , m} and J be
the complement {1, 2, . . . , m}\I. Then

|B| ≤ |I ||A|
and

R′(B) = R(A) ∪
⋃
i∈I

Di.

Using the Higgins–Hall condition and the fact that

(a − d)+ + d ≥ a,
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we have

|R′(B)| = |R(A)| +
∑
i∈I

di

≥
m∑

i=1

(|A| − di)
+ +

∑
i∈I

di

=
∑
i∈I

[(|A| − di)
+ + di] +

∑
j∈J

(|A| − dj )+

≥
∑
i∈I

|A|
= |I ||A|
≥ |B|.

This completes the proof of Theorem 2.7.2. �

To arrive at the special case of Higgins’ theorem that yields the Gale–
Ryser theorem, we need an easy technical lemma. Rearrange the sequence
(d1, d2, . . . , dm) so that it is nondecreasing. Let n ≥ dm and

ri = n − di.

Then (r1, r2, . . . , rm) is nonincreasing. Let (r∗
1 , r∗

2 , . . .) be the length-r1 conju-
gate sequence.

2.7.3. Lemma. Suppose 1 ≤ a ≤ n. Then

n∑
i=1

(a − di)
+ =

r1∑
j=n−a+1

r∗
j .

Proof. Consider the m × n array in which the ith row consists of ri 1s followed
by di 0s. For example, if n = 9 and r = (6, 4, 3, 1, 0), then we have the 5 × 9
matrix

d1 = 3, r1 = 6 1 1 1 1 1 1 0 0 0

d2 = 5, r2 = 4 1 1 1 1 0 0 0 0 0

d3 = 6, r3 = 3 1 1 1 0 0 0 0 0 0.

d4 = 8, r4 = 1 1 0 0 0 0 0 0 0 0

d5 = 9, r5 = 0 0 0 0 0 0 0 0 0 0

Then both sides of the equation in the lemma equal the number of 1s in columns
n − a + 1, n + a + 2, . . . , n in the array. �

2.7.4. Corollary. Let X1, X2, . . . , Xn be mutually disjoint sets such that
|Xi | = si and G : {1, 2, . . . , n} → X1 ∪ X2 ∪ · · · ∪ Xn be the relation defined
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by G(i) = Xi. Then G has a Higgins matching with defects (d1, d2, . . . , dm) if
s � r∗, where r = (n − d1, n − d2, . . . , n − dm).

Proof. Observe first that since

n∑
i=1

si =
r1∑

j=1

r∗
j ,

s � r∗ implies that for all k, 1 ≤ k ≤ n,

n∑
i=k

s ′
i ≥

r1∑
j=k

r∗
j ,

where (s ′
1, s

′
2, . . . , s

′
n) is a rearrangement of (s1, s2, . . . , sn) into a nonincreasing

sequence. Using this observation, we will check that the Higgins–Hall condition
holds for the relation G. Let A ⊆ {1, 2, . . . , n}. Then

|G(A)| =
∑

a: a∈A

sa

≥
n∑

i=n−|A|+1

s ′
i .

≥
r1∑

j=n−|A|+1

r∗
j

=
n∑

i=1

(|A| − di)
+.

Hence, a Higgins matching with defects (d1, d2, . . . , dm) exists in G. �

Finally, we construct an m × n matrix (aij ) from a Higgins matching
M1,M2, . . . ,Mm with defects (d1, d2, . . . , dm) by the rule

aij =
{

1 if Mi({1, 2, . . . , n}) ∩ Xj �= ∅
0 otherwise.

The matrix (aij ) has row sums (ri) and column sums (sj ). This completes the
first proof of the Gale–Ryser theorem.

Ryser’s proof is sketched in Exercise 2.7.3. Gale derives the theorem from a
network flow theorem. He also proves the following more general form of the
Gale–Ryser theorem.
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2.7.6. Gale’s theorem.53 Let (r1, r2, . . . , rm) and (s1, s2, . . . , sn) be two vectors
with nonnegative integer entries. Then there exists an m × n (0, 1)-matrix (aij )
satisfying the row sum condition

n∑
j=1

aij ≤ ri,

and the column sum condition,
m∑

i=1

aij ≤ sj ,

if and only if the rearrangements (r ′
1, r

′
2, . . . , r

′
m) and (s ′

1, s
′
2, . . . , s

′
m) into non-

increasing vectors satisfy the following inequality: for all positive integers k,

k∑
i=1

s ′
i ≤

k∑
i=1

r∗
i , (G)

where (r∗
1 , r∗

2 , . . . , r∗
m) is a conjugate of (r ′

1, r
′
2, . . . , r

′
m).

Sketch of proof. Show by induction that the following algorithm produces a
matrix (aij ) with the required properties: let (r ′

i ) and (s ′
j ) be nondecreasing

rearrangements of (ri) and (sj ). Let π be a permutation such that rπ(i) = r ′
i .

Construct the first column of the matrix by setting a1i equal to 1 if i = π (1),
i = π (2), . . . , or i = π (s ′

1), and 0 otherwise. Now construct the second column
with the updated vector (r1 − a11, r2 − a12, . . . , rm − a1m). �

Gale gives the following concrete illustration of his algorithm: suppose n

families are going on a picnic in m buses, where the j th family has sj members
and the ith bus has ri seats. Provided the condition (G) is satisfied, then it is
possible to seat all passengers so that no two members of the same family are
in the same bus. Just use the simple rule: at each stage, distribute the largest
unseated family among those buses having the greatest number of vacant seats.

Exercises

2.7.1. It follows from the Gale–Ryser theorem that r � s∗ if and only if s � r∗;
that is, conjugation is an order-reversing involution of the majorization order.
Give an independent proof.

2.7.2. Prove the following weaker version of the Gale–Ryser theorem: given
nonnegative integers r1, r2, . . . , rm and s1, s2, . . . , sn, there exists an m × n

53 Gale (1957).
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matrix with nonnegative integer entries satisfying the row and column sum
conditions if and only if

r1 + r2 + · · · + rm = s1 + s2 + · · · + sn.

2.7.3. Ryser’s proof.54

Let m and n be given positive integers, (r1, r2, . . . , rm) be a given row sum
vector, r∗ be a length-n conjugate of r, and (aij ) be the m × n Ferrers matrix
defined by

aij =
{

1 if j ≤ ri,

0 otherwise.

Show that if (s1, s2, . . . , sm) � r∗, then one can rearrange the 1s in (aij ) into a
matrix with row sums r and column sums s by interchanges of the form

1 . . . 0
...

...

0 . . . 1

↔
0 . . . 1
...

....

1 . . . 0

Show the more general result: let A and B be two (0-1)-matrices with row sums
r and column sums s. Then A can be transformed into B by interchanges.

2.7.4. A submodular function proof.
Define the excess function η(A) by the formula

η(A) = |R(A)| −
[

k∑
i=1

(|A| − di)
+
]

.

(a) Show that η is submodular.
(b) Prove Higgins’ theorem by induction, using the proof of the matroid

marriage theorem as a guide.

2.7.5. (Research problem) Find an analog of the Gale–Ryser theorem for sym-
metric (0-1)-matrices.

2.7.6. (Research problem) An extension of Birkhoff’s theorem.
Let (r1, r2, . . . , rm) and (s1, s2, . . . , sn) be vectors with nonnegative integer

entries. The set Matrix(r, s) of all m × n matrices with real nonnegative entries
with row sums r and column sums s is convex. Determine the extreme points
of Matrix(r, s).

54 Ryser (1957).
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2.8 Matching Theory in Higher Dimensions

“The possibility of extending the marriage theorem to several dimensions does
not seem to have been explored. Thinking rather crudely, one might replace a
matrix by a tensor.” In this section, we explain this remark, made by Harper
and Rota in Matching theory (p. 211).

We begin with some informal tensor algebra. Let V1, V2, . . . , Vk be vector
spaces of dimension d1, d2, . . . , dk over a field F. A decomposable k-tensor in
the tensor product V1 ⊗ V2 ⊗ · · · ⊗ Vk is a formal product v1 ⊗ v2 ⊗ · · · ⊗ vk,

where the ith vector vi is in Vi. A k-tensor is a linear combination of
decomposable k-tensors. Tensors are multilinear; that is, they satisfy the
property

v1 ⊗ · · · ⊗ (λvi + µui) ⊗ · · · ⊗ vm

= λ(v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vm)
+µ(v1 ⊗ · · · ⊗ ui ⊗ · · · ⊗ vm)

and all relations implied by this property.
A covector or dual vector of V is a linear functional or a linear transformation

V → F. The covectors form the vector space V ∗ dual to V. Let e1, e2, . . . , ed

be a chosen basis for V. Then e∗
1, e

∗
2, . . . , e

∗
d is the basis for the dual V ∗

i defined
by e∗

i (ej ) = 0 if i �= j and 1 if i = j ; in other words, e∗
i (ej ) = δij .

Consider the tensor product F
m ⊗ (Fn)∗. The tensor ei ⊗ e∗

j defines a linear
transformation F

n → F
m by u �→ e∗

j (u)ei . The matrix of this linear transfor-
mation has ij -entry equal to 1 and all other entries equal to 0. Hence, the matrix
(aij ) can be regarded as the tensor

n∑
i=1

m∑
j=1

aij ei ⊗ e∗
j .

Generalizing this, and choosing bases for Vi, we can think of a k-tensor as a
k-dimensional array of numbers from F.

2.8.1. Lemma. The rank of a matrix A equals

min

{
s: A =

s∑
i=1

vi ⊗ u∗
i

}
,

the minimum number of decomposable 2-tensors in an expression of A as a
sum of decomposable 2-tensors.
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Proof. Suppose
∑s

i=1 vi ⊗ u∗
i . Then the image of A is spanned by the vectors

v1, v2, . . . , vs . Hence, the rank of A, which equals the dimension of the image
of A, is at most s.

Let A be an m × n matrix of rank ρ. Let r1, r2, . . . , rρ be ρ linearly inde-
pendent rows in A, and

ri =
ρ∑

j=1

bij rj , for ρ + 1 ≤ i ≤ m.

Then A can be written as a sum(
e1 +

m∑
h=ρ+1

bh1eh

)
⊗ r∗

1 +
(

e2 +
m∑

h=ρ+1

bh2eh

)
⊗ r∗

2

+ · · · +
(

eρ +
m∑

h=ρ+1

bh1eh

)
⊗ r∗

ρ

of s decomposable tensors. Hence, ρ ≥ s. �

An example might make the second part of the proof clearer. Consider the
matrix ⎛⎜⎝0 1 2 3

2 3 1 5

6 7 1 9

⎞⎟⎠ .

Then

r∗
1 : (x1, x2, x3, x4) �→ x2 + 2x3 + 3x4 and

r∗
2 : (x1, x2, x3, x4) �→ 2x1 + 3x2 + x3 + 5x4,

and the matrix can be written as the sum of two decomposable tensors by the
following computation:

e1 ⊗ r∗
1 + e2 ⊗ r∗

2 + e3 ⊗ (−2r∗
1 + 3r∗

2 ) = (e1 − 2e3) ⊗ r∗
1 + (e2 + 3e3) ⊗ r∗

2 .

Motivated by Lemma 2.8.1, we define the rank of a tensor as the minimum
number of decomposable tensors in an expression of A as a sum of decompos-
able tensors.55 In the case of matrices, the rank can be calculated (efficiently)
by triangulation or Gaussian elimination. There is no known analogous algo-
rithm for tensors. For matrices, there is also the determinant, which determines
whether a square matrix has full rank. There is no invariant for tensors which
is as explicit or useful as the determinant for matrices. To oversimplify, one

55 This is the commonly accepted definition of the rank of a tensor for algebraists.
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of primary aims of “classical invariant theory” is to find concepts analogous
to triangulations and determinants for general tensors.56 The research problem
here is to develop an elegant (and hence useful) theory. Whatever this theory
is, it should contain a higher-dimensional matching theory as a special case.

Let A ⊆ {1, 2, . . . , d1} × {1, 2, . . . , d2} × · · · × {1, 2, . . . , dk}. The free
tensor supported by A is the k-tensor∑

{i1,i2,...,ik}⊆A

xi1,i2,...,ik ei1 ⊗ ei2 ⊗ · · · ⊗ eik

in F
d1 ⊗ F

d2 ⊗ · · · ⊗ F
dk , where F is a sufficiently large field so that the nonzero

entries xi1,i2,...,ik are algebraically independent over some given subfield of
F. The problem of higher-dimensional matching theory is to define, for a
given free tensor, a combinatorial object whose “size” equals its rank. Such
a definition should indicate the right explicit definition for the determinant
of a tensor. Optimistically, one would also hope for an analog of the König–
Egerváry theorem, where the rank equals the minimum over some “cover” of
A.

Related to this problem is the question of higher-dimensional submodular
inequalities (see Section 2.4). We will need to assume knowledge of matroid
theory. A main axiom of matroid theory is the submodular inequality for the
rank function rk:

rk(A) + rk(B) ≥ rk(A ∪ B) + rk(A ∩ B).

This inequality is satisfied by the rank function of vectors, that is, 1-tensors.
With an easy argument (see Exercise 2.8.1), this inequality can be adapted to
matrices or 2-tensors. If M[T |S] is a matrix, let M[B|A] be the submatrix
obtained by restricting M to the rows B and columns A and rank(B,A) be the
rank of the submatrix M[B|A]. Then

rank(B,A) + rank(D,C) ≥ rank(B ∪ D,A ∩ C) + rank(B ∩ D,A ∪ C).

This inequality is the bimatroid submodular inequality.57 It compares ranks
of rectangular sets of the form B × A. There is no known analog of the
submodular inequality for higher-dimensional tensors. Indeed, no “new” rank
inequality for higher tensors is known. This would be a step toward a higher-
dimensional matroid theory.

56 See Grosshans (2003) and Rota (2002); for a mainstream account, see Gelfand et al. (1994).
57 Kung (1978) and Schrijver (1979).
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Exercises

2.8.1. (a) Prove the bimatroid submodular inequality.
(b) (Research problem) The bimatroid inequality involves “rectangular” sets

of the form B × A. Are there rank inequalities involving arbitrary subsets of
T × S for free matrices?

2.8.2. Rank inequalities for vectors.58

(a) Prove that the rank function rk of vectors satisfies Ingleton’s inequality:
for four subsets X1, X2, X3, and X4 of vectors,

rk(X1) + rk(X2) + rk(X1 ∪ X2 ∪ X3) + rk(X1 ∪ X2 ∪ X4) + rk(X3 ∪ X4)
≤ rk(X1 ∪ X2) + rk(X1 ∪ X3) + rk(X1 ∪ X4) + rk(X2 ∪ X3)

+rk(X2 ∪ X4).

Show that this inequality does not follow from the submodular inequality.
(b) (Research problem posed by A. W. Ingleton) Find other inequalities for

rank functions of vectors.
(c) (Research problem) “Describe” all the inequalities satisfied by rank

functions of vectors. (It is known that the set of forbidden minors for repre-
sentability over the real or complex numbers is infinite. However, this does not
preclude a reasonable description of all rank inequalities. For example, are all
rank equalities for vectors consequences of Grassmann’s equality?)

2.8.3. Rank inequality for matrices.
There are many matrix rank inequalities involving products of matrices. The

simplest is

rank(AB) ≤ min{rank(A), rank(B)}.
Another is the Frobenius rank inequality

rank(AB) + rank(BC) ≤ rank(B) + rank(ABC).

Develop a theory of matrix rank inequalities. For example, are they all conse-
quences of a finite set of inequalities?

2.8.4. Higher-dimensional permanents.59

Let A be an n1 × n2 × · · · × nd array of numbers with entries ai1,i2,...,id .

Then a reasonable definition of the permanent per A is

per A =
∑ n1∏

i=1

ai,σ1(i),σ2(i),...,σd (i),

58 Ingleton (1971). 59 Dow and Gibson (1987) and Muir and Metzler (1933, chapter 1).
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where the sum ranges over all d-tuples (σ1, σ2, . . . , σd ) of one-to-one func-
tions σi : {1, 2, . . . , n1} → {1, 2, . . . , ni}. Extend as many of the properties
of two-dimensional permanents as possible. In particular, prove an analog of
Exercise 2.6.16(a).

2.9 Further Reading

There are probably as many approaches to matching theory as there are ar-
eas of mathematics. The survey paper Matching theory shows some of these
connections. Approaches we have completely ignored are those of graph the-
ory, combinatorial optimization, polyhedral combinatorics, probabilistic and
asymptotic combinatorics, and analysis of algorithms. For further reading, we
recommend the following books or survey papers:

R. Brualdi and H.J. Ryser, Combinatorial Matrix Theory, Cambridge University Press,
Cambridge, 1991.

R. Brualdi and B.L. Shader, Matrices of Sign-Solvable Linear Systems, Cambridge
University Press, Cambridge, 1995.

G.H. Hardy, J.E. Littlewood, and G. Pólya, Inequalities, 2nd edition, Cambridge Uni-
versity Press, Cambridge, 1952.

L. Lovász and M.D. Plummer, Matching Theory, North-Holland, Amsterdam and New
York, 1986.

A.W. Marshall and I. Olkins, Inequalities: Theory of Majorization and Its Applications,
Academic Press, New York and London, 1979.

H. Minc, Permanents, Addison-Wesley, Reading, MA, 1978.
H. Minc, Nonnegative Matrices, Wiley, New York, 1988.
L. Mirsky, Results and problems in the theory of doubly-stochastic matrices,

Z. Wahrscheinlichkeittheor. Verwandte Geb. 1 (1962–1963) 319–334.
L. Mirsky, Transversal Theory, Academic Press, New York, 1971.
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3

Partially Ordered Sets and Lattices

3.1 Möbius Functions

Rota wrote, in the introduction to Foundations I,

It often happens that a set of objects to be counted possesses a natural ordering, in
general only a partial order. It may be unnatural to fit the enumeration of such a set
into a linear order such as the integers: instead, it turns out in a great many cases
that a more effective technique is to work with the natural order of the set. One is
led in this way to set up a “difference calculus” relative to an arbitrary partially
ordered set.

From this tentative beginning grew the research program of Möbius functions
on partially ordered set. There are many expositions of this program.1 We give
a selective account of this theory.

A partially ordered set P is locally finite if every interval in P is finite. Let
P be a locally finite partially ordered set and A be a commutative ring with
identity. Consider the collection of functions P × P → A such that

f (x, y) = 0 if x �≤ y. (∗)

This collection forms an A-module and it is made into an A-algebra, the
incidence algebra I(P ) of the partially ordered set P, by convolution

(f ∗ g)(x, y) =
∑

z: x≤z≤y

f (x, z)g(z, y).

If P is finite, then we can choose a linear extension of P (see Section 1.2) and
represent a function f in I(P ) by the |P | × |P | matrix with rows and columns
indexed by P and xy-entry f (x, y). By (∗), such matrices are upper-triangular,
and taking into account entries that must be zero, convolution corresponds to

1 See, for example, Aigner (1979) and Stanley (1986).

106



P1: KAE

CUUS456-03 cuus456-Kung 978 0 521 88389 4 November 6, 2008 11:7
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matrix multiplication. In particular, incidence algebras are algebras of upper-
triangular matrices.

The identity of I(P ) is the delta function

δ(x, y) = 1 if x = y and 0 otherwise.

The zeta function is the function

ζ (x, y) = 1 if x ≤ y and 0 otherwise.

The Möbius function µ is the convolutional inverse of ζ ; that is,

ζ ∗ µ = µ ∗ ζ = δ.

Explicitly, ∑
z: x≤z≤y

µ(z, y) =
∑

z: x≤z≤y

µ(x, z) = δ(x, y).

The explicit definition shows that µ exists and gives two recursions with initial
conditions: for all x in P, µ(x, x) = 1. If x < y, the bottom-up recursion
is

µ(x, y) = −
∑

z: x≤z<y

µ(x, z)

and the top-down recursion is

µ(x, y) = −
∑

z: x<z≤y

µ(z, y).

From either recursion, it is immediate that if y covers x, then µ(x, y) = −1.

Further, if C is the chain x0 < x1 < · · · < xn, then

µC(x0, x0) = 1, µC(x0, x1) = −1, and µC(x0, x) = 0 if x �= x0, x1.

Finally, we define the elementary matrix functions. If u ≤ v, let εuv be the
function defined by εuv(x, y) = 1 if u = x and v = y, and 0 otherwise. As a
matrix, the function εuv has all entries equal to zero, except for the uv-entry,
which equals 1. If f is a function in I(P ), then

εux ∗ f ∗ εyv = f (x, y)εuv

and, in particular,

εxx ∗ f ∗ εyy = f (x, y)εxy.

When u and v range over all pairs such that u ≤ v, the functions εuv form a
basis for I(P ) as an A-module.
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An easy computation (using the recursions) yields the Möbius function of
a Cartesian product of partial orders in terms of the Möbius functions of its
components.

3.1.1. The product formula. Let P and Q be partially ordered sets. Then

µP×Q((x, u), (y, v)) = µP (x, y)µQ(u, v).

Finite Boolean algebras are products of chains of length 1. Thus, for subsets A

and B of S such that A ⊆ B,

µ(A,B) = (−1)|B|−|A|

in the Boolean algebra of all subsets of S. If n is a positive integer having
prime factorization n = p

a1
1 p

a2
2 · · ·pak

k , then its lattice of divisors under the
divisibility order is isomorphic to a product of k chains, the first having length
a1, the second having length a2, and so on. Further, if m divides n, then
the interval [m, n] is isomorphic to the lattice of divisors of n/m. Hence,
µ(m, n) = µ(1, n/m) = µ(n/m), where µ(k) is the single-variable number-
theoretic Möbius function defined by µ(k) = (−1)r if k is the product of r

distinct primes and 0 otherwise.
There are two classic inversion formulas. One is the principle of inclusion

and exclusion:

f (A) =
∑

B: B⊆A

g(B) for all A ⊆ S ⇔

g(A) =
∑

B: B⊆A

(−1)|A|−|B|f (B) for all A ⊆ S.

The other is the number-theoretic Möbius inversion formula:

f (n) =
∑

d: d | n
g(d) for all n ⇔ g(n) =

∑
d: d | n

f (d)µ(n/d) for all n.

These formulas generalize immediately to locally finite partially ordered sets.

3.1.2. The Möbius inversion formula. Let P be a locally finite partially
ordered set. Let f and g be functions from P to A. Then

f (x) =
∑

y: y≤x

g(y) for all x ∈ P ⇔ g(x) =
∑

y: y≤x

f (y)µ(y, x) for all x ∈ P.
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Dually,

f (x) =
∑

y: y≥x

g(y) for all x ∈ P ⇔ g(x) =
∑

y: y≥x

µ(x, y)f (y) for all x ∈ P.

There are many easy proofs. One way is to think of f and g as column or row
vectors, and ζ and µ as matrices. Then the theorem just says f = g ∗ ζ if and
only if f ∗ µ = g, or in the dual version, f = ζ ∗ g if and only if µ ∗ f = g.

To use the Möbius inversion formula, one needs to calculate Möbius func-
tions. There are several theorems about the values of Möbius functions. They
can be grouped into four kinds: product theorems, closure or Galois connection
theorems, chain-counting theorems, and complementation theorems.

The basic product theorem is Formula 3.1.1. Let Interval(P ) be the set of
intervals (including the empty interval) in a partially ordered set P. This set
may be ordered by set-containment; that is, [u, v] ≤ [x, y] if [u, v] ⊆ [x, y].
When [u, v] and [x, y] are nonempty, then [u, v] ≤ [x, y] if and only if u ≥ x

and v ≤ y.

3.1.3. Theorem.2 Let µ be the Möbius function of Interval(P ). If [x, y] is
nonempty, then

µ(∅, [x, y]) = −µP (x, y),

and if both [u, v] and [x, y] are nonempty, then

µ([u, v], [x, y]) = µP (x, u)µP (v, y).

Proof. When [u, v] is nonempty, the interval [[u, v], [x, y]] is isomorphic to
[x, u] × [v, y]. Hence, if [u, v] is nonempty, the theorem follows from the
product theorem. Further, by the top-down recursion and the earlier case where
[u, v] is nonempty,

µ(∅, [x, y]) = −
∑

[u,v]: ∅<[u,v]≤[x,y]

µ([u, v], [x, y])

= −
∑

u,v: x≤u≤v≤y

µP (x, u)µP (v, y)

= −[µ ∗ ζ ∗ µ](x, y) = −µ(x, y). �

Next, we discuss theorems relating the Möbius function of a partially ordered
set with the Möbius function of a smaller “quotient.” The most useful theorem
is the following closure theorem.3

2 Crapo (1968a). 3 This theorem is distilled from Foundations I.
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3.1.4. The closure theorem. Let x 
→ x be a closure operator on a finite
partially ordered set P and Cl(P ) the partially ordered set of closed elements.
If x is an element of P and y is a closed element, then

∑
z: z=y

µP (x, z) =
{

µCl(P )(x, y) if x is closed,

0 otherwise.

An incidence algebra proof. One way to prove this is by a formal manipulation:∑
z: z∈P, z=y

µP (x, z) =
∑

z: z∈P

µP (x, z)δCl(P )(z, y)

=
∑

z,t : z∈P, t∈Cl(P ), x≤z≤t≤y

µP (x, z)ζCl(P )(z, t)µCl(P )(t, y)

=
∑

z,t : z∈P, t∈Cl(P ), x≤z≤t≤y

µP (x, z)ζP (z, t)µCl(P )(t, y)

=
∑

z∈P, t∈Cl(P ): x≤z≤t≤y

µP (x, z)ζP (z, t)µCl(P )(t, y)

=
∑

t∈Cl(P ): x≤t≤y

δP (x, t)µCl(P )(t, y),

where, in the fourth line, we made use of the fact that for a closure operator,
z ≤ t if and only if z ≤ t. The final manifestation of the sum equals zero if x is
not closed and µCl(P )(x, y) if x is closed. �

A more intuitive proof uses a partition–recursion argument. This method
was used by Philip Hall and Louis Weisner,4 two pioneers in the study of
Möbius functions. Observe that the interval [x, y] in P is partitioned into
the subsets {z: z = u}, where u ranges over all closed elements in [x, y].
Hence,

0 =
∑

z: z∈[x,y] in P

µP (x, z)

=
∑

u: u∈[x,y] in Cl(P )

[ ∑
z∈P : z=u

µP (x, z)

]
.

There are two cases of the theorem. Consider first the case when x is closed.
We induct on the length of the longest chain from x to y in Cl(P ). If the length is
zero, then x = y, z = x if and only if z = x, and µCl(P )(x, x) = 1 = µP (x, z).
By induction, we may assume that the theorem holds for all elements u in

4 Hall (1936) and Weisner (1935).



P1: KAE

CUUS456-03 cuus456-Kung 978 0 521 88389 4 November 6, 2008 11:7
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Cl(P ) such that x ≤ u < y; that is, for all such elements u,∑
z: z∈[x,y] in P, z=u

µP (x, z) = µCl(P )(x, u).

Thus,

0 =
∑

z: z∈P, z=y

µP (x, z) +
∑

u: u∈Cl(P ), x≤u<y

µCl(P )(x, u).

Hence, the sum ∑
z:z∈P, z=y

µP (x, z)

satisfies the bottom-up recursion for µCl(P )(x, y) and the two quantities are
equal.

A similar argument works when x < x. In this case, since every element z

in [x, x] has closure x, the base case is∑
z∈P : x≤z≤x

µP (x, z) =
∑

z∈P : z∈[x,x]

µP (x, z) = 0.

Induction now yields
∑

z∈P : z=y µP (x, z) = 0. This completes the second proof
of Theorem 3.1.4.

If a is a fixed element in a lattice L, then x 
→ x ∨ a is a closure operator
on L. Thus, we obtain the following very useful special case.5

3.1.5. Weisner’s theorem. Let L be a finite lattice and a be a fixed element
in L. Then

µ(0̂, 1̂) = −
∑

x: x∨a=1̂, x �=1̂

µ(0̂, x).

Dually,

µ(0̂, 1̂) = −
∑

x: x∧a=0̂, x �=0̂

µ(x, 1̂).

Another special case of Theorem 3.1.4 is the case of a closure operator on a
set.

3.1.6. The set-closure theorem. Let A 
→ A be a closure operator on the
finite set S such that the empty set is closed and L be the lattice of closed sets.

5 Weisner (1935).
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If U is a closed set, then

µL(∅, U ) =
∑

A: A=U

(−1)|A|.

The next theorem was first proved by Philip Hall.6 This theorem is essentially
the second part of the closure theorem.

3.1.7. Theorem. Let L be a finite lattice. Then µ(0̂, 1̂) = 0 unless the meet of
all the coatoms is 0̂ and the join of all the atoms is 1̂.

Proof. If L is a lattice, then

x 
→
∧

{c: c is a coatom and c ≥ x}

is a coclosure operator and the dual

x 
→
∨

{a: a is an atom and x ≥ a}

is a closure operator. �

3.1.8. The Galois coconnection theorem. Let ϕ : P → Q and ψ : Q → P

be a Galois coconnection, x 
→ x the closure operators induced on P and Q,

and C(ϕ,ψ) the partially ordered set of closed elements. Let x ∈ P and y ∈ Q.

If both x and y are closed, then∑
a: ϕ(a)=y

µP (a, x) = µC(ϕ,ψ)(y, x) =
∑

s: ψ(s)=x

µQ(y, s).

If at least one of x and y is not closed, then∑
a: ϕ(a)=y

µP (a, x) = 0 =
∑

s: ψ(s)=x

µQ(y, s).

Let L be a lattice. A subset A ⊂ L is a lower crosscut satisfying two conditions:

LCC1. 0̂ �∈ A.

LCC2. If x ∈ L and x �= 0̂, then there exists an element a in A such that
x ≥ a.

An upper crosscut is a lower crosscut in the dual order.

6 Hall (1936).



P1: KAE

CUUS456-03 cuus456-Kung 978 0 521 88389 4 November 6, 2008 11:7
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For a nonempty subset A in a finite lattice L, define the functions

ϕ : L → 2A, x 
→ {a ∈ A: a ≤ x},
ψ : 2A → L, E 
→

∨
E,

where
∨

E is defined to be the join of all the elements in E and, for use later
on,

∧
E is the meet of all the elements in E. The pair ϕ,ψ of functions defines

a Galois coconnection between L and the Boolean algebra 2A of all subsets
of A. Since A is a lower crosscut, ϕ(x) = ∅ if and only if x = 0̂. In addition,
ψ(ϕ(0̂)) = ψ(∅) = 0̂, and so 0̂ is closed. Applying Theorem 3.1.4 to this Galois
coconnection with y = ∅, x = 1̂, we obtain the following result.

3.1.9. A crosscut theorem. Let A be a lower crosscut in a finite lattice L.

Then

µ(0̂, 1̂) =
∑

E: E⊆A,
∨

E=1̂

(−1)|E|,

where the sum ranges over all subsets E ⊆ A such that
∨

A = 1̂. Dually, if B

is an upper crosscut, then

µ(0̂, 1̂) =
∑

E: E⊆B,
∧

E=0̂

(−1)|E|.

In a lattice L, the set of all atoms (that is, elements covering 0̂) is a lower
crosscut. Thus, the formula for µ(0̂, 1̂) given in Theorem 3.1.9 depends only
on the joins of atoms. Explicitly, µ(0̂, 1̂) = 0 if 1̂ is not a join of atoms. If 1̂ is
a join of atoms, then µ(0̂, 1̂) = µL∗ (0̂, 1̂), where L∗ is the join-sublattice of L

consisting of all joins of atoms. Joins in L∗ agree with joins in L. The meet in
L∗ is given by

a ∧ b =
∨

c∈L∗: c≤a and c≤b

c.

For a distributive lattice L, the join-sublattice generated by the atoms is a
Boolean algebra. Hence, if 1̂ is not a join of atoms, µ(0̂, 1̂) = 0, and if 1̂ is a
join of atoms, then µ(0̂, 1̂) = (−1)m, where m is the number of atoms in L.

A set C is a crosscut if it satisfies the following three conditions:

CC1. 0̂ �∈ C and 1̂ �∈ C.

CC2. C is an antichain.
CC3. Every maximal chain from 0̂ to 1̂ intersects C at (exactly) one

element.

Note that a crosscut need not be an upper or lower crosscut.
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If C is a nonempty subset, then the pair

ϕ : Interval(L) → 2C, [x, y] 
→ [x, y] ∩ C,

ψ : 2C → Interval(L), E 
→
{

[
∧

E,
∨

E] if E �= ∅
∅ if E = ∅

of functions defines a Galois coconnection between the Boolean algebra 2C

and the lattice of intervals of L. If A is a crosscut, then ψ(ϕ(∅)) = ψ(∅) = ∅,
and hence the empty interval is closed.

3.1.10. Another crosscut theorem. Let C be a crosscut in the finite lattice L.

Then

µL(0̂, 1̂) =
∑

E: E⊆A,
∨

E=1̂,
∧

E=0̂

(−1)|E|.

Proof. We apply Theorem 3.1.8 to the Galois coconnection ϕ,ψ : Interval
(L) ↔ 2C with y = ∅ and x = [0̂, 1̂], obtaining∑

I : ϕ(I )=∅
µInterval(L)(I, [0̂, 1̂]) =

∑
E: ψ(E)=[0̂,1̂]

(−1)|E|. (CC)

The left-hand sum can be simplified using Theorem 3.1.3. There are two cases.
When I is the empty interval, we use

µInterval(L)(∅, [0̂, 1̂]) = −µL(0̂, 1̂);

when I equals the nonempty interval [u, v], we use

µInterval(L)([u, v], [0̂, 1̂]) = µL(0̂, u)µL(v, 1̂).

Substituting this into the left-hand sum, we obtain

−µL(0̂, 1̂) +
∑

u,v: u≤v,[u,v]∩C=∅
µL(0̂, u)µL(v, 1̂).

This can be rewritten as

−µL(0̂, 1̂) +
∑

u,v: [u,v]∩C=∅
µL(0̂, u)ζL(u, v)µL(v, 1̂).

When [u, v] ∩ C = ∅, then either u ≤ v < C (that is, u ≤ v < a for all a ∈ C)
or C < u ≤ v (that is, a < u ≤ v for all a ∈ C). Hence, the sum can be broken
up into two nonempty sums: one containing the interval [0̂, 0̂] and the other
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containing [1̂, 1̂]. Each sum can be can be simplified as follows:

∑
u,v: u≤v<C

µL(0̂, u)ζL(u, v)µL(v, 1̂) =
∑

v: v<C

( ∑
u: u≤v

µL(0̂, u)ζL(u, v)

)
µL(v, 1̂)

=
∑

v: v<C

δL(0̂, v)µL(v, 1̂)

= µL(0̂, 1̂)

and dually, ∑
u,v:C<u≤v

µL(0̂, u)ζL(u, v)µL(v, 1̂) = µL(0̂, 1̂).

Hence, the left-hand sum in Equation (CC) equals µL(0̂, 1̂). �

3.1.11. Philip Hall’s theorem on chains.7 Let x < y in a partially ordered set
P. Then

µ(x, y) = −c1 + c2 − c3 + c4 − · · · ,

where ci is the number of length-i chains x < x1 < x2 < · · · < xi−1 < y

stretched from x to y.

Proof. We give two proofs; the first is a simple formal manipulation. Let
η = ζ − δ. Then

µ = (δ + η)−1

= δ − η + η ∗ η − η ∗ η ∗ η + · · · .

Since x < y, Hall’s formula follows.
Hall’s original proof uses a partition–recursion argument. It begins by ob-

serving that ∑
C

(−1)length(C) = 0,

where C ranges over all chains stretched from x to an element z in the interval
[x, y]. This follows since we can pair the chain x < x1 < · · · < xn−1 < y with
the chain x < x1 < · · · < xn−1. To finish the proof, we use induction, starting
from the fact that µ(x, x) equals 1, the number of length-0 chains starting
from x. �

7 Hall (1936).
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Expressions of Möbius functions as alternating sums of the number of chains
suggest there is a homological interpretation. The chain complex Chain(P ) of
the partially ordered set P is the simplicial complex with the chains of P as
simplices. Then Theorem 3.1.11 says that the Euler characteristic χ (Chain(P))
equals µP+ (0̄, 1̄) + 1, where P+ is obtained from P by adding a new minimum
0̄ and a new maximum 1̄. There is also a homological interpretation of crosscuts
and Theorem 3.1.10.8

The introduction of methods from algebraic topology into the theory of
Möbius functions and, more generally, into the theory of partially ordered sets
is an important legacy of Foundations I. We refer the reader to the survey
Björner (1995).

The next result is a variation on the closure theorem. It also leads to the
complementation theorem. Let f : P → Q be an order-preserving function.
Let [a, b] be an interval in P such that f (a) < f (b). Define [a, b]f to be the
partially ordered set obtained by identifying all the elements z in the interval
[a, b] in P such that f (z) = f (b); that is, [a, b]f is the set

{x ∈ [a, b]: f (x) < f (b)} ∪ {b}
in P, with the order induced from [a, b].

3.1.12. Theorem.9 Let a < b, f (a) < f (b), and µf (a, b) be the value of
Möbius function from a to b in [a, b]f . Then the following three equations,
equivalent to each other, hold:

µP (a, b) =
∑

z: z∈[a,b], f (z)=f (b)

µf (a, z)µP (z, b), (Mf1)

µf (a, b) =
∑

y: y≤z, f (y)=f (z)

µP (a, b), (Mf2)

µP (a, b) =
∑

y,z: y,z∈[a,b], f (y)=f (z)=f (b)

µP (a, y)ζP (y, z)µP (z, b). (Mf3)

Proof. We begin by showing that Equations (Mf1) and (Mf2) are equivalent.
To do this, regard µf (a, y) and µP (a, y) as functions of y defined on P and
use the Möbius inversion formula 3.1.2,

Next, we prove (Mf1) using a chain-counting argument. If R is a partially
ordered set with a minimum 0̂ and a maximum 1̂, we define the chain polynomial
C(R; λ) (in the variable λ) by

C(R; λ) =
∑
i: i≥0

ci(R)λi,

8 Folkman (1966). 9 Crapo (1966).
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where ci(R) is the number of chains of length i stretched from 0̂ to 1̂ in R. By
Theorem 3.1.11, C(R;−1) = µR(0̂, 1̂).

Consider an interval [a, b] in P such that f (a) < f (b). Each chain stretched
from a to b in [a, b] can be divided into two nonempty segments, a < z1 <

· · · < zi−1 < zi and zi < zi+1 < · · · < b, where f (zi−1) �= f (b) and f (zi) =
f (zi+1) = · · · = f (b). Thus,

C([a, b]; λ) =
∑

z:z∈[a,b], f (z)=f (b)

C([a, z]f ; λ)C([z, b]; λ).

Setting λ = −1, we obtain Equation (Mf1) and also (Mf2). Equation (Mf2)
can also be proved directly using a partition–recursion argument similar to that
in the proof of Theorem 3.1.4.

To finish the proof, we use (Mf2), with b = z, to substitute µf (a, z) into
(Mf1), obtaining

µP (a, b) =
∑

z: z∈[a,b], f (z)=f (b)

⎛⎝ ∑
y: y≤z, f (y)=f (z)

µP (a, y)

⎞⎠µP (z, b).

Thus, (Mf3) is equivalent to (Mf1) and (Mf2), and it holds as well. �

Recall that in a lattice, c is a complement of a if c ∧ a = 0̂ and c ∨ a = 1̂.

3.1.13. Crapo’s complementation theorem. Let L be a finite lattice, a be
any element in L, and a⊥ be the set of complements of a in L. Then

µ(0̂, 1̂) =
∑

c,d: c,d∈a⊥
µ(0̂, c)ζ (c, d)µ(d, 1̂),

where the sum is over all ordered pairs (c, d) in a⊥ × a⊥ (so that c = d is
allowed). Put another way,

µ(0̂, 1̂) =
∑

c,d: c,d∈a⊥ and c≤d

µ(0̂, c)µ(d, 1̂),

Proof. The theorem holds trivially if a = 0̂. Thus we can assume that a > 0̂. We
apply Theorem 3.1.12 to the order-preserving function f : L → [a, 1̂], x 
→
x ∨ a, obtaining

µ(0̂, 1̂) =
∑

z: z∨a=1̂

µf (0̂, z)µ(z, 1̂). (M)
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To finish the proof, we will show that µf (0̂, z) = 0 unless z ∧ a = 0̂. Sup-
pose a ∨ z = 1̂. The infimum of two elements in the partial order [0̂, z]f is the
same as their infimum in the lattice [0̂, z]. Thus, [0̂, z]f is a lattice. Let m be a
coatom in [0̂, z]f . Then, as m �= z, m ∨ a < 1̂. Further,

[m ∨ (z ∧ a)] ∨ a = m ∨ [(z ∧ a) ∨ a] = m ∨ a < 1̂.

Hence, m ∨ (z ∧ a) is in [0̂, z]f and does not equal z. Since m is a coatom, it
follows that m ∨ (z ∧ a) = m; that is to say, m ≥ z ∧ a. We conclude that z ∧ a

is a lower bound for all coatoms in [0̂, z]f . By Theorem 3.1.7, µf (0̂, z) = 0
unless the meet of all the coatoms is 0̂, or z ∧ a = 0̂. We can now restrict
the sum in Equation (M) to those z such that z ∧ a = 0̂ (as well as z ∨ a

= 1̂). �

Another argument showing that µf (0̂, z) = 0 unless z ∧ a = 0̂ can be found in
the solution to Exercise 3.1.13.

3.1.14. Corollary. Let L be a finite lattice. Suppose there exists an element a

in L which does not have a complement. Then µL(0̂, 1̂) = 0.

Exercises

Incidence algebras as algebras.
Much work has been done on the algebraic aspects of incidence algebras.

A comprehensive account can be found in Spiegel and O’Donnell (1997). We
give six examples of such results. To avoid technicalities, we consider incidence
algebras over a field A.

3.1.1. The functor I.10

A function σ : P → Q between partially ordered sets P and Q is proper if

PM1. σ is injective.
PM2. σ (x1) ≤ σ (x2) implies that x1 ≤ x2.

PM3. If y1 ≤ y2 in Q and both y1 and y2 are in the image of σ, then every
element y in the interval [y1, y2] is also in image of f.

10 Foundations VI, pp. 267–318.
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If σ : P → Q is proper, we define a function from I(Q) → I(P ) as follows:
if g is a function in I(Q), then

I(σ )(g)(x1, x2) = g(σ (x1), σ (x2)). (C)

Show that I(σ ) is an A-algebra homomorphism if and only if σ is a proper map.
(We assume that A-algebra homomorphisms preserve identities.) Conclude that
the construction I is a contravariant functor from the category of partially
ordered sets and proper maps to the category of A-algebras and A-algebra
homomorphisms.

3.1.2. Ideals in incidence algebras.
(a) If J is a (two-sided) ideal in I(P ), let

support(J ) = {εxy: εxy ∈ J }.
Show that J consists of all functions f in I(P ) such that f (x, y) = 0 whenever
εxy �∈ support(J ).

(b) Let zero(J ) be the set of intervals [x, y] such that f (x, y) = 0 for
all functions f in J. Show that if [x, y] ∈ zero(J ) and [u, v] ≤ [x, y], then
[u, v] ∈ zero(J ).

(c) Show that there is an order-reversing bijection between the lattice of
ideals in I(P ) and the lattice of (order) ideals in Interval(P ). Conclude that the
lattice of ideals in I(J ) is distributive. In addition, conclude that the maximal
ideals in I(P ) are ideals of the form

{f : f (a, a) = 0},
where a is a fixed element of P.

3.1.3. Characterization of incidence algebras.11

(a) Let A be a field andI be a subalgebra of the algebra of n × n matrices over
A. Then there is a partially ordered set P such that I is A-algebra isomorphic
to the incidence algebra I(P ) if and only if the following two conditions
hold:

IA1. I contains n pairwise orthogonal idempotents.
IA2. The quotient algebra I/J (I) is commutative, where J (I) is the Jacob-

son radical of I.

(b) Let A be a field and P and Q be partially ordered sets. Then I(P ) and
I(Q) are isomorphic A-algebras if and only if P and Q are isomorphic partial
orders.

11 Stanley (1970) and Feinberg (1977).
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3.1.4. The Amitsur–Levitski theorem for incidence algebras.12

The standard identity IN in the N variables x1, x2, . . . , xN is∑
σ

sign(σ )xσ (1)xσ (2) · · · xσ (N) = 0,

where the sum ranges over all permutations σ of {1, 2, . . . , N} and sign(σ )
is the parity of σ. For example, the standard identity I2 is x1x2 − x2x1 = 0.

The Amitsur–Levitski theorem says that the algebra of n × n matrices over a
commutative ring satisfies the standard identity I2n in 2n variables and does
not satisfy the standard identity Ik in any smaller number k of variables.13

Let P be a locally finite partially ordered set. Show that if P contains a chain
of length n − 1, then the incidence algebra I(P ) does not satisfy the standard
identity In. Show that if m is the maximum length of a chain in P , then I(P )
satisfies I2m+2.

3.1.5. Cartesian and tensor products.
Show that I(P × Q) = I(P ) ⊗ I(Q). In particular, the matrix of ζP×Q is

the tensor or Kronecker product of the matrices ζP and ζQ. Using this, give
another proof of Theorem 3.1.2.

3.1.6. The standard topology.
The standard topology on an incidence algebra of a locally finite partially

ordered set is the topology defined by a sequence f1, f2, f3, . . . converges to
a function f if for every ordered pair (x, y), x ≤ y in P, there is an index
N (which may depend on (x, y)) such that fn(x, y) = f (x, y) for all n ≥ N.

Extend the results in Exercises 3.1.1–3.1.3 to locally finite partially ordered
sets.

3.1.7. The interval semigroup of a partially ordered set.14

Define a binary operation on the set Interval(P ) of intervals of a partially
ordered set P by

[a, b][c, d] =
{

[a, d] if b = c,

0 otherwise.

This binary operation makes Interval(P ) into a semigroup. Show that the semi-
group algebra (over a commutative ring A) is isomorphic to the incidence
algebra I(P ) over A.

12 Feinberg (1976).
13 See Rowen (1980); a graph-theoretic proof can be found in Swan (1963, 1969).
14 Ward (1939).
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3.1.8. Zeta polynomials15

Let P be a finite partially ordered set. A multichain is a multiset
{x1, x2, . . . , xn} of elements in P that can be arranged so that x1 ≤ x2 ≤ · · · ≤
xn. The zeta polynomial Z(P ; n) is the number of multichains of size n in P.

(a) Show that

Z(P ; n) =
d∑

i=2

bi

(
n − 2

i − 2

)
, (Z)

where bi is the number of multichains of length i − 2 in P and d is the length
of the longest chain in P. Using this result, we can think of Z as a polynomial
in the variable n.

(b) Show that if P has a minimum 0̂ and a maximum 1̂, then

Z(P ; n) = ζ n(0̂, 1̂),

where ζ n is the n-fold convolution of the zeta function in the incidence algebra.
If n is negative and n = −m, then ζ n is interpreted to be µm.

(c) Show that the order polynomial (discussed in Exercise 1.2.4) 
(P, n)
equals the zeta polynomial ζ (I (P ), n) of the lattice of order ideals of P.

(d) Show that Z(Interval(P ); n) = Z(P ; 2n − 1).
(e) Let ϕ : P → Q and ψ : Q → P be a Galois coconnection and suppose

that Q has a minimum. Let y be an element in P. Then∑
a: a≤y

Z([0̂, ϕ(a)]; n + 1)µP (a, y) =
∑

x: ψ(x)=y

Z([0̂, x]; n).

In particular, set n = −1 to obtain the Galois coconnection theorem (3.1.8).

Let E be a subset of a partially ordered set P. An element x in P is ordered
relative to E if x ≥ s for all s ∈ E or x ≤ s for all s ∈ E; the element x is
strictly ordered relative to E if x is ordered relative to E but not ordered relative
to any larger set D containing E. Let PE be the subset of elements in P ordered
relative to E, with the partial order induced by P. If both the infimum

∧
E

and the supremum
∨

E of E exist, then PE is the union of the principal filter
F (

∨
E) and the principal ideal I (

∧
E).

(f) A subset A of a partially ordered set P is a cutset if it intersects every
maximal chain in P. Show that if A is a cutset of P, then

Z(P ; n) = −
∑

E: E⊆A,E �=∅
(−1)|E|Z(PE ; n).

15 Edelman (1980) and Stanley (1986, p. 129).
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(g) From (f), derive the following crosscut theorem: let L be a finite lattice
and A be a cutset such that A �= {0̂} and A �= {1̂}. Then

µL(0̂, 1̂) =
∑

S: S⊆A,
∨

S=1̂,
∧

S=0̂

(−1)|S|.

3.1.9. A formula for permanents.16

(a) Prove Ryser’s formula: Let X = [xij ]1≤i,j≤n. Then

per X =
∑

E: E⊆{1,2,...,n}
(−1)n−|E|

n∏
i=1

∑
j : j∈E

xij .

For example, when n = 2, Ryser’s formula is

x11x22 + x12x21 = (x11 + x12)(x21 + x22) − x11x21 − x12x22.

(b) Use Ryser’s formula to give a reasonable way to calculate the permanent.
(c) Let X = [xij ]1≤i≤m,1≤j≤n, where n ≥ m. Extend the definition of the

permanent by
per X =

∑
A: A⊆{1,2,...,m},|A|=n

per [xij ]1≤i≤m,j∈A.

Show that

per X = 1

(n − m)!

∑
E: E⊆{1,2,...,m}

(−1)m−|E||E|n−m

n∏
i=1

∑
j : j∈E

xij .

(d) (Research problem) Find analogs of Ryser’s formula for higher-
dimensional permanents, as defined in Exercise 2.8.5.

3.1.10. The Eulerian function of a closure operator.17

Let A → A be a closure operator on a finite set S. A subset A of S spans if
A = S; an s-tuple (a1, a2, . . . , as) of elements ai in S spans if the underlying
set {a1, a2, . . . , as} spans S. The Eulerian function φ(S; s) of the closure is the
Dirichlet polynomial defined by

φ(S; s) =
∑

X: X∈L

µ(X, S)|X|s ,

where L is the lattice of closed subsets of S.

(a) Show that when s is a nonnegative integer, φ(S; s) equals the number of
spanning s-tuples.

Eulerian functions were first studied by P. Hall in his 1936 paper. Let G be
a group. The function sending a subset A ⊆ G to the subgroup generated by

16 Crapo (1968b) and Ryser (1963).
17 Gaschütz (1959), Hall (1936), and Kung (1996b, Sections 3.2 and 3.3).
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3.1 Möbius Functions 123

A is a closure operator on G. The lattice of closed sets is L(G), the lattice of
subgroups of G.

(b) An automorphism of the closure operator A 
→ A on S is a permutation α

on S such that for all A ⊆ S, α(A) = α(A). Show that if A is the automorphism
group of the closure operator, then the order |A| divides φ(G; n) for every
nonnegative integer n. In particular, if G is a group with automorphism group
Aut(G), then |Aut(G)| divides φ(G; n).

(c) The Frattini subgroup 
(G) of the group G is the intersection of all the
maximal subgroups of G. Show that

φ(G; s) =
∑

H : 
(G)≤H≤G

µ(H,G)|H |s

= |
(G)|sφ(G/
(G); s).

(d) Show that if |H | and |K| are relatively prime and H × K is the direct
product, then

φ(H × K; s) = φ(H ; s)φ(K; s).

(e) Prove Gaschütz’s factorization theorem. If N is a normal subgroup of
G, then

φ(G; s) = φ(G/N ; s)φ(G ↓ N ; s),

where

φ(G ↓ N ; s) =
∑

H : H≤G and NH=G

µ(H,G)|N ∩ H |s .

(f) Let p be a prime. A finite group G is a p-group if |G| = pm for some
nonnegative integer m. Show that

φ(G; s) = pm−r

r−1∏
i=0

(ps − pi)

for some positive integer r, r ≤ m.

(g) Show that if Zn is the cyclic group of order n, then

φ(Zn; s) =
∑
i: i | n

µ(n/i)is,

where µ is the number-theoretic Möbius function.
(h) Calculate the Eulerian functions of dihedral groups.
(i) Calculate the Eulerian function of the projective special linear groups

PSL(2, p) when p is a prime.
(j) Prove that if G is a finite simple group, then φ(G; 2) �= 0.
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3.1.11. The Lindström–Wilf determinantal formula.18

A meet-semilattice is a partially ordered set in which the infimum x ∧ y

of any two elements exists. (The existence of a maximum is not assumed.)
Let P be a finite meet-semilattice, A be a commutative ring with identity,
and F : P × P → A be a function, not necessarily in the incidence algebra
I(P ).

(a) Show that

det[F (x ∧ y, y)]x,y∈P =
∏

x: x∈P

( ∑
z: z≤x

F (z, x)µ(z, x)

)
.

We note the dual form. Let P be a join-semilattice, that is, a finite partially
ordered set in which the supremum x ∨ y of any two elements exists. Then

det[F (y, x ∨ y)]x,y∈P =
∏

x: x∈P

( ∑
z: z≥x

µ(x, z)F (x, z)

)
.

(b) Show that

det[sign µ(x ∧ y, y)]x,y∈P =
∏

y: y∈P

( ∑
x: x∈P

|µ(x, y)|
)

.

(c) Show that

det[gcd(i, j )]1≤i,j≤n =
n∏

i=1

φ(i),

where φ is the Euler totient function.
(d) Let P be a finite meet-semilattice such that µ(0̂, x) �= 0 for all x in P.

Show that there exists a permutation φ : P → P such that x ∧ φ(x) = 0̂ for all
x ∈ P.

(e) Let b be a positive integer greater than 1. If i is a nonnegative integer, let
e0(i) + e1(i)b + e2(i)b2 + · · · be the b-ary expansion of i, α(i) = ∑

s: s≥0 es(i),
and η(i) be the number of b-ary digits es(i) that are nonzero. If i and j are
positive integers, define i ∧ j to be the (nonnegative) integer

min{e0(i), e0(j )} + min{e1(i), e1(j )}b + min{e2(i), e2(j )}b2 + · · ·.
Note that when b = 2, min{es(i), es(j )} = es(i)es(j ). Show that

det[(−1)α(i∧j )]0≤i,j≤n = 2η(0)+η(1)+···+η(n).

18 Lindström (1969) and Wilf (1968).
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3.1.12. The Redheffer matrix.19

Let P be a finite partially ordered set with a minimum 0̂. The (generalized)
Redheffer matrix R(P ) the matrix with rows and columns indexed by P (linearly
ordered by a chosen linear extension) with R(P ) the matrix obtained from the
(upper-triangular) matrix of the zeta function by replacing the first column
(labeled by 0̂) by a column with all entries equal to 1. Show that the permanent
of R(P ) equals the number of chains in P (of any length) with bottom 0̂ and
the determinant of R(P ) equals the sum∑

x: x∈P

µ(0̂, x).

In particular, R(P ) is singular if P has a maximum. A special case is the
number-theoretic Redheffer matrix Rn, the matrix with rows and columns
indexed by {1, 2, . . . , n} with ij -entry equal to 1 if j = 1 or i divides j, and 0
otherwise. Then

det Rn =
n∑

k=1

µ(k),

where µ is the number-theoretic Möbius function.

3.1.13. A useful inversion formula.20

Prove the following inversion formula: let L be a lattice in which µ(x, 1̂) �= 0
for all x ∈ L. Let f and g be functions from L to a ring A. Then

g(x) =
∑

y: y∨x=1̂

f (y) for all x ⇐⇒

f (x) =
∑

y: y∈L

⎛⎝ ∑
z: 0≤z≤x∧y

µ(z, x)µ(z, y)

µ(z, 1̂)

⎞⎠ g(y) for all x.

For future reference, we record the dual version. Let L be a lattice in which
µ(0̂, x) �= 0 for all x ∈ L and f, g : L → A be functions. Then

g(x) =
∑

y: y∧x=0̂

f (y) for all x ⇐⇒

f (x) =
∑

y: y∈L

⎛⎝ ∑
z: x∨y≤z≤1̂

µ(x, z)µ(y, z)

µ(0̂, z)

⎞⎠ g(y) for all x.

19 Redheffer (1977) and Wilf (2004–2005). Other results about the Redheffer’s matrix, including
its relation to the Riemann hypothesis, can be found in papers cited in Wilf’s paper.

20 Doubilet, Foundations VII and Dowling and Wilson (1975).
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3.1.14. A complementing permutation.21

Let L be a finite lattice in which µ(0̂, x) �= 0 and µ(x, 1̂) �= 0 for all x ∈ L.

(a) Show that there exists a bijection φ : L → L such that for all
x ∈ L, φ(x) ∧ x = 0̂ and φ(x) ∨ x = 1̂; that is, φ(x) is a complement
of x.

(b) (Research problem) Suppose µ(0̂, x) �= 0 and µ(x, 1̂) �= 0 for all x ∈ L.

Is the matrix [δ(0̂, x ∧ y)δ(1̂, x ∨ y)]x,y∈L (with xy-entry equal to 1 if x and y

are complements and 0 otherwise) nonsingular?
(c) (Research problem) Find natural explicit complementing permutations

for special lattices or classes of lattices?

3.1.15. Lattices of intervals.22

The set L(C) of unions of subsets from a finite collection C of subsets forms
a lattice with join equal to union and meet defined by

A ∧ B =
⋃

C: C⊆A and C⊆B

C.

An (integer) interval is a subset of integers of the form {a, a + 1, a +
2, . . . , b − 1, b}, where a ≥ 1. An interval lattice is a lattice of the form L(C),
where C is a collection of intervals.

(a) Show that an interval in an interval lattice is an interval lattice.
(b) Show that if L is an interval lattice, then µ(A,B) = −1, 0, or 1.

3.2 Chains and Antichains

Let P be a partially ordered set. A subset A in P is an antichain if no two
elements in it are comparable, or equivalently, |A ∩ C| ≤ 1 for any chain C

in P. The width w(P ) of a partially ordered set P is the maximum size of an
antichain in P. If P is partitioned into m chains, then m ≥ w(P ). Dilworth’s
chain decomposition theorem says that equality can be achieved.

3.2.1. Dilworth’s chain decomposition theorem.23A finite partially ordered
set of width k can be partitioned into k chains.

As well as a fundamental theorem in the theory of partially ordered sets,
Dilworth’s theorem is “perhaps the most elegant matching theorem” (Matching
theory). It also implies the following Ramsey-theoretic result.

21 Dowling (1977). 22 Greene (1988). 23 Dilworth (1950).
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3.2.2. Corollary. A finite partially ordered set of size at least mn + 1 contains
a chain of length m + 1 or an antichain of size n + 1.

Another interpretation, using perfect graphs, is given in Exercise 3.2.3.
We will give several proofs, beginning with Dilworth’s proof in his 1950

paper. In Dilworth’s own words,24 the idea of the proof is that “if ... a portion
of the ordered set was split into n chains and x was an element not in any of
the n chains, then it should be possible to include x and reorganize the chains
so that the enlarged set was again a set join of n chains.”

Dilworth’s proof. Let P be a partially ordered set of width k, C1, C2, . . . , Ck

be k disjoint chains in P, and C = C1 ∪ C2 ∪ · · · ∪ Ck. Suppose there is an
element a in P , not in C. For each chain Ci, let

Ui = {x ∈ Ci: x > a},
Ni = {x ∈ Ci: x is incomparable with a},
Li = {x ∈ Ci: x < a},

U = U1 ∪ U2 ∪ · · · ∪ Uk,N = N1 ∪ N2 ∪ · · · ∪ Nk, and L = L1 ∪ L2 ∪ · · · ∪
Lk. Then, there exists an index m such that (U\Um) ∪ N has width strictly less
than k. To prove this, suppose the contrary; that is, for each index m, there is
an antichain Am of size k in (U\Um) ∪ N. Let A = A1 ∪ A2 ∪ · · · ∪ Ak and si

the minimum element in A ∩ Ci. Then

(a) {s1, s2, . . . , sk} is an antichain, and
(b) {s1, s2, . . . , sk} ⊆ N.

To prove (a), suppose that si ≥ sj . Let sj ∈ Ar and let ti be the element
in Ar ∩ Ci. Then ti ≥ si ≥ sj . In addition, ti �= sj since ti and sj are in two
different chains, contradicting the assumption that Ar is an antichain. To prove
(b), observe that Ai ∩ Ui = ∅ by construction, and hence there is at least one
element of A in Ni.

It follows from (a) and (b) that {a, s1, s2, . . . , sk} is an antichain in P of size
k + 1, a contradiction. Using the same argument in the order-dual, we can also
prove that there exists an index l such that (L\Ll) ∪ N has width strictly less
than k.

To finish the proof, observe that if s ∈ Ui and t ∈ Lj , then s ≥ a ≥ t.

Hence, an antichain A in C\(Um ∪ Ll) is contained in either (U\Um) ∪ N or
(U\Ll) ∪ N. It follows that C\(Um ∪ Ll) has width at most k − 1. By induction,

24 Background to chapter 1, in Dilworth (1990).
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it can be partitioned into k − 1 chains. These chains, together with the chain
Ll ∪ {a} ∪ Um, give a partition of C ∪ {a} into k chains. �

The first proof of a fundamental theorem is often not efficient, because,
in part, the discoverer has to conjecture the theorem and decide whether the
conjecture is true. In addition, the conjecture comes from some concrete situ-
ation and the essence has to be extracted. Dilworth’s proof is a good example
of this phenomenon. There are many simpler (inductive) proofs of Dilworth’s
theorem. We shall give four of them.

Perles’ proof.25 Suppose that there exists a maximum-size antichain A not equal
to the set of maximal elements or the set of minimal elements. Consider the
ideal I (A) and filter F (A) generated by A, defined by

I (A) = {x: x ≤ a for some a in A},
F (A) = {x: x ≥ a for some a in A}.

Then by our assumption, |I (A)| < |P | and |F (A)| < |P |. As A has maximum
size, I (A) ∪ F (A) = P, I (A) ∩ F (A) = A, and both I (A) and F (A) have
width w(P ). By induction, there exist chain partitions with w(P ) chains for
I (A) and F (A). Each chain in the partition for I (P ) ends at an element a in A

and each chain in the partition for F (A) starts at an element a in A. Hence, the
chains in the two partitions can be spliced together to obtain a partition for P

with w(P ) chains.
It remains to consider the case when A equals the set of maximal elements

or the set of minimal elements. Let a be a maximal element and b a minimal
element such that a ≥ b. (It may happen that a = b.) Then P \{a, b} has width
w(P ) − 1. By induction, P \{a, b} has a chain partition with w(P ) − 1 chains.
Adding the chain {a, b} to it, we obtain a chain partition for P with w(P )
chains. �

Tverberg’s proof.26 Let C be a maximal chain in P. If P \C has width w(P ) −
1, then C added to a partition of P \C into w(P ) − 1 chains yields a chain parti-
tion of P into w(P ) chains. We can now suppose that P \C has width w(P ). Let
A be an antichain of size w(P ) in P disjoint from C. The maximum element in C

is not in I (A), and hence, |I (A)| < |P |. Dually, the minimum element in C is not
in F (A) and |F (A)| < |P |. By induction, there are chain partitions in I (A) and
F (A) of size w(P ). We can now apply the splicing argument in Perles’ proof. �

Galvin’s proof.27 Let a be a maximal element of P and suppose that P \{a}
has width k, so that P has width k or k + 1. By induction, P \{a} has a

25 Perles (1963). 26 Tverberg (1967). 27 Galvin (1994).
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partition into k chains C1, C2, . . . , Ck. If A is an antichain with k elements, then
|A ∩ Ci | = 1. Let ai be the maximum element in the chain Ci that is in some
size-k antichain. Then {a1, a2, . . . , ak} is an antichain. (To see this, suppose
that a2 > a1, say. Let {b1, a2, b3, . . . , bk} be a size-k antichain containing a2

so that b1 ∈ C1; then a2 > a1 ≥ b1, a contradiction.)
If {a, a1, a2, . . . , ak} is an antichain, then P has width k + 1 and

{a}, C1, C2, . . . , Ck is a partition into k + 1 chains. If not, a > ai for some
i. Then {y: y ∈ Ci, y ≤ ai} ∪ {a} is a chain K. Since every size-k antichain in
P \{a} contains one of the elements in {y: y ∈ Ci, y ≤ ai}, P \K does not con-
tain any size-k antichain. By induction, there is a partition D1,D2, . . . , Dk−1

of P \K into k − 1 antichains. Adding K to this partition, we obtain a partition
of P into k chains. �

Dilworth’s motivation28 for studying chain partitions is to determine the
order dimension of a (finite) distributive lattice. Recall from Section 1.2 that
the order dimension dim(P ) of a partially ordered set P is the minimum number
d such that there exists an order-preserving function from P into a Cartesian
product of d chains. In a product of d chains, an element covers at most d

elements: hence, dim(P ) is at least the maximum number of elements covered
by an element in P.

3.2.3. Lemma. An element x in a finite distributive lattice L covers exactly k

elements if and only if x is the join of an antichain of k join-irreducibles.

Proof. Let j1 ∨ j2 ∨ · · · ∨ jk be the unique decomposition of x into an antichain
of join-irreducibles. By Birkhoff’s representation theorem (1.3.3), we may think
of x as the ideal Ix in the partially ordered set J (L) with maximal elements
j1, j2, . . . , jk.

Observe that if j is a maximal element in an ideal I, then I\{j} is
an ideal and I covers I\{j}. Conversely, if I covers J, then there exists
at least one maximal element h in I , not in J, J ⊆ I\{h}, and hence,
J = I\{h}. Hence, the ideal Ix covers exactly k ideals, Ix\{j1}, Ix\{j2}, . . . , Ix

\{jk}. �

By the lemma, we conclude that dim(L) ≥ w(J (L)). In fact, equality holds.

3.2.4. Dilworth’s dimension theorem. The order dimension of a finite
distributive lattice L equals the width of its partially ordered set J (L) of
join-irreducibles.

28 This is recounted in the background to chapter 1 of Bogart et al. (1991).
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Proof. We only need to prove that the width w of J (L) is an upper bound for
dim(L). By the chain partition theorem, there exists a partition C1, C2, . . . , Cw

of J (L) into w (pairwise disjoint) chains. Think of a chain not as a totally
ordered set x1 < x2 < · · · < xs, but as a chain of subsets

∅ ⊂ {x1} ⊂ {x1, x2} ⊂ · · · ⊂ {x1, x2, . . . , xs},
and let C̃i be the chain of subsets corresponding to Ci. In addition, think of
an element x in L as an ideal in J (L), so that the intersection x ∩ Ci is a sub-
set occurring in C̃i . Consider the function L → C̃1 × C̃2 × · · · × C̃w defined
by

x 
→ (x ∩ C1, x ∩ C2, . . . , x ∩ Cw).

If x ⊆ x ′, then x ∩ Ci ⊆ x ′ ∩ Ci. In addition,

x =
w⋃

i=1

(x ∩ Ci).

Hence, this function is an injective order-preserving function. We conclude that
w(J (L)) ≥ dim(L). �

The idea of using a maximum-size antichain formed from minimal or maxi-
mal elements of subsets of the partially ordered set occurs in Dilworth’s proof.
This idea led to a structural result about maximum-size antichains. Recall from
Section 1.2 that the antichains in a partially ordered set P form a distributive
lattice D(P ) under the order A ≤ B if for all elements b in B, there exists
an element a in A such that a ≤ b, or, equivalently, I (A) ⊆ I (B). In terms of
ideals, meets and joins are set intersection and unions. In terms of the antichains
themselves, the join is the set max A ∪ B, the subset of maximal elements in
the set A ∪ B. The meet A ∧ B is somewhat more complicated. The obvious
description, from the definition of meet in D(P ), is

A ∧ B = max I (A) ∩ I (B).

There are two other plausible candidates. Let

A�B = ((A ∪ B)\(max A ∪ B)) ∪ (A ∩ B)

and

A∇ B = min A ∪ B,

where min A ∪ B is the set of minimal elements in A ∪ B. All three sets
are antichains. It is possible that they are all different. For example, take
A = {a} and B = {b} in the partially ordered set {a, b, c}, with c < a and
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c < b. However, it is immediate from the definitions that A�B ⊆ A ∧ B,

A�B ⊆ A∇ B, and

|A| + |B| = |A ∨ B| + |A�B|.
From these, we conclude that

|A| + |B| ≤ |A ∨ B| + |A ∧ B|,
|A| + |B| ≤ |A ∨ B| + |A∇ B|.

In particular, if A and B are maximum-size antichains, then A ∨ B and A ∧
B are also maximum-size antichains. This proves the following theorem of
Dilworth.29

3.2.5. Theorem. The maximum-size antichains form a sublattice S(P ) of the
lattice D(P ) of all antichains (or ideals).

Since D(P ) is distributive, S(P ) is distributive. Note that when A and B are
maximum-size antichains, A ∧ B = min A ∪ B.

Theorem 3.2.5 yields yet another proof of the decomposition theorem.

Pretzel’s proof.30 A chain C is saturated in the partially ordered set P

if it has nonempty intersection with every maximum-size antichain in P.

We can use Theorem 3.2.4 to construct a saturated chain inductively. Let
a1 be an element in the meet A1 of all the maximum-size antichains in
the sublattice S(P ). Consider the meet A2 of all the maximum-size an-
tichains not containing a1. Since A1 ≤ A2, the antichain A2 contains an el-
ement a2 such that a2 ≥ a1. Choose a2 to obtain the length-2 chain {a1, a2}.
Continue.

If C is a saturated chain, then w(P \C) = w(P ) − 1. We can now prove
Dilworth’s theorem by induction. �

Theorem 3.2.5 has an important corollary.31 An order automorphism of P is
an order-preserving bijection P → P.

3.2.6. Corollary. Let P be a finite partially ordered set. There exists a
maximum-size antichain in P invariant under all order automorphisms of
P.

Proof. An order automorphism of P induces an order automorphism of the
lattice S(P ). Hence, the maximum antichain in S(P ) is invariant under all
order automorphisms. The minimum antichain is also invariant. �

29 Dilworth (1960) and Freese (1974). 30 Pretzel (1979).
31 Freese (1974) and Kleitman et al. (1971).
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Dilworth’s theorem has been extended to unions of antichains by Greene
and Kleitman.32 A subset A in a partially ordered set P is a k-family if for
every chain C in P, |A ∩ C| ≤ k, or equivalently, A is a union of k (or fewer)
antichains. Let dk(P ) be the maximum size of a k-family in P. If C1, C2, . . . , Ce

is a partition of P into e chains, let

E(C1, C2, . . . , Ce) =
e∑

i=1

min{k, |Ci |}.
Each chain Ci intersects a k-family at most min{k, |Ci |} times. Hence,

E(C1, C2, . . . , Ce) ≥ dk(P ).

Equality can always be achieved.

3.2.7. Theorem (Greene and Kleitman). Let P be a finite partially ordered
set. Then

dk(P ) = min{E(C1, C2, . . . , Ce)},
the minimum being taken over all partitions C1, C2, . . . , Ce of P into chains.

A proof will be sketched in Exercise 3.2.6.

Exercises

3.2.1. The Erdős–Szekeres theorem.33

(a) A monotone sequence is a sequence that is nondecreasing or nonincreas-
ing. Using Corollary 3.2.2., show that any finite integer sequence of length
n2 + 1 contains a monotone subsequence of length at least n + 1.

(b) Give an independent proof of Corollary 3.2.2 using the pigeon-hole
principle.

3.2.2. A dual of Dilworth’s theorem.34

Let P be a partially ordered set. Then the maximum length of a chain
in P equals the minimum number of antichains in a partition of P into
antichains.

3.2.3. Chain decompositions and matchings.35

A relation R : S → T can be made into a rank-2 partially ordered set by
putting S “below” T , so that a < b if (a, b) ∈ R.

(a) Apply Dilworth’s theorem to obtain the König–Egerváry theorem (in
Section 2.3).

32 Greene and Kleitman (1976). 33 Erdös and Szekeres (1935).
34 This is an easy result. See Matching theory (p. 212) and Mirsky (1971a) and elsewhere.
35 Fulkerson (1956).
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If P is a partially ordered set, let R : P1 → P2 be the relation on two copies of
P defined by (a, b) ∈ R if a < b.

(b) Show that partial matching M of R gives a chain partition of P into c

chains, where c + |M| = |P |.

(c) Show that if U1 ∪ U2, where U1 ⊆ P1 and U2 ⊆ P2, is a vertex cover of
R, then ignoring which copy an element is from, P \(U1 ∪ U2) is an antichain,
and hence the maximum size of an antichain equals |P | − d, where d is the
minimum size of a vertex cover of R.

(d) Deduce Dilworth’s theorem from the König–Egerváry theorem.

3.2.4. Incomparability graphs of partially ordered sets.
Let G be a graph on the vertex set V. A proper coloring with c colors of G

is a function f : V → {1, 2, . . . , c} with the following property: f (a) �= f (b)
if {a, b} is an edge in G. The chromatic number χ (G) of G is the minimum
nonnegative integer c such that there is a proper coloring of G with c colors.
A clique of G is a subset A ⊆ V such that every pair {a, b} with a, b ∈ A is
an edge; that is, a clique is an induced complete subgraph. The clique number
ω(G) is the maximum size of a clique in G. It is immediate that χ (G) ≥ ω(G).
An independent or stable set is the opposite of a clique: it is a vertex subset C

such that no pair {a, b} with a, b ∈ C is an edge. A graph G is perfect if for all
induced subgraphs of G (including G itself), the chromatic number equals the
clique number.

The comparability graph of P is the graph on the vertex set P with {a, b}
an edge whenever a and b are comparable; that is, a ≤ b or a ≥ b. The incom-
parability graph is the complement of the comparability graph; that is, {a, b}
is an edge in the incomparability graph if and only if {a, b} is not an edge in
the comparability graph. Observe that a chain is a clique and an antichain is
an independent set in the comparability graph and the roles are switched in the
incomparability graph.

(a) Show that Dilworth’s theorem is equivalent to the statement that the
incomparability graph is perfect.

(b) Using Exercise 3.2.2, show that the comparability graph of a partially
ordered set is perfect. Together with Lovász’s theorem that the complement
of a perfect graph is perfect;36 this yields an indirect proof of Dilworth’s
theorem.

36 Lovász (1983).
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3.2.5. Width and order dimension.37

(a) Prove Dilworth’s lemma. Let P be a partially ordered set. Then

w(P ) ≥ dim(P ).

Dilworth observed this result without proof in a footnote in his 1950 paper.

(b) Let A be the antichain of maximal elements in a partially ordered set P.

Show that if A �= P, then

dim(P ) ≤ w(P \A) + 1.

(c) Let A be an antichain in P such that A �= P. Then

dim(P ) ≤ 2w(P \A) + 1.

(d) All three inequalities are tight. Find examples of partially ordered sets
for which equality holds.

3.2.6. Lattices of k-families and k-saturated partitions.38

LetAk(P ) be the collection of k-families of P. In particular,A1(P ) isA(P ),
the collection of antichains of P. The collectionA(P ) forms a distributive lattice
isomorphic to the lattice of order ideals of P.

The depth δA(a) of an element a in a k-family A is the length of the longest
chain in A with bottom a. Let

Ai = {a: a ∈ A and δA(a) = i}.
The subsets Ai are antichains. The k-tuple [A1, A2, . . . , Ak] is the canonical
partition of the k-family A (even though some of the sets may be empty).

(a) Show that the canonical partition of a k-family A is the unique k-tuple
such that

� Ai are antichains,
� Ai ∩ Aj = ∅, if i �= j, and
� Ak < Ak−1 < · · · < A1 in A(P ).

If A and B are k-families, define

A ∨ B =
k⋃

i=1

Ai ∨ Bi,

where Ai ∨ Bi is the join in A(P ).

37 Dilworth (1960) and Trotter (1975).
38 Frank (1980), Greene and Kleitman (1976), Hoffman and Schwartz (1977), and Saks (1979).
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(b) Show that [A1 ∨ B1, A2 ∨ B2, . . . , Ak ∨ Bk] is the canonical partition of
A ∨ B and that A ∨ B is indeed the least upper bound of A and B. In particular,
the canonical partition gives an injection γ fromAk(P ) toA(P )k, the Cartesian
product of k copies of the antichain lattice A(P ) such that γ (A ∨ B) = γ (A) ∨
γ (B)

If S ⊆ P, let S∗ be the set of maximal elements of the set {a: a < s for
some s ∈ S}. Note that the inequality in the condition is strict. If [A1, A2, . . . ,

Ak] is a k-tuple of antichains, define [A1, A2, . . . , Ak] inductively
by

A1 = A1, A2 = A2 ∧ (A1)∗, . . . ,

Ai = Ai ∧ (Ai−1)∗, . . . , Ak = Ak ∧ (Ak−1)∗.

(c) Show that [A1, A2, . . . , Ak] is the canonical partition of a k-family.
Define

A ∧ B =
k⋃

i=1

Ai ∧ Bi.

(d) Show that A ∧ B is the greatest lower bound of A and B in Ak(P ).

Parts (b) and (d) show that Ak(P ) is a lattice. A lattice L is locally distributive
if for every element x ∈ L, the interval [x, x∗], where x∗ is the join of all the
elements covering x, is a Boolean algebra.

(e) Show that Ak(P ) is locally distributive. However, Ak(P ) need not be
distributive or modular.

(f) (Research problem) Is every finite locally distributive lattice isomorphic
to Ak(P ) for some partial order P and some integer k? This will extend
Birkhoff’s representation theorem.

(g) Let l(P ) be the length of the longest chain in P. Show that an l(P )-family
A is a join-irreducible in Al(P )(P ) if and only if A is a chain x1, x2, . . . , xk,

where for 1 ≤ i ≤ k − 1, xi+1 covers xi. (The description of meet-irreducibles
is more complicated; see the paper of Greene and Kleitman.)

Let dk(P ) be the maximum size of a k-family in P. A Sperner k-family is
a k-family having the maximum size dk(P ). Let Sk(P ) be the collection of
Sperner k-families in P.

(h) Show that Sk(P ) is a sublattice of Ak(P ). Using this, show that there
exists a maximum-size k-family in P invariant under all order automorphisms
of P.
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A chain partition C1, C2, . . . , Ce of P is k-saturated if

E(C1, C2, . . . , Ce) =
e∑

i=1

min{k, |Ci |} = dk(P ).

(i) Show that for a given k, there exists a chain partition that is
simultaneously k-saturated and (k + 1)-saturated. This gives a proof of
Theorem 3.2.6.

(j) Show that Sk(P ) is a distributive lattice.

(k) (Research problem posed by Greene and Kleitman) Describe the join-
and meet-irreducibles in the lattice Sk(P ).

3.2.7. Greene’s extension of Dilworth’s theorem.39

Let d̂k(P ) be the size of the largest subset of P obtained by taking the union
of k chains. There exists an integer partition � = �1 + �2 + · · · + �l of |P |
such that

dk(P ) = �1 + �2 + · · · + �k

and

d̂k(P ) = �∗
1 + �∗

2 + · · · + �∗
k,

where �∗ is the partition conjugate to �.

3.3 Sperner Theory

Sperner theory is about maximum-size antichains in partially ordered sets. In
this section, we discuss Sperner theory in Boolean algebras of subsets of a finite
set. Sperner theory was founded by the following result.40

3.3.1. Sperner’s theorem. Let A be an antichain in the Boolean algebra
2{1,2,...,n}. Then

|A| ≤
(

n

�n/2�
)

.

39 Fomin (1978) and Greene (1974, 1976).
40 Sperner (1928). There are two Sperner theorems: the other is about triangulations.
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Equality occurs only if all the subsets in A have the same size, �n/2� or
�n/2�.
Note that by Stirling’s approximation for n!,(

n

�n/2�
)

≈ 2n

√
πn/2

.

We will give several proofs of Sperner’s theorem.

Sperner’s proof. Let A be a maximum-size antichain of subsets in 2{1,2,...,n}.
Let m and M be the minimum and maximum size of a subset in A, Am be the
subfamily of all subsets in A of size m, and C be the family of subsets A such
that |A| = m + 1 and A contains a subset in Am. Observe that C ∩A = ∅ and
(A\Am) ∪ C is an antichain.

It follows from counting incidences that

|Am||n − m| ≤ |C||m + 1|. (NM)

If m ≤ n−1
2 ,

C
Am

≥ n − m

m + 1
≥ 1,

with equality at the second inequality if and only if m = n−1
2 . Hence, if m <

n−1
2 , then (A\Am) ∪ C is an antichain of larger size. We conclude that if A is

a maximum-size antichain, then m ≥ n−1
2 . Arguing in the order-dual, we can

also conclude that M ≤ n+1
2 .

If n is even, then m = M and the theorem follows. If n is odd, then m +
1 = M. It may happen m < M and one needs to rule out the possibility of
constructing a larger antichain taking a mixture of subsets of size � n−1

2 � and
� n−1

2 �. This can be done easily using (NM). �

The idea of counting incidences in two different ways is used more efficiently
in the next proof, due independently to Yamamoto, Mes̆alkin, and Lubell (in
chronological order of publication).41

Proof using the LYM inequality. A chain in 2{1,2,...,n} is maximal if it has
length n or equivalently, it is constructed by starting with the empty set and
adding elements, one at a time. There are n! maximal chains. Given a subset
A ⊆ {1, 2, . . . , n} of size k, a maximal chain containing A can be constructed

41 Lubell (1966), Mes̆alkin (1963), and Yamamoto (1954).
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by starting at the empty set, adding elements from A one at a time until one
obtains A, and then adding elements in the complement of A one at a time.
Thus, there are k!(n − k)! maximal chains containing A.

Let A be an antichain, Ak be the subfamily of subsets in A of size k, and
αk = |Ak|. Since an antichain and a chain can have at most one subset in
common, we obtain the LYM inequality:

n∑
k=0

αkk!(n − k)! ≤ n!.

Using the fact that max{(n
k

)
: 0 ≤ k ≤ n} = (

n

�n/2�
)
, we have∑n

k=0 αk(
n

�n/2�
) ≤

n∑
k=0

αk(
n

k

) ≤ 1.

This proves the inequality in Sperner’s theorem. If equality occurs, then αk = 0
for all k such that

(
n

k

)
<

(
n

�n/2�
)
. In other words, αk = 0 unless k = �n/2� or

�n/2�. If n is even, this implies that A is the antichain of all elements of size
�n/2�. If n is odd, then it could happen that A consists of a mixture of subsets
of size �n/2� or �n/2�. This possibility also occurs in Sperner’s proof and can
be excluded by the same easy argument. �

Third proof. The third proof uses Corollary 3.2.6. This result says that there
exists a maximum-size antichain invariant under all order automorphisms of
P. Put another way, there is a maximum-size antichain that is a union of or-
bits of the automorphism group of P. An order automorphism of 2{1,2,...,n}

restricts to a permutation of the one-element subsets, and hence the automor-
phism group of 2{1,2,...,n} is the symmetric group on {1, 2, . . . , n}. Hence, the
orbits are {A: |A| = k}. It follows that {A: |A| = �n/2�} is a maximum-size
antichain. �

Corollary 3.2.6 extends easily to k-families (see Exercise 3.2.7(h)).
Thus, the third proof yields the following extension first observed by
Erdős.

3.3.2. An extension of Sperner’s theorem. LetA be a k-family in the Boolean
algebra 2{1,2,...,n}. Then

|A| ≤
�k/2�∑

j=−�k/2�

(
n

�n/2� + j

)
.
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Equality occurs if and only if A is the collection of all the subsets in A of size
�n/2� + j, where −�k/2� ≤ j ≤ �k/2� if n is even, and −�k/2� ≤ j ≤ �k/2�
or −�k/2� + 1 ≤ j ≤ �k/2� + 1 if n is odd.

A symmetric chain in the Boolean algebra 2{1,2,...,n} is a chain
Ek,Ek+1, . . . , En−k such that |Ei | = i (and, of course, Ei ⊂ Ei+1). Symmet-
ric chains are centered at a set of size n/2 if n is even and two sets of equal
size �n/2� and �n/2� if n is odd. A symmetric chain partition is a partition
of 2{1,2,...,n} into symmetric chains. Thus, if n is even, there are

(
n

n/2

)− (
n

n/2+1

)
chains of length 1,

(
n

n/2+1

)− (
n

n/2+2

)
chains of length 3, and so on. Similarly,

if n is odd, there are
(

n

�n/2�
)− (

n

�n/2�+1

)
chains of length 2,

(
n

�n/2�+1

)− (
n

�n/2�+2

)
chains of length 4, and so on. This can be compactly stated as follows: there
are (

n

�(n + k)/2�
)
−

(
n

�(n + k + 1)/2�
)

chains of length k. For example, when n = 4, a symmetric chain decomposition
has 1 chain of length 4, 3 chains of length 2, and 2 chains of length 0.

3.3.3. Lemma.42 The Boolean algebra 2{1,2,...,n} has a symmetric chain parti-
tion.

Proof. We proceed by induction. When n = 1, 2{1} can be partitioned into
one chain of size 2 and the lemma holds. Suppose that 2{1,2,...,n−1} has been
partitioned into symmetric chains. Let

Ek,Ek+1, . . . , En−k

be a length-l symmetric chain in this partition, where l = n − 2k + 1. We define
two new chains. The first is constructed by removing E(n−1)−k and adding the
element n to each of the remaining sets, giving the length-(l − 1) symmetric
chain

Ek ∪ {n}, Ek+1 ∪ {n}, . . . , En−k+1 ∪ {n}
in 2{1,2,...,n}. The new chain is empty when the original chain has length 0, that
is, when n is even and k = n/2. The second chain is constructed by putting the
subset En−k ∪ {n} on the top of the chain, giving the length-(l + 1) symmetric
chain

Ek,Ek+1, . . . , En−k, En−k ∪ {n}.

42 de Bruijn et al.(1949).
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The new chains that are nonempty yield a symmetric chain decomposition of
2{1,2,...,n}. �

The chain partition constructed inductively in Lemma 3.3.3 can be described
explicitly by a bracket notation. Represent the subsets in {1, 2, . . . , n} by a
length-n sequence of 0s and 1s and replace each 1 by “ ( ” and each 0 by
“ ) ”. For example, for the subset {1, 3, 4, 6, 7, 8, 9} in {1, 2, . . . , 10, 11}, we
have

1 0 1 1 0 1 1 1 1 0 0

( ) ( ( ) ( ( ( ( ) ).

Close brackets where possible, so that for our example, we obtain

() ( () ( ( (()).

The subsets with the same closed brackets (at the same coordinates) form a
chain. For our example, there are four such subsets:

( ) ( ( ) ( ( ( ( ) ) 1 0 1 1 0 1 1 1 1 0 0

( ) ) ( ) ( ( ( ( ) ) 1 0 0 1 0 1 1 1 1 0 0

( ) ) ( ) ) ( ( ( ) ) 1 0 0 1 0 0 1 1 1 0 0

( ) ) ( ) ) ) ( ( ) ) 1 0 0 1 0 0 0 1 1 0 0.

These subsets form the chain

{1, 4, 8, 9} ⊂ {1, 4, 7, 8, 9} ⊂ {1, 4, 6, 7, 8, 9} ⊂ {1, 3, 4, 6, 7, 8, 9}.

We end this section with a discussion of the following problem, posed by
Littlewood and Offord: Let α1, α2, . . . , αn be complex numbers of absolute
value strictly greater than 1. How many among the sums

∑n
i=1 εiαi, where

(ε1, ε2, . . . , εn) are the 2n vectors, with εi equal to −1 or +1, have absolute
value less than or equal to 1? Although there is an application to zeros of
random polynomials, the problem is appealing on its own.43

The answer is in the following theorem, proved independently by Katona
and Kleitman.44

43 Littlewood and Offord showed that if α0, α1, . . . , αn are complex numbers, then “most” of the
polynomials

α0 + ε1α1z + ε2α2z
2 + · · · + εnαnz

n

have “few” real zeros. Further applications can be found in Tao and Vu (2006).
44 Katona (1966) and Kleitman (1965, 1970).
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3.3.4. Theorem. Let α1, α2, . . . , αn be complex numbers of absolute value
greater than 1 and U be a region in the complex plane satisfying the fol-
lowing property: if x, y ∈ U, then |x − y| ≤ 2. Then at most

(
n

�n/2�
)

of the
sums ∑

εiαi, εi = ±1,

can lie in U. In particular, at most
(

n

�n/2�
)

of the sums lie inside any circle of
radius 1 in the complex plane.

The ingenious idea is to turn the analytic data into combinatorial data. This
is best understood by looking at the one-dimensional or real case, proved by
Erdős in 1945.45

3.3.5. Theorem. Let α1, α2, . . . , αn be real numbers of absolute value at least
1 and I be an half-open interval of length 2. Then at most

(
n

�n/2�
)

of the sums∑
i εiαi, ε = ±1, are in I.

Proof. Since the multiset of sums
∑

εiαi is unaffected if we substitute −αi for
αi, we may assume that αi > 0. If A ⊆ {1, 2, . . . , n}, let

S(A) =
∑

j : j∈A

αj −
∑

j : j �∈A

αj . (S)

This associates each sum
∑

εiαi with a subset A in {1, 2, . . . , n}. If A ⊂ B,

then |S(B) − S(A)| ≥ 2, and hence the two sums S(A) and S(B) cannot both
be in a half-open length-2 interval. Hence if the sums S(A) lie in a half-open
length-2 interval, the sets A form an antichain. We can now apply Sperner’s
theorem. �

Just as in the real case, we may replace αi by −αi in the complex case.
Thus, we can assume that all the complex numbers αi lie in the upper half-
plane.

Given a region U satisfying the property in Kleitman’s theorem, let F be
the family of subsets A such that the sum S(A) is in U, and T be the subset
of indices j such that αj lies in the first quadrant; that is, both the real and
imaginary parts of αj are nonnegative. Let A and B be subsets in F such that
B ⊂ A, S(A) = ∑

εiαi, and S(B) = ∑
ε̄iαi) be the vectors determined by A

45 Erdős (1945).
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and B. Then,

εi − ε̄i = 2 if i ∈ A\B,

εi − ε̄i = 0 if i ∈ A ∩ B,

εi − ε̄i = 0 if i ∈ {1, 2, . . . , n}\A.

Thus,

S(A) − S(B) =
n∑

i=1

(εi − ε̄i)αi

= 2
∑

i: i∈A\B
αi.

If, in addition, A\B ⊆ T , then the last sum ranges over complex numbers of
absolute value greater than 1 in the first quadrant, and hence the sum also has
absolute value greater than 1 (and is in the first quadrant). Hence, |S(A) −
S(B)| ≥ 2, and in particular, S(A) and S(B) cannot both lie in the region U.

We conclude that the family F satisfies the property:

(K1) If A and B are subsets in F , A ⊆ B, and the difference set B\A is
contained in T , then A = B.

We can repeat the argument on the second quadrant to conclude that F also
satisfies the property:

(K2) If A and B are subsets in F , A ⊆ B, and B\A is contained in the
complement {1, 2, . . . , n}\T , then A = B.

We can now finish the proof of Theorem 3.3.4 with the following “two-part
Sperner theorem.”

Theorem 3.3.6. Let T ⊆ {1, 2, . . . , n} and F be a family of subsets of
{1, 2, . . . , n} satisfying properties (K1) and (K2). Then F has at most

(
n

�n/2�
)

subsets.

Proof. Let t = |T |. We shall consider the case when both n and t are even. The
other three cases are almost the same. Once this case is understood, a single
unified proof for all four cases can easily be written using floor and ceiling
functions.

Fix a symmetric chain partition of the Boolean algebra 2T of subsets of T .

Consider a chain C of odd length 2k + 1 consisting of the subsets

Dt/2−k,Dt/2−k+1, . . . , Dt/2, . . . , Dt/2+k.
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For an index j, t/2 − k ≤ j ≤ t/2 + k, let Fj (C) be the family of subsets E

such that E is contained in the complement {1, 2, . . . , n}\T and E ∪ Dj is
in the family F . By (K2), the families Fj (C) are antichains, and hence the
union Ft/2−k(C) ∪ Ft/2−k+1(C) ∪ · · · ∪ Ft/2+k(C) is a k-family in 2{1,2,...,n}\T.
By Theorem 3.3.2,

∣∣∣∣∣∣
k⋃

j=−k

Fj (C)

∣∣∣∣∣∣ ≤
k∑

j=−k

(
n − t

(n − t)/2 + j

)
.

By (K1), the sets Fj (C), where C ranges over all symmetric chains in
the chosen partition and j ranges over an appropriate integer interval, are
pairwise disjoint. In particular, the unions

⋃
j Fj (C) are pairwise disjoint.

Hence,

|F | ≤
∑
C

∣∣∣∣⋃
j

Fj (C)

∣∣∣∣.
Using the fact that in a symmetric chain partition of 2T , there are

(
t

t/2 + k

)
−

(
t

t/2 + k + 1

)

chains of (odd) length 2k + 1 (and no chains of even length), we obtain

|F | ≤
t/2∑
k=0

[(
t

t/2 + k

)
−

(
t

t/2 + k + 1

)] k∑
j=−k

(
n − t

(n − t)/2 + j

)
.

To simplify this inequality, we change the order of summation, obtaining

|F | ≤
0∑

j=−t/2

(
n − t

(n − t)/2 + j

) j∑
k=−t/2

[(
t

t/2 + k

)
−

(
t

t/2 + k − 1

)]

+
t/2∑
j=1

(
n − t

(n − t)/2 + j

) t/2∑
k=j

[(
t

t/2 + k

)
−

(
t

t/2 + k + 1

)]
.
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The inner sums (over k) are telescoping. Thus,

0∑
j=−t/2

(
n − t

(n − t)/2 + j

) j∑
k=−t/2

[(
t

t/2 + k

)
−

(
t

t/2 + k − 1

)]

=
0∑

j=−t/2

(
n − t

(n − t)/2 + j

)(
t

t/2 + j

)

=
0∑

j=−t/2

(
n − t

(n − t)/2 + j

)(
t

t − (t/2 + j )

)

=
0∑

j=−t/2

(
n − t

n/2 − (t/2 − j )

)(
t

t/2 − j

)

=
t∑

i=t/2

(
n − t

n/2 − i

)(
t

i

)
,

where, in the last step, we change the index of summation from j to i = t/2 − j.

Similarly, the second sum simplifies to

t/2−1∑
i=0

(
n − t

n/2 − i

)(
t

i

)
.

To finish the proof, we use the van der Monde–Chu identity(
n

n/2

)
=

t∑
i=0

(
n − t

n/2 − i

)(
t

i

)
to conclude that |F | ≤ (

n

n/2

)
. �

The proof we have given is Kleitman’s 1965 proof. There are other ways to
prove Theorem 3.3.4. In particular, it turns out that the separate steps to convert
analysis to combinatorics and then to use the existence of a symmetric chain
decomposition are unnecessary. One can construct an analog of a symmetric
chain decomposition on the sums directly, yielding a general d-dimensional
analog (see Exercise 3.3.5).

Exercises

3.3.1. Let C be a collection of subsets of {1, 2, . . . , n} such that for every pair
A and B of subsets in C, A ∩ B �= ∅.

(a) Show that |C| ≤ 2n−1.

(b) Describe those collection C such that |C| = 2n−1.
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3.3.2. Mes̆alkin’s extension of Sperner’s theorem.46

Two partitions {A1, A2, . . . , As} and {B1, B2, . . . , Bs}with the same number
s of blocks of {1, 2, . . . , n} are comparable if for some indices i and j, Ai ⊆ Bj

or Ai ⊇ Bj . Show that the maximum size of a family of incomparable partitions
equals the following maximum of multinomial coefficients:

max

{(
n

n1, n2, . . . , ns

)
: n1 + n2 + · · · + ns = n

}
.

3.3.3. The probability that one set contains another.47

Put a probability measure on 2{1,2,...,n}. Show that if two subsets A and B are
chosen independently, then the probability that A ⊆ B is at least 1/m, where
m is the middle binomial coefficient. (This lower bound is independent of the
probability measure.)

3.3.4. Prove analogs of Theorems 3.3.1 and 3.3.3 for the lattice of divisors of
a number (or a finite product of chains).

3.3.5. The d-dimensional Littlewood–Offord problem.48

Let α1, α2, . . . , αn be vectors in R
d , with ‖αi‖ ≥ 1 (where ‖x‖ is the length

of the vector x). Show that at most
(

n

�n/2�
)

sums
∑

εiαi, εi = ±1 lie in a unit
ball.

Sperner theory for partially ordered sets.
In the 1960s, Rota suggested studying extensions, or, more accurately, nonex-
tensions, of Sperner’s theorem to arbitrary partially ordered sets. This has
become an intensive area of research. We present a selection of concepts and
results in general Sperner theory.

In the next two exercises, let P be a finite ranked partially ordered set
having rank N, Wi(P ) (or Wi) be the set of elements in P of rank i, and
Wi(P ) = Wi = |Wi |. The numbers Wi are the Whitney numbers of the second
kind of P.

3.3.6. The normalized matching property and the LYM inequality.49

The partially ordered set P satisfies the normalized matchin. property if for
every rank i and every subset B ⊆ Wi ,

|I (B)|
Wi−1

≥ |B|
Wi

,

where

I (B) = {b: b ∈ Wi−1 and b ≤ a for some a in B}.

46 Mes̆alkin (1963). 47 Baumert et al. (1980). 48 Kleitman (1976). 49 Kleitman (1974).
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The partially ordered set P satisfies the LYM inequality if for every antichain
A in P, ∑

a: a∈A

1

Wrank(a)
≤ 1,

or, equivalently,

N∑
i=0

|A ∩Wi |
Wi

≤ 1.

The third property is explicitly combinatorial: P has a regular chain cover,
that is, a nonempty collection of chains C of P such that for each nonnegative
integer i, every rank-i element occurs in the same number (depending on i) of
chains in C.

(a) Show that the three properties are equivalent.
The partially ordered set P is Sperner if the maximum size of an antichain

in P equals max{Wi(P ): 0 ≤ i ≤ n}.
(b) Show that if P satisfies the LYM inequality, then P is Sperner.

3.3.7. Unimodality, matchings, and the Sperner property.50

The partially ordered set P is Sperner if the maximum size of an antichain in
P equals max{Wi : 0 ≤ i ≤ n}. We can define symmetric chains and symmetric
chain partitions for ranked partially ordered set exactly as for Boolean algebras.

(a) Prove the following observation of Harper and Rota. Let P be a ranked
partial order satisfying the following two properties:

HR1. Unimodality of the Whitney numbers: There is an index m such that

W0 ≤ W1 ≤ W2 ≤ · · · ≤ Wm

and

Wm ≥ Wm+1 ≥ · · · ≥ Wn−1 ≥ Wn.

HR2. The matching condition: For 0 ≤ i ≤ n − 1, the relation Wi(P ) →
Wi+1(P ) obtained by restricting the partial order has a partial matching of
maximum size max{Wi,Wi+1}.
Then P is Sperner.

50 Matching theory (p. 213) and Griggs (1977).
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(b) Prove Griggs’ theorem. A ranked partially ordered set P of rank n

has a symmetric chain partition if it satisfies the following three properties:
unimodality of Whitney numbers, the LYM inequality, and symmetry: For
0 ≤ i ≤ �n/2�, Wi = Wn−i .

3.3.8. Dedekind’s problem on free distributive lattices.51

The free distributive lattice on n generators is the “largest” distributive
lattice generated by n generators, in the sense that any other distributive lattice
generated by n generators is an image under a lattice homomorphism. By
Exercise 1.3.7, the elements of the free distributive lattice on n generators
are in bijection with monotone, that is, surjective order-preserving functions
f : 2{1,2,...,n} → {0, 1}. Monotone functions are in bijection with antichains not
equal to {∅} or {{1, 2, . . . , n}} in 2{1,2,...,n}.

Dedekind posed the problem of finding ψ(n), the number of elements in
the free distributive lattice on n generators. By Exercise 1.3.8(d), the number
ψ(n) + 2 equals the number of antichains in the Boolean algebra 2{1,2,...,n}.

(a) Show that

2( n

�n/2�) ≤ ψ(n) ≤ 3( n

�n/2�).

(b) Show that

2(1+αn)( n

�n/2�) ≤ ψ(n) ≤ 2(1+βn)( n

�n/2�),

where αn = ce−n/4, βn = c′(log n)/
√

n, and c, c′ are constants.

3.4 Modular and Linear Lattices

Although the lattice axioms are abstracted from properties of set-unions
and -intersections, lattice theory is not usually regarded as a generalization of
the theory of Boolean algebras. Most lattice theorists regard Richard Dedekind
as the founder of the subject. In his two papers,52 Dedekind established lattice
theory as the order-theoretic foundation of algebra.

For Dedekind, elements of lattices are subalgebras, ordered by set-
containment. For algebras with an Abelian group operation, such lattices satisfy
a modular law. The modular law can be stated as an identity: for all elements
x, y, and z,

x ∧ (y ∨ (x ∧ z)) = (x ∧ y) ∨ (x ∧ z). (M1)

51 Hansel (1966), Kahn (2002), Kleitman (1969), and Kleitman and Markowsky (1974).
52 Dedekind (1897, 1900).
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It can also be stated as a weaker form of one of the distributive axioms: for
elements x, y, and z such that x ≥ z,

x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) = (x ∧ y) ∨ z. (M2)

Since x ≥ z if and only if x ∧ z = z, it is easy to see that the two formulations
of the modular law are equivalent. The inequality

x ∧ (y ∨ (x ∧ z)) ≥ (x ∧ y) ∨ (x ∧ z) (M3)

holds in any lattice, as both x and y ∨ (x ∧ z) are greater than or equal to x ∧ y

and x ∧ z. Hence, the modular law is equivalent to the inequality

x ∧ (y ∨ (x ∧ z)) ≤ (x ∧ y) ∨ (x ∧ z). (M4)

In a similar way, the modular law is also equivalent to the apparently weaker
statement: for elements x, y, and z such that x ≥ z,

x ∧ (y ∨ z) ≤ (x ∧ y) ∨ z.

A lattice is modular if it satisfies the modular law. Examples of modular
lattices include lattices of normal subgroups of a group, lattices of subspaces
of a vector space or projective space, lattices of ideals of a ring, and lat-
tices of submodules of a module. The partial order in all these lattices is
set-containment. The meet is set-intersection, and hence meets of arbitrar-
ily many elements exist. The join of any subset X of elements is defined
by ∨

x: x∈X

x =
⋂

{y: y ⊇ x for all x in X}.

In algebra terminology, the join is the subgroup, subspace, ideal, or submodule
generated by all the elements in the union

⋃
x: x∈X x.

An easy argument shows that the modular law holds in these lattices. For
example, let L(V ) be the lattice of subspaces of a vector space V. Then x ∧
y = x ∩ y and x ∨ y is the subspace spanned by the vectors in the union
of x and y. Let x, y, and z be three subspaces and  v be a vector in the
subspace x ∧ (y ∨ (x ∧ z)). Then  v ∈ x,  v =  u +  w, where  u ∈ y and  w ∈
x ∧ z. The last condition implies that  w ∈ x, which, together with  u =  v −  w,

implies that  u ∈ x, and hence,  u ∈ x ∧ y. Since  v =  u +  w, we conclude that
 v ∈ (x ∧ y) ∨ (x ∧ z). This proves inequality (M4), and hence the modular
law.53

53 Kronecker called subgroups of Abelian groups “modules.” This was the origin of the name
“modular law.”
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3.4.1. Dedekind’s transposition principle. If x and y are elements in a modular
lattice L, the intervals [x, x ∨ y] and [x ∧ y, y] are lattice-isomorphic under
the functions

ϕy : [x, x ∨ y] → [x ∧ y, y], u 
→ u ∧ y,

ψx : [x ∧ y, y] → [x, x ∨ y], v 
→ x ∨ v.

Proof. We first show that the composition ψxϕy is the identity on the interval
[x, x ∨ y]. Let u ∈ [x, x ∨ y]. Then x ≤ u and by the modular law,

ψxϕy(u) = (u ∧ y) ∨ x = u ∧ (y ∨ x) = u.

By the same argument, dualized, ϕyψx is the identity on [x ∧ y, y]. Hence, ψx

and ϕy are bijections. As both functions are order-preserving, the two intervals
are isomorphic as partial orders and, hence, as lattices. �

Dedekind’s transposition principle implies the “third” isomorphism theorem
for modules and as a special case, Abelian groups.

Let C be a class of lattices. A lattice F is a free lattice on a set X of generators
for the class C if F is in C and F satisfies the universal property: if L is a
lattice in C and ϕ : X → L is a function, then there exists a unique lattice
homomorphism ϕ̃ : F → L extending ϕ. The universal property implies that
if X and Y have the same cardinality, then the free lattices on X and Y in C are
isomorphic. Up to isomorphism, we denote by FC(ℵ) the free lattice on a set
of generators of cardinality ℵ, if such a lattice exists.

Let M be the class of modular lattices. In his 1900 paper, Dedekind con-
structed implicitly the free modular lattice FM(3) on three generators as a
sublattice of the lattice L(H ) of subspaces of an eight-dimensional vector
space H. Let {ei : 1 ≤ i ≤ 8} be a basis of H. If X is a set of vectors, let 〈X〉 be
the subspace spanned by X. Let x = 〈e2, e4, e5, e8〉, y = 〈e2, e3, e6, e7〉, and
z = 〈e1, e4, e6, e7 + e8〉. Then with patience and elementary linear algebra, we
find that there are 28 different subspaces formed by taking meets and joins of
x, y, and z.

Dedekind’s argument can be made abstractly. Let x, y, and z be three
generators. In the free modular lattice they generate, the maximum 1̂ is x ∨
y ∨ z and the minimum 0̂ is x ∧ y ∧ z. Let

u = (x ∧ y) ∨ (y ∧ z) ∨ (z ∧ x),
v = (x ∨ y) ∧ (y ∨ z) ∧ (z ∨ x),

x1 = (x ∧ v) ∨ u = (x ∨ u) ∧ v,

y1 = (y ∧ v) ∨ u = (y ∨ u) ∧ v,

z1 = (z ∧ v) ∨ u = (z ∨ u) ∧ v,
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u

v

y zx
x1

y1 z1

Figure 3.1 Free modular lattice on three generators x, y, and z.

as shown in Figure 3.1. These five elements are distinct. The elements x ∧
y, y ∧ z, and z ∧ x generate a Boolean algebra with eight elements, giving
the interval [0̂, u]. Dually, x ∨ y, y ∨ z, and z ∨ x generate an eight-element
Boolean algebra as well, giving the interval [v, 1̂]. There are six additional
elements, x ∧ x1, y ∧ y1, z ∧ z1, x ∨ x1, y ∨ y1, and z ∨ z1, obtainable from
the lattice operations. For more details, see the solution to Exercise 3.4.3.

3.4.2. Proposition. The free modular lattice FM(3) has 28 elements.
The free modular lattice on four generators is infinite. To show this, we

exhibit an infinite number of elements in a modular lattice generated by four
elements. Let PG(2, R) be the real projective plane. We use the field of real
numbers so that we can draw pictures; any infinite field will work. If a and b are
points, let a, b be the line defined by a and b, and �∞ the line at infinity. Let a,

b, c, and d be four points in PG(2, R) such that the lines a, b and c, d intersect
at a point v1 on the line �∞ at infinity and a, c ∩ b, d = v2 and v2 ∈ �∞. In
particular, the two pairs a, b, c, d and a, c, b, d of lines are parallel in the
affine subplane.

In addition, let v = a, d ∩ b, c, u = v, v1 ∩ b, d , t1 = v, v2 ∩ a, b, s1 =
t1, u ∩ c, d, and v3 = a, d ∩ t1, s1. For i = 1, 2, 3, . . . , define the points re-
cursively by

ti+1 = si, v2 ∩ a, b and si+1 = ti+1, v3 ∩ c, d.

The points si and ti are distinct, as shown in Figure 3.2.
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Figure 3.2 The free modular lattice on four generators is infinite.

The infinite set of points {si, tj: 1 ≤ i, j < ∞} are lattice polynomials
in a, b, c, and d in the lattice of subspaces of PG(2, R). Hence, a, b, c,

and d generate an infinite sublattice of the (modular) lattice of subspaces of
PG(2, R).

The argument just presented shows the importance of geometric ideas in
studying modular lattices. The lattice operations of joins and meets of sub-
spaces are analogs of the geometric constructions of projections and sections
in synthetic projective geometry. With its focus on incidence relations and its
refusal of coordinates, synthetic projective geometry can best be understood
using the language of modular lattices. In particular, modular lattices offer a
way to work with joins and meets of arbitrary subspaces without referring to
the underlying points. We explain this point of view by studying Desargues’
theorem.54 (Desargues’ theorem is a theorem for projective spaces of dimen-
sion three or higher. There are projective planes in which Desargues’ theorem
fails.)

3.4.3. Desargues’ theorem. Let a, b, c, a′, b′, and c′ be six points in a projec-
tive space, no three on a line, such that the lines a, a′, b, b′, and c, c′ meet at a
common point p (see Figure 3.3). Let

d = a, b ∧ a′, b′, e = b, c ∧ b′, c′, and f = a, c ∧ a′, c′.

Then the three points d, e, and f are on the same line.
Schützenberger55 observed that Desargues’ theorem is a special case of the

following lattice-theoretic condition, called the Arguesian law: for any elements
x, y, z, x ′, y ′, and z′ in L such that

(x ∨ x ′) ∧ (y ∨ y ′) = (y ∨ y ′) ∧ (z ∨ z′) = (z ∨ z′) ∧ (x ∨ x ′),

54 For Desargues’ work, see Field and Gray (1987). 55 Schützenberger (1945).
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a

a

c
b

bc

p

d e f

Figure 3.3 Desargues’ theorem.

the following equations hold:

[(x ∨ y) ∧ (x ′ ∨ y ′)] ∨ [(x ∨ z) ∧ (x ′ ∨ z′)]
= [(y ∨ z) ∧ (y ′ ∨ z′)] ∨ [(x ∨ y) ∧ (x ′ ∨ y ′)]
= [(x ∨ z) ∧ (x ′ ∨ z′)] ∨ [(y ∨ z) ∧ (y ′ ∨ z′)].

Since Schützenberger’s paper, several equivalent versions of the Arguesian
law have been found. An example is the following compact variation (CA):
if56

(x ∨ x ′) ∧ (y ∨ y ′) ≤ z ∨ z′,

then

(x ∨ y) ∧ (x ′ ∨ y ′) ≤ [(x ∨ z) ∧ (x ′ ∨ z′)] ∨ [(y ∨ z) ∧ (y ′ ∨ z′)].

Both versions of the Arguesian law so far are implications. Jónsson57 has given
a version which is an inequality. Let

u = (x ∨ y) ∧ (x ′ ∨ y ′) ∧ [((x ∨ z) ∧ (x ′ ∨ z′)) ∨ ((y ∨ z) ∧ (y ′ ∨ z′))].

Then the Arguesian law can be stated as

(x ∨ x ′) ∧ (y ∨ y ′) ∧ (z ∨ z′) ≤ (x ∧ (u ∨ y)) ∨ (y ∧ (u ∨ y ′)).

Another version is a self-dual inequality due to Day and Pickering and
Haiman:58

z ∧ [[(x ∨ x ′) ∧ (y ∨ y ′)] ∨ z]
≤ x ∨ [[(x ∨ y) ∧ (x ′ ∨ y ′)] ∨ [(y ∨ z) ∧ (y ′ ∨ z′)]] ∧ (x ′ ∨ z′)].

The Arguesian law implies the modular law in the following way: if X ≥ Y, then
Jónsson’s inequality with x = y ′ = Z, y = z = x ′ = Y, and z′ = X becomes
X ∧ (Y ∨ Z) ≤ Y ∨ (X ∧ Z).

56 Day (1983). 57 Jónsson (1953). 58 Day and Pickering (1983) and Haiman (1985b).
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A lattice L is Arguesian if it satisfies the Arguesian law. The most natural
examples of Arguesian lattices are lattices of commuting equivalence relations
in combinatorics and lattices of normal subgroups in algebra. Recall from
Section 1.5 that a (binary) relation R on S is a subset of the Cartesian product
S × S. If a and b are elements of S, we write a R b instead of (a, b) ∈ R. If
R and T are relations on S, then the composition R ◦ T is the relation on S

defined by a R ◦ T b if there exists an element c in S such that a R c and c T b.

Relational composition has been studied extensively (see Section 1.5), but the
general theory had no impact on combinatorics so far. However, a special case
of relational composition has an elegant algebraic theory. This is the case of
commuting equivalence relations.

A relation R on S is an equivalence relation if it is reflexive, symmetric,
and transitive: in terms of relational composition, R is an equivalence relation
if I ⊆ R, R−1 = R, and R ◦ R ⊆ R, where I is the identity or equality rela-
tion {(a, a): a ∈ S} and R−1 is the inverse relation {(b, a): (a, b) ∈ R}. Given
an equivalence relation R, the equivalence classes of R form a partition of
S; conversely, any partition of S determines an equivalence relation whose
equivalence classes are the blocks of the partition. The notions of equivalence
relations and partitions are mathematically equivalent or “cryptomorphic,” but
different psychologically. Let Rπ be the equivalence relation associated with
the partition π .

The set �(S) of partitions of a set S forms a lattice under the partial order
of reverse refinement: π ≤ σ when every block of π is contained in a block of
σ . Under this partial order, �(S) is a lattice. The meet π ∧ σ in �(S) is the
partition whose blocks are B ∩ C, where B is a block in π and C is a block in
σ. In terms of their equivalence relations,

Rπ∧σ = Rπ ∩ Rσ .

The join π ∨ σ is the least partition coarser than both π and σ. It does not
have a simple description in terms of blocks. In terms of relations, Rπ∨σ is the
least equivalence relation containing Rπ ∪ Rσ . Since any equivalence relation
containing Rπ ∪ Rσ contains Rπ ◦ Rσ by transitivity, both Rπ and Rσ are
contained in Rπ ◦ Rσ , and the transitive closure of Rπ ∪ Rσ is an equivalence
relation, we conclude that

Rπ∨σ =
∞⋃

m=1

Rπ ◦ Rσ ◦ Rπ ◦ Rσ ◦ · · · ◦ Rπ ◦ Rσ︸ ︷︷ ︸
m times

.

Two relations R and T commute if R ◦ T = T ◦ R.

3.4.4. Lemma. Rπ∨σ = Rπ ◦ Rσ if and only if Rπ and Rσ commute.
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Proof. If R and T are commuting equivalence relations, then

R ◦ T ◦ R ◦ T = R ◦ R ◦ T ◦ T = R ◦ T .

Hence, if Rπ and Rσ commute, then Rπ∨σ = Rπ ◦ Rσ .

Conversely, suppose that Rπ∨σ = Rπ ◦ Rσ . Then Rπ ◦ Rσ ⊇ Rσ ◦ Rπ. Tak-
ing inverses, we obtain (Rπ ◦ Rσ )−1 ⊇ (Rσ ◦ Rπ )−1. But

(Rπ ◦ Rσ )−1 = R−1
σ ◦ R−1

π = Rσ ◦ Rπ.

Hence, Rσ ◦ Rπ ⊇ Rπ ◦ Rπ. We conclude that Rπ ◦ Rσ = Rσ ◦ Rπ. �

Since Rπ∨σ is the smallest equivalence relation containing Rπ ◦ Rσ , we
have also proved the following result.

3.4.5. Lemma. Let R and T be equivalence relations on the set S. Then R and
T commute if and only if R ◦ T is an equivalence relation.

We next characterize commuting equivalence relations. To do this, we use
a weakening of the notion of stochastic independence of partitions from in-
formation theory (see Section 1.4). Two equivalence relations Rπ and Rσ are
algebraically independent if for any block A in π and any block B in σ,

A ∩ B �= ∅. If Rπ and Rσ are independent, then for any two elements a and
b in S, aRπb, aRσb, or there exists a point c such that aRπc and cRσb.

Hence,

Rσ ◦ Rπ = R{S} = Rπ ◦ Rσ ,

where {S} is the maximum partition consisting of one block S. In particular,
Rπ and Rσ commute.

Let E ⊆ S. If R is a relation on S, then the restriction R|E is the relation
R ∩ E × E. If R is an equivalence relation, then R|E is also an equivalence
relation. If π is partition on S, then the restriction π |E is the partition on
E whose blocks are the nonempty subset of the form B ∩ E, where B is
a block of π. Note that the partition associated with Rπ |E is the restriction
π |E.

Let Si be a family of disjoint subsets with a partition πi on each subset Si.

The disjoint union &iπi is the partition on the union
⋃

i Si consisting of all
the blocks in the partitions πi. Suppose that for each i, σi is a partition of Si

such that πi and σi are independent. Then &iπi ◦ &iσi and &iσi ◦ &iπi both
equal &i{Si}. Hence, &iπi and &iσi commute, but they are not independent.
This shows one direction of the following characterization.
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3.4.6. The Dubreil–Jacotin theorem.59 The equivalence relations Rπ and Rσ

commute if and only if for every block C of the partition π ∨ σ, the restrictions
π |C and σ |C are algebraically independent.

Proof. We first show a special case. If the equivalence relations Rπ and Rσ

on S commute and π ∨ σ = {S}, then Rπ ◦ Rσ = R{S}, and hence for any
two elements a and b in S, there exists an element c such that aRπc and
cRσb. The element c is in the intersection of the block containing a in π

and the block containing b in σ. We conclude that π and σ are algebraically
independent.

To prove the general case, let C be a block of π ∨ σ. Then Rπ |C ◦ Rσ |C =
R{C}, and hence, Rπ |C and Rσ |C commute as equivalence relations on C.

The special case holds and we conclude that π |C and σ |C are algebraically
independent. �

A lattice L is linear if there exists a bijective lattice homomorphism
R : L → �(S) such that for all elements x and y in L, their images
R(x) and R(y), thought of as equivalence relations on S, commute, so
that

R(x ∨ y) = R(x) ∨ R(y) = R(x) ◦ R(y).

3.4.7. Theorem. A linear lattice L is Arguesian.

Proof. We prove the implication (CA). Let R : L → �(S) be a bijective
homomorphism into a sublattice of commuting equivalence relations and
x, y, z, x ′, y ′, z′ be elements in L such that

R(x ∨ x ′) ∩ R(y ∨ y ′) ⊆ R(z ∨ z′). (H)

Suppose a, b ∈ S and a R((x ∨ y) ∧ (x ′ ∨ y ′)) b. Then there exist c and d such
that

aR(x)c, cR(y)b, aR(x ′)d, dR(y ′)b.

From this, we deduce that

cR(x ∨ x ′)d, cR(y ∨ y ′)d

and

c R((x ∨ x ′) ∧ (y ∨ y ′))d.

59 Dubreil and Dubreil-Jacotin (1939).
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By inequality (H), c R(z ∨ z′) d. Thus, there exists e ∈ S such that cR(z)e and
eR(z′)d.

So far, we have the following relationships involving a and e :

aR(x)c, cR(z)e, aR(x ′)d, dR(z′)e.

Hence,

a R((x ∨ z) ∧ (x ′ ∨ z′)) e.

Similarly,

eR((y ∨ z) ∧ (y ′ ∨ z′))b.

Combining these two relations, we obtain

aR([(x ∨ z) ∧ (x ′ ∨ z′)] ∨ [(y ∨ z) ∧ (y ′ ∨ z′)])b,

and thus,

R((x ∨ y) ∧ (x ′ ∨ y ′)) ⊆ R([(x ∨ z) ∧ (x ′ ∨ z′)] ∨ [(y ∨ z) ∧ (y ′ ∨ z′)]).

�

We end with a discussion of free linear lattices.

3.4.8. Theorem. Free linear lattices exist.
The only known proof is indirect and uses a theorem of Birkhoff60 that free

lattices exist in a class C of lattices if and only if C is closed under forming
direct products and taking sublattices.

We first observe that a sublattice of a lattice of commuting equivalence
relations is also a lattice of commuting linear relation. Next, we show that a
direct product of linear lattices is linear. Let I be an index set and for each
i ∈ I, let Li be a lattice represented by commuting equivalence relations on
the base set Si. Associate with each element (xi)i∈I in the Cartesian product∏

i: i∈I Li the equivalence relation R((xi)) on the base set
∏

i: i∈I Si defined
by

(ai) R((xi)) (bi) if aiR(xi)bi for all i ∈ I.

Put another way, the equivalence classes of R((xi)) are all Cartesian products∏
i: i∈I Bi, where Bi is an equivalence class in R(xi). It is routine to check

that R :
∏

i: i∈I Li →
∏

i: i∈I Si is a representation by commuting equivalence
relations.

60 Birkhoff (1967, p. 167).
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At this stage, we can finish the proof by quoting Birkhoff’s theorem. It
takes only a little longer to explicitly show Birkhoff’s construction for linear
lattices. Let X be a given set of generators. If |X| is infinite, let L be the set
of isomorphism classes of linear lattices such that |L| ≤ |X|; if |X| is finite,
let L be the set of all isomorphism classes of finite or countable linear lattices.
Let H be the set of all pairs (ϕ,L), where L ∈ L and ϕ : X → L is a function
(defined up to an isomorphism of L). Let

L̃ =
∏

(ϕ,L): (ϕ,L)∈H
L.

Then L̃ is linear, because it is a product of linear lattices. For each generator x in
X, let x̃ be the element in L̃ with (ϕ,L)-component equal to ϕ(xk). Let FL(X)
be the sublattice of L̃ generated by the set {x̃: x ∈ X}. This is a linear lattice and
we claim that it is free. To see this, let ψ : X → M be a function from X to a
linear lattice M . Then (ψ,M) ∈ H. Let P : L̃ → M be the projection sending
an element of L̃ to its (ψ,M)-component. This is a lattice homomorphism
extending ψ. We conclude that L̃ satisfies the universal property defining a free
linear lattice.

Other than existence, little is known about the structure of free linear lat-
tices. The only case known is that FL(3) is isomorphic to the free modular
lattice FM(3). The free modular or linear lattice on n generators contains
(as a homomorphic image) the lattice generated by n subspaces in projective
space. When n = 3, the lattice generated by n subspaces in general position
equals FL(3). Whether this equality holds for n ≥ 4 is unknown. An explicit
construction for free modular or linear lattices would yield insights into the
geometric problem of finding invariants and classifying configurations of sub-
spaces. The case of four subspaces was studied intensively by Gelfand and
Ponomarev.61

A major research problem is whether linear lattices can be characterized
by identities. By a theorem of Birkhoff (see Exercise 1.3.8), an equivalent
problem is whether the class of linear lattices is closed under homomorphic
images. Haiman62 proved that linear lattices satisfy a sequence of increasingly
stronger identities based on Desargues’ theorem. However, he also showed that
these analogs are not sufficient to characterize linearity. Haiman also developed
a proof theory for universal Horn sentences (that is, sentences of the form∧

i[Pi ≤ Qi] ⇒ [P ≤ Q], where Pi, Qi, P, Q are lattice polynomials, “∧”
is logical conjunction or “and”, and “⇒” is implication) about linear lattices.
His algorithm represents a given Horn sentence as a series-parallel graph and

61 Gelfand and Ponomarev (1972, 1974). 62 Haiman (1991).
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then applies simple graph constructions that would yield either a proof or a
counterexample.63

Exercises

3.4.1. Show that in a modular lattice, the two conditions that (I) x and y are
comparable and that (II) for some element a x ∨ a = y ∨ a and x ∧ a = y ∧ a,
imply that x = y.

3.4.2. McLaughlin’s theorem.64

Recall from Exercise 1.3.6 that a lattice L is modular if and only if L

does not contain the pentagon N5 as a sublattice. Prove McLaughlin’s the-
orem: let L be a complemented lattice with minimum 0̂ and maximum 1̂.

Suppose that L does not contain a pentagon with m = 0̂ and M = 1̂. Then L is
modular.

3.4.3. (a) Construct the free distributive lattice FD(3) on three generators.
(b) Do the calculations in the construction of FM(3).
(c) Prove von Neumann’s observation:65 The sublattice generated by three

elements x, y, and z in a modular lattice is distributive if and only if x ∧ (y ∨
z) = (x ∧ y) ∨ (x ∧ z).

3.4.4. The free modular lattice generated by two chains.66

In this problem, we need the notion of a free modular lattice generated by
a given partially ordered set P. Informally, this is the largest modular lattice
FM(P ) containing P, with meets and joins in FM(P ) agreeing with any existing
infimums and supremums in P.

(a) Define FM(P ) formally by a universal property.
Let P (m, n) be the partially ordered set consisting of two disjoint chains

x1 < x2 < · · · < xm and y1 < y2 < · · · < yn,

the first having length m − 1 and the second having length n − 1. Let Y (m, n)
be the (distributive) lattice of order ideals of the Cartesian product of the two
chains {0, 1, 2, . . . , m} and {0, 1, 2, . . . , n}, in their natural order.

(b) Show that |Y (m, n)| = (
m+n

n

)
.

(c) Prove the Birkhoff–Schreier–Zassenhaus theorem. The free modular lat-
tice FM(P (m, n)) generated by the partial order P (m, n) is isomorphic to a
sublattice of Y (m, n). In particular, it is distributive.

63 Haiman (1985a). 64 McLaughlin (1956). 65 von Neumann (1936).
66 Birkhoff (1967, p. 65), Schreier (1928), and Zassenhaus (1934).
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3.4.5. Modular lattices and exterior algebras.67

(Research problem) Exterior algebras provide a calculus for meets and joins
of subspaces. Thus, meets and joins in exterior algebras may be considered
as coordinatized versions of meets and joins in modular or linear lattices. The
double algebra due to Rota and his coworkers gives a workable notation for
working with exterior-algebra meets and joins. Study this connection.

3.4.6. Prove that the four versions of the Arguesian law given in the text are
equivalent.

3.4.7. Three types of representations of lattices by equivalence relations.68

A representation (by equivalence relations) of a lattice L is a bijective
lattice homomorphism R : L → �(S), where �(S) is the lattice of parti-
tions on a set S. Partitions are thought of as equivalence relations on S.

In his important 1953 paper, Jónsson defined three types of representations.
A representation is type-1 if R(x ∨ y) = R(x) ◦ R(y) for all x, y ∈ L. Lat-
tices with a type-1 representation are exactly the linear lattices. A representa-
tion is type-2 if R(x ∨ y) = R(x) ◦ R(y) ◦ R(x) for all x, y ∈ L and type-3 if
R(x ∨ y) = R(x) ◦ R(y) ◦ R(x) ◦ R(y) for all x, y ∈ L.

(a) Show that a lattice L has a type-2 representation if and only if L is
modular.

(b) Show that every lattice has a type-3 representation.

3.4.8. Subgroups and equivalence relations.
If H is a subgroup of a group G (written multiplicatively), let RH be the

equivalence relation giving the partition of G into right cosets of H. Let H and
K be subgroups and HK = {hk: h ∈ H, k ∈ K}.

(a) Show that the equivalence relations RH and RK commute if and only if
HK = KH.

(b) Show that the following lattices are linear: the lattice of normal subgroups
of a group, the lattice of subgroups of an Abelian group, the lattice of subspaces
of a vector space, and the lattice of submodules of a module.

3.4.9. Generalized Arguesian Identities.69

The following is Desargues’ theorem in three-dimensional projective space.
Let a, a′, b, b′, c, c′, d, d ′ be points. If the four lines a, a′, b, b′, c, c′, and d, d ′

meet at one common point, then four points

a, b ∧ a′, b′, b, c ∧ b′, c′, c, d ∧ c′, d ′, and d, a ∧ d,′ a′

lie on a plane.

67 Barnabei et al. (1985), Grassmann (1862), Hawrylycz (1994), and Mainetti and Yan (2000).
68 Jónsson (1953). 69 Haiman (1991).
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The corresponding generalized Arguesian identity is

d ∧ ((d ′
1 ∧ d ′

2) ∨ {[(c′2 ∧ c′1) ∨ (c2 ∧ c1)] ∧ [(b′
2 ∧ b′

1) ∨ (b2 ∧ b1)]
∧[(a′

2 ∧ a′
1) ∨ (a2 ∧ a1)]})

≤ a1 ∨ ((a′
1 ∨ d ′

2) ∧ {[(b′
1 ∨ a′

2) ∧ (b1 ∨ a2)] ∨ [(c′1 ∨ b′
2) ∧ (c1 ∨ b2)]

∨[(d ′
1 ∨ c′2) ∧ (d ∨ c2)]}).

Prove that this identity holds in all linear lattices.
(b) (Research problem) Find lattice versions of higher-dimensional theorems

in projective geometry.

3.4.10. Information theory and commuting equivalence relations.
(a) (Research problem) Stochastic independence for partitions or equiva-

lence relations is a key notion in information theory (see Section 1.4). Find an
interesting information-theoretic interpretation of two commuting equivalence
relations.

(b) (Research problem) Another problem is to generalize the notion of
commuting equivalence relations to more than two relations. Motivated by
probability theory, define three partitions π, σ, and τ on the same set to be
algebraically 3-independent when for any three blocks A ∈ π, B ∈ σ, and
C ∈ τ , A ∩ B ∩ C �= ∅ and 3-commuting when they are disjoint unions of
algebraically 3-independent partitions. Is there a lattice-theoretic interpretation
of 3-commuting equivalence relations?

3.4.11. Stochastic independence and commutativity.70

Stochastic independence is a strengthening of algebraic independence. Let
(
,F , Pr) be a probability space, where F is a σ -algebra on 
 and Pr is
the probability measure. Two σ -subalgebras B and C of F are stochastically
independent if for subsets B ∈ B and C ∈ C, Pr(B ∩ C) = Pr(B)Pr(C). A σ -
subalgebra is strictly separable if it can be generated by a countable collection
of subsets. If A is a σ -subalgebra of F , let MA be the probability space
(
,A, Pr).

Two theorems due to Rohlin characterize the structure of pairs of stochasti-
cally independent σ -subalgebras.

(a) Show Rohlin’s first theorem. Let (
,F , Pr) be a probability space, B
and C be two strictly separable σ -subalgebras of F and A be the σ -subalgebra
generated by B and C. Then up to a set of measure zero, the space MA equals
the direct product MB ⊗ MC .

70 Rohlin (1949) and Yan (1999).
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(b) Show Rohlin’s second theorem. Let A be a strictly separable σ -
subalgebra of F . If A is atomless, then A has a stochastically independent
complement B and, up to a set of measure zero, the space (
,F , Pr) equals the
direct product MA ⊗ MB.

The concept of commuting equivalence relations has a stochastic analog.
The σ -subalgebras B and C commute stochastically if for subsets B ∈ B and
C ∈ C,

PrD(B)PrD(C) = PrD(B ∩ C),

where D = B ∩ C and PrD is the conditional probability with respect to D.

(c) Prove that the following statements are equivalent:

SC1. The σ -subalgebras B and C are stochastically commuting.

SC2. For all pairs of random variables X and Y measurable with respect to the
σ -subalgebras B and C,

E(X|B ∩ C)E(Y |B ∩ C) = E(XY |B ∩ C),

where E(·|B ∩ C) is the conditional expectation operator with respect to B ∩ C.

SC3. The conditional expectation operators E(·|B) and E(·|C) commute; that
is, for any random variable X,

E(E(X|B) | C) = E(E(X|C) |B) = E(X |B ∩ C).

(d) Use Rohlin’s theorems to prove the probabilistic analog of Theorem
3.4.8 for commuting equivalence relations: let B, C be a pair of strictly sep-
arable σ -subalgebras which are stochastically commuting. Let D = B ∩ C
and A be the σ -subalgebra generated by B and C. If D is atomless, then
there exist strictly separable stochastically independent σ -subalgebras S and
T such that the following decompositions hold, modulo sets of measure
zero:

MB = MD ⊗ MS , MC = MD ⊗ MT , and MA = MD ⊗ MS ⊗ MT .

3.5 Finite Modular and Geometric Lattices

In this section, we discuss the combinatorics of finite modular, semimodu-
lar, and geometric lattices. Our discussion is selective and will center on the
following result.
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3.5.1. Dilworth’s covering theorem. Let L be a finite modular lattice. Then
the number of elements covering exactly k elements equals the number of
elements covered by exactly k elements.

Finite atomic modular lattices are the key to proving Dilworth’s theorem. It
is slightly more difficult to study finite atomic semimodular lattices and we
will take this option. A lattice L is semimodular if for any two elements x and
y, x covers x ∧ y implies that x ∨ y covers y. By Dedekind’s transposition
principle (3.4.1), a modular lattice is semimodular.

A finite lattice satisfies the Jordan–Dedekind chain condition if for every
pair x and y of elements such that x < y, every maximal chain from x to y has
the same length.

3.5.2. Lemma. A finite semimodular lattice satisfies the Jordan–Dedekind
chain condition.

Proof. We will prove the following assertion: if one maximal chain from x to y

has length n, then every maximal chain from x to y has length n. We proceed by
induction on n. The assertion holds if y covers x, that is, when n = 1. Suppose
that there is a maximal chain

x = x0 < x1 < x2 < · · · < xn−1 < xn = y

of length n from x to y. Let

x = y0 < y1 < y2 < · · · < ym−1 < ym = y

be another maximal chain from x to y. Finally, let

x1 ∨ y1 = z0 < z1 < · · · < zk−1 < zk = y

be a maximal chain from x1 ∨ y1 to y. By semimodularity, x1 ∨ y1 covers x1

and hence x1 < z0 < z1 < · · · < y is a maximal chain from x1 to y. Since
x1 < x2 < · · · < y is a maximal chain from x1 to y having length n − 1, we
conclude, by induction, that k = n − 2. On the other hand, y1 < z0 < z1 <

· · · < zk−1 = zk = y is a maximal chain from y1 to y. Hence, by induction,
k + 1 = m − 1. All together, we conclude that m = n. �

If x is an element in a finite semimodular lattice L, let the rank function
rk(x) be the length of a maximal chain from the minimum 0̂ to x. Thinking of
rank as dimension, Lemma 3.5.2 asserts “invariance of dimension.”
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3.5.3. Lemma. The rank function of a finite semimodular lattice satisfies the
submodular inequality

rk(x) + rk(y) ≥ rk(x ∨ y) + rk(x ∧ y).

Proof. To see this, observe that rk(x) − rk(x ∧ y) is the length of a maximal
chain from x ∧ y to x. Let

x ∧ y = x0 < x1 < x2 < · · · < xm−1 < xm = x

be such a maximal chain, where m = rk(x) − rk(x ∧ y). Take the join of each
element in the chain with y to obtain

y ≤ x1 ∨ y ≤ x2 ∨ y ≤ · · · ≤ xm−1 ∨ y ≤ x ∨ y.

Since xi+1 ∨ y covers or equals xi ∨ y, the length of a maximal chain from y

to x ∨ y is at most m. Hence, rk(x ∨ y) − rk(y) ≤ m. �

A lattice is geometric if it is atomic and semimodular. A matroid M on the
finite set S is defined by a closure operator A 
→ A on the Boolean algebra 2S

of subsets of S satisfying the (Mac Lane–Steinitz) exchange condition:

If a, b �∈ A, then a ∈ A ∪ {b} implies b ∈ A ∪ {a}.
A matroid is simple if the empty set and all one-element subsets are closed. The
closed sets of a matroid are called flats. The flats form a lattice L(M) under
set-containment, with meet and join given by

A ∧ B = A ∩ B and A ∨ B = A ∪ B.

3.5.4. Birkhoff’s theorem. The lattice L(M) of flats of a finite matroid is
geometric. Conversely, given a geometric lattice L, there exists a unique simple
matroid M such that L(M) is isomorphic to L.

Proof. Let M be a matroid on the finite set S. Then it is easy to check that the
flat Y covers the flat X if and only if there exists a ∈ S such that X ∨ {a} = Y.

Thus,

X covers X ∧ Y

⇔ X = (X ∧ Y ) ∨ {a} for some a ∈ S

⇒ X ∨ Y = (X ∧ Y ) ∨ {a} ∨ Y = Y ∨ {a}
⇒ X ∨ Y covers Y.

We conclude that L(M) is semimodular. In particular, the closure of a one-
element set {a} either is the minimum flat ∅ or covers ∅. Let X be a flat and let
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a1, a2, . . . , am be all the elements in X not in ∅. Then

X = {a1} ∨ {a2} ∨ · · · ∨ {am}.
We conclude that L(M) is atomic.

Now let L be a geometric lattice and S be the set of atoms of L. It is routine
that the function A 
→ A on subsets of S by

A =
{
c: c ≤

∨
a: a∈A

a

}
is a closure operator and the lattice of closed sets of A → A is isomorphic
to L. To finish, we need to prove the exchange condition. Let a, b �∈ A and
a ∈ A ∪ {b}. Let X = ∨

e: e∈A e. Then a �≤ X but a ≤ X ∨ b. Since b �≤ X,

b ∧ X = 0̂, and hence, b covers b ∧ X. By semimodularity, X ∨ b covers X.

As X < X ∨ a ≤ X ∨ b, we conclude that X ∨ a = X ∨ b; in other words,
b ∈ A ∪ {a}. �

We note that the rank function in the lattice L(M) of flats of a matroid
M on a set S induces a rank function on subsets A of S by rk(A) = rk(A).
By Lemma 3.5.3, this rank function satisfies the submodular inequality: for
A,B ⊆ S, rk(A) + rk(B) ≥ rk(A ∪ B) + rk(A ∩ B). Thus, the lattice-induced
rank function is a matroid rank function, as defined in Section 2.4.

3.5.5. Rota’s positivity theorem.71 Let L be a finite geometric lattice, x and y

be elements such that x ≤ y, and µ be the Möbius function of L. Then µ(x, y)
is nonzero and has sign (−1)rk(y)−rk(x).

Proof. We proceed by induction on rk(y) − rk(x). To begin, observe that
µ(x, x) = 1 and µ(x, y) = −1 if y covers x. For the induction step, we use
Weisner’s theorem (3.1.5). Choose an element a covering x. Then

µ(x, y) = −
∑

z: z∈[x,y], z∨a=y, z �=y

µ(x, z).

By the submodular inequality,

rk(z) + rk(a) ≥ rk(y) + rk(x),

and hence,

rk(z) − rk(x) ≥ rk(y) − rk(a) = [rk(y) − rk(x)] − 1.

71 Foundations I, p. 357.
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Since z < y, we have rk(z) − rk(x) = [rk(y) − rk(x)] − 1. By induction,
µ(x, z) is nonzero and has sign (−1)rk(y)−rk(x)−1. We conclude that µ(x, y)
is nonzero and has sign (−1)rk(y)−rk(x). �

An easy way to prove Dilworth’s covering theorem is to prove a more general
result.72 Let J and M be subsets of a finite lattice L. The subset J is concordant
with the subset M if for every element x in L, either x is in M or there exists
an element x† such that

CS1. µ(x, x†) �= 0.

CS2. For every element j in J, x ∨ j �= x†.

If H and K are subsets of a partially ordered set, the incidence matrix I(H |K)
is the matrix with rows indexed by H and columns indexed by K with the
hk-entry equal to 1 if h ≤ k and 0 otherwise.

3.5.6. Theorem. Let J be concordant with M in a finite lattice L. Then the
incidence matrix I(M|J ) has rank |J |. In particular, |J | ≤ |M|.
Proof. Let Q be field of rational numbers, Fun(L, Q) be the vector space of
functions defined from the set L to Q, and Fun(J, Q) be the subspace of
functions supported on J, that is, functions such that f (x) = 0 unless x ∈ J.

If a ∈ L, the delta function δa : L → Q is the function defined by δa(x) = 1
if x = a and 0 otherwise. The set {δa: a ∈ L} is a basis for Fun(L, Q) and the
subset {δa: a ∈ J } is a basis for Fun(J, Q).

Let T : Fun(J, Q) → Fun(L, Q) be the linear transformation defined by

Tf (x) =
∑
z: z≤x

f (z).

Relative to the bases of delta functions, the matrix of T is the incidence matrix
I(L|J ). The incidence matrix I(M|J ) is a submatrix of I(L|J ). We will
show that I(M|J ) has rank |J | by showing that the linear transformation
TM : Fun(J, Q) → Fun(M, Q) obtained by restricting Tf to the elements in
M is injective. This will be done by showing that one can reconstruct a function
f in Fun(J, Q) from the restriction Tf |M of Tf to M. We need the following
lemma.

3.5.7. Lemma. ∑
y: x≤y≤x†

µ(y, x†)Tf (y) =
∑

z: z∨x=x†

f (z).

72 Kung (1987).
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Proof. Let fx : [x, x†] → Q be the function defined by

fx(y) =
∑

z: z∨x=y

f (z).

Observe first that the elements in L are partitioned into equivalence classes by
the relation a ∼ b if and only if a ∨ x = b ∨ x, and second that z ≤ y for an
element y in [x, x†] if and only if z ∨ x ≤ y. Hence,

Tf (y) =
∑
z: z≤y

f (z) =
∑

z: x≤z≤y

fx(z).

Applying Möbius inversion to fx on the interval [x, x†], we obtain∑
y: x≤y≤x†

µ(y, x†)Tf (y) = fx(x†) =
∑

z: z∨x=x†

f (z). �

To reconstruct a function f : J → Q, we first reconstruct the (unre-
stricted) function Tf : L → Q using as input the restriction Tf : M → Q.

Once we have done this, f can be reconstructed using Möbius inversion over
L.

To start the reconstruction of Tf, we note that if J is concordant with M,

the maximum 1̂ must be in M. Hence, Tf (1̂) can be read off directly from
the input. We now go down the lattice inductively. If x ∈ M, then Tf (x) is
read off directly from the input. If x �∈ M, then by CS2, for all j ∈ J, x ∨
j �= x†. Hence, fx(x†) = 0 and rearranging the equation in Lemma 3.5.7, we
have

µ(x, x†)Tf (x) = −
∑

y: x<y≤x†

µ(y, x†)Tf (y).

By induction, since y > x, all the values Tf (y) have already been recon-
structed. Hence, as µ(x, x†) �= 0, the equation yields the value of Tf (x). This
completes the proof of Theorem 3.5.6. �

There are many examples of concordant sets.

3.5.8. The Dowling–Wilson inequalities.73 Let L be a rank-n geometric
lattice, and

Bk = {x: x ∈ L and rk(x) ≤ k},
T k = {x: x ∈ L and n − rk(x) ≤ k}.

73 Dowling and Wilson (1975).
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Then Bk is concordant with T k. In particular, if Wr is the number of rank-r
elements in L and k < n/2, then

W0 + W1 + W2 + · · · + Wk ≤ Wn−k + Wn−k+1 + · · · + Wn−1 + Wn.

Equality holds if and only if L is modular.

Proof. For all elements x in L, let x† = 1̂. Then if rk(j ) ≤ k and x /∈ T k (that
is, rk(x) ≤ n − k), then the submodular inequality implies that rk(x ∨ j ) < n.

Thus, CS2 holds. CS1 holds by Rota’s positivity theorem.
We shall not need the characterization of those geometric lattices in which

equality holds and refer the reader to the paper of Dowling and Wilson. �

Dilworth’s covering theorem (3.5.1) is another consequence of Theorem 3.5.6.
If x is an element in a finite lattice L, let x∗ be the join of all the elements
covering x. If L is semimodular, then the interval [x, x∗] is a geometric lattice.
Dually, let x∗ be the meet of all the elements covered by x.

3.5.9. Theorem. Let k be a positive integer and L be a finite modular lattice.
(a) Let Jk be the set of elements in L covered by k or fewer elements and Mk

be the set of elements in L covering k or fewer elements. Then Jk is concordant
with Mk, with x† = x∗.

(b) Let Dk be the set of elements x in L such that rk(x) − rk(x∗) ≤ k and
Uk be the set of elements x in L such that rk(x∗) − rk(x) ≤ k. Then Dk is
concordant with Uk, with x† = x∗.

Proof. If x /∈ Mk, then the interval [x, x∗] has at least k + 1 atoms and contains
the atomic geometric lattice Lx generated by the atoms in [x, x∗]. The lattice
Lx has maximum x∗, and by the Dowling–Wilson inequalities, x∗ covers at
least k + 1 elements.

Suppose that j ∈ Jk and x ∈ L. If x ∨ j = x∗, then by Dedekind’s transpo-
sition principle, the intervals [x ∧ j, j ] and [x, x∗] are isomorphic. However,
since x∗ covers at least k + 1 elements, the isomorphism implies that j covers
at least k + 1 elements, contradicting the assumption that j ∈ Jk. We conclude
that for all j ∈ Jk, x∗ �= x ∨ j. This verifies CS2. CS1 follows from Rota’s
positivity theorem.

We note that there are other, perhaps shorter, arguments to prove part (a).
One could use the fact that [x, x∗] is a finite atomic modular lattice, and in such
lattices, the number of atoms equals the number of coatoms.

To prove part (b), we use a similar argument, using the fact that if [x ∧ j, j ]
and [x, x∗] are isomorphic, then j∗ ≤ x ∧ j. �
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We end this section by remarking that a modular lattice is consistent in the
sense given in Exercise 1.3.6. Hence, a discussion of the Kurosh–Ore theorem
for decompositions of elements into join-irreducibles in modular lattices can
be found there.

Exercises

3.5.1. A lattice-theoretic version of the fundamental theorem of geometry.
A lattice L is reducible if L is isomorphic to the Cartesian product L1 × L2,

where both factors L1 and L2 have at least two elements. A lattice is irreducible
if it is not reducible. Show that if n ≥ 4, then an irreducible finite rank-n atomic
modular lattice is isomorphic to the lattice of subspace of a dimension-n vector
space over a finite field, and if n = 3, such a lattice is the lattice of subspaces
of a projective plane.

3.5.2. The cycle matroid of a graph.
Let � be a graph with vertex set V and edge set E. For a subset T ⊆ E, let

T be the subset

T ∪ {e: for some subset D ⊆ T , D ∪ {e} is a cycle in �}.

(a) Show that each closed set X of edges determines a partition of the vertex
set. A block of this partition consists of the vertices in a connected component
of the edge subgraph �|X on V with edge set X.

(b) Show that T 
→ T is a closure operator on E satisfying the exchange
condition.

The closure operator T 
→ T defines the cycle matroid of the graph �. Let
L(�) be the lattice of flats and rk its rank function.

(c) Show that rk(X) = |V | − c(X), where c(X) is the number of connected
components in �|X.

If λ is a positive integer, a (proper) λ-coloring of � is a function h : V →
{1, 2, . . . , λ} such that h(u) �= h(v) whenever {u, v} is an edge of �.

(d) Show that the number of proper λ-colorings of � equals a polynomial
P (�; λ) of degree |V |. In fact,

P (�; λ) =
∑

X: X∈L(�)

µ(∅, X)λc(X).

The polynomial P (�; λ) is the chromatic polynomial of �.

(e) Show that the lattice of flats of the cycle matroid of the complete graph
Kn on the vertex set {1, 2, . . . , n} is isomorphic to the lattice of partitions on
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{1, 2, . . . , n}. Show that

P (Kn; λ) = λ(λ − 1)(λ − 2) · · · (λ − n + 1).

Hence, conclude that if µ is the Möbius function of the lattice �({1, 2, . . . , n})
of partitions, then

µ(0̂, 1̂) = (−1)n−1(n − 1)!

(f) Using Exercise 3.1.11, show that

det[λrk(X∨Y )]X,Y∈L(G) =
∏

X: X∈L(G)

P (G/X; λ),

where G/X is the graph G with the edges in X contracted. Extend this theorem
to matroids and their characteristic polynomials.

3.5.3. Sperner theory.74

(a) Show that the lattice L(V ) of subspaces of a finite vector space V is
Sperner.

(b) Find an explicit symmetric chain decomposition of L(V ).
(c) Show that for sufficiently large n, the lattice of partitions of

{1, 2, . . . , n} is not Sperner.
(d) Find other examples of geometric lattices which are not Sperner.
(e) Find continuous analogs of Sperner’s theorem for lattices of subspaces

over the reals.

3.5.4. Dilworth-Hall gluing.75

Let L1 be a lattice with maximum u and L2 be a lattice with a minimum
z. Suppose that there exist elements a1 ∈ L1 and a2 ∈ L2 such that the upper
interval [a1, u] in L1 is isomorphic to the lower interval [z, a2] in L2. The
Dilworth–Hall union L1 & L2 (over the intervals [a1, u] and [z, a2]) is the
lattice obtained by taking the union of L1 and L2 and identifying isomorphic
elements in [a1, u] and [z, a2], with join defined by x ∨ y equals x ∨ y in Li

if both x and y are in Li and x ∨ y = (x ∨ a1) ∨ y if x ∈ L1 and y ∈ L2. The
meet is defined dually.

(a) Show that L1 & L2 is indeed a lattice.
(b) Show that L1 & L2 is modular if and only if L1 and L2 are modular.

74 Canfield (1978), Dilworth and Greene (1971), Kahn (1980), Klain and Rota (1997), and Vogt
and Voigt (1997).

75 Hall and Dilworth (1944). This paper started the area of gluing constructions for modular
lattices and was a motivation for studying the Arguesian law. See the survey paper Day and
Freese (1990).
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(c) Using this construction, show that there exists a finite modular lattice
which is not a sublattice of any complemented modular lattice.

3.5.5. Show that the following are equivalent for a finite lattice L:
(a) L is semimodular.
(b) x and y cover x ∧ y implies x ∨ y covers x and y.

(c) x covers y implies that x ∨ z covers or equals y ∨ z for every element z

in L.

(d) Let rk(x) be the minimum length of a maximal chain from 0̂ to x. Then

rk(x) + rk(y) ≥ rk(x ∨ y) + rk(x ∧ y).

3.5.6. A finite lattice is coatomic if every element is a meet of coatoms (that is,
elements covered by the maximum 1̂).

(a) Show that a finite geometric lattice is coatomic.
(b) Is it true that if a finite semimodular lattice is coatomic, then it is atomic?

3.5.7. An element x in a semimodular lattice L is modular if for all elements y

in L,

rk(x) + rk(y) = rk(x ∨ y) + rk(x ∧ y).

Let L be a finite geometric lattice and Mk be the number of rank-k modular
elements in L.

(a) Show that

W0 + W1 + W2 + · · · + Wk ≥ Mn−k + Mn−k+1 + · · · + Mn−1 + Mn.

(b) (Research problem) Prove the unimodality conjecture. There exists an
index m such that

W0 ≤ W1 ≤ W2 ≤ · · · ≤ Wm and Wm+1 ≥ Wm+2 ≥ · · · ≥ Wn−1 ≥ Wn.

This conjecture was made by Rota in 1970, but almost no progress has been
made since then. A more tractable conjecture is W1 < W2 < · · · < Wk, where
k = � n

2 �.
(c) (Research problem) Show that if k ≤ n/2, then Wk ≤ Wn−k. This “top-

heaviness” conjecture was made by Dowling and Wilson. It has proved to be
just as intractable as the unimodality conjecture.

3.5.8. Consistent lattices.
Let L be a finite lattice. Recall from Exercise 1.3.4 that a join-irreducible j

in a finite lattice L is consistent if for all elements x in L, x ∨ j equals x or
is a join-irreducible in the upper interval [x, 1̂]. Let C be the set of consistent
join-ireducibles and M the set of meet-irreducibles.
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(a) Show that C ∪ {0̂} is concordant with M ∪ {1̂}.
A lattice is consistent if every join-irreducible is consistent. Part (a) implies

that in a finite consistent lattice, the number of join-irreducibles is at most the
number of meet-irreducibles.

Let G be a finite group. A subgroup H of G is subnormal if there ex-
ists a chain G = N0 ⊃ N1 ⊃ N2 ⊃ · · · ⊃ Nr−1 ⊃ Nr = H such that Ni+1 is a
normal subgroup in the subgroup Ni.

(b) Show that the subnormal subgroups form a sublattice of the lattice of
subgroups of a finite group G.76

(c) Let W (G) be the lattice of subnormal subgroups of G. Show that W (G)
is consistent and dually semimodular.

3.6 Valuation Rings and Möbius Algebras

The basic construction in this section is the ∧-semigroup algebra of a lattice
L. Let L be a lattice, A be a commutative ring, and M(L, A) be the A-
algebra consisting of (formal) linear combinations of the form

∑
axx, where

ax ∈ A and x ∈ L, with all but finitely many coefficients ax equal to zero.
Multiplication in M(L, A) is defined by xy = x ∧ y if x and y are in L and
extended by linearity and distributivity. Explicitly,

[ ∑
x: x∈L

axx

]⎡⎣ ∑
y: y∈L

byy

⎤⎦ =
∑
z: z∈L

( ∑
x,y: x∧y=z

axby

)
z.

If L has a maximum 1̂, then M(L, A) has an identity and it equals 1̂.

An A-valuation v on the lattice L is a function L → A satisfying

v(x ∨ y) + v(x ∧ y) = v(x) + v(y)

for all elements x and y in L. Constant functions are valuations. However,
unless a lattice is distributive, it does not have many valuations.

Valuations have been largely studied on Boolean algebras, where they are
called measures. Although measures and valuations are defined by the same
equation, the theory of valuations is richer and ranges wider. As is done in
functional analysis, the study of measures can be reduced to the study of linear
functionals or abstract integrals on function spaces. In analogy, we reduce the

76 Wielandt (1939).
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study of valuations on a distributive lattice to the study of linear functionals on
a ring constructed from the lattice.77

Let S be the submodule in M(L, A) of linear combinations of elements of
the form

x ∨ y + x ∧ y − x − y.

Then S is an ideal of M(L, A). To prove this, consider the expression

z ∧ (x ∨ y + x ∧ y − x − y), (E)

which equals

z ∧ (x ∨ y) + z ∧ (x ∧ y) − z ∧ x − z ∧ y.

Using the distributive axioms, idempotency and commutativity, we can rewrite
the first two terms to obtain

(z ∧ x) ∨ (z ∧ y) + (z ∧ x) ∧ (z ∧ y) − z ∧ x − z ∧ y.

Thus, the expression (E) is in S. Since we include all linear combinations in
the construction, we conclude that S is an ideal. The valuation ring Val(L, A)
of the distributive lattice L over the ring A is the quotient ring M(L, A)/S.

3.6.1. Lemma. Let L be a distributive lattice and A a commutative ring. Then
there is a natural bijection between valuations L → A and A-linear functionals
Val(L, A) → A.

Proof. If v : L → A is a valuation, we can extend v to a A-linear functional on
M(L, A) by linearity; that is,

v

( ∑
x: x∈L

axx

)
=

∑
x: x∈L

axv(x).

As a linear functional, v(e) = 0 for every element e in the ideal S. Hence, v is
defined as a linear functional on Val(L, A).

Conversely, let u : Val(L, A) → A be a linear functional. Then define a
valuation ũ on L by setting ũ(x) = u(x), where x on the right side is the linear

77 The basic theory of valuation rings can be found in Rota (1971). Rota intended the theory to be
applied to logic and probability in a unified way. This program is sketched in Twelve problems.
There is much to be done and clarified. The papers Rota (1973) and Ellerman and Rota (1978)
give an indication of what might be done. We should say that many of proofs in Rota (1973)
remain sketches. See also Geissinger (1973).
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combination with one term x itself. Since u is zero for any element in the ideal
S, ũ is a valuation on L.

The two constructions are inverses, and hence they are both bijections. �

Let S+ be the ideal generated by S and 0̂ and Val0(L, A) = M(L, A)/S+. An
analog of Lemma 3.6.1, in which a valuation v is required to satisfy v(0̂) = 0,

holds for Val0(L, A).
We will identify an element x ∈ L with the linear combination x in

Val(L, A). We will also assume that L has a maximum 1̂. Since any finite
calculation in the valuation ring involves a finite number of elements in a
distributive lattice, we can work in the (finite) sublattice generated by the el-
ements occurring in the calculation. This sublattice always has a (relative)
maximum.

In Val(L, A), we have the identity

x ∨ y = x + y − xy = 1̂ − (1̂ − x)(1̂ − y).

Iterating this, we have

x1 ∨ x2 ∨ · · · ∨ xm = 1̂ − (1̂ − x1)(1̂ − x2) · · · (1̂ − xm).
=

∑
i1,i2,...,ik

(−1)k−1xi1xi2 · · · xik ,

the sum ranging over all nonempty subsets {i1, i2, . . . , ik} of {1, 2, . . . , m}.
This is an algebraic version of the principle of inclusion–exclusion.

We return to the study of the ∧-semigroup algebra M(L, A), where L is
a finite lattice. Wedderburn’s theory of algebras suggests that one looks for
idempotents. An element t in an algebra M is idempotent if t2 = t. A set
{t1, t2, . . . , tm} is a set of orthogonal idempotents if

t2
i = ti and ti tj = 0 whenever i �= j.

A set of orthogonal idempotents cannot satisfy any nontrivial linear relation.
The set {ti} is complete if it spans M.

If x ∈ L, let ex be the linear combination in M(L, A) defined by

ex =
∑

a: a≤x

µ(a, x)a. (ID)

3.5.6. Solomon’s theorem.78 The sums ex, x ∈ L, form a complete set of
orthogonal idempotents for the ∧-semigroup algebra M(L, A).

78 Solomon (1967).
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Proof. Let ēx be basis elements, one for each element x in L. Let M̄(L, A) be the
A-algebra of all formal linear combinations

∑
x: x∈L axēx, with multiplication

defined by

ē2
x = ēx and ēx ēy = 0 if x �= y (M)

and extended by linearity. Let ϕ : M(L, A) → M̄(L, A) be the A-linear map
defined by

ϕ(x) =
∑
a:a≤x

ēa.

Then since

ϕ(x)ϕ(y) =
( ∑

a: a≤x

ēa

)⎛⎝ ∑
b: b≤y

ēb

⎞⎠
=

∑
a: a≤x and a≤y

ēa = ϕ(xy),

ϕ is an A-algebra homomorphism. By Möbius inversion, ϕ has an inverse,
defined by

ϕ−1(ēx) =
∑

a: a≤x

µ(a, x)a.

We conclude that M(L, A) and M̄(L, A) are isomorphic. In particular, the
elements ex in M(L, A) satisfy the same multiplication rule as their images ēx

in M̄(L, A). �

It may seem strange to introduce a new algebra M̄(L, A) in the proof of
Solomon’s theorem. The orthogonality relation exey = 0 can also be proved by
induction.

Many Möbius function identities follow from expanding expressions in the
basis {x} in the basis {ex}. We give an example.

Suppose a < 1̂. Then

ae1̂ =
( ∑

x: x≤a

ex

)
e1̂ = 0

because x ≤ a < 1̂, and hence, exe1̂ = 0. On the other hand,

ae1̂ = a

⎛⎝ ∑
x: x≤1̂

µ(x, 1̂)x

⎞⎠ =
∑

x: x∈L

µ(x, 1̂)(x ∧ a).
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Equating coefficients of 0̂ (which equals e0̂), we obtain∑
x: x∧a=0̂

µ(x, 1̂) = 0.

This gives another proof of Weisner’s theorem (3.1.5).
Using Solomon’s theorem, we can define the Möbius algebra for any finite

partially ordered set P over a commutative ring A with identity.79 The Möbius
algebra M(P, A) over the ring A is the dimension-|P | A-algebra with basis
x, x ∈ P, with multiplication

xy =
∑

u: u∈P

⎡⎣ ∑
v: v≤x and v≤y

µ(u, v)

⎤⎦ u.

With this multiplication, it is easy to check that the elements ex, defined by
ex = ∑

u: u≤x µ(u, x)u, form a complete set of orthogonal idempotents.

3.5.4. Theorem.80 Let L be a finite distributive lattice and J the partially
ordered set of join-irreducibles of L. Then the valuation ring Val0(L, A) is
isomorphic to the Möbius algebra M(J, A).

Proof. By Birkhoff’s theorem (1.3.3), L is isomorphic to the lattice D(J ) of
order ideals of P. Let w : L → M(J, A) be the function

w(x) =
∑

j : j∈J, j≤x

ej ,

the sum ranging over all join-irreducibles j in the order ideal in J associated
with x. Then w is a valuation with w(0̂) = 0. By Lemma 3.5.1, w extends
to a A-algebra homomorphism w̃ : Val0(L, A) → M(J, A). Further, w̃ is sur-
jective and both Val0(L, A) and M(J, A) have dimension |J |. Hence, w̃ is an
isomorphism. �

Exercises

3.6.1. Show that if a1, a2, . . . , an are real numbers, then

max{a1, a2, . . . , an}
=

∑
i

ai −
∑
{i,j}

min{ai, aj } +
∑
{i,j,k}

min{ai, aj , ak} − · · ·

±min{a1, a2, . . . , an}.

79 Greene (1973). 80 Davies (1970).
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3.6.2. Let L be an indecomposable finite-rank modular lattice. Show that if
v : L → Z satisfies v(x) + v(y) = v(x ∨ y) + v(x ∧ y) for all x and y in L,

then

v(x) = a + brk(x),

where rk is the rank function of L and a, b are integers.

3.6.3. Prove Theorem 3.1.7 using Möbius algebras.

3.6.4. Residuated maps and homomorphisms of Möbius algebras.81

Let P and Q be partially ordered sets. A function ϕ : P → Q is (upper)
residuated if the inverse image of a principal filter is a (nonempty) principal
filter.

(a) Show that ϕ is order-preserving.
The adjoint ϕ� : Q → P is the function defined by the following: if y ∈ Q,

then ϕ�(y) is the generator of the principal filter ϕ−1(F (y)), where F (y) =
{z: z ∈ Q, z ≥ y}.

(b) Show that ϕ� is order-preserving.
(c) Show that ϕ : P → Q and ϕ� : Q → P form a Galois coconnection.
(d) Prove Greene’s theorem. Let ϕ : P → Q be a function between fi-

nite partially ordered sets. Then ϕ extends to an A-algebra homomorphism
M(P, A) → M(Q, A) if and only if the inverse image of a principal filter in Q

is a principal filter or empty.

3.7 Further Reading

The following is a selection of books or surveys on Dilworth’s chain partition
theorem, Sperner theory, and extremal set theory.

I. Anderson, Combinatorics of Finite Sets, Clarendon Press, Oxford, 1987.
K.P. Bogart, C. Greene, and J.P.S. Kung, The impact of the chain decompo-

sition theorem on classical combinatorics, in K.P. Bogart, R. Freese, and
J.P.S. Kung, eds., The Dilworth Theorems, Birkhäuser, Boston, 1990, pp. 19–
29.

C. Greene and D.J. Kleitman, Proof techniques in the theory of finite sets, in G.-C. Rota,
ed., Topics in Combinatorics, Mathematical Association of America, Washington,
DC, 1978, pp. 22–79.

K. Engel, Sperner Theory, Cambridge University Press, Cambridge, 1997.

81 Everett (1944).
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There seems to be no book devoted to algebraic aspects of modular lattices.
The book by von Neumann is a classic and full of ideas. Stern’s book is a
comprehensive survey of (nonatomic) semimodular lattices.
J. von Neumann, Continuous Geometry, Princeton University Press, Princeton,

NJ, 1960.
M. Stern, Semimodular Lattices. Theory and Applications, Cambridge Univer-

sity Press, Cambridge, 1999.
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4

Generating Functions and the Umbral Calculus

4.1 Generating Functions

There are many theories of generating functions, among them that proposed
in Foundations VI. Many of these theories have received excellent expositions
elsewhere. We will give an informal minimalist exposition.1

The idea of ordinary generating functions is due to Laplace. For example,
Laplace used the following argument:2

On forming the product of the binomials (1 + a), (1 + b), . . . , (1 + n), we obtain,
on subtracting 1 from the expansion of this product, the sum of the combinations
of all these letters taken one at a time, two at a time, three at a time, &c., each
combination having 1 as coefficient. To get the number of combinations of these n

letters taken s at a time, notice that if one supposes that all these letters are the
same, the preceding product becomes (1 + a)n, and so the number of combinations
of n letters taken s at a time will be the coefficient of as in the expansion of the
binomial. This number is then given by the well-known binomial formula.

In modern terms, we think of each element of a set A as a variable and define
the ordinary generating function gf(A) of the set A to be the sum∑

a:a∈A

a.

Then, the product formula

gf(A × B) = gf(A)gf(B),

where A × B is the Cartesian product of A and B, is certainly true, especially
if we regard it as a definition of multiplication. Note that it is not necessary to
assume that this multiplication is commutative.

1 Comprehensive accounts may be found in Graham et al. (1988), Petkovšek et al. (1996),
Stanley (1986), and Wilf (2006). A short insightful introduction is Pólya (1969).

2 Laplace (1995, p. 14).

178
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In the spirit of Laplace, we use the product formula to derive the binomial
distribution. If a coin is tossed, then there are two outcomes, head H and tail
T , giving the generating function H + T . Hence, if a coin is tossed n times,
the generating function is (H + T )n. For example,

(H + T )3 = HHH + HHT + HTH + HTT + THH + THT
+TTH + TTT .

Thus, the generating function “generates” all possible outcomes. Setting H =
pt and T = q, where t is a variable, p the probability of a head, and q the
probability of a tail, then we obtain the generating function for the probability
distribution of the number X of heads:

n∑
k=0

Pr(X = k)t k = (pt + q)n =
n∑

k=0

(
n

k

)
pkqn−ktk.

The random variable X is the sum X1 + X2 + · · · + Xn, where Xi is the ran-
dom variable that equals 1 if the ith toss is a head and 0 otherwise. Since the
distribution of the sum of two random variables is the convolution of their
distribution, taking the generating function converts convolution to multiplica-
tion. For continuous random variables, this conversion is done by Laplace or
Fourier transforms. In this sense, (ordinary) generating functions are Laplace
transforms in disguise.

The best way to introduce exponential generating functions is to discuss the
exponential formula.3 Let Cn be a finite set of “irreducible” labeled struc-
tures or atoms which can be put on a nonempty finite set of size n. Let
C = ⋃∞

n=1 Cn. Using atoms, we can assemble a molecule on a finite set S

as follows: choose a partition of S and on each block B, put an atom from
C|B|. Formally, we define a molecule with c components on the set S to be a set
{(B1, α1), (B2, α2), . . . , (Bc, αc)} of c pairs, where B1, B2, . . . , Bc is a partition
of S and αi is an atom on Bi.

The exponential generating function f (C; t) of the set C of atoms is defined
by

f (C; t) =
∞∑

n=1

|Cn| t
n

n!
.

3 There have been many attempts to formalize or axiomatize the combinatorics underlying the
exponential formula. See, for example, Foata and Schützenberger (1970), Henle (1975), and
Stanley (1978).
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4.1.1. Theorem
(a) Another product formula: The coefficient of tn/n! in the power series

1

c!
f (C; t)c

is the number of molecules on a set of size n with c components.
(b) The exponential formula: Let anc be the number of molecules with

c components on a set of size n and an(x) be the polynomials defined by
a0(x) = 1, and if n ≥ 1,

an(x) =
n∑

c=1

ancx
c.

Then

∞∑
n=0

an(x)
tn

n!
= exp(xf (C; t)).

Proof. Let n1, n2, . . . , nc be positive integers such that n1 + n2 + · · · + nc = n.

The number of ways to choose an ordered partition B1, B2, . . . , Bc of
{1, 2, . . . , n} such that |Bi | = ni is n!/n1!n2! · · · nc!. On the block Bi, there
are |Cni

| ways of putting an atom. Hence, the total number of ordered c-tuples
((B1, α1), (B2, α2), . . . , (Bc, αc)) is

∑
n1,n2,...,nc

n!

n1!n2! · · · nc!
|Cn1 ||Cn2 | · · · |Cnc

|.

Dividing by c!, we obtain the number of molecules with c components. The
product formula now follows from the multinomial formula. The exponential
formula also follows formally from

exp(xf (C; t)) =
∞∑

c=0

xcf (C; t)c

c!

=
∞∑

n=0

(
n∑

c=1

ancx
c

)
tn

n!
. �

The simplest case of the exponential formula is when there is exactly one atom
for each finite set. Then a molecule is a partition and we have the generating
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functions

∞∑
n=1

S(n, c)
tn

n!
= (ex − 1)c

c!
,

∞∑
n=0

(
n∑

c=1

S(n, c)xc

)
tn

n!
= ex(et−1),

∞∑
n=0

Bn

tn

n!
= e(et−1),

where S(n, c), a Stirling number of the second kind, is the number of partitions
of a set of size n with c blocks and Bn, a Bell number, is the number of (all)
partitions of a set of size n.4

Another classical application is in graphical enumeration.5 Let Cn be the
set of connected graphs on a vertex set of size n. Then a molecule is a graph
on a finite vertex set. Graphs on the vertex set {1, 2, . . . , n} are in bijection
with subsets of the set of 2-subsets of {1, 2, . . . , n}. Hence, by the exponential
formula,

∞∑
n=0

2(n

2) tn

n!
= exp

( ∞∑
n=1

cn

tn

n!

)
,

where cn is the number of connected graphs on the vertex set {1, 2, . . . , n}.
The last application is also classical. Let Cn be the set of cyclic permutations

on a set of size n. Then |Cn| = (n − 1)! and

f (C; t) =
∞∑

n=0

tn/n = − log(1 − t).

The exponential formula yields

1 +
∞∑

n=1

(
n∑

k=1

(−1)ks(n, k)xk

)
tn

n!
= exp(−x log(1 − t)) = (1 − t)−x,

where s(n, k) is the number of permutations on {1, 2, . . . , n} with exactly
k cycles in its cycle decomposition. The numbers s(n, k) are the (unsigned)
Stirling numbers of the first kind. Since

(1 − t)−x =
∞∑

n=0

(−1)n
(−x

n

)
tn =

∞∑
n=0

x(n)
tn

n!
,

4 Bell (1934a, b). 5 See Harary and Palmer (1973).
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where x(n) is the falling factorial x(x − 1)(x − 2) · · · (x − n + 1), we have

x(x − 1)(x − 2) · · · (x − n + 1) = x(n) =
n∑

k=1

(−1)ks(n, k)xk.

Exercises

4.1.1. Let S be a finite set and xa be a set of variables, one for each element a

of A. Show that ∏
a: a∈S

xa =
∑

B: B⊆S

∏
b: b∈B

(xb − 1).

For example, if S = {a, b},

xaxb = (xa − 1)(xb − 1) + (xa − 1) + (xb − 1) + 1.

4.1.2. H. Potter’s q-binomial theorem.6

Let x and y be variables and q a parameter or “quantum” satisfying the
commutation relations yx = qxy, qx = xq, and qy = yq. Then

(x + y)n =
n∑

k=0

(
n

k

)
q

xn−kyk,

where (
n

k

)
q

= n!q
k!q (n − k)!q

and

n!q = (1 + q)(1 + q + q2) · · · (1 + q + q2 + · · · + qn−1).

4.1.3. Formal power series and �-matrices.
Let F be a field, F[[t]] be the algebra of (formal) power series in the variable

t with coefficients in t (under multiplication of power series), and T∞(F) be the
algebra of countably infinite square upper triangular matrices with entries in
the field F. A matrix (aij )0≤i,j<∞ is a �-matrix if row k is obtained by shifting
row 0 to the right by k entries and filling out the first k entries by zeros; that is,

6 Potter (1950) and Schützenberger (1953).
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(aij ) has the form

⎛⎜⎜⎜⎜⎜⎝
a0 a1 a2 a3 . . .

0 a0 a1 a2 . . .

0 0 a0 a1

...
...

. . .
. . .

⎞⎟⎟⎟⎟⎟⎠ .

If a0, a1, a2, . . . is a sequence, let �(a0, a1, a2, . . .) be the �-matrix with zeroth
row equal to a0, a1, a2, . . . .

(a) Show that the function � : F[[t]] → T∞(F) sending
∑∞

i=0 ait
i to

�(a0, a1, a2, . . .) is an injective F-algebra homomorphism with image equal to
the set T �

∞(F) of �-matrices. In particular, T �
∞(F) is a subalgebra and F[[t]] is

isomorphic to T �
∞(F).

(b) Show that if f (t) has an multiplicative inverse, then �(f (t)−1) =
�(f (t))−1. Hence,

∑∞
i=0 ait

i has a multiplicative inverse if and only if a0 �= 0.

Show that if
∑∞

i=0 bit
i is the inverse of

∑∞
i=0 ait

i , then

bn = (−1)n

an+1
0

det

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a1 a2 a3 . . . an−1 an

a0 a1 a2 . . . an−2 an−1

0 a0 a1 . . . an−3 an−2

0 0 a0 . . . an−4 an−3

...
...

. . .

0 0 0 . . . a0 a1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

(The determinant on the right is an n × n determinant.)
(c) If f (t) and g(t) are power series and f (t) = ∑∞

n=0 ant
n, the composition

f (g(t)) is the power series defined by

f (g(t)) =
∞∑

n=0

ang(t)n.

Show that f (t) has a compositional inverse h(t); that is, there exists a power
series h(t) such that f (h(t)) = t, if and only if the constant term f (0) is zero
and the coefficient f ′(0) of t is nonzero.
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4.1.4. Lambert series.7

Let �(z) = ∑∞
m=1 liz

i . A generalized Lambert series based on �(z) is a power
series of the form

∞∑
n=1

an�(zn).

When �(z) = z/(1 − z), we retrieve the classical Lambert series:

∞∑
n=1

an

zn

1 − zn
.

Show that
∞∑

n=1

an�(zn) =
∞∑

s=1

bsz
s

if and only if for all s, bs = ∑
n: n|s anls/n. Thus, for classical Lambert series,

the three conditions are equivalent:

∞∑
n=1

an

zn

1 − zn
=

∞∑
s=1

bsz
s,

bs =
∑
n: n|s

an for all s,

an =
∑
s: s|n

µ
(n

s

)
bs for all n.

In particular,

z =
∞∑

n=1

µ(n)
zn

1 − zn
.

4.1.5. Cyclotomic products.8

A cyclotomic product is a formal product of the form

C(z) =
∞∏

n=1

(1 − zn)−an

(a) Show that

C(z) = exp

( ∞∑
s=1

bsz
s

)
,

7 Hardy and Wright (1960). 8 Metropolis and Rota (1983).
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where

bs = 1

s

∑
n: n|s

nan and an = 1

n

∑
s: s|n

µ
(n

s

)
sbs.

In particular, show that

exp(z) =
∞∏

n=1

(1 − zn)−µ(n)/n

and

1

1 − αz
=

∞∏
n=1

(1 − zn)−M(α;n), where M(α; n) = 1

n

∑
d: d | n

µ
(n

d

)
αd.

(b) Develop a combinatorial theory of cyclotomic products.

4.2 Elementary Umbral Calculus

The umbral or symbolic method began as a heuristic device for deriving for-
mulas or identities. A typical example is the following inverse relation.

4.2.1. Proposition. Let (an)0≤n<∞ and (bn)0≤n<∞ be sequences. Then

bn =
n∑

i=0

(
n

i

)
ai for all n ⇔ an =

n∑
i=0

(−1)n−i

(
n

i

)
bi for all n.

The inverse relation is motivated and, if one is optimistic, is proved by the
following argument. Raising subscripts, we obtain, for all n,

bn =
n∑

i=0

(
n

i

)
ai = (a + 1)n.

Hence, for all n,

an = (b − 1)n =
n∑

i=0

(−1)n−i

(
n

i

)
bi.

Lowering exponents, we obtain the inverse relation.
Using linear functionals on polynomial algebras, we will put such calcu-

lations on a rigorous basis.9 For our example, we work over the ring F[α] of

9 The framework proposed here is due to Rota. Rota published many papers on the subject. The
first is Rota (1964) and the last Rota and Shen (2000). An earlier attempt to make the umbral
method rigorous, by a set of axioms, can be found in Bell (1940).
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polynomials over a field F in the variable α. The variable α is thought of as
a “shadow variable” or umbra. We consider F[α] as a vector space and define
the linear functional U : F[α] → F by

U (αn) = an,

and extended to all of F[α] by linearity. Then

bn =
n∑

i=0

(
n

i

)
U (αi)

= U

(
n∑

i=0

(
n

i

)
αi

)
= U ((α + 1)n).

On the other hand,

an = U (αn) = U ((α + 1) − 1)n)

= U

(
n∑

i=0

(−1)n−i

(
n

i

)
(α + 1)i

)

=
n∑

i=0

(−1)n−i

(
n

i

)
U ((α + 1)i) =

n∑
i=0

(−1)n−i

(
n

i

)
bi.

This gives a rigorous proof of Proposition 4.1.1.
A somewhat deeper application of the umbral calculus is a rederivation of

the exponential generating function for the Bell numbers Bn.

4.2.2. Theorem. Let t be another variable. Then
∞∑

n=0

Bnt
n

n!
= eet−1.

Proof. We begin with a combinatorial observation. Let X be a finite set of size x.

If f : S → X is a function, then those inverse images f −1(x) that are nonempty
give a partition of S. This partition is the coimage of f defined in Section 1.4.
If π is a partition of S into c(π ) blocks, then the number of functions with
coimage equal to π equals x(c(π)), where x(k) is a falling factorial. Since the
total number of functions S → X is xn, we have the combinatorial version of
Stirling’s identity ∑

π

x(c(π)) = xn,

the sum ranging over all the partitions π of S.

Let Q[β] be the ring of polynomials with rational coefficients. Then as
the set {β(k): 0 ≤ k < ∞} is a basis for Q[β], there is a linear functional
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L : Q[β] → Q such that

L(1) = 1, L(β(i)) = 1 for i ≥ 1.

By Stirling’s identity,

Bn =
∑
π

1 =
∑
π

L(β(c(π))) = L(βn).

4.2.3. Lemma.

Bn+1 =
n∑

i=0

(
n

i

)
Bn−i ,

or L(βn+1) = L((β + 1)n).

Proof. We have, for every nonnegative integer k, β(β − 1)(k) = β(k) and
L(β(β − 1)(k)) = L(β(k)). Since {β(k): 0 ≤ k < ∞} is a basis, we also have,
by linearity,

L(βp(β − 1)) = L(p(β))

for every polynomial p(β). In particular,

L(ββn) = L(βn+1) = L((β + 1)n).

This is the required formula in umbral form. �

Next, write

∞∑
n=0

gnt
n

n!
= eet−1

and let M : Q[β] → Q be the linear functional defined by M(βn) = gn. We will
show that the linear functionals L and M are identical. We begin by observing
that

eet−1 =
∞∑

n=0

M(βn)tn

n!
= M(eβt ).

Differentiating formally relative to t, we obtain

eteet−1 = M(βeβt );

that is,

etM(eβt ) = M(e(β+1)t ) = M(βeβt ).
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Expanding as Taylor series,

∞∑
n=0

M((β + 1)n)tn

n!
=

∞∑
n=0

M(βn+1)tn

n!
.

We conclude that M((β + 1)n) = M(βn+1) and by linearity, M(p(β + 1)) =
M(βp(β)). Hence, M = L and gn = Bn. �

4.2.4. Dobinski’s formula.

Bn+1 = 1

e

∞∑
j=0

(j + 1)n

j !

= 1

e

(
1n + 2n

1!
+ 3n

2!
+ 4n

3!
+ · · ·

)
.

Proof. If n and k are nonnegative integers, then k(n) = 0 if k < n and k(n)/k! =
1/(k − n)!. Thus,

L(β(n)) = 1 = 1

e

∞∑
k=0

k(n)

k!
,

and hence, since {β(n)} is a basis,

L(p(β)) = 1

e

∞∑
k=0

p(k)

k!
.

Dobinski’s formula now follows by putting p(β) = βn+1. �

Exercises

4.2.1. Give a combinatorial proof of Lemma 4.2.3.

4.2.2. Find an umbral calculus proof of the exponential formula.

4.2.3. (Research problem) A random variable X defines a sequence E(Xn), its
sequence of moments, while an umbra α represents a sequence U (αn). Explain
or develop this analogy.

4.3 Polynomial Sequences of Binomial Type

In the next three sections, we give a short introduction to polynomial se-
quences of binomial type. We will use the finite operator calculus developed in
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Foundations III and VIII. Let F be a field of characteristic zero and F[x] be the
F-algebra of polynomials with coefficients in F in the variable x.

A polynomial sequence (pn(x))∞n=0 in F[x] is a sequence of polynomials
such that pn(x) has degree (exactly) n. A polynomial sequence (pn(x)) has
binomial type if it satisfies the (generalized) binomial identities: for all n,

pn(x + y) =
n∑

k=0

(
n

k

)
pk(x)pn−k(y).

The binomial identities are assumed to hold as polynomial identities in the
variables x and y.

An operator on polynomials is a linear transformation defined from F[x] to
F[x]. Since a polynomial sequence (pn(x)) gives a basis of F[x], an operator
Q is determined by the (labeled) values Qpn(x). The identity operator I sends
every polynomial to itself and if T is an operator, T 0 = I by convention. If a

is an element in F, then Ea is the shift operator sending a polynomial p(x)
to p(x + a). We write E1 simply as E. We will also use the linear functional
ε(a) : F[x] → F, p(x) 
→ p(a) that evaluates p(x) at a, as well as the notation
[p(x)]x=a = p(a).

4.3.1. Boole’s formula.10

Ea = eaD =
∞∑

k=0

ak

k!
Dk.

Proof. Since xn is a basis for F[x], Boole’s formula is a consequence of the
equations: for all nonnegative integers n,

Ea xn = (x + a)n =
n∑

k=0

ak

k!
n(k)x

n−k = eaDxn. �

The proof of Boole’s formula used the following fact: if (an)∞n=0 is a sequence
of elements in F and T is any operator such that for all polynomials p(x), Tp(x)
has degree strictly less than the degree of p(x), then the formal sum

∞∑
n=0

anT
n

is a well-defined operator. The reason is that when the infinite sum is applied
to a given polynomial, only a finite number of terms are nonzero.

10 Boole (1872, p. 18). Boole’s formula was known much earlier.
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An operator Q is shift-invariant if QEa = EaQ for any element a in F. The
most familiar shift-invariant operator is the differentiation operator D, defined
by Dxn = nxn−1. Operators of the form

∑∞
n=0 anD

n are also shift-invariant.
An operator Q : F[x] → F[x] is a delta operator if Q is shift-invariant and

Qx = c, where c is a nonzero constant.

4.3.2. Lemma. Let Q be a delta operator and p(x) a polynomial of degree n.

Then Qp(x) is a polynomial of degree (exactly) n − 1.

Proof. Since {xn: 0 ≤ n < ∞} is a basis for F[x], it suffices to prove the
lemma for xn. We begin with the constant polynomial 1. By linearity, QEx =
Q(x + 1) = Qx + Q1 = c + Q1. By shift-invariance, QEx = EQx = Ec =
c. Hence, c + Q1 = c or Q1 = 0.

Next suppose that n ≥ 1. Let r(x) = Qxn. By the binomial theorem and
shift-invariance,

n∑
k=0

(
n

k

)
akQxn−k = Q(x + a)n

= QEaxn

= EaQxn = r(x + a).

Setting x = 0, we have

r(a) =
n∑

k=0

(
n

k

)
ak[Qxn−k]x=0.

The coefficient of an is [Qx0]x=0. Since x0 = 1, the coefficient of an is zero
by the first part. Further, the coefficient of an−1 is n[Qx]x=0. This equals nc

and is nonzero. Hence, r(a) is a polynomial in a of degree exactly n − 1. �

A polynomial sequence (pn(x)) is a basic sequence for the delta operator Q if
p0(x) = 1, pn(0) = 0 whenever n ≥ 1, and Qpn(x) = pn−1(x).

Polynomial sequences of binomial type can be described in many different
equivalent ways.

4.3.3. Theorem. Let (pn(x)) be a polynomial sequence and Q : F[x] → F[x]
be the operator defined by Qpn(x) = npn−1(x). Then the following are
equivalent:

BT1. The sequence (pn(x)) is of binomial type.
BT2. The operator Q is a delta operator.
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BT3. The operator Q has a formal expansion:

Q = q(D) =
∞∑

n=1

an

Dn

n!
,

where D is differentiation and q(t) is a power series with zero constant term
and a1 �= 0.

BT4. The following two equivalent formal power series relations hold:

ext =
∞∑

n=0

pn(x)
q(t)n

n!
,

∞∑
n=0

pn(x)
tn

n!
= exp(xf (t)),

where f (t) and q(t) are power series with zero constant term that are compo-
sitional inverses of each other in the sense that f (q(t)) = q(f (t)) = t.

The power series f (t) is the indicator of the polynomial sequence (pn(x)).
We begin the proof of Theorem 4.3.3 by showing that BT1 is equivalent to

BT2. Suppose that (pn(x)) is the basic sequence for the delta operator Q. Then

Qkpn(x) = n(k)pn−k(x),

where n(k) = n(n − 1) · · · (n − k + 1). Hence, ε(0)Qnpn(x) = n! and ε(0)
Qkpn(x) = 0 if k < n. Thus,

pn(x) =
n∑

k=0

pk(x)

k!
ε(0)Qkpn(x).

Since {pn(x)} is a basis of F[x] and ε(0)Qk is a linear functional,

p(x) =
n∑

k=0

pk(x)

k!
ε(0)Qkp(x)

for every polynomial p(x). In particular, if p(x) = pn(x + y), then

pn(x + y) =
n∑

k=0

pk(x)

k!
ε(0)Qkp(x).

Since

ε(0)Qkp(x + y) = ε(0)QkEyp(x)
= ε(0)EyQkp(x)
= ε(y)n(k)pn−k(x)
= n(k)pn−k(y),
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we conclude that

pn(x + y) =
n∑

k=0

n(k)

k!
pk(x)pn−k(y).

Now suppose that the polynomial sequence (pn(x)) has binomial type. Set-
ting y = 0 in the generalized binomial identities, we obtain

pn(x) = pn(x)p0(0) + npn−1(x)p1(0) +
(

n

2

)
pn−2(x)p2(0) + · · · .

Since we are hypothesizing that pk(x) has degree exactly k, it follows that
p0(x) = p0(0) = 1 and pk(0) = 0 if k ≥ 1.

There is only one choice for the delta operator: Q must send p0(x) to 0 and
pn(x) to npn−1(x) if n ≥ 1. Since p1(x) = x, Qx = Qp1(x) = p0(x) = 1, it
remains to show that Q is shift-invariant. To do this, write the binomial identity
in the form

pn(x + y) =
n∑

k=0

pk(x)

k!
Qkpn(y).

Since {pn(x)} is a basis, we obtain, by linearity,

p(x + y) =
n∑

k=0

pk(x)

k!
Qkp(y).

Replacing p by Qp and exchanging x and y, we have

(Qp)(x + y) =
n∑

k=0

pk(y)

k!
Qk+1p(x).

Further,

EyQp(x) = (Qp)(x + y)

= Q

[
n∑

k=0

pk(y)

k!
Qkp(x)

]
= Qp(x + y) = QEyp(x).

We conclude that EyQ = QEy ; that is, Q is shift-invariant. We have now
proved that BT1 and BT2 are equivalent.

To prove BT2 implies BT3, we need the following result.
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4.3.4. The first expansion theorem. Let T be a shift-invariant operator and
Q be a delta operator with basic sequence (pn(x)). Then

T =
∞∑

k=0

[Tpk(x)]x=0

k!
Qk.

Proof. Since the sequence (pn(x)) has binomial type,

pn(x + y) =
n∑

k=0

pk(y)

k!
Qkpn(x).

Regard both sides as polynomials in y and apply T to obtain

Tpn(x + y) =
n∑

k=0

Tpk(y)

k!
Qkpn(x).

Since {pn(x)} is a basis, we have, by linearity,

Tp(x + y) =
n∑

k=0

Tpk(y)

k!
Qkp(x).

Setting y = 0, we conclude that

Tp(x) =
n∑

k=0

[Tpk(y)]y=0

k!
Qkp(x). �

Now assume BT2. Then since Q is shift-invariant, we can expand Q in
terms of the differentiation operator D with basic sequence xn. We conclude
that Q = q(D), where

q(t) =
∞∑

n=0

[Qxn]x=0
tn

n!
.

Since Q1 = 0 and Qx = c, where c is a nonzero constant, q(t) is the form
described in BT3.

To prove BT3 implies BT4, we need an isomorphism theorem. The operators
on the polynomial algebra F[x] form an F-algebra under composition. The shift-
invariant operators form a commutative subalgebra S of this algebra. This is
easy to prove formally from the definition and also follows from the next result.
Let F[[t]] be the F-algebra of formal power series with coefficients in F in the
variable t.
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4.3.5. The isomorphism theorem. Let Q be a delta operator with basic
sequence (qn(x)). Then the function S → F[[t]] given by

T 
→
∞∑

k=0

[T qk(x)]x=0
t k

k!

is an F-algebra isomorphism from S onto F[[t]].

Proof. The function is F-linear because (T + S)qk(x) = T qk(x) + Sqk(x) by
definition. It is injective by the first expansion theorem and surjective because
operators of the form

∑∞
n=0 anQ

n are shift-invariant.
It remains to check that it sends composition to multiplication. Let S and T

be shift-invariant operators and

f (t) =
∞∑

k=0

[Sqk(x)]x=0
t k

k!
, g(t) =

∞∑
n=0

[T qn(x)]x=0
tn

n!
.

We will show that

f (t)g(t) =
∞∑

k=0

[T Sqk(x)]x=0
t k

k!

by looking at the coefficients. Specifically, we use the fact that

[T Sqr (x)]x=0 =
[ ∞∑

k,n=1

[T qk(x)]x=0[Sqn(x)]x=0

k!n!
Qk+nqr (x)

]
x=0

.

Since qn(0) = 0 if n > 0 and q0(0) = 1, a summand is nonzero only if n =
r − k. Further, if r = k + n, then Qk+nqr (x) = r! = [Qk+nqr (x)]x=0. Hence,

[T Sqr (x)]x=0 =
∞∑

k=1

[T qk(x)]x=0[Sqr−k(x)]x=0

k!(r − k)!
r!

=
∞∑

k=1

(
r

k

)
[T qk(x)]x=0[Sqr−k(x)]x=0. �

4.3.6. Corollary. A shift-invariant operator T has a compositional inverse if
and only if T 1 �= 0.

4.3.7. Proposition. Let Q be a delta operator with basic sequence (qn(x)). If
Q = q(D), then

∞∑
n=0

qn(x)
tn

n!
= exp(xf (t)),

where f (t) is the compositional inverse of q(t).
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Proof. Expand the shift operator Ea in terms of Q, obtaining

Ea =
∞∑

n=0

[qn(x + a)]x=0
Qn

n!
=

∞∑
n=0

qn(a)
Qn

n!
.

By the isomorphism theorem and Boole’s formula (4.3.1) that Ea = eaD, we
have the power series identity

eau =
∞∑

n=0

qn(a)
q(u)n

n!
.

Making the changes of variables a = x, t = q(u), and u = q−1(t) = f (t), we
obtain the required formula. �

Finally, we show that BT4 implies BT1. This follows from the formal power
series calculation

∞∑
n=0

pn(x + y)
tn

n!
= exp((x + y)f (t))

= exp(xf (t)) exp(yf (t))

=
∞∑

n=0

(
n∑

k=0

(
n

k

)
pk(x)pn−k(x)

)
tn

n!
.

This completes the proof of Theorem 4.3.2.
We conclude the theoretical part of this section with a discussion of closed

forms. A “closed form” is a formula that appears to be simple (and may in fact
be simple). To obtain closed forms, we need a lemma, a definition, and then
another lemma.

4.3.8. Lemma. An operator Q is a delta operator if and only if Q = DP,

where P is an invertible shift-invariant operator.

Proof. By BT3, Q = q(D). Writing q(t) = tf (t) and setting P = f (D), we
obtain Q = DP, where P, being a power series in D with nonzero constant
term, is shift-invariant and invertible. Conversely, if Q = DP, then Q is a delta
operator by BT3. �
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If T : F[x] → F[x] is an operator, then its Pincherle derivative11 T ′ is the
operator

T x − xT ,

where x is the multiplication-by-x operator p(x) 
→ xp(x). The Pincherle
derivative is a derivation; that is, (T S)′ = T ′S + T S ′.

4.3.9. Lemma. If Q is a delta operator with basic sequence (pn(x)), Q =
q(D), and Q′ is the Pincherle derivative of Q, then Q′ = q ′(D), where q ′(t) is
the derivative of the formal power series q(t). In particular, Q′ is an invertible
shift-invariant operator.

Proof. Use the fact that

[(Qx − xQ)xn]x=0 = [Qxn+1 − xQxn]x=0 = [Qxn+1]x=0. �

4.3.10. Proposition. Let Q be a delta operator, Q = DP, (pn(x)) be the basic
sequence of Q, and n ≥ 1. Then,

(a) pn(x) = Q′P −(n+1)xn,

(b) pn(x) = P −nxn − (P −n)′xn−1,

(c) pn(x) = xP −nxn−1,

(d) pn(x) = x(Q′)−1pn−1(x).

Proof. We begin by showing that the right sides of the first three formulas are
equal. We begin with

Q′P −(n+1) = (DP )′P −(n+1) = (D′P + DP ′)P −(n+1)

= P −n + P ′P −(n+1)D = P −n − 1

n
(P −n)′D,

where we have used D′ = I and the chain rule for derivations. Applied to xn,

we obtain

Q′P −(n+1)xn = P −nxn − 1

n
(P −n)′Dxn = P −nxn − (P −n)′xn−1.

We also have

P −nxn − (P −n)′Dxn−1 = P −nxn − (P −nx − xP −n)xn−1 = xP −nxn−1.

This shows that the first three formulas are equivalent.

11 Pincherle (1901, 1933). The work of Pincherle was ahead of its time. However, as Rota put it
in Foundations VIII, “although Pincherle was fully aware of the abstract possibilities of the
concept of operator, he was ignorant of the nitty-gritty of numerical analysis, where he would
have found fertile ground for his ideas.”
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Next, let p̃n(x) = Q′P −(n+1)xn. First, as Q = DP and shift-invariant oper-
ators commute,

Qp̃n(x) = DPQ′P −(n+1)xn = Q′P −nDxn = n(Q′P −n)xn−1 = np̃n−1(x).

Second, by the third formula, p̃n(x) = xP −nxn−1, and hence if n ≥ 1, p̃n(0) =
0. Thus, p̃n(x) is the basic sequence for Q, and hence p̃n(x) = pn(x). We have
now proved the first three formulas.

To prove the fourth formula, we invert the first formula, obtaining

xn = (Q′)−1P n+1pn(x).

Substituting this into the third formula, we obtain

pn(x) = xP −n(Q′)−1P npn−1(x) = x(Q′)−1pn−1(x).

This proves the fourth formula. �

We will show how the theory developed so far works with two classical polyno-
mial sequences. We begin with the delta operator EaD. By Lemma 4.3.10(c),
the degree-n polynomial An(x; a) can be calculated as follows:

An(x; a) = xE−naxn−1 = x(x − na)n−1.

The polynomials An(x; a) are the Abel polynomials. The generalized binomial
identity yields Abel’s binomial identity:

(x + y)(x + y − na)n−1 =
n∑

k=0

(
n

k

)
x(x − ka)k−1y(y − (n − k)a)n−k−1.

BT4 yields another identity of Abel:

ext =
∞∑

k=0

x(x − ka)k−1

k!
t kekat .

Next, we consider the Laguerre operator L : F[x] → F[x] defined by

Lp(x) = −
∫ ∞

0
e−up′(x + u)du.

The Laguerre operator seems to be analytic, but it can be rewritten algebraically
using integration by parts. To see this, note that∫ ∞

0
e−uf (x + u)du = [e−uf (x + u)]u=∞

u=0 +
∫ ∞

0
e−uf ′(x + u)du.
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Hence, if f is a polynomial, we can iterate the integration-by-parts formula to
obtain

−
∫ ∞

0
e−uf (x + u)du = −[f (x) + Df (x) + D2f (x) + · · · ].

Thus,

L = D

D − I
.

Hence, by Proposition 4.3.10(c), the degree-n polynomial Ln(x) in the basic
sequence of L can be calculated as follows:

Ln(x) = x(D − I )nxn−1 =
n∑

k=1

(−1)n−k

(
n

k

)
(n − 1)(n − 2) · · · (n − k)xn−k,

=
n∑

k=1

n!

k!

(
n − 1

k − 1

)
(−x)k,

where, in the last step, we change the index of summation from k to n − k.

It is easy to check formally that exDe−x = D − I ; thus, we have Rodrigues’
formula,12

Ln(x) = xexDne−xxn−1.

By BT4 and the fact that q(t) = t/(t − 1) is its own compositional inverse, we
have the following identities:

exp(xt) =
∞∑

n=0

Ln(x)
tn

n!(t − 1)n
, exp

(
xt

t − 1

)
=

∞∑
n=0

Ln(x)
tn

n!
.

The Abel and Laguerre polynomials have similar combinatorial interpreta-
tions. Let S and X be disjoint finite sets, with |S| = n and |X| = x. A reluctant
function f : S ⇒ X from S to X is a function f : S → S ∪ X satisfying the
following property: for each a in S, there is a positive integer k (depending on
a) such that the image f k(a), when f is applied k times, is in X. Intuitively,
a reluctant function drags every element a in S to X. The graph of a reluc-
tant function f : S ⇒ X is the directed graph on the vertex set S ∪ X with a
directed edge (a, b) if f (a) = b. The condition on reluctant functions implies
that the graph of a reluctant function is a disjoint union or forest of x directed
trees, with all edges in each tree directed to the unique vertex, the root, in X.

Conversely, a forest of rooted trees, with a total of |S| nonroot vertices labeled
by S and roots labeled by a subset of X, determines a reluctant function.

12 Rodrigues derived the analogous formula for Legendre polynomials in his 1816 thesis. See
Altmann and Ortiz (2005).
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4.3.11. Theorem. Let tnk be the number of forests of rooted labeled trees with
n vertices and k connected components. Then

n∑
k=1

tnkx
k = x(x + n)n−1.

In particular, the number tn1 of rooted labeled trees on n vertices is nn−1.

To prove this, we use the following lemma.

4.3.12. Lemma. Let P be an invertible shift-invariant operator and (pn(x)) a
basic sequence satisfying

[x−1pn(x)]x=0 = n[P −1pn−1(x)]x=0

for n ≥ 1. Then (pn(x)) is the basic sequence for the delta operator DP.

Proof. Let Q be the delta operator for (pn(x)). If p(0) = 0, [x−1p(x)]x=0 =
[Dp(x)]x=0, and hence,

[Dp(x)]x=0 = [P −1Qp(x)]x=0. (Z)

In addition, when p(x) is a constant, both sides of (Z) equal zero. Hence, by
linearity, (Z) holds for all polynomials p(x). Setting p(x) = q(x + a) and using
shift-invariance, we have

Dq(a) = [P −1QEaq(x)]x=0 = [EaP −1Qq(x)]x=0 = P −1Qq(a).

This relation holds for all polynomials q(x) and all constants a. We conclude
that D = P −1Q. �

Returning to the proof of Theorem 4.3.11, let Ãn(x) = ∑n
k=1 tnkx

k. Then,

tn1 = n

n∑
k=1

tn−1,k = nÃn−1(1).

To see this, observe that we can construct a rooted tree on the vertex set
{1, 2, . . . , n} by taking a forest of rooted trees on the vertex set {1, 2, . . . , n − 1}
and joining all the roots to a new root by edges. The new root can be labeled in
n ways by the new label n or by transferring one of the n − 1 old labels from
an old vertex to the new root and relabeling that old vertex by the new label n.

This construction is reversible. Hence,

[x−1Ãn(x)]x=0 = tn1 = nÃn−1(1) = n[EÃn−1(x)]x=0.
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By Lemma 4.3.12, we conclude that Ãn(x) is the Abel polynomial An(x; −1).
This completes the proof of Theorem 4.3.11.

Reluctant functions also offer a counting interpretation for Laguerre poly-
nomials. If f : S ⇒ X is a reluctant function, let the (rooted) forest of f be
the rooted forest obtained when the vertices in X (and edges incident on them)
are deleted from the graph of f. Let L(S,X) be the set of reluctant functions
f : S ⇒ X such that the forest of f is a disjoint union of directed paths. If
|S| = n and |X| = x, then

|L(S,X)| = Ln(−x), (LG)

where Ln(x) is a Laguerre polynomial. For a proof, see Exercise 4.3.4. We end
with the remark that reluctant functions were the motivation for species.13

Exercises

4.3.1. Show that if p(x) is a polynomial with nonzero constant term and g(x)
is any polynomial, then there exists a unique polynomial y(x) such that

p(D)y = g(x).

4.3.2. Find an explicit formula for the coefficients an in the power series
relation14

sin xt =
∞∑

n=1

an

n!
[t(1 − t)]n.

4.3.3. Rising and falling factorials.
(a) Show that the degree-n term in the basic sequence of the forward

difference operator �, defined equivalently by � = E − I or � : p(x) 
→
p(x + 1) − p(x), is the falling factorial x(n), where x(n) = x(x − 1)
(x − 2) · · · (x − n + 1). Hence, deduce

(x + y)(n) =
n∑

k=0

(
n

k

)
x(k)y(n−k).

(b) Show that the degree-n term in the basic sequence of the backward
difference operator ∇, defined equivalently by ∇ = I − E−1 or ∇ :
p(x) 
→ p(x) − p(x − 1), is the rising factorial x(n), where x(n) = x(x + 1)
(x + 2) · · · (x + n − 1).

13 For species, see Bergeron et al. (1998).
14 This exercise is attributed to I. Schur in Carlitz (1966).
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4.3.4. Let (pn(x)) be a sequence of binomial type and when n ≥ 1, let

pn(x) =
n∑

k=1

cnkx
k.

(a) Show that
∞∑

n=0

pn(x)
tn

n!
= exp

⎛⎝x

∞∑
j=1

cj1t
j /j !

⎞⎠ .

In particular, the sequence (pn(x)) is determined by the sequence (cn1), where
cn1 = p′

n(0).
(b) Prove Equation (LG).
(c) (Research problem) Study polynomial sequences enumerating other

kinds of reluctant functions, for example, the reluctant functions whose rooted
forests are binary trees or plane binary trees.

4.3.5. Euler’s summation of alternating series.
Prove the formal identity:

∞∑
n=0

(−1)nf (n) =
∞∑

n=0

(−1)n

2n+1
[�nf (x)]x=0.

4.3.6. Abstract Poisson processes.15

Let � be a field of subsets on the set S. A subset R of S is rare if the
intersection R ∩ A is finite for every subset A in �. Let R be a collection of
rare subsets of R. If A ∈ � and k is a nonnegative integer, let

[A|k] = {R: R ∈ R, |R ∩ A| = k}.
The Poisson algebra P of the probability space S is the field of subsets con-
sisting of finite unions and intersections of all subsets in 2R of the form [A|k]
or [A|k]c, where A ∈ � and 0 ≤ k < ∞.

(a) Show that if A and B are disjoint subsets in �,

[A ∪ B|n] =
n⋃

k=0

[A|k] ∩ [B|n − k].

A Poisson valuation π on the Poisson algebra is a valuation P → R that is
normalized, π ([∅|0]) = 1, and satisfies the independence property

π ([A|k] ∩ [B|l]) = π ([A|k])π ([B|l])
for disjoint subsets A and B in �.

15 Kung (1981) and G.-C. Rota (Twelve problems).
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(b) Let ν : � → R be a real valuation on � and let I be the image {r: r =
ν(A) for some A ∈ �}. Suppose that the image I of ν is infinite. A Poisson
valuation is homogeneous (relative to ν) if π ([A|n]) depends only on n and
ν(A). From a homogeneous Poisson valuation, we obtain a sequence πn : I →
R of functions defined by πn(x) = π ([A|n]), where A is a subset in � such
that x = ν(A). The homogeneous Poisson measure π is equicontinuous if for
all x0 in I and ε > 0, there exists a positive real number δ such that for all n,

|x − x0| < δ and x ∈ I imply |πn(x) − πn(x0)| < ε.

Show that if π is an equicontinuous homogeneous Poisson measure, then

π ([A|n]) = e−λν(A)pn(λν(A))

n!
,

where λ is a real number and (pn(x)) is a sequence of polynomials of binomial
type.

(c) If π is a Poisson valuation, let

v(A) =
∞∑

k=0

π ([A|k])t k.

Show that π is a Poisson valuation if and only if it is consistent, that is, v(A) is
a polynomial of degree at most |A| when A is finite, and multiplicative, that is,
for subsets A and B in �,

v(A)v(B) = v(A ∪ B)v(A ∩ B).

This result gives a pointless description of inhomogeneous Poisson processes.

4.3.7. Coalgebras.16

We give an informal introduction to coalgebras in enumerative combina-
torics. Much of algebra is about multiplications on a set A, that is, binary
operations A × A → A that give rules for combining two elements. The op-
posite of multiplication is comultiplication, which gives a rule for breaking up
an element. Comultiplication is by nature many valued; one way to express
this is by formal sums in tensor products. We will illustrate this with three
examples. Some familiarity with tensor products is required for this exercise
(see Section 2.8 for an introduction to tensor algebra).

The first example is the polynomial coalgebra. Let F[x] be the algebra of
polynomials over a field F in the variable x. Then F[x] is a coalgebra by the

16 Barnabei et al. (1980), Joni and Rota (1979), and Rota (1978). For more work on coalgebras,
see, for example, Haiman and Schmitt (1989) and Schmitt (1995).
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comultiplication � : F[x] → F[x] ⊗ F[x] defined by

�xn =
n∑

i=0

xi ⊗ xn−i

and extended by linearity. Intuitively, �xn is the formal sum over all possible
ways of breaking up a sequence of n x’s into two segments: the initial segment
with k x’s and the final segment with n − k x’s.

Another example is the Boolean coalgebra. Let S be a finite set, A be a
set of symbols, one for each subset A of S, and F(S) be the vector space of
formal F-linear combinations

∑
A: A∈S cAA. The comultiplication � : F(S) →

F(S) ⊗ F(S) is defined by
�A =

∑
B: B⊆A

B ⊗ (A\B)

and extended by linearity. Intuitively, �A is the formal sum of all possible
ways of breaking up A into an ordered pair of subsets.

Many combinatorial identities say that a counting process “commutes” with
comultiplication. The classic example is an identity of Tutte.17 Let P (�; x) be
the chromatic polynomial of the graph � (see Exercise 3.5.2). If A is a subset
of the vertex set V (�) of �, then �|A is the graph on the vertex set A with all
the edges of � with both endpoints in A. Then

P (�; x + y) =
∑

A: A⊆V (�)

P (�|A; x)P (�|(V \A); y).

If we replace a subset A by x|A| in the Boolean coalgebra, we obtain the
binomial coalgebra with comultiplication

�xn =
n∑

k=0

(
n

k

)
xk ⊗ xn−k.

The relation of this comultiplication with binomial identities is clear. An al-
ternate theory of polynomial sequences of binomial type can be constructed
starting with a bilinear pairing between the algebra of formal power series and
the binomial coalgebra.18

With the examples in mind, we can now define a combinatorial coalgebra.
A system of section coefficients on a set P of pieces is a system of numbers[

a

a1, a2, . . . , am

]
,

where a, a1, a2, . . . , am are pieces satisfying the following axioms:

17 Tutte (1967). 18 Roman and Rota (1978).
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Consistency: For a, a1 ∈ P,[
a

a1

]
=

{
1 if a = a1

0 otherwise.

Finiteness: For each piece a,[
a

a1, a2, . . . , am

]
�= 0

for only finitely many sequences a1, a2, . . . , am.

Coassociativity: For positive integer m and k such that k ≤ m,[
a

a1, a2, . . . , am

]
=

∑
p: p∈P

[
a

a1, a2, . . . , ak, p

][
p

ak+1, ak+2, . . . , am

]

=
∑

p: p∈P

[
p

a1, a2, . . . , ak

][
a

p, ak+1, ak+2, . . . , am

]
.

Section coefficients define a coalgebra on the vector space C of (finite) formal
linear combinations of pieces by the comultiplication � : C → C ⊗ C given by

�a =
∑

(a1,a2)

[
a

a1, a2

]
a1 ⊗ a2.

When � is iterated, we need to choose one component of the tensor product to
apply �. Specifically, we can do it in the two possible ways:

C �−→ C ⊗ C �⊗I−→ (C ⊗ C) ⊗ C and C �−→ C ⊗ C I⊗�−→ C ⊗ (C ⊗ C).

Coassociativity says that the two ways yield the same answer. In general,
coassociativity says that

�m−1a =
∑

(a1,a2,...,am)

[
a

a1, a2, . . . , am

]
a1 ⊗ a2 ⊗ · · · ⊗ am,

an expression independent of the choices made when iterating �.
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4.4 Sheffer Sequences

A polynomial sequence (sn(x)) is a Sheffer sequence19 for the delta operator Q

if s0(x) = c, where c is a nonzero constant, and for n ≥ 1, Qsn(x) = nsn−1(x).
Like sequences of binomial type, Sheffer sequences can be described in several
equivalent ways.

4.4.1. Theorem. Let Q be a delta operator with basic sequence (pn(x)) and in-
dicator function q(t) (so that Q = q(D)). Let (sn(x)) be a polynomial sequence.
Then the following statements are equivalent:

SS1. The sequence (sn(x)) is a Sheffer sequence for Q.

SS2. There exists a (unique) invertible shift-invariant operator S such that

pn(x) = Ssn(x) or sn(x) = S−1pn(x).

SS3. The following two equivalent power series relations hold:

ext

s(t)
=

∞∑
n=0

sn(x)
q(t)n

n!
and

∞∑
n=0

sn(x)
tn

n!
= exp(xf (t))

s(f (t))
,

where f (t) and q(t) are power series with zero constant term that are compo-
sitional inverses of each other.

SS4. The binomial identities hold: for all nonnegative integers n,

sn(x + y) =
n∑

k=0

(
n

k

)
sk(x)pn−k(y)

as a polynomial identity in the variables x and y.

We first prove that SS2 implies SS1. Suppose that sn(x) = S−1pn(x). Then
by Corollary 4.3.6, s0(x) = S−11 �= 0. If n ≥ 1, then as shift-invariant operators
commute,

Qsn(x) = QS−1pn(x) = S−1Qpn(x) = S−1npn−1(x) = nsn−1(x).

This verifies SS1.
Next, we prove that SS1 implies SS2. Suppose (sn(x)) is a Sheffer sequence

for the delta operator Q. Define the operator S by sn(x) 
→ pn(x) and extending
S by linearity. Since the polynomials sn(x) and pn(x) have the same degree n

and s0(x) �= 0 and p0(x) = 1, the operator S is invertible. It remains to show
that S is shift-invariant. Note first that S commutes with Q. Indeed,

SQsn(x) = nSsn−1(x) = npn−1(x) = Qpn(x) = QSsn(x).

19 Sheffer (1939).
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Since {sn(x)} is a basis, SQ = QS, whence SQn = QnS. Now by the first
expansion theorem (4.3.3), we can write Ea as a power series in Q. From this,
we conclude that Q commutes with Ea.

We have now proved that SS1 and SS2 are equivalent. We say that a poly-
nomial sequence (sn(x)) is (Q,S)-Sheffer if the sequence (sn(x)), the delta
operator Q, and the invertible shift-invariant operator S are related as de-
scribed in SS1 and SS2. Next, we prove that SS2 implies SS3. By the first
expansion theorem (4.3.4),

Ex =
∞∑

n=0

pn(x)

n!
Qn.

Hence,

S−1Ex =
∞∑

n=0

S−1pn(x)

n!
Qn =

∞∑
n=0

sn(x)

n!
Qn.

By Boole’s formula, Ex = exp(xD). Hence, by the isomorphism theorem
(4.3.5),

ext

s(t)
=

∞∑
n=0

sn(x)

n!
q(t)n.

To prove SS3 implies SS4, we can use the generating function argument
used to prove that BT4 implies BT1. Alternatively, we can use the following
argument: since pn(x) is of binomial type, we have

pn(x + y) =
n∑

k=0

(
n

k

)
pk(x)pn−k(y).

Let S be the operator defined by S(sn(x)) = pn(x). Applying S−1, with x as
the variable, we obtain

S−1pn(x + y) =
n∑

k=0

(
n

k

)
sk(x)pn−k(y).

Since

S−1pn(x + y) = S−1Ey
n (x) = EyS−1pn(x) = Eysn(x) = sn(x + y),

the binomial identity follows.
Setting x = 0 in SS4, we obtain

sn(y) =
n∑

k=0

(
n

k

)
sk(0)pn−k(y).
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Thus, a Sheffer sequence (sn(x)) is determined by the sequence of constant
terms (sn(0)) and the basic sequence (pn(x)).

We will now close the circle of implication in the proof of Theorem 4.4.1 by
showing that SS4 implies SS1. Exchanging the variables x and y and setting
y = 0 in the binomial identity, we obtain

sn(x) =
n∑

k=0

(
n

k

)
sk(0)pn−k(x).

Then

Qsn(x) =
n∑

k=0

(
n

k

)
sk(0)Qpn−k(x)

= n

n∑
k=0

(
n − 1

k

)
sk(0)p(n−1)−k(x) = nsn−1(x).

Thus, SS1 holds and the proof of Theorem 4.4.1 is complete.
We end with the Sheffer sequence analog of the first expansion theorem

(4.3.4).

4.4.2. Second expansion theorem. Let Q be a delta operator with basic
sequence (pn(x)), S be an invertible shift-invariant operator, and (sn(x)) be a
(Q,T )-Sheffer. If T is any shift-invariant operator and p(x) is any polynomial,
the following identity holds, as a polynomial identity in the variables x and y:

Tp(x + y) =
∞∑

n=0

sn(y)

n!
QnSTp(x).

In particular,

S−1 =
∞∑

n=0

sn(0)

n!
Qn.

Conversely, let S be an invertible shift-invariant operator, Q a delta operator,
and (sn(x)) a polynomial sequence. If

Eaf (x) =
∞∑

n=0

sn(a)

n!
QnSf (x) (C)

for all polynomials f (x) and constants a, then (sn(x)) is (Q,S)-Sheffer.

Proof. By Theorem 4.3.4,

Ea =
∞∑

n=0

pn(a)

n!
Qn.
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Applied to the polynomial p(y), we obtain

p(x + y) = Exp(y) =
∞∑

n=0

pn(x)

n!
Qnp(y).

Next, we apply S−1 as an operator on polynomials in the variable x and obtain

(S−1p)(x + y) =
∞∑

n=0

S−1pn(x)

n!
Qnp(y) =

∞∑
n=0

sn(x)

n!
Qnp(y).

This identity holds as a polynomial in the variable y. Hence, we may interchange
x and y to get

(S−1p)(x + y) =
∞∑

n=0

sn(y)

n!
Qnp(x).

To finish, regard x as the variable and apply T S and use the fact that shift-
invariant operators commute to conclude that

Tp(x + y) =
∞∑

n=0

sn(y)

n!
QnSTp(x).

The special case now follows by setting T = S−1 and y = 0.

To prove the converse, regard x as the variable and a as a parameter in
Equation (C) and apply S−1 to both sides. Then

S−1Eaf (x) =
∞∑

n=0

sn(a)

n!
Qnf (x)

for all constants a. Since S−1 is shift-invariant,

S−1Eaf (x) = S−1f (x + a) = EaS−1f (x).

Hence, we can exchange the variables x and a to obtain

S−1Eaf (x) =
∞∑

n=0

sn(x)

n!
Qnf (a).

We next apply S on both sides and exchange x and a again, obtaining

f (x + a) = Eaf (x) =
∞∑

n=0

(Ssn)(a)

n!
Qnf (x).

Setting f (x) = pm(x), this equation becomes

pm(x + a) =
∞∑

n=0

(
m

n

)
(Ssn)(a)pm−n(x).
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Finally, set x = 0 and observe that pm−n(0) = 0 except when m = n. Hence,
pm(a) = (Ssm)(a) for all constants a, and hence, pm(x) = Ssm(x). By SS2,
(sn(x)) is (Q,S)-Sheffer. �

The simplest Sheffer sequences (sn(x)) are those with delta operator D. These
have generating function ext/s(t). Hence, if

1

s(t)
=

∞∑
n=0

an

tn

n!
,

then

sn(x) =
n∑

k=0

(
n

k

)
an−kx

k.

Such Sheffer sequences were studied by Appell.20 Two natural examples,
Hermite and Bernoulli polynomials, are discussed in the exercises.

Exercises

4.4.1. Recurrences.
Let (sn(x)) be a polynomial sequence with s0(x) = 1. If (sn(x)) is a Sheffer

sequence, then for every delta operator A, there exists a sequence of constants
an such that for all nonnegative integers n,

Asn(x) =
n∑

k=0

(
n

k

)
aksn−k(x).

Conversely, if the recurrence holds for some delta operator A and sequence
(an), then (sn(x)) is a Sheffer sequence for a delta operator Q (where Q may
be different from A).

4.4.2. Hermite polynomials of variance v.

Let Wv be the Weierstrass operator defined by

Wvp(x) = 1√
2πv

∫ ∞

−∞
e−u2/2vp(x + u)du.

Define the Hermite polynomials H (v)
n (x) of variance v by

H (v)
n (x) = W−1

v xn.

20 Appell (1880).
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The Hermite polynomials of variance v are (D,Wv)-Sheffer. We write Hn(x) =
H (1)

n (x).
(a) Show that

Wv =
∞∑

m=0

vm(2m − 1)!!

(2m)!
D2m

=
∞∑

m=0

vm

2mm!
D2m

= exp(vD2/2),

where (2m − 1)!! = (2m − 1)(2m − 3) · · · 5 · 3 · 1 if m ≥ 1, and 0!! = 1.

(b) Derive formulas for Hermite polynomials from the theory of Sheffer
sequences. In particular, derive

H (v)
n (x) =

�n/2�∑
k=0

(
n

2k

)
(−v)k(2k − 1)!! xn−2k,

e−vt2/2ext =
∞∑

n=0

H (v)
n (x)

tn

n!
,

H (v)
n (x) = vn/2Hn(x/

√
v).

(c) Prove identities for Hermite polynomials from the literature. For example,
show that for k ≥ j,

Hj (x)Hk(x) =
∑

n

j !k!(
n+j−k

2

)
!
(

n+k−j

2

)
!
(

k+j−n

2

)
!
Hn(x),

where the sum ranges over integers n such that k − j ≤ n ≤ k + j and n ≡
k + j mod 2.

(d) (Research problem) Using the theory of Sheffer sequences, prove
Mehler’s formula:21

1 +
∞∑

n=1

Hn(x)Hn(y)
tn

n!
= 1√

1 − 4t2
exp

(
4xyt − 4(x2 + y2)t2

1 − 4t2

)
.

Are there similar formulas for other Sheffer sequences?

21 For a combinatorial proof, see Foata (1978).
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4.4.3. Bernoulli polynomials.
Let J r be the operator defined by

J rp(x) =
∫ x+r

x

p(u)du

and J = J 1. Then DJ = � and

J r =
(

�

D

)r

=
(

eD − I

D

)r

.

The Bernoulli polynomials B(r)
n (x) are defined by B(r)

n (x) = J−rxn. For r = 1,

we have the generating function
∞∑

n=0

Bn(x)
tn

n!
= text

et − 1
.

The Bernoulli number Bn is the constant term Bn(0).
Show the formal Euler–MacLaurin summation formula. If f (x) is a poly-

nomial, then

b∑
j=a

f (j ) =
∫ b

a

f (x)dx +
∞∑

k=1

Bk[Dk−1f (b) − Dk−1f (a)]

k!
.

4.5 Umbral Composition and Connection Matrices

An operator U : F[x] → F[x] is an umbral operator if there are two basic
sequences (pn(x)) and (qn(x)) such that for all n, Upn(x) = qn(x). An umbral
operator is invertible, but it is usually not shift-invariant. If (an(x)) and (bn(x))
are polynomial sequences with

an(x) =
n∑

k=0

ankx
k,

then the umbral composition is the sequence (cn(x)) defined by

cn(x) =
n∑

k=0

ankbk(x).

Put another way, cn(x) = Uan(x), where U is the umbral operator defined
by U : xn 
→ bn(x). We will use the following notation: cn(x) = an(b(x)) if
cn(x) = Uan(x). In particular, bn(x) = b(x)n. In this notation, the two binomial
identities can be written

p(x + y)n = [p(x) + p(y)]n and s(x + y)n = [s(x) + p(y)]n.
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4.5.1. The automorphism theorem. Let U be an umbral operator.
(a) The function S 
→ USU−1 is an automorphism of the algebra S of

shift-invariant operators. If Q is a delta operator, then UQU−1 is a delta
operator. If S = s(Q), where s(t) is a formal power series, then USU−1 =
s(UQU−1).

(b) If (rn(x)) is a basic sequence, then (Urn(x)) is a basic sequence.
(c) If (sn(x)) is a Sheffer sequence, then (Usn(x)) is a Sheffer sequence.

Proof. Let (pn(x)) and (qn(x)) be basic sequences for the delta operators P

and Q and U be the umbral operator defined by Upn(x) = qn(x). To prove (a),
observe that

UPpn(x) = Unpn−1(x) = nUpn−1(x) = nqn−1(x) = Qqn(x) = QUpn(x).

As {pn(x)} is a basis, UPp(x) = QUp(x) for all polynomials, and hence,
UP = QU as operators on F[x]. In particular, UPU−1 = Q and UP nU−1 =
Qn. Let S be a shift-invariant operator. Expand S as a power series in P,

obtaining

S =
∞∑

n=0

an

n!
P n.

Then

USU−1 =
∞∑

n=0

an

n!
UP nU−1 =

∞∑
n=0

an

n!
Qn.

As Q is shift-invariant, USU−1 is shift-invariant. By the first expansion theorem
(4.3.4), every shift-invariant operator can be expanded as a power series in
Q. Hence, S 
→ USU−1 is surjective. Since S 
→ U−1SU is the inverse of
S 
→ USU−1, the function is an automorphism of the algebra S.

Since S is a delta operator if and only if a0 = 0 and a1 �= 0, T ST −1 is a delta
operator if and only if S is a delta operator. The final assertion in (a) follows
from the isomorphism theorem (4.3.5).

To prove (b), let (rn(x)) be the basic sequence for the delta operator R. Then
T RT −1 is a delta operator and it is routine to show that (T rn(x)) is its basic
sequence. The proof of (c) is similar. �

Parts (b) and (c) say that the umbral composition of two basic sequences is
basic, and the umbral composition of two Sheffer sequences is Sheffer. The
next result shows how this happens when the delta and shift-invariant operators
are expressed as power series in D.
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4.5.2. The umbral composition lemma. Let (pn(x)) and (qn(x)) be basic
sequences with delta operators p(D) and q(D). Let (sn(x)) be (q(D), s(D))-
Sheffer and (tn(x)) be (p(D), t(D))-Sheffer.

(a) The umbral composition (qn(p(x)) is basic with delta operator q(p(D)).
(b) The umbral composition (sn(t(x))) is (q(p(D)), t(D)s(p(D))-Sheffer.

Proof. Let U be the umbral operator defined by Uxn = pn(x). If qn(x) =∑n
k=1 bnkx

k, then

Uqn(x) =
n∑

k=1

bnkUxk =
n∑

k=1

bnkpn(x) = qn(p(x)).

By Theorem 4.5.1, qn(p(x)) is basic with delta operator T q(D)T −1. By the
automorphism theorem (4.5.1), T q(D)T −1 = q(p(D)). This proves (a). The
proof of (b) is similar. �

Let (pn(x)) and (qn(x)) be two polynomial sequences. The sequence (qn(x))
is inverse to the polynomial sequence (pn(x)) if the umbral composition
(pn(q(x)) is the sequence xn. Suppose that p0(x) = c, where c is a nonzero con-
stant, so that (pn(x)) gives a basis for F[x]. The connection matrix (cnk)0≤n,k<∞
connecting (pn(x)) to (qn(x)) is the matrix whose entries are defined by

qn(x) =
n∑

k=0

cnkpk(x).

Lemma 4.5.2 gives recipes for calculating inverse sequences and connection
matrices.

4.5.3. Corollary. Let (pn(x)) and (qn(x)) be basic with delta operators p(D)
and q(D).

(a) The sequence (qn(x)) is inverse to (pn(x)) if and only if p(q(t)) = t ; that
is, the power series q(t) is the compositional inverse of p(t).

(b) Let (cnk) be the matrix connecting (pn(x)) and (qn(x)), and (rn(x)) be
the polynomial sequence defined by

rn(x) =
n∑

k=0

cnkx
k.

Then (rn(x)) is a basic sequence with delta operator q(p−1(D)).

Proof. Part (a) is immediate from Lemma 4.5.2 (a). To prove (b), consider the
umbral operator U defined by Uxn = pn(x). Then qn(x) = Urn(x) = rn(p(x)).
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By Theorem 4.5.1, (rn(x)) is basic, and if r(D) is the delta operator of (rn(x)),
then q(t) = r(p(t)) or r(t) = q(p−1(t)). �

We end this section with some examples. Since the power series t/(1 − t)
is its own compositional inverse, the Laguerre polynomials are self-inverse.
Explicitly,

n∑
k=1

(−1)k
n!

k!

(
n − 1

k − 1

)
Lk(x) = xn.

The sequence (ϕn(x)) of exponential polynomials22 is the basic sequence for
the delta operator log(I + D). Since exp(t) − 1 is the compositional inverse
of log(1 + t) and � = eD − I, the exponential polynomials are inverse to the
falling factorials; that is, in umbral notation,

ϕ(ϕ − 1)(ϕ − 2) · · · (ϕ − n + 1) = xn

and, explicitly,

n∑
k=1

(−1)ks(n, k)ϕk(x) = xn,

where s(n, k) are (unsigned) Stirling numbers of the first kind. By BT4, we
have

∞∑
n=0

ϕn(x)
tn

n!
= exp(x(et − 1)).

Thus, by the exponential formula (4.1.1),

ϕn(x) =
n∑

k=1

S(n, k)xk,

where S(n, k) is a Stirling number of the second kind. The inverse relation
implies the matrix relation

n∑
k=1

(−1)ks(n, k)S(k,m) = δnm,

where δnm = 0 if m �= n and 1 if m = n.

22 Touchard (1956).
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Consider now the basic sequence (ϕn(−x)). This has delta operator log(I −
D). Let f (t) = 1 − e−t . Then

f (log(1 − t)) = 1 − 1

1 − t
= t

1 − t
.

Since the rising factorials x(x + 1)(x + 2) · · · (x + n − 1) form the basic se-
quence for the backward difference operator I − E−1, we have the following
expansions for the Laguerre polynomials:

Ln(x) = ϕ(ϕ + 1)(ϕ + 2) · · · (ϕ + n − 1) =
n∑

k=1

s(n, k)ϕk(x).

Exercises

4.5.1. The Gould or difference-Abel polynomials.23

Consider the delta operator E−b� and let (Gn(x; b)) be its basic sequence.
Show that

Gn(x; b) = x(x + bn − 1)(x + bn − 2) · · · (x + bn − n + 1)

= x(x + bn − 1)(n−1) = n!
x

x + bn

(
x + bn

n

)
.

The polynomials Gn(x; b) are the Gould polynomials. Hence, derive the
convolution

x + y

x + y + bn

(
x + y + bn

n

)
=

n∑
k=0

x

x + bk

(
x + bk

k

)
y

y + b(n − k)

(
y + b(n − k)

n − k

)
.

4.5.2. A polynomial sequence (pn(x)) is permutable if for all nonnegative
integers k and n,24

pn(k) = pk(n).

(a) Show that (pn(x)) is permutable if and only if there is a sequence (λj )
of nonzero constants such that

pn(x) =
n∑

j=0

(
n

j

)
λjx(j ).

23 Gould (1961). 24 Foundations VIII, p. 746.
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(b) Show that a polynomial sequence (sn(x)) is permutable and Sheffer if
and only if it is (�, (I − a�)−1)-Sheffer; that is,

sn(x) = anx(n) +
(

n

1

)
an−1x(n−1) +

(
n

2

)
an−2x(n−2) + · · ·

+
(

n

n − 1

)
an−1x(1) + 1.

4.5.3. Prove the following duplication formula for Laguerre polynomials:

Ln(ax) =
n∑

k=1

n!

k!

(
n − 1

k − 1

)
(1 − a)n−kakLk(x).

4.5.4. Sequences of higher type.25

A sequence (hn(x)) of polynomials has Sheffer type k if

∞∑
n=0

hn(x)
tn

n!
= g(t) exp(xf1(t) + x2f2(t) + · · · + xk+1fk+1(t)),

where g(t) is a power series with g(0) �= 0 and fj (t) is a power series such
that the coefficients of 1, x, x2, . . . , xj−1 are zero and the coefficient of xj is
nonzero.

(Research problem) Study sequences of polynomials of higher type.

4.5.5. (Research problem posed by Sheffer) Characterize the Sheffer sequences
that are sequences of orthogonal polynomials.

4.5.6. Sequences of biorthogonal polynomials.26

Let φs(D), s = 0, 1, 2, . . . , be a sequence of linear operators on F[x] of the
form

φs(D) = Ds

∞∑
r=0

bsrD
r,

where the coefficients bs,0 are assumed to be nonzero.
(a) Prove that there exists a unique polynomial sequence (pn(x)) such that

ε(0)φs(D)qn(x) = n!δsn,

25 Sheffer (1939). Our definition is not exactly the same as Sheffer’s.
26 Boas and Buck (1964) and Kung and Yan (2003).
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where δsn equals 1 if s = n and 0 if s �= n. In particular, qn(x) has the following
explicit determinant formula:

pn(x) = n!

b00b10 · · · bn0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

b00 b01 b02 . . . b0,n−1 b0,n

0 b10 b11 . . . b1,n−2 b1,n−1

0 0 b20 . . . b2,n−3 b2,n−2
...

...
...

. . .
...

...
0 0 0 . . . bn−1,0 bn−1,1

1 x x2/2! . . . xn−1/(n − 1)! xn/n!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

The polynomial sequence (pn(x)) is said to be biorthogonal to the sequence
φs(D) of operators or the sequence ε(0)φs(D) of linear functionals.

(b) Prove the following formulas:

The expansion formula. Let p(x) be a degree-n polynomial. Then

p(x) =
n∑

k=0

ε(0)φk(D)p(x)

k!
pk(x).

The interpolation formula. Given a sequence d0, d1, . . . , dn of numbers, then
p(x) = ∑n

k=0 dkpk(x)
/
k! is the unique degree-n polynomial satisfying

ε(0)φk(D)p(x) = dk, 0 ≤ k ≤ n.

The Appell relation.

ext =
∞∑

n=0

pn(x)φn(t)

n!
, where φn(t) = t s

∞∑
r=0

bsr t
r .

(c) Show that a polynomial sequence (pn(x)) has binomial type if and only
if it is biorthogonal to an operator sequence of the form

φs(D) = [f (D)]s ,

where f (t) is a formal power series with f (0) = 0 and f ′(0) �= 0.

(d) (Research problem) Let ∇ be the backward difference operator. Develop
a theory of biorthogonality with operators that are power series in ∇.

4.5.7. Gončarov polynomials.
Let (a0, a1, a2, . . . ), be a sequence of numbers. The sequence of Gončarov

polynomials (gn(x; a0, a1, . . . , an−1))∞n=0 is the sequence of polynomials
biorthogonal to the operators

φs(D) = Eas Ds = Ds

∞∑
r=0

ar
s D

r

r!
.



P1: KAE

chapter-04 cuus456-Kung 978 0 521 88389 4 November 3, 2008 12:28

218 4 Generating Functions and the Umbral Calculus

When all the terms ai are equal to a number a, then gn(x; a, a, . . . , a) is the
Abel polynomial x(x − na)n−1.

(a) Prove that the Gončarov polynomials are determined by the differential
relations

Dgn(x; a0, a1, . . . , an−1) = ngn−1(x; a1, a2, . . . , an−1)

and the initial conditions

gn(a0; a0, a1, . . . , an−1) = δ0,n.

(b) Show that

gn(x + y; a0, a1, . . . , an−1) =
n∑

k=0

(
n

k

)
gn−k(y; ak, ak+1, . . . , an−1)xk.

(c) If x is the finite length-n sequence x1, x2, . . . , xn, the sequence of order
statistics is the sequence x(1), x(2), . . . , x(n) obtained from x by rearranging it
in nondecreasing order. Let u be a given infinite sequence u1, u2, u3, . . . of
nondecreasing positive integers. A length-n u-parking function is a sequence
x1, x2, . . . , xn such that its order statistics satisfy x(i) ≤ ui, 1 ≤ i ≤ n. Let
Pn(u1, u2, . . . , un) be the number of length-n u-parking functions. Show that

Pn(u1, u2, . . . , un) = (−1)ngn(0; u1, u2, . . . , un).

In particular, show that

Pn(a, a + b, a + 2b, . . . , a + (n − 1)b) = a(a + nb)n−1.

(d) Show that Pn(u1, u2, . . . , un) = n! detD, where D is the matrix with
ij -entry equal to

u
j−i+1
i

(j − i + 1)!

if j − i + 1 ≥ 0 and 0 otherwise.27

4.6 The Riemann Zeta Function

The Riemann zeta function is the Dirichlet series
∑∞

n=1 n−s . It is the obscure
object of desire in analytic number theory. In this section, we sketch a combi-
natorial interpretation of the zeta function.28

27 This is the discrete analog of a formula in Steck (1969). 28 Rota (2003).
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Let CN be the cyclic group of order N. A character χ of CN is a ho-
momorphism from CN to the complex numbers C. The kernel ker χ of a
character χ is a subgroup of CN. If (χ1, χ2, . . . , χs) is an s-tuple of characters,
then we define their joint kernel to be the intersection ker χ1 ∩ ker χ2 ∩ · · · ∩
ker χs.

4.6.1. Lemma. Let n divides N, Cn be the subgroup of order n in CN, and
Prs(Cn) be the probability that the joint kernel of an s-tuple χ1, χ2, . . . , χs of
characters, chosen independently and at random, equals Cn. Then

Prs(Cn) =
∑

d: n|d and d|N
µ(d/n)d−s ,

where µ is the number-theoretic Möbius function.

Proof. The probability that the kernel of a random character χ contains the
subgroup Cn equals 1/n, because there are N characters of the group CN and
N/n, such characters will vanish on Cn. Therefore, the probability that the
joint kernel of a randomly and independently chosen s-tuple (χ1, χ2, . . . , χs)
contains the subgroup Cn equals (1/n)s . Let Prs(Cn) be the probability that the
joint kernel a randomly and independently chosen s-tuple of characters equals
the subgroup Cn. Then using the fact that the lattice of subgroups of the cyclic
group CN is isomorphic to the partially ordered set of divisors of the integer
N, ordered by divisibility, we have

n−s =
∑

d: n| d and d|N
Prs(Cd ).

The lemma now follow by Möbius inversion. �

Using the change of variable d = nj, we obtain

Prs(Cn) = n−s
∑

j

µ(j )j−s ,

where the variable j on the right ranges over some subset of divisors of the
integer N, about which we will be deliberately vague. By the Möbius inversion
formula,

ζ (s)

⎛⎝ ∞∑
j=1

µ(j )j−s

⎞⎠ = 1.

If we could change our combinatorial problem to get an unrestricted sum
on the right-hand side, then we would have a probabilistic interpretation of
1/ζ (s). We propose doing this by replacing the finite cyclic group Cn by a
profinite cyclic group. The group C∞ of rational numbers modulo 1 is such
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a profinite group. Every finitely generated subgroup of C∞ is a finite cyclic
group Cn. The character group C∗

∞ of C∞ is a compact group. It has a Haar
measure which can be normalized to be a probability measure Pr. The set
of all characters of the group C∞ that vanish on a subgroup Cn has Haar
measure equal to 1/n. Thus, if we choose a sequence of s characters of C∞
independently and at random, the probability that their joint kernel contains the
group Cn equals (1/n)s . Denoting again by Prs(Cn) the probability that the joint
kernel of an s-tuple of characters equals the subgroup Cn, then we have the
identity

1

ns
=

∑
d: n|d

Prs(Cd ),

where the sum on the right is now infinite. By Möbius inversion, we obtain

Prs(Cn) =
∑
d: n|d

µ(d/n)
1

ds
= 1

ns

∞∑
d=1

µ(d)

ds
= 1

nsζ (s)
.

This yields a probabilistic interpretation of the reciprocal of the Riemann zeta
function for positive integers s.

Exercises

4.6.1. The zeta function as a probability distribution.
Let s be a real number exceeding 1. Define a probability Prs on the set

{1, 2, 3, . . .} of positive integers as follows: if A ⊆ {1, 2, 3, . . .}, then

Prs(A) = 1

ζ (s)

∑
n: n∈A

n−s .

(a) Show that if Ar = {mr: 1 ≤ m < ∞}, and p and q are distinct primes,
then

Prs(Ap ∩ Aq) = Prs(Ap)Prs(Aq) = 1

pq
;

that is, the events that a random integer n is divisible by either of two primes p

and q are independent relative to the probability Prs .
Subject to technical assumptions on the set A,

lim
s→1

Prs(A) = lim
t→∞

|A ∩ {1, 2, . . . , t}|
t

.
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The quantity on the right is the arithmetic density of A. This shows that although
arithmetic density is not a probability, it is, when restricted to suitable sets, the
limit of probabilities.

(b) (Research problem) Find the technical assumptions.

4.6.2. (Research problem) Do the second half of this section rigorously. Find
combinatorial interpretations of other results, for example, the functional equa-
tion, about the Riemann zeta function.
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Symmetric Functions and Baxter Algebras

5.1 Symmetric Functions

The theory of symmetric functions is both a classical area of algebra and an
active area of current research.1 We will not follow well-trodden paths. Rather,
we will focus on three topics: the interpretation of symmetric functions as
generating functions of classes of functions, the theory of Baxter algebras, and
the study of symmetric polynomials as polynomial functions over finite fields.
Thus, our point of view is decidedly eccentric, at least at present. We remark
that there are many conflicting notations for families of symmetric functions.
We have chosen a notation that is closest to the earlier papers in the area.

Let F be a field and x1, x2, . . . , xn be a set of n variables. A polynomial
f in the variables x1, x2, . . . , xn is a symmetric polynomial if it is an abso-
lute invariant of the symmetric group Sn; that is, for all permutations γ of
{1, 2, . . . , n},

f (xγ (1), xγ (2), . . . , xγ (n)) = f (x1, x2, . . . , xn).

To avoid iterated subscripts or superscripts, we use letter-place notation: xλ
i

is written (i|λ), so that

(i1|λ1)(i2|λ2) · · · (is |λs) = x
λ1
i1

x
λ2
i2

· · · xλs

is
,

where λ1, λ2, . . . , λs is a sequence of nonnegative integers and i1, i2, . . . , is are
integers in {1, 2, . . . , n}.

Let λ be the sequence λ1, λ2, . . . , λs with positive integer terms. Then λ is
a partition of the positive integer n into s parts, briefly λ � n, if λ1 ≥ λ2 ≥
· · · ≥ λs > 0 and λ1 + λ2 + · · · + λs = n. Let ai be the number of parts equal

1 See Rota (1998a). Note that this paper is the transcript of an informal speech.

222
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to i in λ, so that a11 + a22 + · · · = n. We define |λ| by

|λ| = a1!a2! · · · an!.

Let λ � m and λ = λ1, λ2, . . . , λs. The monomial symmetric polynomial kλ

indexed by λ is defined by

kλ =
∑

(i1|λ1)(i2|λ2) · · · (is |λs),

where the sum ranges over all distinct monomials of the form
(i1|λ1)(i2|λ2) · · · (is |λs). For example, (1|3)(2|1)(3|1) and (1|3)(3|1)(2|1) de-
fine the same monomial and k3,1,1(x1.x2, x3) = x3

1x2x3 + x3
2x1x3 + x3

3x1x2.

5.1.1. Lemma. The monomial symmetric polynomials kλ, where λ � n, form
a basis for all homogeneous symmetric polynomials of total degree n.

Proof. We use a Gröbner basis argument. Let f be a homogeneous symmetric
polynomial of total degree n. Order the partitions of n lexicographically and
let λ be the leading partition, that is, the maximum partition λ � n so that a
monomial of the form (i1|λ1)(i2|λ2) · · · (is |λs) occurs with nonzero coefficient
C in f. Since f is symmetric, the monomial (γ (i1)|λ1)(γ (i2)|λ2) · · · (γ (is)|λs)
occurs with the same coefficient C for any permutation γ in Sn. Hence, the
leading partition of the difference f − Ckλ is lexicographically smaller than
λ. Repeating the process on f − Ckλ, we can write f as a linear combination
of monomial symmetric functions kτ , where τ is a partition of n. �

If we have a fixed finite number x1, x2, . . . , xn of variables, then kλ would
depend on the number n of variables. This can be avoided by taking an infinite
set of variables and extending the definition of symmetric polynomials to
symmetric formal power series. A symmetric function is a formal power series
in countably many variables x1, x2, . . . , which is an absolute invariant of the
“small” infinite symmetric group S∞ of all permutations on {1, 2, . . .} that
fix all but finitely many elements. The algebra of symmetric functions A over
a field F is the subalgebra of the algebra F[[x1, x2, . . .]] of formal power
series consisting of symmetric functions. If we set xi = 0 for all i > n, then
a symmetric function specializes to a symmetric polynomial in x1, x2, . . . , xn.

The algebra A is graded by total degree, so that

A = A0 ⊕ A1 ⊕ · · · ⊕ Ad ⊕ · · · ,
where Ad is the vector space of homogeneous symmetric functions of total
degree d.

The monomial symmetric function kλ is defined as before, except that the
sequences i1, i2, . . . , is in the monomials in the sum have terms in the set
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{1, 2, 3, . . .}. The argument in the proof of Lemma 5.1.1 extends and the set
{kλ: λ � d} is a basis for Ad . In particular, the subspace Ad has dimension
p(d), the number of partitions of d.

There are several families of symmetric functions. Many of them can be
defined using monomial symmetric functions. We begin with the elementary
symmetric functions. If m is a nonnegative integer and 11 . . . 1 is the partition
of m into m parts (all equal to 1), then am = k11...1 or, equivalently,

am =
∑

(i1|1)(i2|1) · · · (im|1),

the sum ranging over all subsets {i1, i2, . . . , im} of size m of {1, 2, 3, . . .}. Note
that a0 is the sum of one monomial, the empty product, and so a0 = 1. The ele-
mentary symmetric functions are extended to partition indices multiplicatively:
if λ � n, then

aλ = aλ1aλ2 · · · aλs
.

Two other families are defined in a similar way. First, we define the complete
homogeneous symmetric functions hλ. If m is a nonnegative integer, then

hm =
∑

λ: λ�m

kλ,

and if λ is a partition,

hλ = hλ1hλ2 · · · hλs
.

Next, we define the power-sum symmetric functions sλ. If m is a nonnegative
integer, then

sm = km =
∞∑
i=1

(i|m),

and if λ is a partition, then

sλ = sλ1sλ2 · · · sλs
.

Perhaps the most important family of symmetric functions are the Schur
functions. We will discuss them peripherally as quotients of alternants in the
exercises. This is not to ignore them. Although much has been done, we do
not truly understand their combinatorics. In particular, why they are generating
functions of character values of irreducible representations of the symmetric
group remains as mysterious as ever.
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Exercises

5.1.1. Euler’s partition formula.
Show that

∞∏
i=1

1

1 − qi
=

∞∑
d=0

p(d)qd.

Euler’s formula gives a product formula for the Hilbert function
∑∞

d=0 dim(Ad )
qd of the algebra of symmetric functions.

5.2 Distribution, Occupancy, and the Partition Lattice

Partitions of integers occur in most definitions of symmetric functions. As
integer partitions arise from set partitions, the partition lattice plays an important
role in the theory of symmetric functions.

Let �n be the lattice of all partitions of the set {1, 2, . . . , n} ordered
by reverse refinement. Let π be a partition of {1, 2, . . . , n} with blocks
B1, B2, . . . , Bc, listed so that the sizes |Bi | are nonincreasing. The type λ(π )
of π is the integer partition |B1|, |B2|, . . . , |Bc| of n. If λ is the integer partition
with parts λ1, λ2, . . . , λc, then the number of set partitions of {1, 2, . . . , n}
having type λ equals

n!

λ1!λ2! · · · λc!a1!a2! · · · an!
,

where ai is the number of parts equal to i in λ; that is,

1

|λ|
(

n

λ

)
, (N)

where
(
n

λ

)
is a multinomial coefficient and |λ| = a1!a2! · · · an!.

The lattice �n is a geometric lattice of rank n − 1. The minimum 0̂ is the
partition {{1}, {2}, . . . , {n}} into n blocks (all having size 1). The maximum 1̂ is
the partition {{1, 2, . . . , n}} into one block. The points or atoms are partitions
into n − 1 blocks, with one block of size 2 and n − 2 blocks of size 1. In
particular, there are

(
n

2

)
atoms. The copoints are partitions into two blocks.

There are 2n−1 − 1 copoints. The rank function is given by rank(σ ) = n − c(σ ),
where c(σ ) is the number of blocks in σ. An upper interval [σ, 1̂] in �n is
isomorphic to �n−c(σ ). To see this, think of each block Bi in σ as a single
element. If σ = {B1, B2, . . . , Bc}, then the lower interval [0̂, σ ] is isomorphic



P1: KAE

chapter05 cuus456-Kung 978 0 521 88389 4 November 6, 2008 11:10

226 5 Symmetric Functions and Baxter Algebras

to the Cartesian product

�|B1| × �|B2| × · · · × �|Bc|.

In particular, the Möbius function in �n can be computed if one knows µ(0̂, 1̂)
in �n for all n.

5.2.1. Theorem.2 In the partition lattice �n,

µ(0̂, 1̂) = (−1)n−1(n − 1)!.

Proof. We induct on n. The assertion is true for �1, the lattice with one
element {{1}}, and �2, the lattice with two elements {{1}, {2}} and {{1, 2}}.
For the induction step, we use Weisner’s theorem (3.1.6), choosing α to be the
rank-(n − 2) partition consisting of the two blocks {1, 2, . . . , n − 1} and {n}.
Then

µ(0̂, 1̂) = −
∑

π : π∧α=0̂, π �=0̂

µ(π, 1̂).

Next, observe that π ∧ α = 0̂ and π �= 0̂ if and only if π is a rank-1 partition of
the form with a two-element block {j, n} and n − 2 one-element blocks, there
are n − 1 such partitions and the upper interval [π, 1̂] is isomorphic to �n−1.

Hence, by induction,

µ(0̂, 1̂) = −(n − 1)[(−1)n−2(n − 2)!] = (−1)n−1(n − 1)!. �

Another proof can be found in Exercise 3.5.2.

Most of the classical symmetric functions have interpretations as generating
functions of classes of functions. Many of these classes are defined by condi-
tions on their coimages.

Let D be a finite set and X = {x1, x2, x3, . . . } be a countable set indexed by
the positive integers, thought of as both a set of elements and a set of independent
variables. Recall that the coimage of a function f : D → X is the partition of D

whose blocks are those inverse images f −1(xi) that are nonempty. For example,
if D = {1, 2, 3, 4, 5, 6} and f (1) = f (3) = f (4) = x2, f (5) = f (6) = x3, and
f (2) = x8, then coimage(f ) = {{1, 3, 4}, {2}, {5, 6}}. The image monomial
Gen(f ) of a function f : D → X is defined by

Gen(f ) =
∏

i: i∈D

f (i).

2 Frucht and Rota (1963) and Rota, Foundations I.
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For our example, Gen(f ) = x3
2x2

3x8. If F is a family of functions, then its
generating function Gen(F) is defined by

Gen(F) =
∑

f : f ∈F
Gen(f ).

5.2.2. Theorem. Let π be a partition of D having type λ = λ1!λ2! · · · , λc!,
and

kπ = Gen {f : coimage(f ) = π},
sπ = Gen {f : coimage(f ) ≥ π},
aπ = Gen {f : coimage(f ) ∧ π = 0̂}.

Then

kπ = |λ|kλ, sπ = sλ, aπ = λ1!λ2! · · · λc!aλ.

Proof. Let B1, B2, . . . , Bc be the blocks of π. Then coimage(f ) = π if and
only if the restriction of f to Bi is constant and f (x) �= f (y) if x and y are in
different blocks. Thus, coimage(f ) = π if and only if

Gen(f ) = (i1|λ1)(i2|λ2) · · · (ic|λc), (M)

where i1, i2, . . . , ic are distinct indices. There are |λ| distinct functions satisfy-
ing (M). Hence, kπ = |λ|kλ.

Next, observe that coimage(f ) ≥ π if and only if

Gen(f ) = (i1|λ1)(i2|λ2) · · · (ic|λc),

where the indices i1, i2, . . . , ic are not necessarily distinct. Hence,

Gen {f : coimage(f ) ≥ π} =
c∏

i=1

[(1|λi) + (2|λi) + (3|λi) + · · · ] = sλ.

Finally, observe that coimage(f ) ∧ π = 0̂ if and only if the intersection of
a block in coimage(f ) and a block in π has size 0 or 1; that is to say, the
restriction f |B to a block B in π is injective (or one to one). Hence,

Gen {f : coimage(f ) ∧ π = 0̂} =
c∏

i=1

Gen {f : Bi → X, f is injective}.

A function f : B → X is injective if and only if Gen(f ) = (i1|1)
(i2|1) · · · (i|B||1), where the indices i1, i2, . . . , i|B| are distinct. Hence,

Gen {f : Bi → X, f is injective} = |B|!a|B|

and the last equation follows by multiplicativity. �
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From Theorem 5.2.2, it follows immediately that

sπ =
∑

σ : σ≥π

kσ ,

aπ =
∑

σ : σ∧π=0̂

kσ .

By Theorem 5.2.1 and the inversion formulas in Theorem 3.1.2 and Exercises
3.1.13, we obtain explicit formulas for kπ as linear combinations of sπ and aπ .

5.2.3. Theorem.

kπ =
∑

σ : σ≥π

µ(π, σ )sσ ,

kπ =
∑

σ

( ∑
τ : τ≥π∨σ

µ(π, τ )µ(σ, τ )

µ(0̂, τ )

)
aσ .

The next theorem gives the relationship between elementary and power-sum
symmetric functions.

5.2.4. Theorem.

aπ =
∑

σ : σ≤π

µ(0̂, σ )sσ , sπ = 1

µ(0̂, π )

∑
σ : σ≤π

µ(σ, π )aσ .

Proof. The second formula is a Möbius inversion of the first. The first formula
is proved by the following calculation:

aπ =
∑

σ : σ∧π=0̂

kσ

=
∑

σ

( ∑
τ : τ≤σ∧π

µ(0̂, τ )

)
kσ

=
∑

τ : τ≤π

µ(0̂, τ )

( ∑
σ : σ≥τ

kσ

)
=

∑
τ : τ≤π

µ(0̂, τ )sτ . �

5.2.5. Waring’s formula.
∞∑

m=0

amtm = exp

( ∞∑
k=1

(−1)k−1skt
k

k

)
.

Proof. By Theorems 5.2.1 and 5.2.4,

n!an =
∑

σ

∏
B: B∈σ

(−1)|B|−1(|B| − 1)!s|B|,

the sum ranging over all partitions σ of {1, 2, . . . , n}. Waring’s formula now
follows from the exponential formula (Theorem 4.1.1). �
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Next, we discuss the two “fundamental” theorems of symmetric polyno-
mials.

5.2.6. First fundamental theorem. Every symmetric polynomial can be writ-
ten as a polynomial in the elementary symmetric polynomials.

First proof. By Lemma 5.1.1, it suffices to show that the monomial symmetric
polynomials can be expressed as polynomials in the elementary symmetric
functions. This is done explicitly in Theorem 5.2.3. �

Second proof. Apply the Gröbner basis argument directly to the elementary
symmetric polynomials. Let λ1, λ2, . . . , λs be the leading partition of a sym-
metric polynomial f and C be the coefficient of a monomial with that partition.
Then

f − Ca
λ1−λ2
1 a

λ2−λ3
2 · · · aλs−1−λs

s−1 aλs

s

has smaller leading partition. Iterating this, we construct an expression of f as
a polynomial in the elementary symmetric polynomials. �

5.2.7. Second fundamental theorem. There is no nonzero polynomial
P (X1, X2, . . . , Xn) in the elementary symmetric polynomials such that the
polynomial

P (a1(x1, x2, . . . , xn), a2(x1, x2, . . . , xn), . . . , an(x1, x2, . . . , xn)) (I)

is identically zero as a polynomial in the variables x1, x2, . . . , xn.

We will give three proofs:

First proof. The theorem is equivalent to the statement that the set of partition-
indexed elementary symmetric functions aπ is a basis. Thus, it follows from
Lemma 5.1.1 and Theorem 5.2.3.

Second proof. Suppose such a polynomial exists. Let N be the largest index
so that XN occurs in P and d be the highest exponent of XN. Expand P as a
polynomial

Pd (X1, X2, . . . , XN−1)Xd
N + Pd−1(X1, X2, . . . , XN−1)Xd−1

N + · · ·
+P0(X1, X2, . . . , XN−1)

in XN. Dividing by a power of XN if necessary, we may assume that
P0(X1, X2, . . . , XN−1) is not identically zero.
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Substitute in aN = x1x2 · · · xN and set xN = 0. This gives a relation

P0(a1, a2, . . . , aN−1) = 0

among the smaller set {a1, a2, . . . , aN−1}. Since the single symmetric function
a1 in one variable equals x1 and satisfies no nontrivial relations, the theorem
follows by induction. �

Third proof. The last proof formalizes a philosophical argument and is valid
only over an infinite field F. There cannot be any nontrivial identities among
the elementary symmetric polynomials; otherwise, only those polynomials with
coefficients satisfying those identities can have zeros.

Suppose, for contradiction, that P (X1, X2, . . . , Xn) is a nonzero polynomial
such that Equation (I) holds. Let A1, A2, . . . , An be elements in the infinite field
F such that P (A1, A2, . . . , An) �= 0. In the algebraic closure of F, the polyno-
mial xn − A1x

n−1 + A2x
n−2 − · · · ± An has n zeros z1, z2, . . . , zn. Then, as

Equation (I) holds,

P (A1, A2, . . . , AN )
= P (a1(z1, z2, . . . , zn), a2(z1, z2, . . . , zn), . . . , an(z1, z2, . . . , zn)) = 0,

a contradiction. �

We end this section with one of the earliest theorems in the theory of
symmetric polynomials.

5.2.8. Newton’s identities. Let m ≥ 1. Then

sm − a1sm−1 + a2sm−2 − · · · + (−1)m−1am−1s1 = (−1)mmam,

where am equals 0 if the index m is greater than the number n of variables.

Proof. Let t be another variable. Then

n∑
j=1

xj

1 − xj t
=

∞∑
i=0

[xi+1
1 + xi+1

2 + · · · + xi+1
n ]t i =

∞∑
i=0

si+1t
i

and

f (t) =
n∏

k=1

(1 − xkt) =
n∑

i=0

(−1)iai t
i .

We multiply these equations. On the left side,

f (t)
n∑

j=1

xj

1 − xj t
=

n∑
j=1

xj

f (t)

1 − xj t
= −f ′(t),
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where f ′(t) is the derivative of f (t). Multiplying the power series and the
polynomial on the right side and equating coefficients of powers of t, we
obtain

a1 = s1, −2a2 = s2 − a1s1, 3a3 = s3 − a1s2 + a2s1,

and so on. �

Newton’s identities give an explicit algorithm for writing the power-sum sym-
metric polynomial sj as a polynomial with integer coefficients in the elementary
symmetric polynomial a1, a2, . . . , aj . For example, s1 = a1, s2 = a2

1 − 2a2,

and

s3 = a1(a2
1 − 2a2) − a2a1 + 3a3 = a3

1 − 3a2a1 + 3a3.

Exercises

5.2.1. Complete homogeneous symmetric functions.
In this problem, we need the notion of a reluctant function (introduced in

Section 4.3). A reluctant function f : D ⇒ X is a placing if the connected
component rooted at xi of the graph of f is a union Pi,1 ∪ Pi,2 ∪ · · · ∪ Pi,s of
paths, such that each path has the root xi at an endpoint and two paths have no
vertices in common except for the root xi. For example, if D = {1, 2, 3, 4, 5, 6},
then the functions f, g : D → D ∪ X defined by

f (3) = 4, f (4) = x2, f (1) = x2, f (5) = 6, f (6) = x3, f (2) = x6,

g(1) = 4, g(4) = 3, g(3) = x2, g(5) = x3, g(6) = x3, g(2) = x6

give placings. Both placings have coimage {{1, 3, 4}, {5, 6}, {2}}.
Let π be a partition of a subset D′ of D. Then Hπ is the set of plac-

ings f : D′ ⇒ X such that for each block B of π and each nonempty in-
verse image f −1(xi), either B ∩ f −1(xi) = ∅ or B ∩ f −1(xi) equals the set
of nonroot vertices in one of the paths Pi,j in graph(f ). For example, if
π = {{2, 3, 4}, {1, 5, 6}}, then the first placing f is in Hπ but the second
placing g is not.

(a) Show that λ(π )!hλ(π) = Gen (Hπ ).
(b) Show that hπ = ∑

σ λ(σ ∧ π )!kσ .

(c) Show that

1 +
∞∑

n=1

hnt
n = exp

( ∞∑
n=1

snt
n

n

)
.
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5.2.2. Alternating functions and alternants.3

A polynomial f (x1, x2, . . . , xn) is an alternating function if for all permu-
tations σ ∈ Sn,

f (xσ (1), xσ (2), . . . , xσ (n)) = sign(σ )f (x1, x2, . . . , xn).

The van der Monde determinant V, defined by

V = V (x1, x2, . . . , xn) = det(xj−1
i )1≤i,j≤n,

is an alternating function. The alternant (x1, x2, . . . , xn|α1, α2, . . . , αn) is de-
fined by

(x1, x2, . . . , xn|α1, α2, . . . , αn) = det(x
αj

i )1≤i,j≤n,

where α1, α2, . . . , αn is a sequence of nonnegative integers.
(a) Show that an alternating polynomial f has the van der Monde determi-

nant as a factor. Hence, f is alternating if and only if it equals Vg, where g is
a symmetric polynomial.

(b) Show that every alternating polynomial is a linear combination of alter-
nants.

(c) Let A be the n × n matrix whose ith row is

1 xi x2
i . . . xn−2

i φ(x1, x2, . . . , xi−1, xi+1, . . . xn),

where φ(x1, x2, . . . , xi−1, xi+1, . . . xn) is a function in n − 1 variables, with xi

omitted. Show that

det A = cV (x1, x2, . . . , xn)

if and only if φ is a symmetric function in n − 1 variables having total degree
n − 1.

(d) Let λ = (λ1, λ2, . . . , λn), where λi is a sequence of nondecreasing non-
negative integers. The Schur function Sλ is defined to be the following quotient
of alternants:

(x1, x2, . . . , xn|λ1 + n − 1, λ2 + n − 2, . . . , λn−1 + 1, λn)

V (x1, x2, . . . , xn)
.

Show that Sλ equals the sum of monomials, one for each way of filling in the
Young diagram of (λ1, λ2, . . . , λn) so that rows are nondecreasing and columns
are strictly increasing.

3 Muir and Metzler (1933, chapter 11).
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5.2.3. Define the discriminant D(x1, x2, . . . , xn) by

D(x1, x2, . . . , xn) =
∏

i: 1≤i<j≤n

(xi − xj )2.

Express D as a polynomial in the elementary symmetric function.

5.2.4. Crapo’s formula for the permanent.
This is a continuation of Exercise 3.1.9. Let (xij )1≤i,j≤n be an n × n matrix.

If R ⊆ {1, 2, . . . , n} is a subset of row indices, let

	(R) =
n∑

j=1

[∏
i: i∈R

xij

]
.

If σ is a partition of {1, 2, . . . , n} with blocks B1, B2, . . . , Bc, then

	(σ ) =
c∏

i=1

	(Bi).

For example, if n = 3, then 	({1, 2}, {3}) equals

(x11x21 + x12x22 + x13x23)(x31 + x32 + x33).

Show that

per A =
∑

σ : σ∈�n

µ(0̂, σ )	(σ ).

5.2.5. Laws of symmetry.4

(a) Let aγ = ∑
δ cγ δkδ, where γ and the indices δ of summation are integer

partitions. Show that cγ δ = cδγ .

(b) Let hγ = ∑
δ dγ δkδ, where γ and the indices δ of summation are integer

partitions. Show that dγ δ = dδγ .

5.2.6. A theorem of Laguerre.5

Show that the elementary symmetric polynomials a1, a2, . . . , an can be
expressed as rational functions in the power-sum symmetric polynomials
s1, s3, s5, . . . , s2n−1 having odd degree.

5.2.7. The co-invariant algebra.6

Let F be an infinite field of characteristic 0 or positive characteristic
greater than n and I be the ideal generated by the nonconstant elementary

4 MacMahon (1887). The formulation given here follows P. Doubilet, Foundations VII.
5 Pólya (1952).
6 Chevalley (1955). In this elegant paper, Chevalley extends the fundamental theorems 5.2.6 and

5.2.7 (as well as the theorem in the exercise) to finite reflection groups.
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symmetric polynomials ai(x1, x2, . . . , xn), 1 ≤ i ≤ n, in the polynomial ring
F[x1, x2, . . . , xn]. The co-invariant algebra is the quotient F[x1, x2, . . . , xn]/I.

Show Chevalley’s theorem for the symmetric group. The co-invariant algebra
C is a finite-dimensional algebra of dimension n!. In greater detail, the action
of the symmetric group on C is isomorphic to the regular representation; C is
graded by total degree (modulo I ) and can be decomposed into

⊕
d Cd , where

Cd is the subspace of homogeneous polynomials of total degree d; its Hilbert
function is given by the equation

n(n−1)/2∑
d=0

dim(Cd )qd = (1 + q)(1 + q + q2) · · · (1 + q + q2 + · · · + qn−1).

5.2.8. Modularly complemented geometric lattices.7

A geometric lattice L is modularly complemented if for every point p in
L, there exists a modular copoint c such that p �≤ c. A geometric lattice L

splits if there are proper flats X and Y such that for every point p, p ≤ X or
p ≤ Y.

(a) Show that a partition σ is modular in �n if and only if σ has at most one
block of size greater than 1; that is, σ = {S} ∪ {{a}: a �∈ S}. Conclude that �n

is modularly complemented.
(b) Show that if a rank-n geometric lattice L is modularly complemented

and does not split, then there exists a subset of atoms such that the ∨-sublattice
generated by the subset is isomorphic to the partition lattice �n+1. In this
sense, the rank-n partition lattice is the minimal rank-n nonsplitting modularly
complemented geometric lattice.

5.2.9. Arrangements of hyperplanes.8

Let A be a set of hyperplanes (that is, subspaces of dimension n − 1) in the
vector space F

n, where F is a field. The lattice L(A) of intersections consists
of all subspaces in F

n formed by taking intersections of all subsets of A,

ordered by reverse set-containment. Denote by [a1x1 + a2x2 + · · · + anxn] the
hyperplane

{(x1, x2, . . . , xn): a1x1 + a2x2 + · · · + anxn = 0}.

(a) Show that L(A) is a geometric lattice.
(b) Let An−1 be the set of hyperplanes {[xi − xj ] : 1 ≤ i < j ≤ n}. Show

that L(An−1) is isomorphic to �n.

7 Kahn and Kung (1986). 8 Dowling (1973) and Orlik and Terao (1992).
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(c) Let Hn(q) be the set of hyperplanes

{[xi]: 1 ≤ i ≤ n} ∪ {[xi − αxj ]: 1 ≤ i < j ≤ n, α ∈ GF(q)\{0}}
in GF(q)n and the Dowling lattice Qn(q) be the lattice of intersections ofHn(q).
Show that Qn(q) is modularly complemented. If µ is the Möbius function of
Qn(q), show that

µ(0̂, 1̂) = (−1)n
n−1∏
i=0

((q − 1)i + 1).

5.3 Enumeration Under a Group Action

Let G be a group of permutations acting on a set S. Then G acts on the set
Fun(S,X) of functions from S to another set X by the action: if γ : S → S

is a permutation in G and f : S → X is a function, then γ sends f to the
function f γ. The objective of Pólya enumeration theory, in its abstract form,
is to derive information about the G-action on the function space Fun(S,X)
from information about the G-action on the domain S.

We begin this section by setting up a framework for studying the combina-
torics of group actions using concepts and results about Galois connections and
incidence algebras from Sections 1.5 and 3.1. Using this framework, we de-
velop an abstract Pólya enumeration theory from which classical Pólya theory
is derived as a special case.9

We begin by defining a Galois coconnection (orb, per) between L(G), the
lattice of subgroups of a group G acting on a set S, and �(S), the lattice of
partitions of S, under reverse refinement. If H is a subgroup of G, let orb(H )
be the partition of S whose blocks are the orbits of H. More permutations make
bigger orbits. Hence, orb : L(G) → �(S) is an order-preserving function. If
π is a partition of S, let per(π ) be the subgroup of (all) permutations in G

leaving the blocks of π invariant. A coarser partition has bigger blocks and
is left invariant by more permutations. Hence, per : �(S) → L(G) is order-
preserving. Moreover, it is easy to check that

H ⊆ per(orb(H )) and π ≥ orb(per(π )).

The functions (orb, per) form a Galois coconnection between L(G) and �(S),
and the composition orb ◦ per is a coclosure operator π �→ ccl(π ) on �(S). A
partition π is closed precisely when π equals orb(H ) for some subgroup H of
G. The closed partitions are called periods. Under the partial order of reverse
refinement, the periods form a lattice P(G, S), the lattice of periods of G on S.

9 Rota (1969b, pp. 330–334) and Rota and Smith (1977).
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For example, let G be the symmetric group S(S) of all permutations on
the set S. If π is the partition {B1, B2, . . . , Bc} of S, then the Young subgroup
S(π ) is the direct product defined by

S(π ) = S(B1) × S(B2) × · · · × S(Bc).

By construction, S(π ) is the biggest subgroup H of S(S) such that orb(H ) = π.

In particular, orb(S(π )) = π, every partition π is a period, and the lattice of
periods of S(S) is �(S).

Functions define partitions of S. If f : S → X is a function, then coimage(f )
is the partition whose blocks are the nonempty sets among the inverse images
f −1(x), x ∈ X. If γ is a permutation, then cycle(γ ) is the partition whose
blocks are the orbits of γ on S. A permutation γ fixes f if f = f γ or,
equivalently, cycle(γ ) ≤ coimage(f ). The stabilizer stab(f ) is the subgroup of
permutations in G fixing f. The period per(f ) of a function f is the partition
orb(stab(f )), the partition whose blocks are the orbits of stab(f ); in other
words, per(f ) is the coclosure of coimage(f ).

Let xij be a set of variables, where i ranges over S and j ranges over X. The
coding monomial Mon (f ) is defined by

Mon (f ) =
∏
i: i∈S

xi,f (i).

The coding monomial retains all the information about the function f. If F ⊆
Fun(S,X), then

Mon (F) =
∑

f : f ∈F
Mon (f ).

A subset F of Fun(S,X) is G-closed if f ∈ F and γ ∈ G imply that f γ is in
F .

Let F be a G-closed subset of functions in Fun(S,X). If π is a partition of
S, let

A(F , π ) = Mon {f : f ∈ F , coimage(f ) = π},
A(G,F , π ) = Mon {f : f ∈ F , per(f ) = π},

B(F , π ) = Mon {f : f ∈ F , coimage(f ) ≥ π}.
B(G,F , π ) = Mon {f : f ∈ F , per(f ) ≥ π}.

In general, these generating functions are formal power series in the variables
xij . If X is finite, then they are polynomials.
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5.3.1. Lemma. Let F be a G-closed class of functions and π be a period in
�(S). Then

A(G,F , π ) =
∑

σ : σ≥π in P(G,S)

µP(G,S)(π, σ )B(F , σ ) =
∑

τ : ccl(τ )=π in �(S)

A(F ,τ ).

Proof. In the lattice P(G, S) of periods,

B(G,F , π ) =
∑

σ : σ≥π

A(G,F , σ ).

By Möbius inversion,

A(G,F , π ) =
∑

σ : σ≥π

µP(G,S)(π, σ )B(G,F , σ ).

Now note that if σ is a period, then coimage(f ) ≥ σ implies that per(f ) ≥ σ.

Hence, for periods σ, B(G,F , σ ) = B(F , σ ). The first part of the equation
now follows.

Since per(f ) is the coclosure of coimage(f ),

A(G,F , π ) =
∑

f : per(f )=π

Mon (f )

=
∑

τ : ccl(τ )=π

⎛⎝ ∑
f : coimage(f )=τ

Mon (f )

⎞⎠
=

∑
τ : ccl(τ )=π

A(F , τ ).

This proves the second part. �

Next, we derive Pólya’s enumeration theorem.10 Let xj be new variables, one for
each element j in X and Ã(G,F , π ) be the formal power series obtained from
A(G,F , π ) by the substitutions xij = xj . Under these substitutions, Mon(f )
becomes Gen(f ), where Gen(f ) = ∏

i: i∈S xf (i), the image monomial defined
in Section 5.2. In particular,

Ã(G,F , π ) =
∑

f : f ∈F, per(f )=π

Gen(f ).

The formal power series Ã(F , π ), B̃(F , π ), and B̃(G,F , π ) are defined anal-
ogously.

The G-action on a G-closed subset F of functions partitions F into orbits.
If two functions f1 and f2 are in the same orbit, then Gen(f1) = Gen(f2). If

10 For the standard treatment of Pólya enumeration theory, see, for example, Berge (1971, chapter
5), Harary and Palmer (1973), and Pólya and Read (1987).
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O is an orbit, we define Gen(O) to equal Gen(f ), where f is any function in
O. The inventory Inv(G,F) of the G-action on F is the generating function
defined by

Inv(G,F) =
∑
O

Gen(O),

where the sum ranges over all orbits in F .

The inventory of F can be expressed as a linear combination in Ã(G,π ).
To do this, we need the orbit-stabilizer lemma11 from elementary group theory:
if f is a function in the orbit O, then |O| = |G|/|stab(f )|. In particular, if
π = per(f ), then per(π ) = stab(f ). Hence, if O is the orbit containing f, then

|O| = |G|/|per(π )|
and the size of the orbit of f depends only on the partition per(f ). Hence,

Gen(O) = 1

|O|
∑

f : f ∈O
Gen(f )

= 1

|G|
∑

f : f ∈O
|stab(f )|Gen(f ).

From this, we conclude that

Inv(G,F) =
∑
O

⎛⎝ 1

|G|
∑

f : f ∈O
|stab(f )|Gen(f )

⎞⎠
= 1

|G|
∑

f : f ∈F
|stab(f )|Gen(f )

= 1

|G|
∑

π : π∈P(G,S)

|per(π )|
⎛⎝ ∑

f : per(f )=π

Gen(f )

⎞⎠
= 1

|G|
∑

π : π∈P(G,S)

|per(π )|Ã(G,F , π ).

To state the next theorem, we need one more definition. If σ is a partition,
let

φ(σ ) = |{γ : γ ∈ G, cycle(γ ) = σ }|.
Recalling that per(σ ) = {γ : γ ∈ G, cycle(γ ) ≤ σ }, we have

|per(σ )| =
∑

π : π≤σ

φ(π ).

11 This lemma is proved by a bijection between elements of the orbit and cosets of the stabilizer.
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By Möbius inversion, if σ ∈ P(G, S), then

φ(σ ) =
∑

π : π≤σ

|per(π )|µP(G,S)(π, σ ).

5.3.2. Theorem.∑
π : π∈P(G,S)

|per(π )|Ã(G,F , π ) =
∑

σ : σ∈P(G,S)

|φ(σ )|B̃(F , σ ).

Proof.∑
π : π∈P(G,S)

|per(π )|Ã(G,F, π ) =
∑

π : π∈P(G,S)

∑
σ : σ≥π

|per(π )|µP(G,S)(π, σ )B̃(F, σ )

=
∑

σ : σ∈P(G,S)

∑
π : π≤σ

|per(π )|µP(G,S)(π, σ )B̃(F, σ )

=
∑

σ : σ∈P(G,S)

φ(σ )B̃(F, σ ). �

The right side of the equation in Theorem 5.3.2 is relatively easy to calculate
from the group G. In particular, since φ(σ ) = 0 unless σ equals cycle(γ ) for
a permutation γ in G, it is not necessary to know what other partitions are
periods. Also, although the proof involves a Möbius inversion, the Möbius
function involved is transferred from one function to another and does not
appear in the final result. Thus, the chore of calculating a Möbius function
explicitly is avoided.

5.3.3. Corollary. Let F be a G-closed subset of functions. Then

Inv(G,F) = 1

|G|
∑

γ : γ∈G

B̃(F , cycle(γ )).

Proof. As observed earlier, φ(σ ) = 0 unless there is a permutation γ in G such
that cycle(γ ) = σ. Hence,∑

σ : σ∈P(G,S)

|φ(σ )|B̃(F , cycle(γ )) =
∑

γ : γ∈G

B̃(F , cycle(γ )). �

If X = {1, 2, . . . , m}, F = Fun(S,X), and ai(γ ) is the number of cycles of
length i in the cycle decomposition of γ, then

B̃(F , cycle(γ )) =
n∏

i=1

[xi
1 + xi

2 + · · · + xi
m]ai (γ ).

Hence, we obtain Pólya’s enumeration theorem as a consequence of Corol-
lary 5.3.3.
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5.3.4. Pólya’s enumeration theorem.

Inv(G, Fun(S,X)) = 1

|G|
∑

γ : γ∈G

n∏
i=1

[xi
1 + xi

2 + · · · + xi
m]ai (γ ).

Pólya’s theorem is usually stated in terms of cycle indices. If G is a permu-
tation group acting on a finite set S of size n, then its cycle index P (G; u1, u2,

. . . , un) is the polynomial, in yet another set of variables u1, u2, . . . , un, defined
by

P (G; u1, u2, . . . , un) = 1

|G|
∑

γ : γ∈G

n∏
i=1

u
ai (γ )
i .

In this notation,

Inv(G, Fun(S,X)) = P

(
G;

m∑
i=1

xi,

m∑
i=1

x2
i ,

m∑
i=1

x3
i , . . . ,

m∑
i=1

xn
i

)
.

Exercises

5.3.1. Describe the lattice of periods of the alternating group A(S) of even
permutations on a set S.

5.3.2. Let S = {1, 2, . . . , n} and Cn be the group generated by the cyclic per-
mutation 1 �→ 2, 2 �→ 3, . . . , n − 1 �→ n, n �→ 1.

(a) Show that for each divisor d of n, the partition with n/d blocks

{i, i + n/d, i + 2n/d, . . . , i + (d − 1)(n/d)}
is a period and every period is of this form. Conclude that the lattice of periods
is isomorphic to the lattice of divisors of n (ordered by divisibility). Note that
the lattice of subgroups of Cn is also isomorphic to the lattice of divisors of n.

Since lattices of divisors are Cartesian product of chains, chains and product
of chains are lattices of periods.

(b) Show that the Cartesian product of two lattices of periods is a lattice of
periods.

(c) (Research problem) Is every finite lattice isomorphic to a lattice of
periods?

5.3.3. (Research problem) Let GF(q) be a finite field. Consider the general
linear group GL(n, q) as a permutation group on the vector space GF(q)n. Is
there a good description of the lattice of periods?

5.3.4. (Research problem) Are the Dowling lattices in Exercise 5.2.9 “naturally”
lattices of periods of a permutation group? Construct the lattice of periods of a
wreath product of a permutation groups with another group.
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5.3.5. The cycle index of the symmetric group.
Show that

∞∑
n=0

P (Sn; x1, x2, . . . , xn)tn = exp

( ∞∑
k=1

xkt
k

k

)
.

5.3.6. Congruences from group actions.12

Let S and X be finite sets and G be a permutation group acting on S.

(a) A function f : S → X is aperiodic if per(f ) is the minimum partition 0̂.

Show that the number of aperiodic functions is divisible by the order |G| of the
group G.

(b) Let F be a G-closed subset in Fun(S,X). Show that Ã(G,F , 0̂) ≡
0 mod |G|, and hence, by Theorem 5.3.1,∑

σ : σ≥π in P(G,S)

µP(G,S)(π, σ )B̃(F , σ ) ≡ 0 mod |G|.

(c) Consider the case when G is the cyclic group Cn and X = {1, 2, . . . , m}.
Using Exercise 5.3.2 and (b), show that∑

d: d|n
µ(d)(xd

1 + xd
2 + · · · + xd

m)n/d ≡ 0 mod n.

Conclude that for any m-tuple of nonnegative integers i1, i2, . . . , im such that
i1 + i2 + · · · + im = n,∑

d: d|n
µ(d)

(
n/d

i1/d, i2/d, . . . , im/d

)
≡ 0 mod n,

where a multinomial coefficient is defined to be zero if any of its parameters is
not an integer. In particular, conclude that(

pr

i1, i2, . . . , im

)
≡
(

pr−1

i1/p, i2/p, . . . , im/p

)
mod pr

if p divides each of the indices i1, i2, . . . , im, and(
pr

i1, i2, . . . , im

)
≡ 0 mod pr,

otherwise.

5.3.7. (Research problem) Find a vector space analog of abstract Pólya enu-
meration theory.

12 Rota and Sagan (1980). For further work, see Deutsch and Sagan (2006), Postnikov and Sagan
(2007), and the references in these papers.
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5.4 Baxter Operators

In the next three sections, we shall give a selective account of the theory of
Baxter algebras.13 The relevance of Baxter algebras to symmetric functions
will become clear at the end of this section.

Let B be an algebra14 over a field F and ϑ be an element in F. An F-linear
operator P :B → B is a Baxter operator (with parameter ϑ) if it satisfies the
Baxter identity: for all x and y in B,

(Px)(Py) + ϑP (xy) = P (x(Py)) + P ((Px)y).

A Baxter algebra (B, P ) is a pair, where B is an F-algebra and P is a Baxter
operator on B. Note that if P is a Baxter operator with nonzero parameter ϑ,

then −ϑ−1P is a Baxter operator with parameter −1. Thus, if ϑ �= 0, we may
choose the parameter ϑ to be −1 (and indeed, any convenient nonzero value).
The theory when ϑ = 0 is slightly different.

A subset D of a Baxter algebra (B, P ) is a Baxter subalgebra if D is an
F-subalgebra closed under P . (That is, if x ∈ D, then Px ∈ D.) A function f

from a Baxter algebra (A,Q) to a Baxter algebra (B, P ) is a Baxter algebra
homomorphism if f is an algebra homomorphism and f commutes with the
Baxter operators; that is, f Q = Pf.

5.4.1. Lemma. Let E :A → A be an endomorphism so that the endomor-
phism I − E has an inverse and

P = E(I − E)−1.

Then P is a Baxter operator with parameter −1.

Proof. Write (I − E)−1 as the infinite sum I + E + E2 + · · · , so that

P =
∞∑
i=1

Ei.

Then

P (x(Py)) = P

( ∞∑
i=1

xEi(y)

)

=
∞∑

j=1

Ej (x)

( ∞∑
i=1

Ej+i(y)

)
=

∑
i,j : j<i

Ej (x)Ei(y).

13 Rota (1969b) and Rota and Smith (1972). For a survey, see Rota (1995).
14 We do not assume that B has an multiplicative identity 1. Most concrete examples coming

from probability theory or functional analysis do not have identities.
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Similarly,

(Px)(Py) =
∞∑

i,j=1

Ei(x)Ej (y),

P (xy) =
∞∑
i=1

Ei(x)Ei(y),

P ((Px)y) =
∑

i,j : j>i

Ej (x)Ei(y),

and Baxter’s identity follows. �

A particularly important example of a Baxter algebra is the standard algebra.
Let F be a field, A an F-algebra, and A∞ the F-algebra of all sequences
(ai)1≤i<∞ with terms ai in A, under termwise addition, multiplication, and
scalar multiplication. Then the operator

P : (a1, a2, a3, . . . ) �→ (0, a1, a1 + a2, a1 + a2 + a3, . . .)

is a Baxter operator with parameter −1. This follows from Lemma 5.4.1, taking
E to be the shift

(a1, a2, a3, . . . ) �→ (0, a1, a2, a3, . . .).

Let xij , 1 ≤ i ≤ n, 1 ≤ j < ∞, be infinitely many indeterminates and
F(xij ) be the field of rational functions in the indeterminates xij . Let xi be
the sequence (xi1, xi2, xi3, . . .). The standard Baxter algebra (Sn, P ) on n gen-
erators is the intersection of all Baxter subalgebras in F(xij )∞ containing the
sequences x1, x2, . . . , xn.

To see the connection with symmetric functions, do the following compu-
tation: let n = 1 and x be the sequence (x1, x2, x3, . . .). Then

Px = (0, x1, x1 + x2, x1 + x2 + x3, x1 + x2 + x3 + x4, . . .),
x(Px) = (0, x1x2, x1x3 + x2x3, x1x4 + x2x4 + x3x4,

x1x5 + x2x5 + x3x5 + x4x5, . . .),
P (xP (x)) = (0, 0, x1x2, x1x2 + x1x3 + x2x3,

x1x2 + x1x3 + x2x3 + x1x4 + x2x4 + x3x4, . . .),
xP (xP (x)) = (0, 0, x1x2x3, x1x2x4 + x1x3x4 + x2x3x4,

x1x2x5 + x1x3x5 + x2x3x5 + x1x4x5 + x2x4x5 + x3x4x5, . . .),
P (xP (xP (x))) = (0, 0, 0, x1x2x3, x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4, . . .),

and so on. Thus, the (j + 1)st term in

P (xP (x · · · P (xP (x))))︸ ︷︷ ︸
m times

is the elementary symmetric polynomial am(x1, x2, . . . , xj ).
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Similar computations show that if y
i

are monomials in x1, x2, . . . , xn, then
in the sequence

P (y
1
(P (y

2
· · · P (y

m−1
P (y

m
))))),

the first m terms are zero, the (m + 1)st term is a nonzero polynomial in the
indeterminates xij , 1 ≤ i ≤ n, 1 ≤ j < m + 1, and in general, if l ≥ m + 1,

the lth term is a nonzero polynomial in xij , 1 ≤ i ≤ n, 1 ≤ j < l.

Exercises

5.4.1. Give a proof of Lemma 5.4.1 not using an infinite expansion.

5.4.2. Integration by parts.15

Let C(0,∞) be the algebra of all real-valued continuous functions on the
real half-line [0,∞) and let

Pf (x) =
∫ x

0
f (ξ )dξ.

Then the integration-by-parts formula∫
udv = uv −

∫
vdu,

applied to u = Pf and v = Pg, implies that P satisfies the Baxter identity

(Pf )(Pg) = P ((Pf )g) + P (f (Pg))

with parameter 0.

Consider the initial value problem

dy

dx
= λϕ(x)y, y(0) = 1,

where ϕ(x) is a continuous function. Then by a simple integration, the solution
is given by

y = exp(λP (ϕ)) = 1 + λP (ϕ) + 1

2!
λ2P (ϕ)2 + 1

3!
λ3P (ϕ)3 + · · · .

Another way to obtain a solution is to integrate both sides of the differential
equation, obtaining the operator equation

y = 1 + λ

∫ x

0
ϕ(ξ )y(ξ )dξ = 1 + λP (ϕy).

15 Baxter (1960).



P1: KAE

chapter05 cuus456-Kung 978 0 521 88389 4 November 6, 2008 11:10

5.4 Baxter Operators 245

This equation can be iterated, obtaining

y = 1 + λP (ϕ[1 + λP (ϕy)]
= 1 + λP (ϕ) + λ2P (ϕP (ϕ[1 + λP (ϕy)])
= 1 + λP (ϕ) + λ2P (ϕP (ϕ)) + λ3P (ϕ(P (ϕ[1 + λP (ϕy)])
...
= 1 + λP (ϕ) + λ2P (ϕP (ϕ)) + λ3P (ϕ(P (ϕP (ϕ)) + · · · .

Since the initial value problem has a unique solution, the two solutions are
equal. Equating coefficients of powers of λ, we obtain a sequence of identities:

P (ϕ)n = n!P (ϕP (ϕP (· · · ϕP (ϕ)))). (B)

The case n = 2 is

2P (ϕP (ϕ)) = P (ϕ)2,

the special case of the Baxter identity with ϑ = 0 and x = y = ϕ.

Show that all the identities (B) are implied by special case n = 2.

5.4.3. Shuffle identities and convolutional algebras.
Let (A, P ) be a Baxter algebra with parameter 0.

(a) Show that P satisfies the shuffle identities: for elements f1, f2, . . . ,

fn, g1, g2, . . . , gm in A,

P (f1(P (f2P (f3(P (· · ·Pfn)))))) P (g1(P (g2P (g3(P (· · · Pgm))))))
=
∑

P (h1(P (h2P (h3(P (· · · Phn+m)))))),

where the sum ranges over all shuffles, that is, a sequence hk of length m + n

so that each fi and gj occurs exactly once and the subsequence formed by
restricting hk to the terms fi (respectively, gj ) is the sequence f1, f2, . . . , fn

(respectively, g1, g2, . . . , gm) in the original order.
The shuffle identity is satisfied by the integral operator P defined in Exercise

5.4.2. Although the study of derivations, that is, differential algebra, has been
much studied, the countertheory, integration algebra or the theory of indefinite
integration, has been neglected, except by pioneers like K.-T. Chen.16

(b) (Research problem) Find an elementary proof of the Titchmarsh con-
volution theorem: let f (x) and k(x) be real-valued integrable functions on the
interval (0, γ ) and ∫ γ

0
f (y)k(x − y)dy = 0

16 See Chen (2001).
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for almost all x in (0, γ ). Then there exist α and β such that f (x) = 0 for
almost all x in (0, α) and k(x) = 0 for almost all x in (0, β), where α + β = γ.

Titchmarsh’s theorem implies that the ring of continuous real-valued func-
tion on (0,∞) is an integral domain. An elementary proof would be a good test
case for the theory of indefinite integration.17

5.5 Free Baxter Algebras

The main result in this section is a description of free Baxter algebras. We
begin with an informal discussion of free algebras. If F is a field, then the free
(commutative) F-algebra on n generators is the polynomial algebra
F[x1, x2, . . . , xn]. The polynomial algebra is free in two senses. It is the algebra
of all possible expressions constructed from the generators xi using the three al-
gebra operations: addition, multiplication, and scalar multiplication. The poly-
nomial algebra also satisfies a universal property: if R is an F-algebra which
can be generated by n generators a1, a2, . . . , an, then the function xi �→ ai

extends to an F-algebra homomorphism F[x1, x2, . . . , xn] → R. The universal
property is easily shown in this case. The homomorphism property forces us to
send a polynomial f (x1, x2, . . . , xn) to f (a1, a2, . . . , an). Since polynomials
satisfy no relations (other than those implied by the F-algebra axioms), this
extension is a well-defined homomorphism.

From this example, we see that there are two ways to explicitly describe
free algebras: by construction, that is, finding a way to write down “all pos-
sible elements,” or by showing that a specific concretely defined algebra sat-
isfies the universal property. Roughly speaking, the first approach focuses on
the syntax and the second focuses on a particular semantics or a specific
model.

The construction of the free Baxter algebra over a field F begins with the
construction of the free algebra Fn with a linear operator T (not satisfying
any identity) on n generators ξ1, ξ2, . . . , ξn. The elements in Fn can be defined
recursively by

(1) The elements in F and the generators ξ1, ξ2, . . . , ξn are in Fn.

(2) If u and v are in Fn, then u + v, uv, and T u are in Fn.

The recursive definition certainly produces all possible expressions, but
an element is always produced several times. For example, the element
T ((T ξ1)ξ2 + T (ξ1ξ4)T (ξ1)ξ5) is produced. Since T is linear, this element equals
T ((T ξ1)ξ2) + T (T (ξ1ξ4)T (ξ1)ξ5). The same “crisis” occurs for polynomials
and is resolved by a tacit agreement as to when two expressions specify the

17 See problem 3 in Rota (1998b). Titchmarsh’s theorem can be found in Titchmarsh (1986).
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same polynomial (see Exercise 1.3.8 for a formal treatment of “equality” in the
case of lattice polynomials).

A monomial in Fn is an expression obtained using only multiplication and
the operator T . The occurrence occ(m) of the monomial m is the number
of times T occurs in it. For example, occ(T (ξ 2

1 T (ξ1ξ
5
2 ξ3T (ξ3ξ

2
2 )))) = 3. If

t ∈ Fn, then t can be written (irredundantly) as a linear combination
∑

λiai of
monomials ai with coefficients λi in F. We define occ(t) to be the maximum
of the occurrences occ(ai).

A subset I in Fn is a T -ideal if it is an ideal and closed under the operator
T . (That is, if u ∈ I, then T u ∈ I .) The free Baxter algebra (Bn, T ) on n

generators with parameter ϑ can be defined as the quotient of Fn by the
T -ideal H generated by all elements of the form

(T x)(Ty) + ϑT (xy) − T (x(Ty)) − T ((T x)y),

where x, y ∈ Fn. By slightly more general versions of the homomorphism
theorems for F-algebras, (Bn, T ) satisfies the universal property. Hence, it is
indeed free.

Having defined the free Baxter algebra, we will provide two descriptions.
We begin with a concrete description due to Rota.

5.5.1. Theorem. The standard Baxter algebra (Sn, P ) is isomorphic to the free
Baxter algebra (Bn, T ) with parameter −1.

Proof. The assignment ξi �→ xi extends to a homomorphism ϕ from the free
algebra Fn with operator T onto the standard algebra (Sn, P ) satisfying ϕT =
Pϕ. Since (Sn, P ) is a Baxter algebra, the kernel of ϕ contains the T -ideal H

(with ϑ = −1). We will prove the theorem by showing that the kernel of ϕ

equals H.

5.5.2. Proposition. For all t in Fn, ϕ(t) = 0 implies that t ∈ H.

To do this, we proceed by induction on occ(t). We begin with a lemma.

5.5.3. Lemma. Every element t of Fn can be written as a sum r + s, where r

is in the T -ideal H and s is a linear combination of monomials of the form

aT b, a, T b,

with a and b monomials, occ(a) = 0, and occ(b) < occ(t).

Proof. It suffices to prove the lemma for a monomial t. We argue by induction.
The lemma holds trivially if occ(t) = 0. If t has two factors of the form T c
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and T d, then, choosing c and d suitably, we can write t = e(T c)(T d). Then
t = r + s, where

r = e[(T c)(T d) − T (cd) − T (c(T d)) − T ((T c)d)]

is in the T -ideal H and

s = eT (cd) + ec(T d) + ed(T c).

In addition, occ(e), occ(cd), occ(ec), occ(d) occ(ed), and occ(c) are all strictly
smaller than occ(t) − 1. The lemma now follows by induction. �

By the lemma, each element t of Fn can be written as a sum r + s, with r ∈ H

and

s =
∑

i

αiaiT bi +
∑

j

βjT cj +
∑

k

γkdk = u + v + w, (S)

where u, v, and w denote the three linear combinations, and ai and dk are
monomials in ξ1, ξ2, . . . , ξn formed using only multiplication. To show that
ker ϕ = H, it suffices to show that whenever s has the special form (S), ϕ(s) = 0
implies that s ∈ H.

Since ϕT = Pϕ, we have

ϕ(s) =
∑

i

αiϕ(ai)Pϕ(bi) +
∑

j

βjPϕ(cj ) +
∑

k

γkϕ(dk) = ϕ(u) + ϕ(v)

+ϕ(w).

We will now show that ϕ(s) = 0 implies that w = 0. To do this, we need two
observations: First, each monomial dk in w is formed using only multiplication.
Thus, the j th term in ϕ(w) equals p(x1j , x2j , . . . , xnj ) for some polynomial
p (not depending on j ). Second, the image of P is contained in the set of
sequences with first term equal to 0. Since the monomials in both u and v use
P at least once and ϕ(s) = 0, the first term of the sequence ϕ(w) is 0. These
two observations imply that p(x11, x21, . . . , xn1) = 0, where x11, x21, . . . , xn1

are indeterminates; that is, p is the zero polynomial. We conclude that w = 0.

We note that if occ(t) = 0, then u = v = 0. Thus, we have also established
the case occ(t) = 0 of Proposition 5.5.2.

We can now write t = r + s, where s = u + v. We can also assume, by
induction, that if occ(t ′) < occ(t), then ϕ(t ′) = 0 implies that t ′ ∈ H.

Let termm(y) be the mth term in a sequence y in (Sn, P ). Observe that if
termm(y) is the first nonzero term in y, then the (m + 1)st term in Py equals ym

and is nonzero. Hence, in Sn, P y = 0 implies that y = 0. In particular, since
ϕ(T b) = P (ϕb), ϕ(T b) = 0 implies that ϕ(b) = 0.



P1: KAE

chapter05 cuus456-Kung 978 0 521 88389 4 November 6, 2008 11:10

5.5 Free Baxter Algebras 249

We apply this argument to a monomial cj in v. If ϕ(T cj ) = 0, then
ϕ(cj ) = 0. Since occ(cj ) < occ(t), this implies that cj ∈ H. Similarly, con-
sider a monomial aiT bi in u. Since occ(ai) = 0, ai is a nonzero ordinary
monomial in ξi and the j th term in ϕ(ai) is the same nonzero monomial, with
xij substituted for ξi . As ϕ is a homomorphism, ϕ(aiT bi) = ϕ(ai)Pϕ(bi). Sup-
pose that ϕ(aiT bi) = 0. Then since ϕ(ai) has no nonzero terms, Pϕ(bi) = 0,

and we can conclude, as earlier, that bi ∈ H .
The preceding argument allows us to tidy up and assume that

s =
∑

i

αiaiT bi +
∑

j

βjT cj = u + v,

where the monomials ai are nonconstant, the terms aiT bi and T cj are distinct,
and none of the terms is in the T -ideal H.

The next step is to show that ϕ(s) = 0 implies that ϕ(u) = 0 and ϕ(v) = 0
separately, or, put another way, there is no cancellation of terms in ϕ(u) and
ϕ(v).

We first show that ϕ(u) cannot be nonzero. Suppose the contrary, that∑
i

αiϕ(ai)Pϕ(bi) �= 0.

Let m be the index of the first nonzero term in the sequence ϕ(u) and
termm(ϕ(ai)Pϕ(bi)) be a summand from the linear combination contributing
nontrivially to termm(ϕ(u)). Since ai is a nonconstant monomial, termm(ϕ(ai))
uses at least one of the indeterminates xlm. Hence, termm(ϕ(u)) is a nonzero
polynomial using at least one of the indeterminate xlm. As ϕ(s) is assumed
to be zero, termm(ϕ(v)) = −termm(ϕ(u)). However, because P is applied to
all the terms in ϕ(v), termm(ϕ(v)) is a polynomial using only the indetermi-
nates xlj , j ≤ m − 1, a contradiction. We conclude that ϕ(u) = 0, and hence,
ϕ(v) = 0 as well.

Next, we show that ϕ(v) = 0 implies v ∈ H. But since

ϕ(v) =
∑

j

βjPϕ(cj ) = Pϕ

⎛⎝∑
j

βj cj

⎞⎠ = 0,

ϕ(
∑

j βj cj ) = 0. As occ(cj ) < occ(t), we conclude, by induction, that∑
j βj cj ∈ H , and hence, v ∈ H.

The final task is to show that ϕ(u) = 0 implies u ∈ H . To do this, we regroup
the linear combination u according to the monomials ai and redefine ai and bi

so that

u =
∑

aiT bi,
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where the monomials ai are distinct (and nonconstant) and bi are linear com-
binations of a monomials. For each index m, termm(ϕ(ai)) is a monomial in
xim, whereas termm(Pϕ(bi)) is polynomial in xlj , j < m. Since the monomials
termm(ϕ(ai)) are distinct, this implies that termm(Pϕ(bi)) = 0; otherwise, we
have a nontrivial algebraic relation among the indeterminates xlj . Thus, Pϕ(bi)
is the zero sequence. As in the earlier cases, this implies that each bi is in H,

and hence, u ∈ H.

We can now conclude that s and, thus, t are in H. �

We remark that we have restricted our discussion to standard algebras
(Sn, P ) with a finite number of generators. This was done to keep the notation
simple. Standard algebras can be defined verbatim for any set of generators.
Theorem 5.5.1 and its proof are valid with minor changes.

The second description of the free Baxter algebra is due to Cartier.18 Cartier
introduced a square bracket notation for calculations in Baxter algebras. Let
(B, P ) be a Baxter algebra. Recursively, we define [a] = P (a), and if n ≥ 2,

[a1, a2, a3, . . . , an] = P (a1[a2, a3, . . . , an]),

where a and an are elements in B and a1, a2, . . . , an−1 may be an element in
B or the empty element |. The empty element acts like an identity, but is not
allowed at the extreme right of a bracket. The recursive definition specifies that
for every square bracket, an application of P is made. For example,

[a1, a2, a3] = P (a1[a2, a3]) = P (a1P (a2[a3]) = P (a1P (a2P (a3)),

[a1, |, a3] = P (a1P
2(a3)), and [|, |, a] = P 3(a). In this notation, the Baxter

identity becomes

[a][b] = −ϑ[ab] + [a, b] + [b, a].

The next lemma allows us to express a product of brackets as a linear combi-
nation of brackets.

5.5.4. Cartier’s identity.

m∏
j=1

[aj1, aj2, . . . , ajrj
] =

∑
n,I1,I2,...,Im

(−ϑ)r1+r2+···+rm−n[c1, c2, . . . , cn],

18 Cartier (1972).
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where the sum ranges over all n, I1, I2, . . . , Im, where n is an integer such that
1 ≤ n ≤ r1 + r2 + · · · + rm, |Ij | = rj , I1 ∪ I2 ∪ · · · ∪ Im = {1, 2, . . . , n}, and

ck =
∏

l: k∈Il

alαl
,

where the product is taken over all l such that k ∈ Il and k is the αl th number
in Il when Il is put in increasing order.

The following example, involving the triple product [a1, a2, a3, a4][b1, b2,

b3][c1, c2], where we write, say, b3 instead of a23, shows how a term in the sum
on the right is formed. In this case, m = 3, r1 = 4, r2 = 3, and r3 = 2. Taking
n = 6, I1 = {1, 3, 4, 5}, I2 = {2, 4, 6}, and I3 = {4, 6}, we obtain the term

(−ϑ)3[a1, b1, a2, a3b2c1, a4, b3c2]

on the right-hand side.
We sketch the proof of Cartier’s identity. By induction on number of brackets,

it suffices to prove the lemma for two brackets. Let

Y = [a1, a2, . . . , ar ][b1, b2, . . . , bs]

be a product of two brackets. We induct on the combined length r + s of the
two brackets. Write the product Y as

P (a1[a2, a3, . . . , ar ]P (b1[b2, b3, . . . , bs]).

By Baxter’s identity,

Y = −ϑP (a1b1[a2, a3, . . . , ar ][b2, b3, . . . , bs])
+P (a1[a2, a3, . . . , ar ][b1, b2, b3, . . . , bs])
+P (b1[a1, a2, a3, . . . , ar ][b2, b3, . . . , bs]).

The three products of two brackets on the right side all have combined length
less than r + s. Hence by induction, they are linear combinations of brackets.
Thus,

P (a1b1[a2, a3, . . . , ar ][b2, b3, . . . , bs])=P
(∑

(−ϑ)j a1b1[ci1, ci2, . . . , ciri
]
)

=
∑

(−ϑ)j [a1b1, ci1, ci2, . . . , ciri
],

where the exponent j in the coefficient (−ϑ)j depends on the summand. Similar
calculations show that the other two terms are linear combinations of brackets.
Cartier’s identity follows by induction and careful bookkeeping.

Cartier’s identity says that in any Baxter algebra, the set of elements of the
form

a0[a1, a2, . . . , an]
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spans. This fact underlies Cartier’s construction of free Baxter algebras. The free
Baxter algebra (C(X), P ) over the field F on the set X of generators is defined
in the following way: consider all expressions of the form a0[a1, a2, . . . , an],
where a0, a1, . . . , an−1 are monomials (of positive degree) in the generators
or the empty element, and an is a positive-degree monomial. Form the vector
space C(X) of all formal linear combinations of these expressions. Define a
multiplication by

a0[a1, a2, . . . , ar ]b0[b1, b2, . . . , bs]
=

∑
n,I1,I2,...,Im

(−ϑ)r1+r2+···+rm−na0b0[c1, c2, . . . , cn],

where the sum on the left is the same as in Cartier’s identity. The Baxter operator
P on C(X) is defined by

P (a0[a1, a2, . . . , ar ]) = [a0, a1, a2, . . . , ar ]

on square brackets and extended by linearity. It is complicated but straightfor-
ward to show that (C(X), P ) is free.

Exercises

5.5.1. Show that

[a][b1, b2, . . . , br ] = −
r∑

i=1

ϑ[b1, . . . , bi−1, abi, bi+1 . . . , br ]

+ [a, b1, b2, . . . , br ] +
r∑

i=2

[b1, . . . , bi−1, a, bi, . . . , br ]

+ [b1, b2, . . . , br , a].

5.5.2. Do the bookkeeping required to prove the exact form of Cartier’s identity.

5.5.3. Free noncommutative Baxter algebras.19

Find explicit descriptions of free noncommutative Baxter algebras.

5.5.4. (Research problem) Are there simple Baxter algebra expressions, perhaps
in terms of Cartier brackets, for other classical symmetric functions?

19 Aguiar and Moreira (2006) and Ebrahimi-Fard and Guo (2008).
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5.6 Identities in Baxter Algebras

Since every Baxter algebra generated by n elements is a homomorphic image
of the standard algebra (Sn, P ), Theorem 5.5.1 and the universal property for
free algebras imply that if an identity holds in (Sn, P ), then it holds (after
renormalizing the parameter) in a Baxter algebra with nonzero parameter.

5.6.1. Theorem. Let P be a Baxter operator with nonzero parameter ϑ. Then

∞∑
m=0

P (xP (x · · · P (xP (x))))︸ ︷︷ ︸
m times

tm = exp

( ∞∑
k=1

ϑk−1P (xk)t k

k

)

as a formal power series identity in the variable t.

Proof. We begin by proving this identity in the standard algebra (S1, P ).
As observed at the end of Section 5.4, the (j + 1)st term in the sequence
P (x · · ·P (xP (x))), with m occurrences of P, is the elementary symmetric
polynomial am(x1, x2, . . . , xj ). Next, observe that

P (xk) = (0, xk
1 , xk

1 + xk
2 , xk

1 + xk
2 + xk

3 , . . .);

that is, the (j + 1)st term in P (xk) is the power-sum symmetric polynomial
Sk(x1, x2, . . . , xj ).

By Waring’s identity (5.2.5),

∞∑
m=0

termj+1(P (x · · ·P (xP (x))))tm = exp

( ∞∑
k=1

(−1)k−1termj+1(P (xk))t k

k

)
.

Thus, as a formal power series with coefficients which are sequences of poly-
nomials,

∞∑
m=0

P (x · · · P (xP (x)))tm = exp

( ∞∑
k=0

(−1)k−1P (xk)t k

k

)
.

The theorem when the parameter is −1 now follows from the universal property.
To obtain the general case, replace P by −ϑ−1P and t by −ϑt. �

Two concrete instances of Theorem 5.6.1 are given in Exercises 5.6.1 and 5.6.2.
We turn now to identities obtained using the theory of group action developed

in Section 5.3. Let S = {1, 2, . . . , n},G be a permutation group acting on S, and
X = {1, 2, 3, . . .}. Consider the generating functions A(F , π ), A(G,F , π ),
B(F , π ), and B(G,F , π ). As X is infinite, they are formal power series. Define
A(G,F , π ) to be the sequence whose j th term is the polynomial Aj (G,F , π )
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obtained from A(G,F , π ) by setting xik = 0, k ≥ j. The sequences A(F , π ),
B(F , π ), and B(G,F , π ) are defined analogously.

5.6.2. Lemma. If the partition π is a period, then the sequences
A(Fun(S,X), π ), A(G, Fun(S,X), π ), B(Fun(S,X), π ), and B(G, Fun
(S,X), π ) are in the standard Baxter algebra (Sn, P ).

Proof. If D ⊆ S, let

x(D) =
∏

d: d∈D

xd.

If π is the partition {D1,D2, . . . , Dc}, then a straightforward calculation (sim-
ilar to that at the end of Section 5.4) yields

A(Fun(S,X), π )
=

∑
γ : γ∈Sc

P (x(Dγ (1))Px(Dγ (2)) · · · P (x(Dγ (c−1))P (x(Dγ (c))))),

the sum ranging over all permutations γ of {1, 2, . . . , c}. Another calculation
yields

B(Fun(S,X), π ) = P (x(D1))P (x(D2)) · · · P (x(Dc)).

We conclude that A(Fun(S,X), π ), B(Fun(S,X), π ), and hence, as π is a
period, A(G, Fun(S,X), π ) and B(G, Fun(S,X), π ) are in (Sn, P ). �

If π is the partition {D1,D2, . . . , Dc} of {1, 2, . . . , n} and x1, x2, . . . , xn are
elements in a Baxter algebra (B, P ) with nonzero parameter ϑ, let

A(π, P ; x1, x2, . . . , xn)
=

∑
γ : γ∈Sc

(−ϑ)n−cP (x(Dγ (1))P (x(Dγ (2)) · · ·P (x(Dγ (c)))))

and

B(π, P ; x1, x2, . . . , xn) = (−ϑ)n−cP (x(D1))P (x(D2))) · · ·P (x(Dc)),

where xD = ∏
d: d∈D xd.

5.6.3. Theorem. Let G be a permutation group acting on a finite set S and π

be a partition in the lattice P(G, S) of periods. Then in a Baxter algebra with
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nonzero parameter ϑ,∑
τ : ccl(τ )=π in �(S)

A(τ, P ; x1, x2, . . . , xn)

=
∑

σ : σ≥π

µP(G,S)(π, σ )B(π, P ; x1, x2, . . . , xn).

Proof. By Lemma 5.3.1, the identity holds in the standard algebra. By
the universal property, these identities hold in all Baxter algebras with pa-
rameter −1 and after renormalization, in all Baxter algebras with nonzero
parameter. �

We note the following special case when G is the symmetric group Sn acting
on {1, 2, . . . , n} and π is the minimum partition 0̂.

5.6.4. Corollary. In a Baxter algebra with nonzero parameter ϑ,∑
γ : γ∈Sn

P (xγ (1)(Pxγ (2) · · · P (xγ (n))))

=
∑

{D1,D2,...,Dc}
ϑn−c

c∏
j=1

(|Di | − 1)!P (x(Di)),

=
∑

γ : γ∈Sn

ϑn−c
∏

D: D∈cycle(γ )

P (x(D)),

where the second sum ranges over all partitions {D1,D2, . . . , Dc} of
{1, 2, . . . , n} and for a permutation γ, cycle(γ ) is the partition given by the
cycle decomposition of γ.

Proof. The lattice of periods of Sn acting on {1, 2, . . . , n} is the lattice of
partitions �n. By Theorem 5.2.1,

µ(0̂, {D1,D2, . . . , Dc}) = (−1)n−c

c∏
i=1

(|Di | − 1)!.

This proves the first equality. The second equality follows by observing that
the number of permutations γ such that cycle(γ ) = {D1,D2, . . . , Dc} equals∏c

i=1(|Di | − 1)!. �

Theorem 5.6.3 was motivated by an identity of Spitzer and Bohnenblust.20

To describe this identity, we need another Baxter algebra. Let M be the R-
algebra of functions f : R → R with finite support (that is, f (x) = 0 except

20 Spitzer (1956).
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for a finite set of real numbers), with convolution

fg(x) =
∑

y: y∈R

f (y)g(x − y) =
∑

y,z: y+z=x

f (y)g(z)

as the product. If x is a real number, let

x+ = |x| + x

2
= max{0, x}.

Let P :M → M be the linear operator

Pf (x) =
∑

y:y+=x

f (y).

Put another way, Pf (x) = f (x) if x is positive and Pf (0) = ∑
y: y≤0 f (y).

5.6.5. Lemma. The operator P : M → M is a Baxter operator with parameter
1.

Proof. Observe that

P (f Pg + gPf )(x) =
∑

y,z: (y++z)+=x or (y+z+)+=x

f (y)g(z)

(P (fg) + (Pg)(Pf ))(x) =
∑

y,z: (y+z)+=x or y++z+=x

f (y)g(z).

Thus, Baxter’s identity follows if for every pair y, z of real numbers, the two
multisets

{(y+ + z)+, (y + z+)+}
and

{(y + z)+, y+ + z+}
are equal. This can be easily seen by considering the possible cases. �

Let x be the sequence x1, x2, . . . , xn of real numbers. Let S(x) and T (x) be
the multisets defined by

S(x) = {((((x+
γ (n) + xγ (n−1))

+ + · · · )+ + xγ (2))
+ + xγ (1))

+: γ ∈ Sn},

T (x) =
⎧⎨⎩ ∑

D: D∈cycle(γ )

(∑
i: i∈D

xi

)+
: γ ∈ Sn

⎫⎬⎭ .

Let hi : R → R be the functions defined by hi(y) = 1 if y = xi and 0 otherwise.
Then the value of the function∑

γ : γ∈Sn

P (hγ (1)(Phγ (2) · · · P (hγ (n−1)P (hγ (n)))))
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at the real number x is the multiplicity of x in the multiset S(x). Similarly, the
value of ∑

γ : γ∈Sn

∏
D: D∈cycle(γ )

P (h(D))

at x is the multiplicity of x in T (x). Theorem 5.6.6 implies the following result.

5.6.7. The Bohnenblust–Spitzer identity. If x is a length-n sequence of real
numbers, then the two multisets S(x) and T (x) are equal.

Exercises

5.6.1. q-Integration.
Let q be another parameter, A be an algebra of functions in the variable x,

and E :A → A be the endomorphism defined by

Ef (x) = f (qx).

Then the operator P = ∑∞
i=1 Ei, acting on functions by

(Pf )(x) = f (qx) + f (q2x) + f (q3x) + · · · ,
is a Baxter operator with parameter −1 called the q-integral.

(a) Use Theorem 5.6.1 to obtain a proof of Euler’s identity

∞∑
n=1

(−1)ntnqn(n+1)/2

(1 − q)(1 − q2) · · · (1 − qn)
=

∞∏
k=1

(1 + qkt).

(b) (Research problem) Is there a unified theory of hypergeometric and
q-hypergeometric functions based on Baxter operators?

5.6.2. Spitzer’s formula21

Let A be the Banach algebra of functions ϕ(t) of the form

ϕ(t) =
∫ ∞

−∞
eitxdF (x),

where F is a function of bounded variation such that limx→∞ F (x) exists. Let

Pϕ(t) =
∫ ∞

0
eitxdF (x) + F (0) − lim

x→∞ F (x).

(a) Show that P is a Baxter operator with parameter 1.

21 Spitzer (1956).
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Note that if X is a random variable and ϕ(t) the characteristic function of
X, then Pϕ(t) is the characteristic function of max{0, X}. Let X1, X2, X3, . . .

be a sequence of independent identically distributed random variables, Sn =
X1 + X2 + · · · + Xn,

Mn = max{0, S1, S2, . . . , Sn},

Fn(x) is the probability distribution function Pr(Mn ≤ x), and Hk(x) is
Pr(max(0, Sk))

(b) Prove Spitzer’s formula:

∞∑
n=0

(∫ ∞

0
eitxdFn(x)

)
λn = exp

( ∞∑
k=1

(
Hk(0) +

∫ ∞

0
eitxdHk(x)

)
λk

k

)
.

5.6.3. Prove the combinatorial version of Spitzer’s identity in Exercise 5.6.2:
the multisets T (x) and⎧⎨⎩ max

k: 1≤k≤n

(
k∑

i=1

xγ (i)

)+

: γ ∈ Sn

⎫⎬⎭
are equal.

5.6.4. If x is the sequence x1, x2, . . . , xn of real numbers or points in R
n, let

s0(x) = 0 and sk(x) = x1 + x2 + · · · + xk. If γ ∈ Sn, then γ (x) is the sequence
xγ (1), xγ (2), . . . , xγ (n).

22

(a) Prove Kac’s identity:∑
γ : γ∈Sn

max
k: 0≤k≤n

{sk(γ (x))} =
∑

γ : γ∈Sn

xγ (1)N (γ (x)),

where N (γ (x)) is the number of positive terms in the sequence s1(γ (x)),
s2(γ (x)), . . . , sn(γ (x)).

(b) Prove that

∑
γ : γ∈Sn

(
max

k: 0≤k≤n
{sk(γ (x))} − min

k: 0≤k≤n
{sk(γ (x))}

)
=

∑
γ : γ∈Sn

n∑
k=1

|sk(γ (x))|
k

.

(c) Let u be the sequence u1, u2, . . . , un of points in R
2 and L(σ (u)) be

the length of the (piecewise linear) boundary of the convex hull of the points

22 Barndorff-Nielsen and Baxter (1963), Kac (1954), and Spitzer and Widom (1961).
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0, s1(σ (u)), s2(σ (u)), . . . , sn(σ (u)). Show that

∑
σ : σ∈Sn

L(σ (u)) = 2
∑

σ : σ∈Sn

(
n∑

k=1

1

k
‖sk(σ )‖

)
.

(If u is the vector (x, y), then ‖u‖ =
√

x2 + y2.)

5.7 Symmetric Functions Over Finite Fields

In this section, we find the algebraic dependencies among elementary symmet-
ric polynomials, regarded as functions over a finite field of prime order.23

A polynomial f (x1, x2, . . . , xn) with coefficients in a field F defines a func-
tion from F

n to F by evaluating a point (b1, b2, . . . , bn) in F
n to obtain the

function value f (b1, b2, . . . , bn). If the field F is infinite (of any character-
istic), then distinct polynomials define distinct functions. This is not hard to
show from first principles. It also follows from the fact that the set of zeros of
a nonzero polynomial has dimension strictly smaller than n. Hermann Weyl
named this fact “the principle of the irrelevance of algebraic dependencies.” In
particular, in many cases, one may ignore polynomial conditions when giving
a proof. However, when the field is finite, two distinct polynomials may define
the same function.

Let GF(q) be the finite field of order q, where q is a power of a prime p.

We first show that all functions are polynomial functions.

5.7.1. Lemma. Let f : GF(q)n → GF(q) be a function. Then there exists a
polynomial f̂ (x1, x2, . . . , xn) with coefficients in GF(q) so that f equals the
function defined by evaluating the polynomial f̂ .

There are many ways to prove Lemma 5.7.1. Since the domain GF(q)n is finite,
one way is to use the standard proof of the Lagrange interpolation formula. If
b is the n-tuple (b1, b2, . . . , bn) in GF(q)n, let

�b(x1, x2, . . . , xn) =
⎛⎝ ∏

a1: a1 �=b1

x1 − a1

b1 − a1

⎞⎠⎛⎝ ∏
a2: a2 �=b2

x2 − a2

b2 − a2

⎞⎠
. . .

⎛⎝ ∏
an: an �=bn

xn − an

bn − an

⎞⎠ .

23 This section is an exposition of Aberth (1964), which followed up work done in Fine (1950).
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Then �b behaves as a “delta” function: it equals 0 if (x1, x2, . . . , xn) �=
(b1, b2, . . . , bn) and 1 otherwise. In particular, for a function f : GF(q)n →
GF(q),

f (x1, x2, . . . , xn) =
∑

b: b∈GF(q)n

f (b)�b(x1, x2, . . . , xn).

Another polynomial expression for the function �b can be obtained using
Fermat’s little theorem: that xq−1 = 1 if and only if x �= 0. Thus,

�b(x1, x2, . . . , xn) =
n∏

i=1

(1 − (xi − bi)
q−1).

The two polynomial expressions for �b look quite different. The next lemma
shows that they can be transformed into one another by algebraic relations
implied by x

q

i = xi. Let F be the set of functions GF(q)n → GF(q). This
forms a GF(q)-algebra with multiplication given by f · g(x) = f (x)g(x).

5.7.2. Lemma. The algebra F is isomorphic to the quotient

GF(q)[x1, x2, . . . , xn]/(xp

1 − x1, x
q

2 − x2, . . . , x
q
n − xn).

Proof. By Lemma 5.7.1, the evaluation ε defines a surjective GF(q)-algebra
homomorphism from GF(q)[x1, x2, . . . , xn] to F . By Fermat’s little theorem,
bq = b for every element b in GF(q). Thus, the polynomials x

q

i − xi define the
zero function and are in the kernel of ε. Hence, ε defines a surjective homo-
morphism from the quotient GF(q)[x1, x2, . . . , xn]/I to F , where I is the ideal
generated by x

q

1 − x1, x
q

2 − x2, . . . , x
q
n − xn. The relations x

q

i = xi allow us to
reduce any monomial modulo I to a monomial of the form x

a1
1 x

a2
2 · · · xan

n , where
0 ≤ ai ≤ q − 1. In particular, these monomials span GF(q)[x1, x2, . . . , xn]/I,
implying that the quotient is finite and has size at most q(qn). On the other
hand, |F | = q(qn). Since ε is a surjective GF(q)-algebra homomorphism, we
conclude that GF(q)[x1, x2, . . . , xn]/I and F are isomorphic. �

In the remainder of this section, we work over the finite field GF(p) of integers
modulo a prime p. Let e be an element in the field GF(p) and αe : GF(p)n →
{0, 1, 2, . . .} be the function defined by

αe(b1, b2, . . . , bn) = |{j : bj = e}|;

that is, αi(b) is the number of occurrences of e in the n-tuple b. Note that
α0(b) + α1(b) + · · · + αp−1(b) = n, and so α0(b) is deducible from the other
values αe(b).



P1: KAE

chapter05 cuus456-Kung 978 0 521 88389 4 November 6, 2008 11:10

5.7 Symmetric Functions Over Finite Fields 261

The functions αe are integer-valued symmetric functions. If f : GF(p)n →
GF(p) is a symmetric function, then the value of f on an n-tuple b depends
only on the (p − 1)-tuple (α1(b), α2(b), . . . , αp−1(b)) of nonnegative integers.
For example,

a2(b) =
∑

e: e∈GF(p)×

(
αe(b)

2

)
e2 +

∑
d,e: d �=e,d,e∈GF(p)×

αd (b)αe(b)de,

where GF(p)× = GF(p)\{0}.

5.7.3. Lemma. There is a bijection between the set of (p − 1)-tuples
(α1, α2, . . . , αp−1) of integers satisfying 0 ≤ αe ≤ p − 1 and the set of (p − 1)-
tuples (c1, c2, . . . , cp−1) of integers modulo p so that

p−1∏
e=1

(1 + eX)αe = 1 + c1X + c2X
2 + · · · + cp−1X

p−1 + cpXp + · · ·

+ c(p−1)2X(p−1)2
(P)

as a polynomial in the indeterminate X over GF(p). If αe is regarded as
an integer modulo p, then this bijection expresses αe as a polynomial in
c1, c2, . . . , cp−1. In addition, if p ≤ m ≤ (p − 1)2, then the coefficient cm in
Equation (P) is determined by the n-tuple (c1, c2, . . . , cp−1). Specifically, there
is a polynomial Rm such that

cm = Rm(c1, c2, . . . , cp−1). (R)

Proof. Expanding the product on the left, all the coefficients cm (and hence
the first p − 1 of them) are determined by (α1, α2, . . . , αp−1). We will
think of the coefficients as functions cm(α1, α2, . . . , αp−1). The functions
cm are elementary symmetric functions, but with a different (and restricted)
domain.

Next we will show that (c1, c2, . . . , cp−1) determines (α1, α2, . . . , αp−1). We
use Newton’s identities (5.2.8). When 1 ≤ m ≤ p − 1, these identities express
the power-sum symmetric functions sm as polynomials with integer coefficients
in the elementary symmetric functions. These expressions remain valid when
reduced modulo p and applied to sm and the coefficients cm(α1, α2, . . . , αp−1).
Since

sm =
p−1∑
e=1

αee
m,
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we have

s1 =
p−1∑
e=1

αee = Q1(c1),

...

sm =
p−1∑
e=1

αee
m = Qm(c1, c2, . . . , cm),

...

sp−1 =
p−1∑
e=1

αee
p−1 = Qp−1(c1, c2, , . . . , cp−1),

where Qm(c1, c2, . . . , cm) is a polynomial in c1, c2, . . . , cm. These equations
form a system of p − 1 linear equations in the “unknowns” αe over the field
GF(p). The determinant of the coefficients on the left side is a van der Monde
determinant. Hence, we can solve the system to obtain the integers αe modulo
p as polynomials in the coefficients c1, c2, . . . , cp−1. Since we are assuming
that 0 ≤ αe ≤ p − 1, the value of αe modulo p determines αe as an integer. As
we observed at the beginning, (α1, α2, . . . , αp−1) determines all the coefficients
cm on the right. Hence, since (c1, c2, . . . , cp−1) determines (α1, α2, . . . , αp−1),
the coefficient cm is a function of (c1, c2, . . . , cp−1). By Lemma 5.7.1, there is
a polynomial Rm such that Equation (R) holds. �

Let Lp be the set of positive integers of the form tps, where s and t are integers
such that s ≥ 0 and 1 ≤ t ≤ p − 1; explicitly,

Lp = {1, 2, . . . , p − 1, p, 2p, . . . , (p − 1)p, p2, 2p2, . . . , (p − 1)p2, . . .}.

5.7.4. Theorem. Every symmetric function f (x1, x2, . . . , xn) over GF(p) can
be expressed as a polynomial in the elementary symmetric functions am, where
m ∈ Lp.

Proof. By the first fundamental theorem (5.2.6), it suffices to show that ev-
ery elementary symmetric function am(x1, x2, . . . , xn) can be expressed as a
polynomial in aj (x1, x2, . . . , xn), j ∈ Lp.

Let b ∈ GF(p)n. Expand each function αe(b) in base p and let αe,k(b) be the
kth p-ary digit, so that

αe(b) = αe,0(b) + αe,1(b)p + αe,2(b)p2 + · · · ,
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with 0 ≤ αe,k(b) ≤ p − 1. Then for all b ∈ GF(p),

1 + a1(b)X + a2(b)X2 + · · · + am(b)Xm + · · ·

=
p−1∏
e=1

(1 + eX)αe(b)

=
p−1∏
e=1

(1 + eX)αe,0(b)
p−1∏
e=1

(1 + eX)αe,1(b)p
p−1∏
e=1

(1 + eX)αe,2(b)p2 · · · ,

where am are elementary symmetric functions. By the binomial theorem modulo
p and Fermat’s little theorem,

p−1∏
e=1

(1 + eX)αe,i (b)pi =
p−1∏
e=1

(1 + eXpi

)αe,i (b).

The product on the right has the form given in Equation (P) in Lemma 5.7.2,
with Y = Xpi

. Hence, we have

p−1∏
e=1

(1 + eXpi

)αe,i (b) = 1 + c
(i)
1 Xpi + c

(i)
2 X2pi + · · · + c

(i)
p−1X

(p−1)pi

+ c(i)
p Xppi + c

(i)
p+1X

(p+1)pi + · · · + c
(i)
(p−1)2X

(p−1)2pi

.

If we define c
(i)
0 (b) to be the constant function 1, then

am(b) =
∑

(d1,d2,...,dr )

c
(0)
d0

(αe,0(b))c(1)
d1

(αe,1(b)) · · · c(r)
dr

(αe,r (b)), (C)

the sum ranging over all sequences (d0, d2, . . . , dr ) such that dr �= 0, 0 ≤ di ≤
(p − 1)2, and

d0 + d1p + d2p
2 + · · · + drp

r = m.

If p ≤ m ≤ (p − 1)2, then by Lemma 5.7.3,

c(i)
m = Rm(c(i)

1 , c
(i)
2 , . . . , c

(i)
p−1). (1)

Further, when m = tps, 1 ≤ t ≤ p − 1, then one of the summands in Equation
(C) is c

(i)
t . Thus, we can rewrite Equation (C) in the form

c
(i)
t = atps −

∑
c

(0)
d0

c
(1)
d1

· · · c(r)
dr

, (2)

the sum now ranging over all sequences (d1, d2, . . . , dr ) satisfying the three
earlier conditions and the new condition, either r < s, or if r = s, dr < t.

We can now apply Equations (1) and (2) repeatedly to write any elementary
symmetric function am as a polynomial in atpi , tpi ∈ Lp. �
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The next theorem is the analog of the second fundamental theorem.

5.7.5. Theorem. Let k be a positive integer and Xs be a set of variables indexed
by integers s in Lp ∩ {1, 2, . . . , k}. Suppose the number n of variables is at
least pk. Then there is no polynomial P (Xs) which is not the zero function in
the variables Xs such that the polynomial P (as(x1, x2, . . . , xn)) in the variables
x1, x2, . . . , xn is the zero function.

Proof. It suffices to show that when n ≥ pk, the set {(as(b))s∈Lp∩{1,2,...,n}: b ∈
GF(p)n} is the set of all vectors of dimension |Lp ∩ {1, 2, . . . , n}|. As in the
proof of Theorem 5.7.3, we have

1 + a1X + a2X
2 + · · · + asX

s + · · ·
=

∞∏
i=0

(1 + c
(i)
1 Xpi + c

(i)
2 X2pi + · · · + c

(i)
p−1X

(p−1)pi + c(i)
p Xppi + · · ·

+ c
(i)
(p−1)2X

(p−1)2pi

).

On equating coefficients, a1 = c
(0)
1 , a2 = c

(0)
2 , . . . , ap−1 = c

(0)
p−1,

ap = c(1)
p + c(0)

p , a2p = c
(1)
2 + c(0)

p c(1)
p + c

(0)
2p,

a3p = c
(1)
3 + c(0)

p c
(1)
2 + c

(0)
2pc

(1)
1 + c

(0)
3p, . . . .

In general,

atpi = c
(i)
t + c

(i)
t−1c

(i−1)
p + · · · + c

(i)
1 c

(i−1)
(t−1)p + other terms,

where the other terms involve c
(j )
k , where j < i.

Now suppose that a specific vector (As)s∈Lp∩{1,2,...,n} is given. Then, we can
use Lemma 5.7.3 to find nonnegative integers (αe,0) so that

a1 = c
(0)
1 = A1, a2 = c

(0)
2 = A2, . . . , ap−1 = c

(0)
p−1 = Ap−1.

Next, we substitute c
(0)
j = Aj and as = As into the equations for ap, a2p,

. . . , a(p−1)p, obtaining p − 1 equations of the form

c
(1)
j = Cj , j = p, 2p, . . . , (p − 1)p.

Using Lemma 5.7.1, we can determine nonnegative integers αe,1 so that
c

(1)
j = Cj , and hence, aj = Aj for j = p, 2p, . . . , (p − 1)p. Continuing,

we obtain nonnegative integers αe,0, αe,1, . . . , αe,m−1, so that as = As, s ∈
Lp ∩ {1, 2, . . . , m}. The specified vector (As) can now be obtained as the vec-
tor (as(b)), where b is a vector GF(p)n satisfying αe(b) = αe,0 + αe,1p + αe,2p

2

+ · · · . �
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The simplest case of the theory discussed in this section is when p = 2. In this
case, there is only one nonzero element 1 and we write αi instead of α1,i(b).
Since (1 + X)αi = 1 + αiX, we have

∞∏
i=1

(1 + X2i

)αi =
∞∏
i=1

(1 + αiX
2i

) =
∞∑

m=0

αk1αk2 · · · αkr
Xm,

where m = 2k1 + 2k2 + · · · + 2kr is the base-2 expansion of m. In this case,
the elementary symmetric functions ai are directly related to the functions αi,

and we do not need to go through the functions ci . Hence, we conclude that
L2 = {2j : 0 ≤ j < ∞} and am = ak1ak2 · · · akr

.

Exercises

5.7.1. (a) Prove Lucas’ theorem:

(
n

m

)
=
(

n0

m0

)(
n1

m1

)(
n2

m2

)
· · · mod p,

where n = n0 + n1p + n2p
2 + · · · and m = m0 + m1p + m2p

2 + · · · are the
base-p expansions of n and m.

(b) Prove the case p = 2 of Theorem 5.7.4 using Lucas’s theorem.

5.7.2. Work out explicitly the case p = 3 of Theorem 5.7.3.

5.7.3. Asymptotic distributions of elementary symmetric functions mod p.24

Let Pn(m, e) be the number of n-tuples b in GF(p)n such that am(b) = e.

(a) Show that lim n→∞ Pn(m, e) exists for all m and e.

Let P (m, e) = lim n→∞ Pn(m, e).
(b) Show that

(
1 − 1

p

)h

≤ 1 − P (m, 0) ≤
(

1 − 1

p2(p−1)

)�(h+1)/2�
,

where h is the number of nonzero digits in the base-p expansion of m. Using
this, show that limsup n→∞P (m, 0) = 1.

5.7.4. (Research problem) Extend Theorems 5.7.4 and 5.7.5 to arbitrary finite
fields.

24 Aberth (1964) and Fine (1950).
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5.7.5. Let GF(q) be a finite field of order q and m be a positive integer. Then∑
e: e∈GF(q)

em =
{

0 if 1 ≤ m < q − 1,

−1 if m = q − 1.

5.7.6. Permutation polynomials. 25

Let GF(q) be a finite field of order q, where q = pa. By Lemmas 5.7.1 and
5.7.2, a function GF(q) → GF(q), X �→ f (X) can be written as a polynomial
f (X) of degree at most q − 1. A permutation polynomial is a polynomial of
degree at most q − 1 representing a permutation on GF(q).

(a) Show that Xm is a permutation polynomial if and only if m and q − 1
are relatively prime.

(b) Prove Hermite’s theorem. A polynomial f (X) in GF(q)[X] of degree
at most q − 1 is a permutation polynomial if and only if the following two
conditions hold:

H1. The polynomial f (X) has exactly one zero in GF(q).
H2. If t < q − 2 and p do not divide t, then the t th power [f (X)]t is

equivalent to a polynomial of degree at most q − 2 modulo Xq − X.

(c) Let f (X) be a polynomial of degree strictly less than m in GF(pam)[X]
and

f̄ (X) = f (Xpa

).

Show that the polynomial f̄ (X) is a permutation polynomial if and only if 0 is
the only zero of f̄ (X) in GF(pam).

(d) The polynomial

f (X) =
m−1∑
i=0

Am−iX
pai

is a permutation polynomial in GF(pam) if and only if the determinant∣∣∣∣∣∣∣∣∣∣∣

A1 A2 . . . Am−1 Am

A
pa

2 A
pa

3 . . . A
pa

m A
pa

1

...
...

. . .
...

A
pa(m−1)

m A
pa(m−1)

1 . . . A
pa(m−1)

m−2 A
pa(m−1)

m−1

∣∣∣∣∣∣∣∣∣∣∣
is nonzero.

25 Dickson (1901, chapter 5) and Netto (1892). This exercise gives a glimpse of this area. The
deeper theory of permutation polynomials was developed by L. Carlitz and his school.
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5.7.7. The Dickson invariants.26

Let GL(n, p) be the general linear group of n × n nonsingular matrices
with entries in GF(p). A polynomial f in GF(p)[x1, x2, . . . , xn] is a relative
invariant of weight s if for all matrices (aij ) in GL(n, p),

f (x1, x2, . . . , xn) = (det(aij ))sf

⎛⎝ n∑
j=1

a1j xj ,

n∑
j=1

a2j xj , . . . ,

n∑
j=1

anjxj

⎞⎠ .

A Dickson invariant is a relative invariant of weight 0, that is, an absolute
invariant. For an n-tuple (α1, α2, . . . , αn) of nonnegative integers, let

[α1, α2, . . . , αn] = det(xp
αj

i )1≤i,j≤n.

Such determinants are called p-alternants. For example,

[3, 0] =
∣∣∣∣∣x

p3

1 x1

x
p3

2 x2

∣∣∣∣∣ = x1x2(xp−1
1 − x

p−1
2 )(xp2+p+1

1 +x
p2+p

1 x2+ · · · +x
p2+p+1
2 ).

Let (aij ) be a matrix in GL(n, p). By the binomial theorem modulo p and
Fermat’s little theorem, ⎛⎝ n∑

j=1

aij xj

⎞⎠pα

=
n∑

j=1

aij x
pα

j .

Thus,

det

⎛⎝( n∑
k=1

aikxk

)p
αj
⎞⎠ = det(aij )[α1, α2, . . . , αn].

In other words, a p-alternant is a weight-1 relative invariant of GL(n, p).
(a) Let �(x1, x2, . . . , xn) be a nonzero linear form and (α1, α2, . . . , αn) be

an n-tuple of nonnegative integers. Then � divides [α1, α2, . . . , αn].

Two linear forms a1x1 + a2x2 + · · · + anxn and b1x1 + b2x2 + · · · + bnxn are
projectively equivalent if there is a non-zero element c in GF(p) such that
ai = cbi for all i. There are p − 1 linear forms in each equivalence class and
pn−1 + pn−2 + · · · + p + 1 equivalence classes.

(b) Show that

[n − 1, n − 2, . . . , 2, 1, 0] = C
∏

�(x1, x2, . . . , xn),

26 Dickson (1911) and Ore (1933). For modern renditions, see Steinberg (1987).
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where the product ranges over linear forms, one from each equivalence class,
and C is a nonzero constant.

For example, over GF(2),

[2, 1, 0] = x1(x1 + x2)(x1 + x2 + x3)(x1 + x3)x2(x2 + x3)x3.

The p-alternant [n − 1, n − 2, . . . , 2, 1, 0] is the nonzero p-alternant of mini-
mum degree. It is an analog of the van der Monde determinant. From (a) and (b),
it follows that [n − 1, n − 2, . . . , 2, 1, 0] divides the alternant [α1, α2, . . . , αn].

For a sequence λ1, λ2, . . . , λn of integers such that λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0,

let

Dλ1,λ2,...,λn
(x1, x2, . . . , xn) = [λ1 + n − 1, λ2 + n − 2, . . . , λn−1 + 1, λn]

[n − 1, n − 2, . . . , 2, 1, 0]
.

The polynomial Dλ1,λ2,...,λn
is a Dickson invariant of degree

pn−1(pλn − 1) + pn−2(pλn−1 − 1) + · · · + p(pλ1 − 1) + (pλn − 1).

Let am(x1, x2, . . . , xn) be defined by∣∣∣∣∣∣∣∣∣∣∣∣∣∣

X x1 x2 . . . xn

Xp x
p

1 x
p

2 . . . x
p
n

Xp2
x

p2

1 x
p2

2 . . . x
p2

n

...
...

. . .
...

Xpn

x
pn

1 x
pn

2 . . . x
pn

n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= [0, 1, 2, . . . , n − 1](Xpn − a1X

pn−1 + a2X
pn−2 − · · · ± anX),

or equivalently,

am = D1,1,...,1,0,0,...,0 = [n̂ − m]

[n − 1, n − 2, . . . , 1, 0]
,

where n̂ − m is the length-n sequence obtained from 0, 1, 2, . . . , n by omitting
n − m.

(c) Show the following analogs of the first fundamental theorem: every
relative invariant is a polynomial in [n − 1, n − 2, . . . , 2, 1, 0], a1, a2, . . . , an.

Every Dickson invariant is a polynomial in a1, a2, . . . , an.

(d) Show that the polynomials Dλn,λn−1,...,λ1 form a basis for the vector space
of Dickson invariants on n variables.

(e) Prove an analog of Chevalley’s theorem (see Exercise 5.2.7) for Dickson
invariants.
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5.7.8. The ring of Ore polynomials.27 Let F be a field of positive characteristic
p with prime field H (which is a finite field of order p). An Ore polynomial
over F is a polynomial of the form

a0x
pn + a1x

pn−1 + · · · + an−1x
p + anx.

(a) Show that a polynomial in F[x] is an Ore polynomial if and only if its
zeros form a vector subspace over the prime field H.

(b) Let f (x) and g(x) be Ore polynomials. Show that the composition
f (g(x)) is an Ore polynomial. Show that the Ore polynomials form a (noncom-
mutative) ring under addition and composition.

5.7.9. Wronskians.28

Let X be the set {Dkxj : 1 ≤ j ≤ n, 0 ≤ k < ∞} of indeterminates. For ex-
ample, x2,D

5x3,D
101x7 are in X if n ≥ 7. A differential polynomial over an

infinite field F is a polynomial with variables in X . Differential polynomials
form an F-algebra FD[x1, x2, . . . , xn]. The field of differential rational func-
tions is the field of fractions of FD[x1, x2, . . . , xn]. The differential operator D

is the linear operator on FD[x1, x2, . . . , xn] defined on the variables in X by
specifying

D(Dkxj ) = Dk+1xj

for variables and extended to polynomials and rational functions by linearity,
the product rule, and quotient rule,

D(fg) = f (Dg) + (Df )g, D

(
f

g

)
= (Df )g − f (Dg)

g2
.

The (generalized) Wronskians W [α1, α2, . . . , αn] are the differential poly-
nomials defined by

W [α1, α2, . . . , αn] = det[Dαi xj ]1≤i,j≤n =

∣∣∣∣∣∣∣∣∣∣∣

Dα1x1 Dα1x2 . . . Dα1xn

Dα2x1 Dα2x2 . . . Dα2xn

...
...

. . .
...

Dαnx1 Dαnx2 . . . Dαnxn

∣∣∣∣∣∣∣∣∣∣∣
.

The Wronskian (as Wronski defined it) is W [n − 1, n − 2, . . . , 2, 1, 0]. We
will denote this particular Wronskian by W.

To define differential symmetric functions, we need to divide by W. An easy
way is to take the subalgebra Sn in the field of differential rational functions

27 Ore (1933).
28 Kung (2000) and Kung and Rota (1984a).
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consisting of differential rational functions of the form f/Wk, where f is a dif-
ferential polynomial. We can now define differential Schur functions Sλ1,λ2,...,λn

and differential elementary symmetric functions am as in Exercise 5.7.8. Ex-
plicitly,

Sλ1,λ2,...,λn
= W [λ1 + n − 1, λ2 + n − 2, . . . , λn−1 + 1, λn]

W
,

am = S1,1,...,1,0,0,...,0 = W [n̂ − m]

W
.

The general linear group GL(n, F) acts on Sn in the following way: if
A = (aij ) is a matrix in GL(n, F), then A acts on Sn as follows: for 0 ≤ k < ∞,

ADkxi =
n∑

j=1

aijD
kxi,

on the variables, AW−1 = (det A)−1W−1, and the action of A is extended to
Sn by requiring that A acts as an F-algebra homomorphism. A polynomial f

in Sn is a relative invariant (of weight s) if for any matrix A in GL(n, F),

A(f/Wk) = (det A)s(f/Wk).

(a) Prove Appell’s theorem. The ring of absolute invariants (that is, invariants
of weight 0) is differentially generated by the differential elementary symmetric
functions; explicitly, every absolute differential invariant can be written as
f (a1, a2, . . . , an), where f (x1, x2, . . . , xn) is a differential polynomial (and
one makes the substitution Djxi ← Djai).

It follows from Appell’s theorem that a relative invariant of weight s can be
expressed as Wsf (a1, a2, . . . , an), where f is a differential polynomial.

(b) Show the following analog of the second fundamental theorem. Any rela-
tion among W, a1, a2, . . . , an can be deduced (algebraically and differentially)
from Abel’s identity: DW = −a1W.

(c) Develop a comprehensive theory of differential symmetric functions.
(d) Find analogs of Chevalley’s theorem (Exercise 5.2.7) for differential

symmetric functions.

5.8 Historical Remarks and Further Reading

It is arguable that the theory of symmetric functions began with the quadratic
formula. Let x1 and x2 be the two zeros of a quadratic polynomial. Then x1 + x2

and (x1 − x2)2 are the two simplest symmetric polynomials of the zeros and
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we have

x1 + x2 = a1, (x1 − x2)2 = a2
1 − 4a2.

From this, the quadratic formula follows: one might try the same strategy
for higher-degree polynomials. For example, for a cubic polynomial, one
might try to find three independent algebraic expressions in x1 + x2 + x3,

x1 + ωx2 + ωx3, and x1 + ω2x2 + ωx3 (where ω is a cube root of unity),
which are symmetric in x1, x2, and x3. This turns out to be reasonably easy
to do for cubics, harder for quartics, and impossible for quintics. After Abel
and Galois, symmetric functions played a supporting but indispensable role in
the “theory of equations” until the emergence of representation theory. In the
twentieth century, the theory of symmetric functions is regarded as part of the
constructive theory of representations of the symmetric group.

For different views of the theory of symmetric functions, we recommend
the following books and survey papers:

P. Hall, The algebra of partitions, in Proceedings of the 4th Canadian Mathematical
Congress, Banff, pp. 147–59, reprinted in The Collected Works of Philip Hall,
Oxford University Press, Oxford, 1988.

W. Ledermann, Introduction to Group Characters, 2nd edition, Cambridge University
Press, Cambridge, 1987.

I.G. MacDonald, Symmetric Functions and Hall Polynomials, 2nd edition, Oxford
University Press, New York, 1995.

P.A. MacMahon, Collected Papers, Vol. I, Combinatorics, Vol. 2, Number Theory,
Invariants and Applications, G.E. Andrews, ed., M.I.T. Press, Cambridge, MA,
1978, 1986.

B.E. Sagan, The Symmetric Group, 2nd edition, Springer, New York, 2001.
R. Stanley, Theory and application of plane partitions, I and II, Stud. Appl. Math. 50

(1971) 167–188, 259–279.

R. Stanley, Enumerative Combinatorics II, Cambridge University Press, Cambridge,

1999.
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Determinants, Matrices, and Polynomials

6.1 Polynomials

Polynomials occur in all of combinatorics (and indeed, in all of mathematics).
For example, the following theorem of Isaac Newton underlies many conjec-
tures and theorems in combinatorics.

6.1.1. Newton’s inequalities. Let

p(x) = xn + c1x
n−1 + c2x

n−2 + · · · + cn−1x
n−1 + cn,

where the coefficients ci are real numbers. If all the zeros of p(x) are real
numbers, then the coefficients ci satisfy the inequalities:

ci−1ci+1 ≤ i(n − i)

(i + 1)(n − i + 1)
c2
i .

One way to prove Newton’s inequalities uses binary forms. A binary form of
degree n (or an n-form) f (x0, x1) on the variables x0 and x1 is a homogeneous
polynomial of degree n in x0 and x1; that is,

f (x0, x1) =
n∑

i=0

(
n

i

)
aix

i
0x

n−i
1

= a0x
n
1 +

(
n

1

)
a1x0x

n−1
1 +

(
n

2

)
a2x

2
0x

n−2
1 + · · · +

(
n

n − 1

)
an−1x

n−1
0 x1

+ anx
n
0 .

The numbers ai are the normalized coefficients of the form. Over the real or
complex numbers (or any field of characteristic zero), one can simply divide
by a binomial coefficient. However, this is a problem over fields of positive
characteristic. From an n-form f (x0, x1), one obtains polynomials f (1, x) and
f (x, 1) of degree at most n. Conversely, if p(x) has degree at most n, then
xn

0 p(x1/x0) and xn
1 p(x0/x1) are n-forms. Like polynomials, an n-form can be

272
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factored into n linear or 1-forms over an algebraically closed field. Two nonzero
linear forms a1x0 + a0x1 and b1x0 + b0x1 are (projectively) distinct if one is
not a constant multiple of the other, or equivalently, the 2 × 2 determinant
a1b0 − a0b1 is not zero.

Binary forms allow more possibilities for transformations than polynomials.
The next lemma is a good example of this.

6.1.2. Lemma. Let f (x0, x1) be an n-form, j and k be nonnegative integers
such that j + k ≤ n, and

fj,k(x0, x1) = ∂j+k

∂x
j

0 ∂xk
1

f (x0, x1).

Suppose that all the zeros of the polynomial f (1, x) are real. Then all the zeros
of fj,k(1, x) and fj,k(x, 1) are real.

Proof. If λ is a nonzero zero of f (1, x), then 1/λ is a zero of f (x, 1). If 0 occurs
as a zero with multiplicity m in f (1, x), then f (x, 1) has degree n − m, and
conversely, it follows that all the zeros of f (1, x) are real if and only if all the
zeros of f (x, 1) are also real.

The lemma now follows from Rolle’s theorem: that if a degree-n polynomial
p(x) has n real zeros, then its derivative p′(x) has n − 1 real zeros. �

To prove Newton’s inequalities, write the polynomial p(x) as the binary
form

f (x0, x1) =
n∑

i=0

(
n

i

)
aix

i
0x

n−i
1 ,

where

ci =
(

n

i

)
ai.

Then

2

n!

∂n−2

∂xi−1
0 ∂xn−i−1

1

= ai−1x
2
1 + 2aix0x1 + ai+1x

2
0 .

By the lemma, the quadratic ai−1 + 2aix + ai+1x
2 has two real zeros. We con-

clude that its discriminant is nonnegative; that is, a2
i − ai−1ai+1 ≥ 0. Newton’s

inequalities now follow easily.
It is not hard to show that if a sequence a0, a1, a2, · · · , an of real numbers

is logarithmically concave, that is,

ai−1ai+1 ≤ a2
i ,
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then it is unimodal, that is, there exists an index m such that

a0 ≤ a1 ≤ a2 ≤ · · · ≤ am and am ≥ am+1 ≥ · · · ≥ an−1 ≥ an.

Not all polynomials of interest in combinatorics have all zeros real, but many
have been conjectured to have unimodal sequences of coefficients. Often, such
conjectures seem to be made based on calculations of small cases.

The relation between reality of zeros and unimodality of the coefficient
sequence suggests that theorems about location of zeros of polynomials in
the complex plane might have combinatorial applications. In the first half of
this chapter, we give a very selective exposition of this area. In addition to
making the area better known, we hope that combinatorics, in particular, the
umbral calculus, might be used in this area. We have deliberately avoided using
complex analysis. Thus, our choice of topics is idiosyncratic.1

We end this section with a quick introduction to umbral notation for poly-
nomials. As described in Section 4.2, the idea is to represent a sequence
a0, a1, a2, . . . , where a0 = 1, by the sequence α0, α1, α2, . . . , or the umbra
α. If p(x) is the degree-n polynomial

a0x
n +

(
n

1

)
a1x

n−1 +
(

n

2

)
a2x

n−2 + · · · +
(

n

n − 1

)
an−1x + an,

(with a0 �= 0), then we can represent p(x) umbrally by

a0(x + α)n,

where the umbra α represents the sequence

1, a1/a0, a2/a0, . . . , an/a0, 0, 0, . . . .

This works if we can specify the degree a priori. If we cannot, or do not wish
to, then it is more convenient to use binary forms. We will represent the n-form
f (x0, x1) by the nth power

(α1x0 + α0x1)n.

To formalize these ideas, let A be a sufficiently large alphabet. Some of the
letters in A will represent sequences and others will represent coefficients of
forms. If a letter τ represents a sequence, then it is associated with one variable
τ. If a letter α represents the coefficients of an n-form, then it is associated with
two variables α0 and α1. Let F[A, x0, x1] be the algebra of polynomials over
the field F with variables τ, α0, α1, x0, x1, where τ and α are letters in A. We

1 For the analytic theory, see the classic treatment in part 5 of Pólya and Szegö (1976). See also
Marden (1949). We also omit any discussion of Sturm theory, which can be found in many
algebra texts. See, for example, Jacobson (1985).
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define the (umbral) evaluation operator eval : F[A, x0, x1] → F[x0, x1] by the
following rules:

(1) If τ represents the sequence (ti), then eval(τ i) = ti .

(2) If α represents (the normalized coefficients of) the n-form f (x0, x1) =∑n
i=0

(
n

i

)
aix

i
0x

n−i
1 , then

eval(αi
0, α

j

1 ) =
{
ai if j = n − i

0 otherwise.

(3) If σ i · · · τ jα
k0
0 α

k1
1 · · · βk0

0 β
k1
1 is a monomial, where σ, . . . , τ are distinct

letters representing sequences and α, . . . , β are distinct letters representing
forms, then

eval(σ i · · · τ jα
k0
0 α

k1
1 · · · βl0

0 β
l1
1 ) = eval(σ i) · · · eval(τ j )eval(αk0

0 α
k1
1 )

· · · eval(βl0
0 β

l1
1 )

and extended to all of F[A, x0, x1] by F[x0, x1]-linearity. In terms of the umbral
evaluation operator,

f (x0, x1) = eval((α1x0 + α0x1)n).

Similarly, any polynomial in normalized coefficients of forms can be umbrally
represented. For example, if g(x0, x1) = a0x

2
0 + 2a1x0x1 + a2x

2
1 and γ and δ

are two umbras representing g, then the discriminant of g can be represented
using

a2
1 − a0a2 = eval(γ0γ1δ0δ1 − γ 2

0 δ2
1)

or

a2
1 − a0a2 = 1

2
eval((γ0δ1 − γ1δ0)2).

Many of the theorems in this chapter can be stated neatly using umbral
notation, suggesting that combinatorial methods might be used. However,
this remains a suggestion at present. The umbral notation is heavily used in
nineteenth-century invariant theory.2

2 For a postmodern account, see Kung and Rota (1984b).
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Exercises

6.1.1. Quermassintegrals of convex sets.3

Let A and B be subsets in R
n and α be a real number. The Minkowski sum

A + B is the set {a + b: a ∈ A, b ∈ B} and αB is the set {αb: b ∈ B}. If C is
a compact convex set in R

n, let Vol(C) be the volume of C. Let Bn be the unit
ball

{(x1, x2, . . . , xn):
√

x2
1 + x2

2 + · · · + x2
n ≤ 1}.

(a) If A and B are compact convex sets, show that A + B is compact and
convex.

(b) Let A be a compact convex set in R
n. Show that Vol(A + xBn) is a

polynomial of degree n in x.

Write

Vol(A + xBn) =
n∑

i=0

(
n

i

)
Wi(A)xi.

Then the normalized coefficients Wi(A) are the quermassintegrals of A.

(c) Show that if A is a rectangular two-dimensional rectangle in R
2 with

sides a and b, then

Vol(A + xB2) = ab + 2(a + b)x + πx2.

Extend this result to all dimensions.
(d) Show that the quermassintegrals of a convex set A are logarithmically

concave; that is, Wi−1(A)Wi+1(A) ≤ W 2
i (A), 1 ≤ i ≤ n − 1.

We remark that the quermassintegrals are valuations on the ring of subsets
generated by the compact convex sets in R

n.

6.1.2. (Research problem) Prove or find counterexamples to the following
famous conjectures:

(a) The coefficients of chromatic polynomials of graphs are unimodal.
(b) The Whitney numbers of the second kind of geometric lattices are

logarithmically concave.
The second conjecture, made implicitly by Rota in Matching theory, was

motivated by logarithmic concavity of the quermassintegrals. Most naturally
occurring probability distributions are logarithmically concave or unimodal.
Are there ways to prove logarithmic concavity or unimodality of sequences in
combinatorics from this perspective? For example, if one can generate flats of

3 The material is part of the theory of Minkowski mixed volumes. See McMullen (1993,
pp. 933–988) and Sangwire-Yager (1993, pp. 43–71).
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matroids in a randomly additive way, then one might obtain insight into the
second conjecture.

6.1.3. The golden ratio and zeros of chromatic polynomials.4

Let 
 be a triangulation of the 2-sphere with v vertices and P (
; x) its
chromatic polynomial. Show that

|P (
, 1 + τ )| ≤ τ 5−v,

where τ is the golden ratio 1
2 (1 + √

5). Thus, the chromatic polynomial of a
triangulation “tends to” have a zero near τ.

6.1.4. Three-term recurrences and interlacing of zeros.5

Let (pn(x))∞n=0 be a sequence of polynomials with real coefficients such that
pn(x) has degree n and for n ≥ 1,

pn+1(x) = (Anx + Bn)pn(x) − Cnpn−1(x),

where An and Cn are positive real numbers and Bn is a real number. Show that
pn(x) has n distinct real zeros.

6.1.5. (Research problem) To use umbral notation for polynomials or forms,
as defined in this section, one needs to assume that binomial coefficients are
nonzero. Find a characteristic-free umbral notation, that is, a (useful) umbral
notation valid over an infinite field of any characteristic. Alternately, find umbral
notations valid over a field with a given positive characteristic.

6.1.6. An umbral notation for matrices.6

A rank-1 n × n matrix can be represented as the product of an n × 1 column
(α1, α2, . . . , αn)T and a 1 × n row (a1, a2, . . . , an). The ij -entry is αiaj . As
in the umbral notation for forms, we can umbrally represent the entries of a
general n × n matrix (aij ) by entries in a rank-1 matrix with Greco-Roman
umbra (α, a), using the basic rule

eval(αiaj ) = aij .

(Research problem) Give umbral proofs of theorems in matrix theory.

4 Tutte (1970).
5 This is a theorem in the theory of orthogonal polynomials. See Andrews et al. (1999) and Szegö

(1975).
6 Turnbull (1930).
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6.2 Apolarity

The set of binary forms of degree n with complex coefficients forms a vector
space Cn[x0, x1] over the complex numbers C of dimension n + 1. We define
the polar bilinear form {·, ·} : Cn[x0, x1] × Cn[x0, x1] → C by

{f, g} = a0bn −
(

n

1

)
a1bn−1 +

(
n

2

)
a2bn−2 − · · · + (−1)nanb0

=
n∑

i=0

(−1)i
(

n

i

)
aibn−i ,

where f (x0, x1) = ∑n
i=0

(
n

i

)
aix

i
0x

n−i
1 and g(x0, x1) = ∑n

i−0

(
n

i

)
bix

i
0x

n−i
1 . Al-

ternately, if α is an umbra representing f and β is an umbra representing g,

then

{f, g} = (α0β1 − β0α1)n.

Two forms f and g are apolar if {f, g} = 0. We extend the notion of apolarity
to forms of degree less than n in the following way: if m < n, f is an n-
form, and g is an m-form, then g is apolar to f if for all (n − m)-forms h,

{f, gh} = 0. Since the polar form is bilinear, g is apolar to f if and only if for
0 ≤ i ≤ n − m,

{f (x0, x1), g(x0, x1)xi
0x

n−m−i
1 } = 0.

Let T be the invertible 2 × 2 matrix(
t00 t01

t10 t11

)
.

Then T defines the linear change of variables

x0 = t00x̄0 + t01x̄1, x1 = t10x̄0 + t11x̄1.

If f is the n-form
∑n

i=0

(
n

i

)
aix

i
0x

n−i
1 , then T defines the form f̄ (x̄0, x̄1) by

f̄ (x̄0, x̄1) =
n∑

i=0

(
n

i

)
ai(t00x̄0 + t01x̄1)i(t10x̄0 + t11x̄1)n−i .

Expanding and regrouping terms and writing

f̄ (x̄0, x̄1) =
n∑

i=0

(
n

i

)
āi x̄

i
0x̄

n−i
1 ,

we can express the coefficients āi of f̄ as polynomials in the coefficients ai of f

and the entries tij of the matrix T . Let I (f1, f2, . . . , fs, x0, x1) be a polynomial
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in the normalized coefficients aji of fj and the variables x0, x1. Then T acts
on I by

T I (f1, f2, . . . , fs, x0, x1) = I (f̄1, f̄2, . . . , f̄s , x̄0, x̄1).

The next lemma says that the polar bilinear form is a “relative invariant”
under linear changes of variables.

6.2.1. Lemma. If T is an invertible 2 × 2 matrix and, f and g are n-forms,
then

(det T )n{f, g} = {f̄ , ḡ}.
The proof of Lemma 6.2.1 depends on a more general fact: that the action

of a matrix T almost commutes with umbral evaluation. Let α be an umbra
representing f. Then

f̄ = eval(α1(t00x̄0 + t01x̄1) + α0(t10x̄0 + t11x̄1))n

= eval((t00α1 + t10α0)x̄0 + (t01α1 + t11α0)x̄1))n.

Thus, f̄ is represented umbrally by ᾱ0 and ᾱ1, where

ᾱ0 = t11α0 + t01α1 and ᾱ1 = t10α0 + t00α1,

or in matrix notation, (
ᾱ0

ᾱ1

)
=

(
t11 t01

t10 t00

)(
α0

α1

)
.

Returning to the polar bilinear form and the proof of Lemma 6.2.1, let α

and β be umbras representing f and g. Since α0β1 − β0α1 is a determinant and
hence,

ᾱ0β̄1 − β̄0ᾱ1 = (det T )(α0β1 − β0α1),

we conclude that

{f̄ , ḡ} = eval((ᾱ0β̄1 − β̄0ᾱ1)n)
= eval([(det T )(α0β1 − β0α1)]n) = (det T )n{f, g}.

This completes the proof of Lemma 6.2.1.

6.2.2. Lemma. If (µx0 − νx1)m is a factor of the n-form f (x0, x1), then
f (x0, x1) is apolar to (µx0 − νx1)n−m+1.

Proof. By Lemma 6.2.1, it suffices to prove the lemma for the form xm
0 . By

hypothesis, f (x0, x1) = xm
0 g(x0, x1), where g is an (n − m)-form. Thus, if f

has normalized coefficients ai, then ai = 0 for 0 ≤ i ≤ m − 1. On the other



P1: KAE

chapter-06 cuus456-Kung 978 0 521 88389 4 November 12, 2008 15:37

280 6 Determinants, Matrices, and Polynomials

hand, all except one of the normalized coefficients of xn−i
0 xi

1 are zero. Thus, if
0 ≤ i ≤ m − 1, {f (x0, x1), xn−i

0 xi
1} = 0. �

Let f be an n-form. Since the polar form is bilinear, the set f ⊥ of all m-forms
apolar to f is a subspace in Cm[x0, x1]. Our next task is to describe such
subspaces. There are two cases, depending on whether n ≥ m or m < n.

Before stating the theorems, it will be useful to write out explicitly the con-
ditions for two forms to be apolar. Let m ≤ n, f (x0, x1) = ∑n

i=0

(
n

i

)
aix

i
0x

n−i
1 ,

and g(x0, x1) = ∑m
i=0

(
m

i

)
bix

i
0x

m−i
1 . Then f is apolar to g if and only if

{f (x0, x1), g(x0, x1)xn−m
0 } = 0, {f (x0, x1), g(x0, x1)xn−m−1

0 x1} = 0, . . . ,

{f (x0, x1), g(x0, x1)x0x
n−m−1
1 } = 0, {f (x0, x1), g(x0, x1)xn−m

1 } = 0.

Explicitly, g is apolar to f if and only if the following system (∗) of n − m + 1
linear equations holds:

b0an −
(

m

1

)
b1an−1 +

(
m

2

)
b2an−2 − · · · + (−1)mbman−m = 0,

b0an−1 −
(

m

1

)
b1an−2 + · · · + (−1)mbman−m−1 = 0,

...
...

b0am −
(

m

1

)
b1am−1 + · · · + (−1)mbma0 = 0.

6.2.3. Theorem. Let n ≥ m and g be a nonzero m-form. Then the subspace g⊥

in Cn[x0, x1] has dimension (exactly) m. If

g(x0, x1) = a(µ1x0 − ν1x1)m1 (µ2x0 − ν2x1)m2 · · · (µsx0 − νsx1)ms

is a factorization of g(x0, x1) into distinct linear forms, then the forms

(µix0 − νix1)n−mi+1x
j

0 x
mi−j−1
1 , 0 ≤ j ≤ mi − 1,

as i ranges from 1 to s, form a basis for the subspace g⊥. In particular, if g can
be factored into n distinct factors, then g⊥ is the subspace of all forms

c1(µ1x0 − ν1x1)n + c2(µ2x0 − ν2x1)n + · · · + cm(µmx0 − νmx1)n,

where ci are constants.

Proof. We can find all n-forms f apolar to the given form g by regarding f as
an “unknown” form and solving for the unknowns ai in (∗). The system (∗) is
a triangular system of n − m + 1 linear equations in n + 1 unknowns. Hence,
the subspace g⊥ has dimension exactly m.
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By Lemma 6.2.2, the mi forms (µix0 − νix1)n−mi+1x
j

0 x
mi−j−1
1 , where 0 ≤

j ≤ mi − 1, are in g⊥. It is elementary to show they are linearly independent.
Hence, the set of all such forms is a basis for g⊥. �

6.2.4. Theorem. Let n ≥ m and f be a nonzero n-form. Then the subspace f ⊥

in Cm[x0, x1] has dimension at least 2m − n.

Proof. We can find all m-forms apolar to f by solving the system (∗) with
n − m + 1 linear equations for the unknowns bi. These equations need not
be linearly independent. Hence the dimension of the solution space is at least
(m + 1) − (n − m + 1). �

We shall now discuss the special case of a cubic form. Let

f (x0, x1) = a0x
3
1 + 3a1x0x

2
1 + 3a2x

2
0x1 + a3x

3
0 .

The subspace f ⊥ in C2[x0, x1] has dimension at least 1. Let g(x0, x1) = b0x
2
1 +

2b1x0x1 + b2x
2
0 . Then g is apolar to f if and only if

a0b2 + 3a1b1 + 3a2b0 = 0
3a1b2 + 3a2b1 + a3b0 = 0.

Almost all the time, or “generically,”7 the 2-form g(x0, x1) is the product of
two distinct linear forms µ1x0 − ν1x1 and µ2x0 − ν2x1. In this case,

f (x0, x1) = c1(µ1x0 − ν1x1)3 + c2(µ2x0 − ν2x1)3.

In the case the linear forms in the factorization of g are not distinct,

f (x0, x1) = a(µx0 − νx1)2(γ x0 − δx1).

This gives an algorithm for solving the cubic polynomial by taking square
roots and cube roots. Given a cubic polynomial p(x), rewrite it as the 3-form
x3

0p(x1/x0). Then, generically,

p(x) = c(x − ξ )3 + d(x − η)3,

where c and d are nonzero. The numbers ξ and η can be found by solving
the quadratic polynomial g(1, x), where g is a form apolar to x3

0p(x1/x0). The

7 The coefficients of the quadratic g are polynomials in a0, a1, a2, and a3 and the property of
having a double zero is equivalent to the discriminant of g being zero. Regarding a 3-form as a
4-tuple in C

4, the set of 3-forms such that a 2-form apolar to it has a double zero is a union of
varieties or zero-sets of polynomials. Thus, g is the product of two distinct linear forms except
on a “lower-dimensional set.”
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zeros p(x) can be found by solving the equation

c(x − ξ )3 = −d(x − η)3

or, equivalently,

x − ξ = −ω(c/d)1/3(x − η),

where ω is a cube root of unity. The nongeneric cases have multiple zeros and
can be solved by taking square or cube roots.

We end this section with a famous theorem of Sylvester.8

6.2.5. Sylvester’s theorem. Almost all forms f of odd degree 2j + 1
can be written as a sum of j + 1 or fewer (2j + 1)th powers of linear
forms.

Proof. Let n = 2j + 1 and m = j + 1. Since 2m − n is positive, there ex-
ists an m-form g apolar to f. For almost all forms f, g has a factor-
ization into j + 1 distinct linear forms. The theorem now follows from
Theorem 6.2.4. �

Exercises

6.2.1. The polar covariant.
Let n ≥ m. The polar covariant is the bilinear function {·, ·} : Cn[x0, x1] ×

Cm[x0, x1] → Cn−m[x0, x1] defined by

{f (x0, x1), g(x0, x1)} = eval((α0β1 − α1β0)m(α1x0 + α0x1)n−m),

where f is an n-form represented by the umbra α and g is an m-form represented
by β.

(a) Show that f is apolar to g (as defined in the text) if and only if the polar
covariant {f, g} is identically zero.

(b) Show that if f is an n-form, g is an m1-form, h is an m2-form, and
n ≥ m1 + m2, then

{f, gh} = {{f, g}, h}.
6.2.2. Show that up to a constant factor, the polar bilinear form is the only
bilinear form B(f, g) on Cn[x0, x1] such that for every invertible 2 × 2 matrix
T ,

B(f, g) = (det T )nB(Tf, T g).

8 Sylvester (1851a, b; 1904–1912).
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6.2.3. The Gundelfinger invariants.9

Let f (x0, x1) be an n-form and let Gk(f ) be the form defined by

Gk(f ) = det

(
∂2k

∂x
2k−i−j

0 ∂x
i+j

1

f (x0, x1)

)
0≤i,j≤k

.

(a) Let s be the minimum positive integer s such that there exists an s-form
apolar to f. Let s ′ be the minimum positive integer such that Gs(f ) is identically
zero. Show that s = s ′.

(b) Let s be as defined in part (a). Show that f ⊥ in Cs[x0, x1] is a one-
dimensional subspace spanned by

det

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 a1 a2 . . . as

a1 a2 a3 . . . as+1

...
...

...
...

as−2 as−1 as . . . a2s−2

as−1+t as+t as+t+1 . . . a2s−1+t

xs
0 −xs−1

0 x1 xs−2
0 x2

1 . . . (−1)sxs
1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

where t is the minimum exponent such that the coefficient of xt
0x

s(n−2s−2)−t
1 in

Gs−1(f ) is nonzero.
(c) Show that f (x0, x1) equals an nth power if and only if its Hessian

∂2f

∂x2
0

∂2f

∂x2
1

−
(

∂2f

∂x0∂x1

)2

is zero.

6.3 Grace’s Theorem

In this section, we consider polynomials in the complex variable z. Let p(z)
and q(z) be polynomials of degree (exactly) n. We extend the polar bilinear
form to such pairs of polynomials by

{p(z), q(z)} = {xn
0 p(x1/x0), xn

0 q(x1/x0)}.
In addition, we say that p(z) and q(z) are apolar if {p(z), q(z)} = 0. In this
section, we give two proofs of Grace’s theorem relating the zeros of two
polynomials apolar to each other. For the first proof, we begin with two lemmas:
one analytic and the other algebraic.

9 Gundelfinger (1886) and Kung (1986).



P1: KAE

chapter-06 cuus456-Kung 978 0 521 88389 4 November 12, 2008 15:37

284 6 Determinants, Matrices, and Polynomials

6.3.1. Lucas’ lemma.10 Let p(z) be a nonconstant polynomial over the complex
field. Then every zero of the derivative p′(z) lies inside the convex hull C of
the zeros of p(z).

Proof. If m > 1 and ξ is a zero of multiplicity m of p(z), then ξ is a zero
of multiplicity m − 1 of p′(z). Such a zero ξ of p′(z) lies in the convex hull
C. Thus, we may assume that all the zeros of p(z) have multiplicity 1. Let
ξ1, ξ2, . . . , ξn be the zeros of p(z) and let w be a zero of p′(z). Then for all i,

w �= ξi . By logarithmic differentiation,

p′(z)

p(z)
=

n∑
i=1

1

z − ξi

.

Setting z = w and taking the complex conjugate, we obtain

0 =
n∑

i=1

1

w − ξi

=
n∑

i=1

w − ξi

|w − ξi |2 .

Thus,

w =
n∑

i=1

λiξi,

where

λi = 1

|w − ξi |2
/ n∑

i=1

1

|w − ξi |2 .

Since λi ≥ 0 and
∑n

i=1 λi = 1, we conclude that w is in the convex hull of the
zeros ξ1, ξ2, . . . , ξn. �

A linear fractional transformation � from the extended complex plane C ∪
{∞} to itself is a function of the form

�(z) = az + b

cz + d
,

where ad − bc �= 0. We shall use the following properties of linear fractional
transformations, familiar from a first course in complex analysis.11 First, lin-
ear fractional transformations send circles to circles, where straight lines are
regarded as circles of infinite radius. Second, given any two triples z1, z2, z3

10 Lucas (1879). Lucas used a fact from mechanics due to Gauss. For this reason, this lemma is
sometimes attributed to Gauss and Lucas.

11 See, for example, Alhfors (1966, p. 76).
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and z′
1, z

′
2, z

′
3 of complex numbers, there exists a (unique) linear fractional

transformation � such that �(z1) = z′
1, �(z2) = z′

2, and �(z3) = z′
3.

6.3.2. Lemma. The polar bilinear form for two degree-n polynomials is a
relative invariant under linear fractional transformations; that is, if

p̄(z) = (cz + d)np

(
az + b

cz + d

)
and q̄(z) = (cz + d)nq

(
az + b

cz + d

)
,

then

{p̄(z), q̄(z)} = (ad − bc)n{p(z), q(z)}.
Proof. Let f (x0, x1) = xn

0 p(x1/x0). Then

p̄(z) = (cz + d)np

(
az + b

cz + d

)
= f (cz + d, az + b).

Thus, p̄(z) = f̄ (1, z), where f̄ (x0, x1) = f (x̄0, x̄1) under the linear change of
variables

x̄0 = dx0 + cx1 and x̄1 = bx0 + ax1.

A similar relation holds between q(z) and the form g(x0, x1) defined by
g(x0, x1) = xn

0 q(x1/x0). By Lemma 6.2.1,

{p̄, q̄} = {f̄ , ḡ} = (ad − bc)n{f, g} = (ad − bc)n{p, q}. �

6.3.3. Grace’s theorem.12 Let p(z) and q(z) be two degree-n polynomials
apolar to each other. If the zeros of p(z) are all contained in a disk D, then at
least one zero of q(z) is also in D.

Proof. We proceed by induction on the degree n. It is easy to check that a0 + a1z

and b0 + b1z are apolar if and only if for some nonzero constant c, a0 + a1z =
c(b0 + b1z). Hence, Grace’s theorem holds when the degree equals 1.

Now suppose that Grace’s theorem holds when p(z) and q(z) have degree
less than n. Let p(z) and q(z) be degree-n polynomials, which we may
assume to be monic, apolar to each other, z1, z2, . . . , zn be the zeros of p(z),
and w1, w2, . . . , wn be the zeros of q(z). We may suppose that all the zeros
z1, z2, . . . , zn of p(z) are inside D and one of the zeros, wn, say, is outside D.

Let

ei(t) = ei(t1, t2, . . . , tn) =
∑

{j1,j2,...,ji }
tj1 tj2 · · · tji

,

12 Grace (1902).
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where the sum ranges over all i-subsets of {1, 2, . . . , n}. The function ei is the
ith elementary symmetric function in the variables t1, t2, . . . , tn. (The notation
is different from the notation in Chapter 5.)

If p(z) = ∑n
i=0

(
n

i

)
aiz

n−i and q(z) = ∑n
i=0

(
n

i

)
biz

n−i , with a0 = 1 and b0 =
1, then

(−1)iei(z) =
(

n

i

)
ai, (−1)iei(w) =

(
n

i

)
bi.

Hence,

(−1)n{p, q} = en(w) − en−1(w)e1(z)(
n

1

) + en−2(w)e2(z)(
n

2

) − · · · + (−1)nen(z).

We consider first the generic case, when the zero wn of q(z) has multiplicity
1. In that case,

en(w1, w2, . . . , wn) = wnen−1(w1, w2, . . . , wn−1),
ej (w1, w2, . . . , wn) = wnej−1(w1, w2, . . . , wn−1) + ej (w1, w2, . . . , wn−1)

and

0 = (−1)n{p, q}
= wnX(w1, w2, . . . , wn−1, z1, z2, . . . , zn)

+Y (w1, w2, . . . , wn−1, z1, z2, . . . , zn),

where

X(w1, . . . , wn−1, z1, . . . , zn)

= en−1(w1, . . . , wn−1) − en−2(w1, . . . , wn−1)e1(z)(
n

1

)
+ en−3(w1, . . . , wn−1)e2(z)(

n

2

) − · · · + (−1)n−1 en−1(z)(
n

n−1

)
and

Y (w1, . . . , wn−1, z1, . . . , zn) = −en−1(w1, . . . , wn−1)e1(z)(
n

1

)
+ en−2(w1, . . . , wn−1)e2(z)(

n

2

)
− · · · + (−1)nen(z).

Thus, we can rewrite the equation {p, q} = 0 as

X(w1, . . . , wn−1, z1, . . . , zn) = − 1

wn

Y (w1, . . . , wn−1, z1, . . . , zn).
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We will now use the fact that there exists a linear fractional transformation �

such that �(D) is the unit disk and �(wn) equals ∞; that is to say, 1/�(wn) = 0.

Applying �, we obtain

X(�(w1), . . . , �(wn−1), �(z1), . . . , �(zn)) = 0.

The expression X is in fact an evaluation of the polar bilinear form. To see this,
consider the derivative p′(z). Then

p′(z) = n

n−1∑
i=0

(
n − 1

i

)
aiz

n−1−i .

If u1, u2, . . . , un−1 are the zeros of p′(z), then, for 0 ≤ i ≤ n − 1,

ei(u1, u2, . . . , un−1) = (−1)i
(

n − 1

i

)
ai.

It follows that

(−1)i
ei(z1, z2, . . . , zn)(

n

i

) = ai = (−1)i
ei(u1, u2, . . . , un−1)(

n−1
i

) .

Therefore,

X(w1, w2, . . . , wn−1, z1, z2, . . . , zn)

= en−1(w1, . . . , wn−1) − en−2(w1, . . . , wn−1)e1(u1, . . . , un−1)(
n−1

1

)
+ en−3(w1, . . . , wn−2)e2(u1, . . . , un−1)(

n−1
2

) − · · ·

+ (−1)n−1en−1(u1, . . . , un−1)

=
{
p′(z),

n−1∏
i=1

(z − wi)

}
.

Since X(�(w1), . . . , �(wn−1), �(z1), . . . , �(zn)) = 0 and the polar bilinear
form is relatively invariant under linear fractional transformations, this implies
that the derivative p′(z) is apolar to the polynomial

∏n−1
i=1 (z − wi). In addition,

under �, the zeros of p(z) are inside the unit disk. By Lucas’ lemma, all the
transformed zeros of p′(z) are inside the unit disk, and hence, by the inductive
hypothesis, at least one of the transformed zeros �(w1), �(w2), . . . , �(wn−1)
lies inside the unit disk. Reversing the transformation �, we conclude that at
least one of the zeros w1, w2, . . . , wn−1 lies inside the disk D. This verifies the
induction step.
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The nongeneric case is similar. When wn is a zero of multiplicity ν and
wn−ν+1 = wn−ν+2 = · · · = wn, we have

ej (w1, . . . , wn) = wν
nej−v(w1, . . . , wn−v) + terms with lower powers of wn.

With these equations, we can proceed in a similar way to prove the induction
step. �

6.3.4. Corollary. Let n ≥ m, p(z) be a degree-n polynomial, and q(z) be a
degree-m polynomial. Suppose that the forms xn

0 p(x1/x0) and xm
0 q(x1/x0) are

apolar to each other. Then a disk containing all the zeros of p(z) contains at
least one zero of q(z).

Proof. Choose complex numbers ξ1, . . . , ξn−k outside the disk. Since the asso-
ciated forms are apolar,

{p(z), q(z)
n−k∏
i=1

(z − ξi)} = 0.

We can now apply Grace’s theorem to finish the proof. �

We note, for use in the next section, the following variation on Grace’s theorem.

6.3.5. Proposition. Let p(z) and q(z) be two degree-n polynomials apolar to
each other. If the zeros of p(z) are all contained in a half-plane H , then at least
one zero of q(z) is also in H .

This can be proved by imitating the proof of Theorem 6.3.3 or using the fact that
one can transform a half-plane into a disk by a linear fractional transformation.

Our next topic is the polar derivative. Let y be the point (y0, y1) in C
2. Then

Dyx : Cn[x0, x1] → Cn−1[x0, x1] is the operator defined by

Dyx = y0
∂

∂x0
+ y1

∂

∂x1
.

The operator Dyx is a derivation; that is, Dyx is linear, Dyx(1) = 0, and

Dyx(fg) = Dyx(f )g + f Dyx(g).

The (n − 1)-form Dyxf (x0, x1) is the polar derivative of f (x0, x1) at the point
y. Explicitly,

Dyxf (x0, x1) = n

n−1∑
i=0

(
n − 1

i

)
xi

0x
n−1−i
1 (y0ai+1 + y1ai).



P1: KAE

chapter-06 cuus456-Kung 978 0 521 88389 4 November 12, 2008 15:37

6.3 Grace’s Theorem 289

The operator Dyx is independent of the choice of coordinates. As in Section
6.2, let T be the linear change of variables

x0 = t00x̄0 + t01x̄1, x1 = t10x̄0 + t11x̄1,

defined by the 2 × 2 matrix (tij )0≤i,j≤1. By the chain rule,(
∂/∂x0

∂/∂x1

)
=

(
t00 t10

t01 t11

)(
∂/∂x̄0

∂/∂x̄1

)
.

Hence,

ȳ0
∂

∂x̄0
+ ȳ1

∂

∂x̄1
= (ȳ0, ȳ1)

(
∂/∂x̄0

∂/∂x̄1

)

= (y0, y1)

(
t00 t10

t01 t11

) (
t00 t10

t01 t11

)−1 (
∂/∂x0

∂/∂x1

)

= (y0, y1)

(
∂/∂x0

∂/∂x1

)
= y0

∂

∂x0
+ y1

∂

∂x1
.

6.3.6. Lemma. Let f (x0, x1) be an n-form, g(x0, x1) be an (n − 1)-form, and
y = (y0, y1). Then

{g(x0, x1),Dyxf (x0, x1)} = n{(y1x0 − y0x1)g(x0, x1), f (x0, x1)}.
Proof. The proof is a routine formal calculation, going through the formula

Dyxf (x0, x1) = n

n−1∑
i=0

(
n − 1

i

)
xi

0x
n−1−i
1 (y0ai+1 + y1ai). �

If (cx0 + dx1) is a linear factor of the form f (x0, x1), then we say that (−d, c)
is a homogeneous zero of f (x0, x1). If d �= 0, then (−d, c) is a homogeneous
zero of the form f if and only if −c/d is a zero of the polynomial f (1, z). Two
homogeneous zeros (−d, c) and (−d ′, c′) are equivalent if dc′ = cd ′. Let K

be a subset of the extended complex plane C ∪ {∞}. The homogeneous zero
(−d, c) is inside K if the zero −c/d ∈ K and outside K if −c/d �∈ K.

6.3.7. Laguerre’s theorem. Let f (x0, x1) be an n-form and D be a disk in
the complex plane. If all the homogeneous zeros of f (x0, x1) are inside D and
(y0, y1) is a point in C

2 such that y1/y0 �∈ D, then all the homogeneous zeros
of the polar derivative Dyxf (x0, x1) are also inside D.

Proof. Since the operator Dyx is independent of the choice of coordinates,
we can make a linear change of variables and assume that y = (0, 1) and
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Dyx = ∂/∂x1. In particular, the polynomial Dyxf (1, z) is the derivative p′(z).
Since D is convex and all the zeros of p(z) are inside D, we can apply Lucas’
lemma to conclude that all the zeros of p′(z), and hence, all the homogeneous
zeros of Dyxf (x0, x1), lie inside D. �

We will prove Grace’s theorem in the following equivalent version.

6.3.8. Grace’s theorem for forms. Let f (x0, x1) and g(x0, x1) be two n-forms,
apolar to each other. Suppose that all the homogeneous zeros of f are in a disk
D. Then at least one homogeneous zero of g is in D.

The proof uses polar derivatives and is similar in spirit to the first
proof. Let

g(x0, x1) =
n∏

i=1

(cix0 + dix1)

and yi = (−di, ci). If the homogeneous zero (−d1, c1) is outside D, then
Laguerre’s theorem implies that all the homogeneous zeros of the polar deriva-
tive Dy1xf (x0, x1) are inside D. By Lemma 6.2.6,{ n∏

i=2

(cix0 + dix1),Dy1xf (x0, x1)

}
= −n{g(x0, x1), f (x0, x1)} = 0,

and hence, the (n − 1)-forms
∏n

i=2(cix0 + dix1) and Dy1f (x0, x1) are
apolar.

If (−d2, c2) is outside D, then we repeat the argument. Continuing in this
way, either we have, for some i < n, (−di, ci) ∈ D (and the theorem is proved)
or the argument is repeated n − 1 times. In the latter case, the homogeneous
zero of the 1-form Dyn−1x · · · Dy2xDy1xf (x0, x1) lies inside D and the 1-forms
cnx0 + dnx1 and Dyn−1x · · ·Dy2xDy1xf (x0, x1) are apolar. Recalling that two
1-forms are apolar if and only if one is a constant multiple of the other, we
conclude that the homogeneous zero (−dn, cn) is in D. �

Exercises

6.3.1. Let p(z) and q(z) be degree-n polynomials apolar to each other, C1 be a
convex set containing all the zeros of p(z), and C2 be a convex set containing
all the zeros of q(z). Show that C1 ∩ C2 �= ∅.

6.3.2. Let y = (y0, y1). Show that

Dyxf (x0, x1) = n eval((α1y0 + α0y1)(α1x0 + α0x1)n−1).
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6.3.3. Let ξ1 and ξ2 be two distinct zeros of the polynomial p(z). Show that
{p′(z), (z − ξ1)n − (z − ξ2)n} = 0. Generalize this result.

6.3.4. The Lee–Yang circle theorem.
Let xij , 1 ≤ i, j ≤ n, be real numbers such that |xij | < 1 and xij = xji . Let

p(z) =
∑

S: S⊆{1,2,...,n}
z|S| ∏

i: i∈S,j �∈S

xij .

Then all the zeros of p(z) lie on the unit circle.
6.3.5. Szegö’s determinant theorem.

Let D be a disk in the complex plane, z1, z2, . . . , zn be n distinct points
inside D, and w1, w2, . . . , wn be n distinct points outside D. Then

det((zi − wj )n)1≤i,j≤n �= 0.

6.4 Multiplier Sequences

A sequence of real numbers µ0, µ1, µ2, . . . is a multiplier sequence of the first
kind if µ0 = 1 and whenever all the zeros of the polynomial

a0x
n +

(
n

1

)
a1x

n−1 + · · · +
(

n

n − 1

)
an−1x + an

are real, then all the zeros of

a0µnx
n +

(
n

1

)
a1µn−1x

n−1 + · · · +
(

n

n − 1

)
an−1µ1x + anµ0

are real. If we represent the sequence (µi)∞i=0 umbrally as (µi)∞i=0, then the
main condition can be restated: whenever all the zeros of eval(a0(x + α)n) are
real, then all the zeros of eval(a0(µx + α)n) are real. A sequence (µi)∞i=0 is
a multiplier sequence of the second kind if whenever all the zeros of a0(x +
α)n are real and positive, then all the zeros of a0(µx + α)n are real (but not
necessarily positive).

For example, if ν is a nonzero real number, then 1, ν, ν2, ν3, . . . is obviously
a multiplier sequence of the first kind. Less obviously, if w is a positive real
number and w(n) is the rising factorial w(w + 1)(w + 2) · · · (w + n − 1), then

1, 1/w(1), 1/w(2), 1/w(3), . . .

is a multiplier sequence of the first kind. Finally, if n is a (fixed) positive integer
and x(n) is the falling factorial x(x − 1)(x − 2) · · · (x − n + 1), then

0(n), 1(n), 2(n), 3(n), . . .
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is a multiplier sequence of the first kind. An example of a multiplier sequence
of the second kind is

cos(λ), cos(λ + θ ), cos(λ + 2θ ), cos(λ + 3θ ), . . . .

The theory of multiplier sequences is a part of complex analysis, particularly
the theory of Laguerre–Pólya classes. Our aim in this section is to present
elementary characterizations of multiplier sequences.

Let p(x) = ∑n
i=0

(
n

i

)
aix

n−i and q(x) = ∑n
i=0

(
n

i

)
bix

n−i . The Szegö compo-
sition p ∗ q(x) of p(x) and q(x) is the polynomial

n∑
i=0

(
n

i

)
aibix

n−i .

Umbrally, the Szegö composition of eval(a0(x + α)n) and eval(b0(x + β)n) is
the polynomial eval(a0b0(x + αβ)n).

6.4.1. Szegö’s theorem.13 Suppose that all the zeros of p(x) are real and all the
zeros of q(x) are real and those that are nonzero have the same sign. Then all
the zeros of the Szegö composition p ∗ q(x) are real.

The proof is in three steps.

6.4.2. Lemma. Suppose that h(x) = p ∗ q(x) and all the zeros of p(x) lie in a
disk D or a half-plane H. Then for every zero ξ of h(x), there exists a complex
number κ in D and a zero β of q(x) such that ξ = −βκ.

Proof. Since ξ is a zero of h(x), we have

n∑
i=0

(
n

i

)
aibiξ

n−i = 0.

Let

q̄(x) = xnq(−ξ/x) =
n∑

i=0

(−1)

(
n

i

)
biξ

ixn−i .

Then p(x) and q̄(x) are apolar. Let D be a disk containing all the zeros of p(x).
By Grace’s theorem (6.3.3), there is a zero κ of q̄(x) in D. However, −ξ/κ is a
zero of q(x). We conclude that ξ = −βκ, where β is a zero of q(x). The proof
for a half-plane H is similar. �

13 Szegö (1922).
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In the proof of the next lemma, we need a simple fact: if C is a convex set
in R

n containing the origin and η be a real number in the interval [−1, 0], then
for every x ∈ C, the point −ηx is also in C. To see this, observe that since
C is convex and contains the origin and the point x, then it contains the line
segment joining the origin and x. The point −ηx lies on this line segment and
hence is in C.

6.4.3. Schur’s lemma.14 Let C be a convex set containing the origin in the
complex plane. If all the zeros of p(x) are in C and all the zeros of q(x) are
real numbers in [−1, 0], then all the zeros of p ∗ q(x) are in C.

Proof. We will use the following fact: let C be a compact convex set with a
finite number of extreme points. Then C is an intersection of a finite number
of half-planes.

Let C be the convex closure of the zeros of p(x) and the origin, C =⋂t
i=1 Hi, where Hi are suitable half-planes. Each half-plane Hi occurring in

the intersection contains the origin and all the zeros of p(x) = 0. Let ξ be an
arbitrary zero of h(x) = p ∗ q(x). Then by Szegö’s theorem, ξ can be written
as −ηh for some h ∈ Hi and η is a zero of q(x) in (−1, 0). By the half-plane
version of Grace theorem (6.3.5), ξ ∈ Hi. Thus, ξ lies in all the half-planes Hi

and hence lies in their intersection C. �

Applying Schur’s lemma to the real line in the complex plane, we conclude
that if p(x) has all real zeros and q(x) has all zeros in [−1, 0], then p ∗ q(x)
has all real zeros.

To finish the proof of Theorem 6.4.1, suppose that all the zeros of q(x) are,
say, nonnegative. Let M be the maximum zero and q̂(x) = q(−xM). Then all
the zeros of q̂(x) are in [−1, 0]. Thus, all the zeros of p ∗ q̂(x), and hence,
p ∗ q̂(−x/M), are real. Since p ∗ q̂(−x/M) = p ∗ q(x), this completes the
proof of Theorem 6.4.1.

We now use Theorem 6.4.1 to characterize multiplier sequences. The nth
Appell polynomial gn(µ; x) of the sequence (µi)∞i=0 is the polynomial defined
by

gn(µ; x) = µ0 +
(

n

1

)
µ1x +

(
n

2

)
µ2x

2 + · · · +
(

n

n − 1

)
µn−1x

n−1 + µnx
n.

6.4.4. Theorem. A sequence (µi)∞i=0 is a multiplier sequence of the second
kind if and only if µ0 = 1 and for all n, 1 ≤ n < ∞, all the zeros of the Appell
polynomial gn(µ; x) are real.

14 Schur (1914).
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Proof. Apply the multiplier sequence 1, µ1, µ2, . . . to the polynomial (1 − x)n.
Then the polynomial

µ0 −
(

n

1

)
µ1x +

(
n

2

)
µ2x

2 − · · · + (−1)n−1

(
n

n − 1

)
µn−1x

n−1 + (−1)nµnx
n

has all real zeros. Changing variables from x to −x, we conclude that all the
zeros of gn(µ; x) are real.

Conversely, suppose that all the zeros of gn(µ; x) are real. If p(x) =∑n
i=0

(
n

i

)
aix

n−i and all the zeros of p(x) are positive, then, by Theorem 6.4.1,
all the zeros of the polynomial

n∑
i=0

(
n

i

)
aiµn−ix

n−i

(obtained by taking the Szegö composition of p(x) and gn(µ; x)) are real.
Hence, (µi)∞i=0 is a multiplier sequence of the second kind. �

Characterizing multiplier sequences of the first kind is more complicated
and requires two preliminary results.

6.4.5. Lemma. A multiplier sequence (µi) of the first kind does not have a
subsequence of the form a, 0, 0, . . . , 0︸ ︷︷ ︸

m

, b, where a, b �= 0 and m ≥ 1.

Proof. Suppose that for some index j, µj = a, µj+1 = µj+2 = · · · = µj+m =
0, and µk = b. Let

q(x) =
{

xj (1 + x)k−j if a and b have the same sign,
xj (1 + x)k−j−1(1 − x) if a and b have opposite signs.

In both cases, all the zeros of q(x) are real. If we apply the sequence (µi) as
multipliers to q(x), we obtain the polynomial

xj (a + b′xk−j ),

where b′ = ±b, with the sign chosen so that b′ has the same sign as a. However,
since k − j > 1, the polynomial a + b′xk−j has complex (nonreal) zeros. We
conclude that (µi) is not a multiplier sequence of the first kind. �

Lemma 6.4.5 implies that none of the terms in a multiplier sequence of the first
kind equals zero.

6.4.6. Lemma. Let (µi) be a multiplier sequence of the first kind. Then either
all the terms µi have the same sign or the signs are alternating.
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Proof. It suffices to show that for i ≥ 0, µi and µi+2 have the same sign. To do
this, apply the multipliers (µi) to xi+2 − xi. Then all the zeros of xi(µi+2x

2 −
µi) = 0 are real and hence µi/µi+2 > 0. �

6.4.7. Theorem. A sequence 1, µ1, µ2, . . . is a multiplier sequence of the first
kind if and only if all the zeros of the Appell polynomials gn(µ; x) are real and
have the same sign.

Proof. A multiplier sequence of the first kind is also one of the second kind.
Hence, by Theorem 6.4.4, all the zeros of the Appell polynomials gn(µ; x) are
real.

By Lemma 6.4.6, the signs of the coefficients of polynomial gn(µ; x) are
either the same or alternating. If µi’s have the same sign, then gn(µ; x) cannot
have a positive zero. If µi’s have alternating signs, then gn(µ; x) cannot have a
negative zero.

The converse of the theorem follows from Szegö’s theorem (6.4.1). �

Exercises

6.4.1. If the zeros of p(x) lie in the interval (−a, a) and the zeros of q(x) lie in
the interval (−b, 0), where a, b > 0, then the zeros of p ∗ q(x) lie in (−ab, ab).

6.4.2. If the polynomial
∑n

k=0 akz
n−k has all its zeros in unit disk, then so does

n∑
k=0

akz
n−k(
n

k

) .

In particular, all the zeros of the polynomial

n∑
k=0

zn−k(
n

k

)
lie inside the unit disk.

6.4.3. If 2j + 1 is an odd positive integer, let

(2j + 1)!! = (2j + 1)(2j − 1)(2j − 3) · · · 5 · 3 · 1.

Show that

1, 0,−1!!, 0, 3!!, 0,−5!!, 0, 7!!, 0,−9!!, 0, . . .

is a multiplier sequence of the second kind.
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6.4.4. If all the zeros of p(x) = ∑s
k=0 akx

k are real and all the zeros of q(x) =∑t
k=0 bkx

k have the same sign, and m = min{s, t}, then all the zeros of the
polynomials

m∑
k=0

akbkx
k and

m∑
k=0

k!akbkx
k

are real.

6.5 Totally Positive Matrices

The second half of Chapter 6 is about totally positive matrices. We give two
families of examples and prove the Perron–Frobenius theorem in this section.
In the next section, we introduce compound matrices and prove several deter-
minantal formulas. Using compound matrices, we study three more advanced
topics in Sections 6.7–6.9.15

We use the following notation and conventions: we usually work over the
real field, with occasional excursions into the complex field. In particular, all
matrices are assumed to have real entries unless specifically stated otherwise.
We use the following notation: �x is the column vector with coordinates xi.

Thus, if �x is an n-dimensional vector, then �x = (x1, x2, . . . , xn)T and ‖�x‖ =√
x2

1 + x2
2 + · · · + x2

n.

A matrix is positive if every entry of A is positive. It is nonnegative if every
entry is nonnegative. Let A be a matrix with rows labeled by the set R and
columns labeled by the set C, with a fixed linear order on the sets R and S. If
I ⊆ R and J ⊆ S, the submatrix A[I |J ] is the matrix obtained by restricting
A to the rows I and columns J, keeping the same order. When |I | = |J |, then
minor (supported by rows I and columns J ) is the determinant det A[I |J ]. For
example, if R = S = {0, 1, 2, . . .} and I = {1, 6, 9} and J = {2, 6, 7}, then the
minor supported by these sequences is

det

⎛⎝a12 a16 a17

a62 a66 a67

a92 a96 a97

⎞⎠ .

A matrix is totally positive if every minor is positive. It is totally nonnegative
if every minor is nonnegative. A line in a matrix is a row or a column.

15 The area of total positivity of matrices and operators is a venerable area in probability and
functional analysis. An excellent reference is Karlin (1968).
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6.5.1. Lemma. The set of totally positive (respectively, totally nonnegative)
matrices is closed under the following operations:

(1) Deleting a line.
(2) Multiplying a line by a positive (respectively, nonnegative) constant.
(3) Adding a line to an adjacent line, where a line is a row or a column.

Proof. Closure under the first two operations is obvious. When a line is added
to an adjacent line, a minor in the new matrix is either unchanged or the sum
of two minors in the original matrix. Closure under the third operation follows
from this. �

Next we give two examples of totally positive matrices. The first is due to G.
Pólya.16

6.5.2. Theorem. Let α1, α2, . . . , αn and β1, β2, . . . , βn be two strictly increas-
ing sequences of real numbers and M be the matrix

(eαiβj )1≤i,j≤n.

Then M is totally positive.

The proof is in four steps. We begin by observing that a submatrix of M has
the same form. Thus, to prove the theorem, it suffices to show that det M > 0.

Next, we recall the explicit formula for the van der Monde determinant.
Let x1, x2, . . . , xn be numbers and Vn(x1, x2, . . . , xn) be the matrix whose ij th
entry is xi−1

j . Then

det(Vn) = det

⎛⎜⎜⎜⎜⎜⎝
1 1 · · · 1

x1 x2 · · · xn

...
...

. . .
...

xn−1
1 xn−1

2 · · · xn−1
n

⎞⎟⎟⎟⎟⎟⎠ =
∏

i,j : 1≤i<j≤n

(xj − xi).

(To see this, regard x1, x2, . . . , xn as variables. Observe that the determi-
nant is zero if xi is set equal to xj . Hence for any pair i and j, the dif-
ference xi − xj divides Vn(x1, x2, . . . , xn). We conclude that the product∏

i,j : 1≤i<j≤n(xj − xi) divides Vn(x1, x2, . . . , xn). Comparing degrees and lead-
ing coefficients, we obtain the formula.) In particular, if x1 < x2 < · · · < xn,

then det Vn(x1, x2, . . . , xn) > 0.

In the third step, we prove a result of Sylvester.

16 See Pólya and Szegö (1976, problem v. 76, p. 46).
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6.5.3. Sylvester’s lemma. Let α1, α2, · · · , αn be a sequence of distinct real
numbers and c1, c2, . . . , cn be a sequence of real numbers, not all zero. Then
the function

c1x
α1 + c2x

α2 + · · · + cnx
αn

(defined on the positive real axis) has at most n − 1 distinct positive real zeros.

Proof. We induct on n, the length of the sequence. If n = 1, the lemma holds.
We show the induction step by contradiction. Modify the indexing so that
α1 < α2 < · · · < αn. Suppose that

c1x
α1 + c2x

α2 + · · · + cnx
αn

has n distinct positive real zero. Then the function f (x), defined by

f (x) = c1 + c2x
α2−α1 + · · · + cnx

αn−α1 ,

also has n distinct positive roots. By Rolle’s theorem in calculus, between any
two real zeros of f (x) lies at least one real zero of the derivative f ′(x). Hence,
f ′(x) has at least n − 1 distinct positive roots; that is,

c2(α2 − α1)xα2−α1−1 + c3(α3 − α2)xα3−α2−1 + · · · + cn(αn − α1)xαn−α1−1

has at least n − 1 distinct positive roots. This contradicts the inductive hypoth-
esis. �

We are now ready to prove Theorem 6.5.2. Let xj = eβj . Then 0 < x1 <

x2 < · · · < xn and M = (xαi

j ). Consider the system of linear equations in the
unknowns c1, c2. . . . , cn:⎛⎜⎝x

α1
1 x

α2
1 · · · x

αn

1
...

. . .
...

xα1
n xα2

n · · · xαn
n

⎞⎟⎠
⎛⎜⎝ c1

...
cn

⎞⎟⎠ = 0.

If det(xαi

j ) = 0, then there exist real numbers c1, c2, . . . , cn, not all zero, such
that

c1x
α1
j + c2x

α2
j + · · · + cnx

αn

j = 0

for distinct positive real numbers x1, x2, . . . , xn, contradicting Lemma 6.5.3.
We have now proved that the determinant is nonzero for a given increasing

sequence x1, x2, . . . , xn of positive real numbers. It remains to determine the
sign. Consider det(xαi

j ) as a function on n-tuples (α1, α2, . . . , αn) of real num-
bers. Then det(xαi

j ) is nonzero unless for two distinct indices i and j, αi = αj .

Let A be the union of the hyperplanes {(α1, α2, . . . , αn): αi = αj }, where i and
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j ranges over all pairs of distinct indices. In the complement R
n\A, any n-tuple

(α1, α2, . . . , αn) such that α1 < α2 < · · · < αn lies in the same connected com-
ponent as (0, 1, 2, . . . , n − 1). Since the van der Monde determinant det(xi−1

j )
is positive, we conclude that the sign of det(xαi

j ) is also positive. �

If x1, x2, . . . , xn and y1, y2, . . . , yn are sequences of numbers such that xi +
yj �= 0 for every pair of indices i, j, let N be the matrix (1/(xi + yj ))1≤i,j≤n.

6.5.4. Theorem. If xi and yj are real numbers such that x1 < x2 < · · · < xn

and y1 < y2 < · · · < yn, then the matrix N is totally positive.

Since the minors of N have the same form, it suffices to show that det N > 0.

This follows from a formula of Cauchy.

6.5.5. Cauchy’s formula.

det N =
∏

i,j : 1≤i<j≤n(xj − xi)(yj − yi)∏
i,j : 1≤i<j≤n(xi + yj )

.

Proof. We induct on n. The formula holds trivially when n = 1. To prove the
induction step, we perform column and row operations on N. First, subtract
column n from columns 1 to n − 1 in N, obtaining a new matrix N1. Noting
that

1

xi + yj

− 1

xi + yn

= yn − yj

(xi + yj )(xi + yn)
,

every entry in row i of N1 has the factor 1/(xi + yn) and when j < n, every
entry in column j has the factor yn − yj . Taking out common factors, we obtain

det N = det N1 =
∏n−1

i=1 (yn − yi)∏n
i=1(xi + yn)

det N2,

where

N2 =

⎛⎜⎜⎜⎜⎜⎝
1

x1+y1
· · · 1

x1+yn−1
1

1
x2+y1

· · · 1
x2+yn−1

1
...

. . .
...

...
1

xn+y1
· · · 1

xn+yn−1
1

⎞⎟⎟⎟⎟⎟⎠ .

Now subtract row n from rows 1 to n − 1 in N2. Then column n becomes
(0, 0, . . . , 0, 1)T , and if i �= n and j �= n, the ij -entry can be simplified by the
identity

1

xi + yj

− 1

xn + yj

= xn − xi

(xi + yj )(xn + yj )
.
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In particular, if i �= n, every entry in row i has the factor xn − xi , and if j �= n,

every entry in column j has the factor 1/(xn + yj ). Taking out common factors
and expanding the matrix along the last column, we obtain

det N2 =
∏n−1

i=1 (xn − xi)∏n
j=1(xn + yj )

det

⎛⎜⎜⎜⎜⎜⎝
1

x1+y1

1
x1+y2

· · · 1
x1+yn−1

1
x2+y1

1
x2+y2

· · · 1
x2+yn−1

...
...

. . .
...

1
xn−1+y1

1
xn−1+y2

· · · 1
xn−1+yn−1

⎞⎟⎟⎟⎟⎟⎠ .

By induction, Cauchy’s formula holds for the smaller (n − 1) × (n − 1) matrix,
completing the proof. �

We end this section with the Perron–Frobenius theorem on matrices with pos-
itive entries. We shall use the Brouwer fixed-point theorem in the proof.

6.5.6. The Perron–Frobenius theorem. Let A be an n × n matrix with pos-
itive real entries aij . Then A has at least one positive real eigenvalue. If the
maximum positive eigenvalue is r and λ is another (real or complex) eigenvalue
A, then |λ| < r. The eigenvalue r has multiplicity 1 and there is an associated
eigenvector �u in which all entries are positive.

Proof. We show first that A has a positive eigenvalue. Let

S = {�x: �x ∈ R
n, ‖�x‖ = 1, and xi ≥ 0 for all i}.

Consider the map φ : S → S defined by

φ(�x) = A�x
‖A�x‖ .

The set S is homeomorphic to the closed unit ball Bn−1 of dimension n − 1.
The Brouwer fixed-point theorem asserts that every continuous function from
a closed unit ball to itself has a fixed point. Let �u be a fixed point of φ. Then
φ(�u) = �u or

A�u = ‖A�u‖�u.

We conclude that �u is an eigenvector of A with positive eigenvalue ‖A�u‖. Since
�u is in S, all the coordinates ui of �u are nonnegative. Since

ui = 1

r

n∑
j=1

aijuj ,

where ui are not all zero and aij are positive, we conclude that each ui is
positive.
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Let r = ‖A�u‖. We will show that (I) r is an eigenvalue of multiplicity 1,

and (II) for every other eigenvalue λ of A, |λ| < r.

To show (I), we need to show that every vector �v satisfying A�v = r �v is a
multiple of �u. We argue by contradiction. Suppose that �v is a vector, not a
multiple of �u, such that A�v = r �v. Let �w = �u + ε�v, with ε chosen so that every
entry of �w is nonnegative and at least one entry of �w, wi , say, is zero. However,
A �w = r �w, and hence

n∑
j=1

aijwj = 0.

Since the left side is positive, this is a contradiction.
To show (II), note that an eigenvalue of A is also an eigenvalue of the

transpose AT with the same multiplicity. Hence, r is a eigenvalue of AT of
multiplicity 1. Let �u′ be an eigenvector of AT with eigenvalue r. Let λ be
another eigenvalue (not equal to r) of A. Then λ is also an eigenvalue of AT . Let
�v be an eigenvector of AT with eigenvalue λ. Suppose that �v = (v1, . . . , vn)T .

Then since AT �v = λ�v, we have, for 1 ≤ i ≤ n,

λvi =
n∑

j=1

ajivj . (V)

By the triangle inequality,

|λ||vi | ≤
n∑

j=1

|aji ||vj | =
n∑

j=1

aji |vj |. (T)

On the other hand, for the positive eigenvalue r and its eigenvector �u, we have

rui =
n∑

j=1

aijuj , i = 1, 2, . . . , n.

Multiplying the ith equation by |vi | and summing over i, we obtain

r

n∑
i=1

ui |vi | =
n∑

i=1

n∑
j=1

aijuj |vi |

=
n∑

j=1

uj

(
n∑

i=1

aij |vi |
)

≥
n∑

j=1

uj |λ||vj |

= |λ|
n∑

j=1

uj |vj |.

It follows that |λ| ≤ r .
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It remains to prove that |λ| = r implies λ = r. Suppose that |λ| = r. Then

n∑
j=1

uj

(
n∑

i=1

ai,j |vi |
)

=
n∑

j=1

uj |λ||vj |.

Since uj > 0, inequality (T) implies that

n∑
i=1

aij |vi | = r|vj |.

Switching the roles of i and j in Equation (V) and taking absolute values, we
obtain ∣∣∣∣∣

n∑
i=1

aij vi

∣∣∣∣∣ = r|vj |.

Thus, ∣∣∣∣∣
n∑

i=1

aij vi

∣∣∣∣∣ =
n∑

i=1

aij |vi |.

Using the fact that for complex numbers b and c, |b + c| = |b| + |c| if and only
if b and c have the same angle as a vector in the complex plane, we conclude
that vi = |vi |ω, where ω is a root of unity and (reversing the roles of i and
j )

rvi =
n∑

j=1

ajivj .

Thus, �v is an eigenvector of AT with eigenvalue r. Since r is an eigenvalue of
AT of multiplicity 1, �v is a constant multiple of an eigenvector of AT with
eigenvalue r. We conclude that λ = r. �

Exercises

6.5.1. Let x1, x2, . . . , xn and y1, y2, . . . , yn be sequences of real numbers such
that for all pairs of indices i and j, xiyj �= 1. Let P be the matrix (1

/
(1 −

xiyj ))1≤i,j≤n.

(a) Show that

det P =
∏

i,j : 1≤i<j≤n(xj − xi)(yj − yi)∏
i,j : 1≤i<j≤n(1 − xiyj )

.
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(b) Suppose that xi, yj are real numbers such that x1 < x2 < · · · < xn,

y1 < y2 < · · · < yn, and 0 < xiyj < 1 for all pairs of indices i and j. Show
that the matrix P is totally positive.

6.5.2. Let A be a nonnegative matrix such that 1 is the maximum absolute value
of the eigenvalues of A. Show that if λ is an eigenvalue of A with absolute
value 1, then λ2 is also an eigenvalue of A.

6.6 Exterior Algebras and Compound Matrices

In this section, we examine the relation between totally positive matrices and
positive matrices using compound matrices. The best way to introduce com-
pound matrices is by exterior algebra. We begin with a brief introduction to
exterior algebra.

Let V be an n-dimensional vector space over a field F of characteristic not
equal to 2. The kth exterior power

∧k(V ) is the vector space constructed in
the following way: if u1, u2, . . . , uk are k vectors in V, their exterior product
is the formal expression

u1 ∧ u2 ∧ · · · ∧ uk.

An exterior product is also called a decomposable skew-symmetric tensor. The
exterior power

∧k(V ) is the vector space of all linear combinations of exterior
product, modulo the following relations:

u1 ∧ u2 ∧ · · · ∧ (aui + bu′
i) ∧ · · · ∧ uk

= au1 ∧ u2 ∧ · · · ∧ ui ∧ · · · ∧ uk + bu1 ∧ u2 ∧ · · · ∧ u′
i ∧ · · · ∧ uk

and

u1 ∧ · · · ∧ ui ∧ · · · ∧ uj ∧ · · · ∧ uk = −u1 ∧ · · · ∧ uj ∧ · · · ∧ ui ∧ · · · ∧ uk.

The first relation says that the exterior product ∧ is multilinear. The second
says that it is skew-symmetric or alternating. Skew-symmetry implies that if an
exterior product has a repeated term, then it is zero. To see this, observe that if
ui = uj = u, then

u1 ∧ · · · ∧ u ∧ · · · ∧ u ∧ · · · ∧ uk = −u1 ∧ · · · ∧ u ∧ · · · ∧ u ∧ · · · ∧ uk,

and hence, as F is assumed to have characteristic not equal to 2, the exterior
product is zero.

Exterior products look complicated. However, if one chooses a standard
ordered basis e1, e2, . . . , en for V, then the relations imply that the

(
n

k

)
exterior
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products

ei1 ∧ ei2 ∧ · · · ∧ eik ,

where i1 < i2 < · · · < ik , form a basis for
∧k(V ). We call this basis for

∧k(V )
the standard basis. In particular,

∧k(V ) is the
(
n

k

)
-dimensional vector space of

all linear combinations ∑
i1,i2,...,ik

ai1i2...ik ei1 ∧ ei2 ∧ · · · ∧ eik .

The zeroth exterior product has dimension 1 and is spanned by the empty
product 1. In addition, if k > n, any exterior product in the basis vectors ei

contains a repeated term and is hence zero. We will use the following compact
notation: if I is a k-subset of {1, 2, . . . , n}, then

eI = ei1 ∧ ei2 ∧ · · · ∧ eik ,

where i1, i2, . . . , ik are the elements of I, arranged in increasing order.
It is useful to put all the exterior powers into one structure. The exterior alge-

bra
∧

(V ) is the F-algebra on the direct sum
⊕n

k=0

∧k(V ) with multiplication
∧ defined formally on exterior products by

(u1 ∧ u2 ∧ · · · ∧ uj ) ∧ (v1 ∧ v2 ∧ · · · ∧ vk)
= u1 ∧ u2 ∧ · · · ∧ uj ∧ v1 ∧ v2 ∧ · · · ∧ vk

and extended by linearity. The multiplication ∧ is (by definition) associative.
The exterior algebra is graded by its summands: if an element is in

∧k(V ), then
it has step or grade k. The exterior algebra has dimension 2n. Philosophically,
the exterior algebra is a “linearization” of the Boolean algebra of all subsets of
{1, 2, . . . , n}.

The motivation for exterior powers is the following formula: if

ui = ai1e1 + ai2e2 + · · · + ainen, 1 ≤ i ≤ n,

then

u1 ∧ u2 ∧ · · · ∧ un = (det A) e1 ∧ e2 ∧ · · · ∧ en,

where A is the matrix (aij )1≤i,j≤n. This formula is purely formal. For example,

(a11e1 + a12e2)(a21e1 + a22e2)
= a11a21 e1 ∧ e1 + a11a22 e1 ∧ e2 + a12a21 e2 ∧ e1 + a12a22 e2 ∧ e2

= (a11a22 − a12a21) e1 ∧ e2.

The case n = 2 is typical and generalizes to all n. The next result extends this
formula.
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Recall from Section 6.5 that if I and J are k-subsets of {1, 2, . . . , n}, then
A[I |J ] and det A[I |J ] are the submatrix and minor supported by I and J.

6.6.1. Lemma. Let k ≤ n, ui = ai1e1 + ai2e2 + · · · + ainen, 1 ≤ i ≤ k, and
A be the k × n matrix (aij )1≤i≤k,1≤j≤n. Then

u1 ∧ u2 ∧ · · · ∧ uk =
∑

J : |J |=k, J⊆{1,2,...,n}
det A[{1, 2, . . . , k}|J ] eJ .

Proof. By multilinearity,

u1 ∧ u2 ∧ · · · ∧ uk =
∑

J : |J |=k, J⊆{1,2,...,n}
aJ eJ ,

where

aJ =
∑

σ

sign(σ )a1,σ (1)a2,σ (2) · · · ak,σ (k),

where σ ranges over all bijections σ from {1, 2, . . . , k} to J, and if j1, j2, . . . , jk

are the indices in J listed in increasing order, sign(σ ) is the sign of the permu-
tation ji �→ σ (i). Thus,

aJ = det

⎛⎜⎜⎝
a1j1 a1j2 · · · a1jk

...
. . .

...

akj1 akj2 · · · akjk

⎞⎟⎟⎠
= det A[{1, 2, . . . , k}|J ]. �

6.6.2. Corollary. The vectors u1, u2, . . . , uk are linearly independent if and
only if u1 ∧ u2 ∧ · · · ∧ uk �= 0.

Proof. Use the fact that if ui = ai1e1 + ai2e2 + · · · + ainen, then u1, . . . , uk are
linearly independent if and only if at least one k × k minor of the rectangular
matrix (aij )1≤i≤k, 1≤j≤n is nonzero. �

There is also an exterior product construction for linear transformations. Let
A : V → V be a linear transformation. Then A “lifts” to a linear transformation
∧kA :

∧k(V ) → ∧k(V ) defined by

(∧kA)(u1 ∧ u2 ∧ · · · ∧ uk) = Au1 ∧ Au2 ∧ · · · ∧ Auk

and extended by linearity.
Let A be the matrix (aij )1≤j,k≤n. The kth compound matrix of A is the(

n

k

) × (
n

k

)
matrix indexed by k-subsets of {1, 2, . . . , n} (in some order) with

IJ -entry equal to det A[I |J ].
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6.6.3. Theorem. Let (aij ) be the matrix of the linear transformation A : V →
V relative to the basis e1, e2, . . . , en. Then the kth compound matrix A(k) is the
matrix of ∧kA :

∧k(V ) → ∧k(V ) relative to the standard basis eI of
∧k(V ).

Proof. Since Aei = ai1e1 + ai2e2 + · · · + ainen, the argument in the proof of
Lemma 6.6.1 gives

(∧kA)(ei1 ∧ ei2 ∧ · · · ∧ eik ) = Aei1 ∧ Aei2 ∧ · · · ∧ Aeik

=
∑

J : |J |=k, J⊆{1,2,...,n}
det A[{i1, i2, . . . , ik}|J ] eJ .

�

The exterior product for linear transformations is ‘functorial’; that is, it
commutes with composition. Explicitly, if A and B are linear transformations
from V to V, then

∧k(AB) = (∧kA)(∧kB).

This follows immediately from the construction. Putting this in terms of com-
pound matrices, we obtain the following lemma.

6.6.4. Lemma.

(AB)(k) = A(k)B(k).

From this lemma, we derive a formula for the determinant of the product of
two matrices.

6.6.5. The Binet–Cauchy formula. Let k ≤ n, F be a k × n matrix, and G be
an n × k matrix. Then

det FG =
∑

K:|K|=k, K⊆{1,2,...,n}
det F [{1, 2, . . . , k}|K] det G[K|{1, 2, . . . , k}].

Proof. Extend F to an n × n matrix A so that F is the first k rows and G to an
n × n matrix B so that G is the first n columns. Let I = {1, 2, . . . , k}. Then
det FG equals the minor of AB supported by I and I. By Lemma 6.6.4, det FG

is the IJ -entry in the product A(k)B(k). Explicitly,

det FG =
∑

K: |K|=k,K⊆{1,2,...,n}
det A[I |K] det B[K|I ]. �

For the remainder of this section, we shall use the following notation: if I ⊆
{1, 2, . . . , n}, then I ′ is the complement {1, 2, . . . , n}\I. We will use also a
simple fact about permutations. Let i1, i2, . . . , ik be the elements of a k-subset
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I, listed in increasing order. Define sum(I ) and sign(I ) by

sum(I ) = i1 + i2 + · · · + ik,

sign(I ) = (−1)
∑k

j=1(ij −j ) = (−1)(
k

2)+sum(I ).

Let σI be the permutation of {1, 2, . . . , n} obtained by putting the elements of
I before those of I ′, keeping the same order internally in I and I ′. Then

sign(σI ) = sign(I ).

To see this, note that we can rearrange i1, i2, . . . , ik, i
′
1, i

′
2 . . . , i ′n−k into 1, 2,

. . . , n by moving ij , which is in the j th position, to the ij position. This takes
ij − j adjacent transpositions.

6.6.6. The multiple Laplace expansion. Let A be an n × n matrix, I be a
k-subset of {1, 2, . . . , n}, and I ′ be its complement. Then

det A =
∑

J : |J |=k, J∈{1,2,...,n}
sign(I )sign(J ) det A[I |J ] det A[I ′|J ′].

Proof. Let i1, i2, . . . , ik and ik+1, ik+2, . . . , in be the elements of I and its
complement I ′, listed in increasing order. Let A = (aij ) and �ui = ∑n

j=1 aij ej .

Using Lemma 6.6.1, we calculate det A in two different ways:

(det A) e1 ∧ e2 ∧ · · · ∧ en

= u1 ∧ u2 ∧ · · · ∧ un

= sign(I )(ui1 ∧ ui2 ∧ · · · ∧ uik ) ∧ (uik+1 ∧ uik+2 ∧ · · · ∧ uin)

= sign(I )

⎛⎝ ∑
J : |J |=k

det A[I |J ]eJ

⎞⎠ ⎛⎝ ∑
K: |K|=n−k

det A[I ′|K]eK

⎞⎠
= sign(I )

⎛⎝ ∑
J : |J |=k

sign(J ) det A[I |J ] det A[I ′|J ′]

⎞⎠ e1 ∧ e2 ∧ · · · ∧ en.

The last step is obtained by multiplying out the product and using the fact that by
skew-symmetry, eJ ∧ eK = 0 if J ∩ K �= ∅, and hence, because |J | + |K| =
n, eJ ∧ eK if and only if K equals the complement J ′. �

6.6.7. Jacobi’s formula for compound matrices. Let k ≤ n, A be an n × n

matrix, A(k) = (bIJ )I,J : |I |=|J |=k, and C be the
(
n

k

) × (
n

k

)
matrix indexed by

k-subsets of {1, 2, . . . , n} with IJ -entry cIJ given by

cIJ = (−1)sum(I )+sum(J ) det A[J ′|I ′].
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Then

BC = det(A)I,

where I is the
(
n

k

) × (
n

k

)
identity matrix.

Proof. We calculate the entries of the product BC. Let I be a k-subset of
{1, 2, . . . , n}. Then, the diagonal II -entry of BC equals∑

J : |J |=k

bIJ cJI .

By the Laplace expansion,∑
J : |J |=k

bIJ cJI =
∑

J : |J |=k

det A[I |J ](−1)sum(I )+sum(J ) det A[I ′|J ′]

=
∑

J : |J |=k

sign(I )sign(J ) det A[I |J ] det A[I ′|J ′]

= det(A).

Next, let I and J be two distinct k-subsets of {1, 2, . . . , n}. Then∑
K: |K|=k

bIKcKJ =
∑

K: |K|=k

sign(I )sign(J ) det A[I |K] det A[J ′|K ′].

By the Laplace expansion, the last sum equals det D, where D is the matrix
obtained by putting the rows in I on top of the rows in J ′, keeping the same
order in I and J ′. Since I �= J, I ∩ J ′ �= ∅, and hence, D has two equal rows.
We conclude that det D = 0 and all the off-diagonal entries of the product BC

are zero. �

We shall now apply our results to positive and totally positive matrices. We
need one last definition. If A is the matrix (aij ), let Ã be the matrix (ãi,j ), where
ãij = (−1)i+j aij .

6.6.8. Theorem.
(a) An n × n matrix A is totally positive if and only if for all k, 0 ≤ k ≤ n,

the kth compound matrix A(k) is positive.
(b) If A and B are totally positive, then AB is totally positive.
(c) If A is totally positive, then Ã−1 is totally positive.

The analog for Theorem 6.6.8 holds for total nonnegative matrices.

Proof. Part (a) is immediate from the definition of a compound matrix. Part (b)
follows from the fact that products of positive matrices are positive.
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To show part (c), let B be the kth compound matrix Ã(k) of Ã and C be the(
n

k

)
by

(
n

k

)
matrix indexed by k-subsets of {1, 2, . . . , n} with IJ -entry

(−1)sum(I )+sum(J ) det Ã[J ′|I ′].

Then by Jacobi’s formula, BC = det(Ã)I. Since ãij = (−1)i+j ai,j ,

det Ã[I |J ] = det((−1)i+j aij )i∈I, j∈J

= (−1)sum(I )+sum(J ) det A[I |J ].

Noting that sum(I ) + sum(I ′) = (
n

2

)
, we have

cIJ = (−1)sum(I )+sum(J ) det Ã(J ′|I ′)
= (−1)sum(I )+sum(J )+sum(I ′)+sum(J ′) det A(J ′|I ′)
= det A(J ′|I ′).

Since A is totally positive, we conclude that C is positive. Further, C =
(det A)B−1 and det(A) > 0. Hence, B−1 is positive and by Lemma 6.6.4,

B−1 = (Ã(k))−1 = (Ã−1)(k).

We conclude that all the compound matrices of Ã−1 are positive and, by part
(a), Ã−1 is totally positive. �

We end this section with a description of the eigenvalues of compound matrices.
We will assume that we are working over an algebraically closed field F of
characteristic not equal to 2.

6.6.9. Lemma. Let A be a diagonalizable n × n matrix and λ1, λ2, . . . , λn be
the eigenvalues of A with corresponding eigenvectors �u1, �u2, . . . , �un. If I is a
k-subset of {1, 2, . . . , n} with elements i1, i2, . . . , ik listed in increasing order,
let λI = λi1λi2 · · · λik and

�uI = �ui1 ∧ �ui2 ∧ · · · ∧ �uik .

Then for all k-subsets I of {1, 2, . . . , n}, λI is an eigenvalue with corresponding
eigenvector �uI of the kth compound matrix A(k) and such eigenvalues are all
the eigenvalues of A(k).

Proof. Observe that

(∧kA)�uI = (∧kA)�ui1 ∧ �ui2 ∧ · · · ∧ �uik

= A�ui1 ∧ A�ui2 ∧ · · · ∧ A�uik

= λi1λi2 · · · λik �ui1 ∧ �ui2 ∧ · · · ∧ �uik

= λI �uI .
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Since the exterior products �uI are
(
n

k

)
linearly independent vectors, the lemma

follows. �

The preceding statement about eigenvalues of A(k) holds even when A is not
diagonalizable. In such cases, one uses the Jordan canonical form. We shall not
need the more general case and can omit the details with good conscience.

Exercises

6.6.1. From Lemma 6.6.9, it follows that if A is diagonalizable,

det A(k) = (det A)(
n−1
k−1).

Find a direct proof, not using the assumption that A is diagonalizable.

6.6.2. The Orlik–Solomon algebra of a geometric lattice.17

Let L be a geometric lattice and M be the matroid on the set S of the atoms
of L. A subset C of S is a circuit if rk(C) = |C| − 1 and rk(C ′) = |C ′| for every
proper subset C ′ of C. Choose a linear order on S. Let V be the vector space of
all formal linear combinations

∑
x: x∈S axx and

∧
(V ) the exterior algebra of V.

If C is a circuit with elements x1, x2, . . . , xm arranged in increasing order, let

∂C =
m∑

i=1

(−1)m−1x1 ∧ x2 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xm.

Let I be the ideal in
∧

(V ) generated by the elements ∂C, where C ranges over
all circuits of M. The Orlik–Solomon algebra is the quotient

∧
(V )/I. Show

that O(L) is graded by step and the subspace of step k has dimension equal to

(−1)k

⎛⎝ ∑
Y : Y∈L,rk(Y )=k

µ(0̂, Y )

⎞⎠ ,

where µ is the Möbius function of the lattice L.

6.6.3. Let U,U1, U2, . . . , Uk be independent identically distributed random
variables and f1, f2, . . . , fk, g1, g2, . . . , gk be functions.

(a) Show that

1

k!
E[det(fi(Uj )) det(gi(Uj ))] = det(E[fi(U )gj (U )]),

where E is expectation.
(b) Use part (a) to give another proof of the Binet–Cauchy formula (6.6.5).

17 Orlik and Solomon (1980).
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6.7 Eigenvalues of Totally Positive Matrices

In this section, we discuss two theorems of Gantmacher and Krein18 about the
eigenvalues of a totally positive matrix.

6.7.1. Theorem. The eigenvalues of a totally positive matrix are distinct posi-
tive real numbers.

Proof. Let A be a totally positive n × n matrix. Then for 1 ≤ k ≤ n, the kth
compound matrix A(k) is positive. By the Perron–Frobenius theorem, the matrix
A has a unique positive eigenvalue of largest absolute value. Let λ1, λ2, . . . , λn

be the eigenvalues of A, labeled so that λ1 is the maximum positive eigenvalue
and

λ1 > |λ2| ≥ · · · ≥ |λn|.
Consider the second compound matrix A(2). The eigenvalue of A(2) with the
largest absolute value is λ1λ2. By the Perron–Frobenius theorem, λ1λ2 is real
and positive. Hence, λ2 is a positive real number. Repeating this argument,
using induction and the fact that the eigenvalue having maximum absolute
value of A(k) is λ1λ2 · · · λk, we conclude that λk is real and positive for all
k, 1 ≤ k ≤ n. �

The next lemma is an easy consequence of Lemma 6.6.9 and the Perron–
Frobenius theorem.

6.7.2. Lemma. Let A be a totally positive n × n matrix with eigenvalues
λ1, λ2, . . . , λn, listed in decreasing order, with corresponding eigenvectors
�u1, �u2, . . . , �un. Then for each k-subset I of {1, 2, . . . , n}, λI is an eigenvalue of
A(k) with eigenvector �uI . The eigenvector �u{1,2,...,k} of the maximum eigenvalue
λ{1,2,...,k} has positive coefficients when expanded in the standard basis eI .

In the remainder of this section, we shall always work with real vectors. Let
�u = (u1, u2, . . . , un). A sign change in �u is a pair of indices i and j such that
i < j ≤ n, uk = 0 for all indices k such that i < k < j and uiuj < 0. The
weak variation Var−(�u) is the number of sign changes in �u. For example,

Var−(−2, 2, 0, 0, 1,−2, 0,−3, 0,−1, 0) = 2.

The strong variation Var+(�u) is defined by

Var+(�u) = max
�w

Var−( �w),

18 Gantmacher and Krein (1937).
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where �w ranges over all vectors obtained from �u by replacing some zero
coordinate by a real (nonzero) coordinate. For example,

Var+(−2, 2, 0, 0, 1,−2, 0,−3, 0, 1, 0) = 8,

partly because, for example,

Var−(−2, 2,−1, 0, 1,−2, 1,−3, 0, 1,−1) = 8.

From the definitions, Var−(u) ≤ Var+(u).
Let �u alt be the vector (u1,−u2, . . . , (−1)i−1ui, . . . , (−1)n−1un).

6.7.3. Lemma.

Var−(�u) + Var+(�u alt) = n − 1.

The proof consists of an induction with a number of easy cases. It is left to the
reader.

6.7.4. Theorem. Let A be a totally positive matrix with eigenvalues λ1, λ2, . . . ,

λn, listed in decreasing order, and �ui be an eigenvector associated with the
eigenvalue λi. If 1 ≤ p ≤ q ≤ n, let �u be a nonzero real linear combination

cp �up + cp+1 �up+1 + · · · + cq �uq

of the eigenvectors �up, �up+1, . . . , �uq. Then,

p − 1 ≤ Var−(�u) ≤ Var+(�u) ≤ q − 1.

In particular,

Var−(�ui) = Var+(�ui) = i − 1.

Proof. Note first that the eigenvalue λi is real and of multiplicity 1, and the eigen-
vector �ui is real and determined up to a constant. Let �ui = (ui1, ui2, . . . , uin).

We prove first that Var+(�u) ≤ q − 1. This is immediate for q = n and so we
may assume that q < n. We proceed by contradiction. Suppose that there are
coefficients cp, cp+1, . . . , cq , such that Var+(�u) ≥ q. Let �u = (u1, u2, . . . , un).
Then, changing all the signs of the coefficients cj if necessary, we can find a
subsequence ui1 , ui2 , . . . , uiq+1 such that for all j, 1 ≤ j ≤ q + 1, (−1)j−1uij ≥
0. Let U be the (q + 1) × (q + 1) matrix⎛⎜⎜⎝

u1,i1 u2,i1 . . . uq,i1 ui1

...
. . .

...
...

u1,iq+1 u2,iq+1 . . . uq,iq+1 uiq+1

⎞⎟⎟⎠ .
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Since the last column is a linear combination of columns p to q, det U = 0.

Expanding det U along the last column, we obtain

q+1∑
j=1

(−1)j−1uij det U [{1, 2, . . . , j − 1, j + 1, . . . , q + 1}|{1, 2, . . . , q}] = 0.

(D)
The minor det U [{1, 2, . . . , j − 1, j + 1, . . . , q + 1}|{1, 2, . . . , q}] is the co-
efficient of eJ , where J = {i1, i2, . . . , ij−1, ij+1, . . . , iq+1} when we expand
�u1 ∧ �u2 ∧ · · · ∧ �uq as a linear combination of the standard basis vectors
eI in

∧q(V ). By Lemma 6.7.2, all the minors are positive. Hence, since
(−1)j−1uij ≥ 0, Equation (D) holds only if uij = 0 for all j, 1 ≤ j ≤ q + 1.
In particular, the first q columns of the matrix U are linearly dependent.

Finally, construct another (q + 1) × (q + 1) matrix V by taking the first q

columns of U and adding, as the last column, the column vector

(uq+1,i1 , uq+1,i2 , . . . , uq+1,iq+1 )T

formed by restricting �uq+1 to the coordinates i1, i2, . . . , iq+1. Then det V = 0.

However, det V is the coefficient of e{i1,i2,...,iq+1} in the expansion of �u1 ∧ · · · ∧
�uq ∧ �uq+1 in the standard basis of

∧q+1(V ). By Lemma 6.7.2, this coefficient
is positive and we have reached a contradiction. We have thus proved the upper
bound Var+(�u) ≤ q − 1.

Next, we show the lower bound p − 1 ≤ Var−(�u) by modifying the matrices
and vectors so that we can apply the upper bound. Let A = (aij )1≤i,j≤n. Recall
that Ã = ((−1)i+j ai,j )1≤i,j≤n. Then Ã = SAS, where S is the n × n diagonal
matrix, with diagonal equal to (1,−1, 1,−1, . . . , (−1)n). In addition, �u alt =
S �u. Finally, note that S2 = I.

By Theorem 6.6.8, Ã−1 is totally positive. Since

Ã�u alt
i = SAS(S �ui) = SA�ui = λi �u alt

i ,

the eigenvalues of Ã are the positive real numbers, λ1, λ2, . . . , λn,

listed, as usual, in decreasing order. Hence the eigenvalues of Ã−1 are
λ−1

n , λ−1
n−1, . . . , λ

−1
2 , λ−1

1 , with corresponding eigenvectors �u alt
n , �u alt

n−1, . . . , �u alt
2 ,

�u alt
1 . Applying the upper bound to the matrix Ã−1 and the vector �u alt, we

conclude that

Var+(�u alt) ≤ n − p.

To finish, observe that by Lemma 6.6.3,

Var+(�u alt) + Var−(�u) = n − 1.
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Hence,

Var−(�u) = n − 1 − Var+(�u alt) ≥ p − 1.

This completes the proof of Theorem 6.7.4. �

6.8 Variation-Decreasing Matrices

An n × m matrix A with real entries is variation-decreasing if for all nonzero
vectors �x in R

m,

Var−(A�x) ≤ Var−(�x).

The main objective of this section is to prove a result of Motzkin19 that a totally
nonnegative matrix is variation-decreasing.

6.8.1. Theorem. Let A be an n × m totally nonnegative matrix. Then for every
vector �x in R

m,

Var−(A�x) ≤ rank(A) − 1.

Proof. If �y ∈ R
n, then Var−(�y) ≤ n − 1. Hence, if rank(A) = n, then the in-

equality holds trivially. Thus, we may assume that rank(A) < n.

Let r = rank(A). We will prove the theorem by induction on r. If r = 1,

then every row of A is a nonnegative multiple of a fixed row vector �s with
nonnegative coordinates. Let ci�s be the ith row of A. If �x ∈ R

m, then A�x =
(c1d, c2d, . . . , cnd)T , where d equals the dot product �s · �x. The coordinates
of A�x are all nonnegative or nonpositive, depending on the sign of d. Thus,
Var−(A�x) = 0 and the theorem holds.

We shall prove the induction step by contradiction. Let A be a totally nonneg-
ative matrix of rank r. Suppose there exists a vector �x such that Var−(A�x) = r.

If A�x = (y1, y2, . . . , yn)T , then there exist increasing indices i0, i1, . . . , ir such
that the coordinates yi0 , yi1 , . . . , yir are all nonzero and alternate in sign. Let
�y = (yi0 , yi1 , . . . , yir )

T and A′ = A[{i0, i1, . . . , ir}|{1, 2, . . . , m}]. Since A′ is
a submatrix of A, rank(A′) ≤ r. In fact, rank(A′) = r. Otherwise, by induction,

r = Var−(�y) = Var−(A′ �x) ≤ rank(A′) − 1 < r − 1,

a contradiction. Choose r linearly independent column vectors, �u1, �u2, . . . , �ur ,
from A′ and put them side by side to form the (r + 1) × r matrix M. The
vectors �ui form a basis of the column space of A′. Since �y lies in the column

19 Motzkin (n.d.).
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space, the (r + 1) × (r + 1) matrix formed by adding �y as the last column to
M has zero determinant. Expanding this determinant along the last column �y,

we obtain

r∑
j=0

(−1)r+j det Mjyij = 0, (E)

where Mj is the submatrix of the matrix formed by deleting row j from
M. Since det Mj is a minor of A, det Mj ≥ 0. Also, yij alternate in sign.
Thus, (−1)r+j yij are nonzero real numbers, all having the same sign and
Equation (E) can hold only if det Mj = 0 for all j, contradicting our earlier
choice that the columns �ui are linearly independent. This verifies the inductive
step. �

6.8.3. Motzkin’s theorem. A totally nonnegative matrix is variation-
decreasing.

Proof. Let A be an n × m matrix with columns indexed by {1, 2 . . . , m}. We
need to prove that for any nonzero vector �x in R

m,

Var−(A�x) ≤ Var−(�x).

If any coordinate of �x is zero, then we may remove that coordinate and the
corresponding column of A without changing the weak variation. Thus, we
may assume that none of the coordinates of �x is zero. Let q = Var−(�x). We can
replace �x by −�x without changing the weak variation. Thus, we can partition
the index set {1, 2, . . . , m} into q + 1 into intervals

{1, 2, . . . , i0}, {i0 + 1, i0 + 2, . . . , i1}, . . . , {iq−1 + 1, iq−1 + 2, . . . , m}

such that x1, x2, . . . , xi0 have positive sign, xi0+1, xi0+2, . . . , xi1 have negative
sign, and so on. We also set i−1 = 0 and iq = m.

Next, we construct an n × (q + 1) matrix C from A by first multiplying
column i by the positive number |xi | and then adding up all the columns
indexed by an interval. Explicitly, if C = (cij )1≤i≤n,0≤j≤q, then

cij =
ij∑

k=ij−1+1

aik|xk|.

By Lemma 6.5.1, C is totally nonnegative.
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Let �s = (1,−1, 1,−1, . . . , (−1)n). Then,

q∑
j=0

(−1)j cij =
q∑

j=0

ij∑
k=ij−1+1

aik|xk|(−1)j

=
m∑

k=1

aikxk.

From this, we conclude that

C�s = A�x.

But C, being an n × (q + 1) matrix, has rank at most q + 1. Hence, by
Theorem 6.8.1,

Var−(A�x) = Var−(C�s) ≤ rank(C) − 1 ≤ q = Var−(�x). �

Theorem 6.8.2 is not the strongest possible. Motzkin has characterized
variation-decreasing matrices.

6.8.3. Theorem. A matrix A is variation-decreasing if and only if the following
two conditions are satisfied:

(a) If k < rank(A), then all k × k minors have the same sign.
(b) If k = rank(A) and I0 is a given set of rows of size k, then the minors

det A[I0|J ], where J is a k-subset of columns, have the same sign.

Exercises

6.8.1. Prove Theorem 6.8.3.

6.8.2. Let A be a totally nonnegative n × n matrix with rows and columns
indexed by {1, 2, . . . , n}, I ⊆ {1, 2, . . . , n}, and I c = {1, 2, . . . , n}\I. Show
that

det(A) ≤ det A[I |I ] det A[I c|I c].

6.8.3. Let A be a totally nonnegative n × n matrix. Then Ap is totally positive for
some positive integer p if and only if det(A) > 0 and for all i, 1 ≤ i ≤ n − 1,

ai,i+1 > 0 and ai+1,i > 0.
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6.9 Pólya Frequency Sequences

Let a be an infinite sequence a0, a1, a2, . . . of real numbers. The �-matrix �(a)
of the sequence a is the infinite matrix

�(α) =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

a0 a1 a2 a3 · · ·
0 a0 a1 a2 · · ·
0 0 a0 a1 · · ·
0 0 0 a0 · · ·
...

...
...

...
. . .

⎞⎟⎟⎟⎟⎟⎟⎟⎠
.

The sequence a is a Pólya frequency sequence or totally positive sequence if
the first term a0 is nonzero and �(a) is totally nonnegative.20

Pólya frequency sequences can be characterized by their generating func-
tions. The (ordinary) generating function of the sequence a is the formal power
series f (a; z) defined by

f (a; z) = a0 + a1z + a2z
2 + · · · =

∞∑
m=0

amzm.

Conversely, the sequence of the formal power series f (z) = ∑∞
m=0 bmzm is

b0, b1, b2, . . ..

6.9.1. Edrei’s theorem.21 A sequence a is a Pólya frequency sequence if and
only if there exist a nonnegative real number γ and two sequences α1, α2, α3, . . .

and β1, β2, β3, . . . of nonnegative real numbers such that the sums
∑∞

i=1 αi and∑∞
i=1 βi converge to finite real numbers and

f (a; z) = eγ z

∏∞
i=1(1 + αiz)∏∞
j=1(1 − βjz)

.

We will prove the easy half of Edrei’s theorem: that if f (a; z) is of the form
given, then a is a Pólya frequency sequence. The converse is much more diffi-
cult. We begin with methods for constructing new Pólya frequency sequences

20 Much work has been done on Pólya frequency sequences. See Brenti (1989) for a
combinatorial perspective.

21 Edrei (1952). In the paper Aissen et al. (1952), the authors proved Theorem 6.9.1, with the
weaker condition that

f (a; z) = eh(z)

∏∞
i=1(1 + αiz)∏∞
j=1(1 − βj z)

,

where eh(z) is an entire function and the generating function of a Pólya frequency sequence.
Edrei showed, using Nevanlinna theory, that we can take h(z) = γ z.
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from existing Pólya frequency sequences. The first result gives algebraic con-
structions.

6.9.2. Lemma. Let f (a; z) and f (b; z) be the generating functions of Pólya fre-
quency sequences a and b. Then the power series f (a; z)f (b; z) and 1/f (a; −z)
are generating functions of Pólya frequency sequences.

Proof. The fact underlying this lemma is the isomorphism between the algebra
of formal power series and the algebra of �-matrices (See Exercise 4.1.3).
Let c be the sequence of the product f (a; z)f (b; z). Then by an easy formal
calculation,

�(c) = �(a)�(b).

Since �(a) and �(b) are totally nonnegative, �(a)�(b) is totally nonnegative
by Theorem 6.6.8. Hence c is a Pólya frequency sequence.

Since a0 �= 0, the matrix �(a) is invertible and its inverse is also a �-
matrix. By Theorem 6.6.9, Ã−1, where Ã is the �-matrix for the sequence
a0,−a1, a2,−a3, . . . , is totally non-negative. But

f (a0,−a1, a2, . . . ; z) = a0 − a1z + a2z
2 − · · · = f (a; −z).

Hence, 1/f (a; −z) is the generating function for the Pólya frequency sequence
whose �-matrix is Ã−1. �

The next result gives an analytic construction.

6.9.3. Lemma. Suppose that for 0 ≤ j < ∞, the sequences a0j , a1j , a2j , . . .

are Pólya frequency sequences, and for each i, 0 ≤ i < ∞, the limits
limj→∞ aij exist. Let

ai = lim
j→∞

aij .

Then the sequence a0, a1, a2, . . . is a Pólya frequency sequence.

Proof. To prove the first part, observe that the determinant of a given finite
submatrix is continuous in the entries. Thus, a sequence of nonnegative minors
converges to a nonnegative minor. �

The next proposition shows how to construct all Pólya frequency sequences
starting with the simplest ones.

6.9.4. Proposition.
(a) If α > 0, then the sequence 1, α, 0, 0, . . . is a Pólya frequency sequence.



P1: KAE

chapter-06 cuus456-Kung 978 0 521 88389 4 November 12, 2008 15:37
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(b) If αi > 0, then the product

(1 + α1z)(1 + α2z) · · · (1 + αnz)

is the generating function of a Pólya frequency sequence.
(c) In particular, if 1, α1, α2, α3, . . . is an infinite sequence of nonnegative

real numbers such that the sum
∑∞

i=0 αi converges, then

∞∏
i=1

(1 + αiz),

is the generating function of a Pólya frequency sequence.
(d) Let γ be a positive real number. Then eγ z is the generating function of a

Pólya frequency sequence.
(e) Let β be a positive real number. Then

1

1 − βz

is the generating function of a Pólya frequency sequence.
(f) If 1, β1, β2, β3, . . . is an infinite sequence of nonnegative real numbers

such that the sum
∑∞

i=0 βi converges, then

∞∏
i=1

1

1 − βiz

is the generating function of a Pólya frequency sequence.

Proof. The �-matrix A of 1, α, 0, 0, 0 is the matrix having diagonal entries 1,

superdiagonal entries α, and all other entries zero. Using this, the proof of (a)
is an easy induction.

By (a), 1 + αz is the generating function of a Pólya frequency sequence.
Part (b) follows from Lemma 6.9.2.

From calculus, if the infinite sum
∑∞

i=0 αi converges, then the infinite prod-
uct

∏
i≥1(1 + αiz) converges to a power series f (z) and the coefficients of the

finite partial products

n∏
i=1

(1 + αiz)

converge to the coefficients of f (z). Since the coefficients of each partial prod-
uct form a Pólya frequency sequence, Lemma 6.9.3 implies that the coefficients
of f (z) form a Pólya frequency sequence.
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To prove (d), note that for every positive integer j, (1 + γ z/j )j is the
generating function of a Pólya frequency sequence. Hence, as

lim
j→∞

(
1 + γ z

j

)j

= eγ z,

eγ z is the generating function of a Pólya frequency sequence.
Finally, let A = �(1, β, β2, β3, . . .). Let I and J be subsets of {0, 1, 2, . . .}

and let i1, i2, . . . , ik and j1, j2, . . . , jk be their elements in increasing order.
Since the ij -entry in A equals βj−i if j ≥ i and 0 otherwise,

det A[I |J ] = β
∑n

k=1(jk−ik) det B[I |J ],

where B is the matrix with all entries equal to 1 on or above the diagonal and 0
below the diagonal. It is easy to check that det B[I |J ] = 1 if and only if I = J.

We conclude that �(1, β, β2, β3, . . .) is totally nonnegative.
Part (f) can be proved by the same continuity argument used to prove (d).

�

Proposition 6.9.4 completes the proof of the easy half of Edrei’s theorem. Edrei
theorem has the following corollary, which unites the two themes, roots of
polynomials and positivity of matrices, of this chapter.

6.9.5. Corollary. All the zeros of the polynomial 1 + a1z + a2z
2 + · · · + anz

n

are real negative numbers if and only if the sequence 1, a1, a2, . . . , an, 0, 0, . . .

is a Pólya frequency sequence.

One implication of the corollary is a special case of a theorem of Schoenberg.
Let k be a positive integer. A sequence a is k-positive if all the minors of

size k or less in the matrix �(a) are nonnegative. For example, a sequence a is
1-positive if and only if all its terms are nonnegative. A sequence a0, a1, . . . , an

is 2-positive if and only if if ai > 0 on an finite or infinite interval {i: s < i < t}
of integers (so that s may be −∞ and t may be ∞) and zero elsewhere, and the
subsequence of positive terms is logarithmically concave; that is, ai+1ai−1 ≤ a2

i

for s < i < t. A characterization of k-positivity is not known. The best result
is the following necessary condition. We shall be working with complex zeros
and i = √−1.

6.9.7. Schoenberg’s theorem.22 Let 1, a1, . . . , an, 0, 0, . . . be a k-positive
sequence and

f (z) = 1 + a1z + a2z
2 + · · · + anz

n.

22 Schoenberg (1952).
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Then f (z) has no zeros z in the sector

{z: |arg z| < kπ/(n + k − 1)}.
To prove Schoenberg’s theorem, we need the following lemma.

6.9.8. Lemma. Let A be an m × n matrix and B be a p × q matrix. If A and
B are totally nonnegative, then the (m + p) × (n + q − 1) matrix

A � B =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1,1 · · · a1,n−1 a1,n 0 · · · 0
...

. . .
...

...
...

. . .
...

am,1 · · · am,n−1 am,n 0 · · · 0

0 · · · 0 b1,1 b1,2 · · · b1,q

...
. . .

...
...

...
. . .

...

0 · · · 0 bp,1 bp,2 · · · bp,q

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is totally nonnegative.

Proof. If A and B are totally nonnegative, then so is the matrix(
A 0
0 B

)
.

The matrix A � B can be obtained by adding column n + 1 to column n and
then deleting column n + 1. By Lemma 6.5.1, A � B is totally nonnegative.

�

Let A be the k × (n + k) matrix defined by

A =

⎛⎜⎜⎜⎝
a0 a1 a2 . . . an 0 0 . . .

0 a0 a1 a2 . . . an 0 . . .

. . .
. . .

. . .
. . .

. . .

0 . . . 0 a0 a1 a2 . . . an

⎞⎟⎟⎟⎠ .

The assumption that the sequence a0, a1, a2, . . . , an is k-positive implies that
the matrix A is totally nonnegative.

Let z be a zero of the polynomial f (z). If z is real and negative, then the
theorem holds. Since ai ≥ 0 for all i, z is not a nonnegative real number. Hence,
we may assume that

z = reiθ , r > 0 and 0 < |θ | < π.

We need to show that |θ | ≥ kπ/(n + k − 1).
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For any positive integer N, let MN be the matrix

A � A � · · · � A︸ ︷︷ ︸
N copies

.

In particular, MN has size s × t, where s = Nk and t = N (m + k) − N + 1.

By Lemma 6.9.8, MN is totally nonnegative, and by Motzkin’s theorem (6.8.3),
it is variation-decreasing. In addition, since its rows are independent, MN has
rank Nk.

Let �x be the vector whose j th coordinate xj is the imaginary part of zj ; that
is,

xj = Im(zj ) = rj sin jθ.

The number v of sign changes in the sequence x0, x1, x2, . . . , xn can be easily
determined. Indeed, the arguments of x0, x1, x2, . . . increase stepwise by θ and
v equals the number of times the sequence x0, x1, x2, . . . crosses the real axis
from the upper to the lower half-plane or the other way around. Hence,

Var−((x0, x1, . . . , xn)) ≤ �nθ/π� .

This may be an inequality because nθ may be a multiple of π.

On the other hand, f (z) = 0 implies that zi + a1z
i+1 + a2z

i+2 + · · · +
anz

i+n = 0 for all nonnegative integers i. Taking the imaginary part, we deduce
that for all positive integers N greater than n,

MN (x0, x1, . . . , xt−1)T = 0.

Since the rows of MN are linearly independent, we can perturb the coordinates
xi by small values to new values x ′

i in such a way that MN (x ′
0, x

′
1, . . . , x

′
t−1)T

is a vector whose coordinates are all nonzero and alternate in sign. Thus,

Var−(MN (x ′
0, x

′
1, . . . , x

′
t−1)) = Nk − 1.

On the other hand, provided that the differences |x ′
i − xi | are sufficiently small,

Var−((x ′
0, x

′
1, . . . , x

′
t−1)) ≤ Var−(�x) + 1.

As MN is variation-decreasing,

Nk − 1 = Var−(MN (x ′
0, x

′
1, . . . , x

′
t−1)) ≤ Var−((x ′

0, x
′
1, . . . , x

′
t−1)).

Combining all the inequalities, we have

Nk − 1 ≤ Var−(�x) + 1 ≤
⌊

N (n + k − 1)θ

π

⌋
+ 1
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and, in particular,

Nk − 1 ≤ N (n + k − 1)θ

π
+ 1.

This inequality holds for all integers N greater than n. Dividing by N and
letting N go to infinity, we finally obtain

k ≤ (n + k − 1)θ

π
,

an inequality equivalent to the inequality asserted. �

Exercises

6.9.1. Define the central Gaussian coefficients [n, ν; θ ] by [n, 0; θ ] = 1 and for
ν ≥ 1,

[n, ν; θ ] = sin nθ sin(n − 1)θ · · · sin(n − ν + 1)θ

sin νθ sin(ν − 1)θ · · · sin θ
.

Let

Pn(z) =
n∑

ν=0

[n, ν; θ ]zν.

(a) Show that Pn(z) = ∏n−1
ν=0(z + ei(n−1−2ν)θ ).

(b) Show that

det([n,m + s − t ; θ ])0≤s,t≤ν] = [n,m; θ ][n + 1,m; θ ][n + ν − 1,m; θ ]

[m,m; θ ][m + 1,m; θ ][m + ν − 1,m; θ ]
.

(c) Show that the sequence [n, 0; θ ], [n, 1; θ ], [n, 2; θ ], . . . , [n, n; θ ], 0, 0,

. . . is k-positive if 0 ≤ θ ≤ π/(m + k − 1).
(d) Show that if θ = π/(n + k − 1), then Pn(z) has a zero on the half-line

{z: arg z = π/(n + k − 1)} and another zero on {z: arg z = −π/(n + k − 1)}.
(e) Using (a) and (d), show that the upper bound of π/(n − k + 1) in Schoen-

berg’s theorem is sharp.
6.9.2. (Research problem) Find an algebraic proof, perhaps using Witt vec-

tors, of Edrei’s theorem.
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Chapter 1

1.1.1. Both inequalities can be proved given a little patience. One can also use
Whitman’s algorithm, described in Exercise 1.3.8.

1.1.2. In the diamond M5,

x ∧ (y ∨ z) = x ∧ M = x, (x ∧ y) ∨ (x ∧ z) = m.

In the pentagon N5,

y ∧ (x ∨ z) = y ∧ M = y, (y ∧ x) ∨ (y ∧ z) = x ∧ z = m.

Hence, the two sublattices give counterexamples to the distributive axioms.
To prove the converse, suppose that there are elements x, y, z in L such that
x ∧ (y ∨ z) �= (x ∧ y) ∨ (x ∧ z) and x > z. Then m = x ∧ y, M = y ∨ z, a =
(x ∧ y) ∨ z, b = x ∧ (y ∨ z), and c = y form a sublattice isomorphic to the
pentagon. To prove closure under meets and joins, use Exercise 1.1.1.

We may now assume that (∗) for all x, y, z such that x ≥ z, x ∧ (y ∨ z) =
(x ∧ y) ∨ (x ∧ z). Let x, y, z satisfy x ∧ (y ∨ z) �= (x ∧ y) ∨ (x ∧ z). From
x, y, z, define

m = (x ∧ y) ∨ (y ∧ z) ∨ (z ∧ x),
a = (x ∧ y) ∨ [(x ∨ y) ∧ z],
b = (y ∧ z) ∨ [(y ∨ z) ∧ x],
c = (z ∧ x) ∨ [(z ∨ x) ∧ y],

M = (x ∨ y) ∧ (y ∨ z) ∧ (z ∨ x).

By (∗), we can assume x �≥ z to show that these five elements are distinct and
closed under meets and joins.

1.1.3. This is easy if one is prepared to use Exercise 1.1.2.

324
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1.1.5. Observe that [x, 0̂, z] = x ∧ z and [x, 1̂, z] = x ∨ z. A study of n-ary
operations on Boolean algebras can be found in Post (1921), reprinted in Davis
(1994).

1.1.7. Use the interpretation a|b = ac ∧ bc, so that, for example, a|a = ac and
Axiom Sh1 says that (ac)c = a. There is a complementary version, the “double
stroke,” defined by a‖b = ac ∨ bc. It might be amusing to write down a set of
axioms for Boolean algebras using ‖.
1.2.1. For each element x, let I (x) be the intersection of all open sets containing
x. Thus, I (x) is the minimum open set containing x. Then x ≤ y if and only
if y ∈ I (x) defines a partial order. Conversely, the collection of unions and
intersections of the principal ideals I (x), x ∈ P, is a T0-topology.

1.2.2. (a) Let Li be the linear extension

A1, A2, . . . , Ai−1, Ai+1, . . . , An, Bi, Ai, B1, B2, . . . , Bi−1, Bi+1, . . . , Bn.

Then Sn = ⋂
Li , and hence the order dimension of Sn is at most n.

Now suppose that Sn = L1 ∩ L2 ∩ · · · ∩ Ls. Since Ai and Bi are incompara-
ble, there is at least one index j, 1 ≤ j ≤ s, such that Bi < Ai in Lj . For each
index i, 1 ≤ i ≤ n, let H (i) be the (nonempty) set {j : Bi < Ai in Lj }. The
sets H (i) are pairwise disjoint. To prove this, suppose that t ∈ H (i) ∩ H (j ),
where i �= j. Then

Bi <Lt
Ai <Sn

Bj <Lt
Aj <Lt

Bi,

a contradiction. It follows that s ≥ n.

1.2.3. (a) Let L1, L2, . . . , Ln be linear extensions of P × Q intersecting to P ×
Q. Then those extensions Li such that (0̂P , 1̂Q) < (1̂P , 0̂Q), suitably restricted,
give a set of extensions of P intersecting to P.

(b) This requires an intricate argument. An exposition is in Trotter (1992,
p. 41).

1.2.4. (b) Observe that if f : P → 〈n〉 is an order-preserving map, then f (x) ≤
f (y), f (y) ≤ f (x), or f (x) = f (y).

1.2.5. (e) We will show that Q satisfies the finite basis property. Let F be a
filter and let a be an element in F. Then F\F (a) is a filter in Q\F (a), and by
hypothesis, there is a finite basis B for F\F (a) in Q\F (a). The set B ∪ {a} is
a finite basis for F in Q.

(f) We will show that the infinite-nondecreasing-subsequence condition
holds in P × Q. Let ((pi, qi))1≤i<∞ be an infinite sequence in P × Q. Then
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there exists an infinite nondecreasing subsequence (pi)i∈I in (pi)1≤i<∞ and an
infinite nondecreasing subsequence (qi)i∈J in the infinite sequence (qi)i∈I .

The subsequence ((pi, qi))i∈J is an infinite nondecreasing subsequence of
((pi, qi))1≤i<∞.

(g) We use a Gröbner basis argument. (An excellent introduction to Gröbner
bases can be found in Cox et al., 1992, chapter 2.)

The lexicographic order Lex is the following linear extension of the n-fold
product N × N × · · · × N: (a1, a2, . . . , an) <Lex (b1, b2, . . . , bn) if for some
index i, a1 = b1, a2 = b2, . . . , ai−1 = bi−1, and ai < bi. Order the monomials
in F[x1, x2, . . . , xn] by

x
a1
1 x

a2
2 · · · xan

n ≤Lex x
b1
1 x

b2
2 · · · xbn

n whenever
(a1, a2, . . . , an) ≤Lex (b1, b2, . . . , bn).

(Other orderings of monomials will also work.) The leading monomial LM(f )
of a polynomial f (x1, x2, . . . , xn) is the maximum monomial occurring in f

with a nonzero coefficient. If I is an ideal, let LM(I ) be the monomial ideal gen-
erated by all the monomials LM(f ), where f is a polynomial in I. By Dickson’s
lemma, there exist finitely many monomials LM(g1), LM(g2), . . . , LM(gt )
generating LM(I ). The last step is to show that I is generated by
g1, g2, . . . , gt . Suppose that f ∈ I. Then there are polynomials ai such
that

LM(f ) =
t∑

i=1

aiLM(gi).

Then

LM

(
f −

t∑
i=1

aigi

)
<Lex LM(f ).

Repeating this, we obtain polynomials bi such that

LM

(
f −

t∑
i=1

bigi

)
<Lex LM(gi)

for every gi. Since the “remainder” f − ∑t
i=1 bigi is in the ideal I, this implies

that it is equal to zero and f = ∑t
i=1 bigi .

(h) The function

Seq(Q) → Set(Q), (a1, a2, . . . , am) �→ {a1, a2, . . . , am}
is an order-preserving map. Thus, by (d), it suffices to show that Seq(Q) is a
well-quasi-order.
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The following proof is similar to the proof in Haines (1968). We will write
a finite sequence in Q as a word x1x2 · · · xm, where xi ∈ Q.

We shall do a double induction: an outer induction on Q and an inner induc-
tion on Seq(Q). The inner induction requires yet another induction argument.
By the ascending chain condition for filters, we may do (finite) induction on
filters for the outer induction. The theorem holds if Q is a one-element (well)-
quasi-order and the induction can start. For the induction step, suppose that Q

is a well-quasi-order such that Seq(Q\F (a)) is well-quasi-ordered for every
element a in Q.

For the inner induction, we use the induction principle in (e). It
suffices to show that for every sequence x1x2 · · · xm in Seq(Q), the
complement Seq(Q)\F (x1x2 · · · xm) satisfies the infinite-non-decreasing-
subsequence condition. Let (wi)1≤i<∞ be an infinite sequence of words in
Seq(Q)\F (x1x2 · · · xm). We argue by induction on the length m. If m = 1,

then x1 ∈ Q and (wi)1≤i<∞ is a sequence in Seq(Q\F (x1)). Hence, by the
outer induction, (wi)1≤i<∞ has an infinite nondecreasing subsequence.

Returning to the inner induction, consider an infinite sequence (wi)1≤i<∞
of words in Seq(Q)\F (x1x2 · · · xm). We may assume that for 1 ≤ i ≤ m,

Seq(Q)\F (xi) are well-quasi-orders. Further, we may assume that every
word wi in the sequence is contained in Seq(Q)\F (x1x2 · · · xm), but not in
Seq(Q)\F (x1x2 · · · xm−1). (To see why we may assume this, suppose there
are an infinite number of words wi, i ∈ J , such that x1x2 · · · xm−1 �≤ wi. Then
(wi)i∈J is an infinite sequence in Seq(Q)\F (x1x2 · · · xm−1). By the inner in-
duction, (wi)i∈J has an infinite nondecreasing subsequence and we are done.
Hence, there are only a finite number of words wi in Seq(Q)\F (x1x2 . . . xm−1).
These words can be deleted from (wi)1≤i<∞.)

Thus, for every index i, x1x2 · · · xm−1 ≤ wi ; that is,

wi = wi1xi1wi2xi2 · · · wi,m−1xi,m−1wim,

where for 1 ≤ j ≤ m − 1, xj ≤ xij , and wij is a subword of wi such that
xj �≤ wij .

To finish the proof, we construct an infinite nondecreasing subsequence
in (wi)1≤i<∞. To start, the sequence (wi1)1≤i<∞ is an infinite sequence in
Seq(Q\F (x1)) and hence contains an infinite subsequence (wi1)i∈J0 . Next, con-
sider the infinite subsequence (xi1)i∈J0 , which is an infinite sequence in Q. Thus,
it has an infinite nondecreasing subsequence (xi1)i∈J1 , where J1 ⊆ J0. Continu-
ing, we obtain an infinite nondecreasing subsequence (wi2)i∈J2 , where J2 ⊆ J1,

and then an infinite nondecreasing subsequence (xi2)i∈J3 , where J3 ⊆ J2. Con-
tinuing this, we obtain an infinite nondecreasing subsequence (wim)i∈J2m

, where
J0 ⊇ J1 ⊇ J2 ⊇ · · · ⊇ J2m. The last index set gives an infinite nondecreasing
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subsequence (wi)i∈J2m
in (wi)1≤i<∞. This completes the induction and the the-

orem follows.
This proof generalizes to the more general theorem of Higman alluded to in

the text. A different proof can be found in the paper of Higman.
(i) We use an ingenious argument of Nash-Williams. Suppose that there is a

bad sequence in T , that is, an infinite sequence (Ti) of trees such that for any
two indices i and j with i < j, Ti �≤ Tj . Choose a tree T1 such that T1 is the
first term of a bad sequence and |V (T1)|, the number of vertices in T1, is as
small as possible. Next choose T2 such that T1, and T2 are the first two terms
of a bad sequence and |V (T2)| is as small as possible. Continue this to obtain
an infinite bad sequence (Ti)1≤i<∞.

When the root is removed from a rooted tree T , one obtains a set of disjoint
subtrees. These subtrees can be rooted at the successor to the original root. The
rooted subtrees obtained in this way are the principal branches of T . Let Bi be
the set of principal branches of Ti and let B = ⋃∞

i=1 Bi.

We will show that B is well-quasi-ordered. Suppose (Ri)1≤i<∞ is an
infinite sequence in B. Let k be the minimum integer such that one of
the terms, Rh, say, is in Bk. Then, for all i, |V (Ri)| < |V (Tk)|, and for
1 ≤ j ≤ k − 1 and all i, Tj �≤ Ri. By the choice of (Ti), the sequence
T1, T2, . . . , Tk−1, Rh, Rh+1, Rh+2, . . . is not a bad sequence. Since Ti �≤ Tj

(obviously) and Ti �≤ Rj (otherwise, Rj ≤ Tl, where Tl is a tree in which Rj oc-
curs as a principal branch, and hence, Ti ≤ Tl), we have, for some i and j, i < j

and Ri ≤ Rj .

By Higman’s lemma, Set(B) is a well-quasi-order. Thus, looking at the
infinite sequence (Bi)1≤i<∞, we conclude that there exist i and j, i < j and
Bi ≤ Bj . It follows that Ti ≤ Tj , a contradiction. We conclude that T is a
well-quasi-order.

(j,k) The proof is based on a difficult graph-theoretic result: if a graph
does not contain a complete graph Km as a minor, then it admits a treelike
decomposition into small pieces. This is proved in a series of papers, the
crowning paper being Robertson and Seymour (2004). The matroid minor
project is an ongoing project (in 2008) to extend the graph minor theorem to
matroid minors. See, for example, Geelen et al. (2006).

1.3.1. If L is complete, let

a =
∨

{b: b ∈ L and b ≤ f (b)}.

Then f (a) = a.

To prove the converse, suppose L is not complete. Then using Zorn’s lemma,
one can construct a descending chain C with no infimum in which every
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ascending chain has a supremum. Let C∗ = {y: y ≤ x for all x in C}. Using
Zorn’s lemma again, there exists an ascending chain D in which every descend-
ing chain has an infimum. The sets C∗ and D may be empty. By construction,
there is no element x in L such that c ≥ x ≥ d for all pairs c ∈ C and d ∈ D.

If x ∈ L, let

C(x) = {c: c ∈ C, x �≤ c} and D(x) = {d: d ∈ D, x �≥ d}.

At least one of the sets C(x) or D(x) is nonempty . Define a function f : L → L

by setting f (x) to be the supremum of C(x) if C(x) �= ∅ and the infimum of
D(x) if C(x) = ∅. For each x, either x �≤ f (x) or x �≥ f (x). Thus, f has no
fixed point. A case analysis shows that f is order-preserving.

1.3.2. The supremum of a subset A equals

inf{x: x ≥ a for all a in A}.

The set of upper bounds of A is nonempty since it contains 1̂.

1.3.4. (a) If j ∈ J (L), let m(j ) = min{x: x ∈ C, x ≥ j}. Then m : J (L) →
C\{0̂} is a bijection. To show injectivity, suppose m(h) = m(j ) for two join-
irreducibles. Let y be the element in C covered by m(h). Then h ∨ y = m(h) =
m(j ) = j ∨ y and, by distributivity, h = h ∧ (j ∨ y) = (h ∧ j ) ∨ (h ∧ y). This
implies that h ≤ h ∧ j or h ≤ h ∧ y. If the latter occurs, then h ≤ y, contra-
dicting m(h) > y. Hence, h ≤ j. Reversing the roles of h and j, we also have
j ≤ h, allowing us to conclude that h = j and m is injective.

(b) Let j be a join-irreducible, j∗ be the unique element covered by j, M be
the set of meet-irreducibles containing j, and M∗ be the set of meet-irreducibles
containing j∗. Then M∗\M contains a single element m(j ).

1.3.7. (b) Let x ′ = j2 ∨ j3 ∨ · · · ∨ jm. Then x = x ′ ∨ j1. By irredundancy,
x > x ′; hence, x is a join-irreducible in {y: y ≥ x ′}. Let x∗ be the element
covered by x in {y: y ≥ x ′}. Suppose for all i, 1 ≤ i ≤ l, x ′ ∨ hi �= x. Then
x ′ ∨ hi ≤ x∗ < x. It follows that h1 ∨ h2 ∨ · · · ∨ hl ≤ x∗ < x, a contradiction.
We conclude that x ′ ∨ hi = x for some i, as required.

1.3.8. (a) Define φ(xi) = ai and extend φ so that φ is a lattice homomorphism.
(c) Let α1(x1, x2, . . . , xm) = β1(x1, x2, . . . , xm) and α2(x1, x2, . . . , xn) =

β2(x1, x2, . . . , xn) be two identities. Then, it is not hard to show that

α1(x1, x2, . . . , xm) ∧ α2(xm+1, xn+2, . . . , xm+n)
= β1(x1, x2, . . . , xm) ∧ β2(xm+1, xm+2, . . . , xm+n)

holds in a lattice L if and only if α1 = β1 and α2 = β2 both hold in L.
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1.3.10. (c) If y1 and y2 are complements of y, then y2 ∧ y = 0̂, and hence, by
Pierce’s property, y2 ≤ y1. Similarly, y1 ≤ y2. Altogether, y1 = y2.

(d) By (c), L has unique complements. For an element z in L, let zc be
the unique complement of z. Taking complements is order-reversing. (To see
this, suppose that x ≤ y but yc �≤ xc and then by Pierce’s property, yc ∧ y ≥
yc ∧ x �= 0̂, a contradiction.) It follows that (xc)c = x.

Next, we show that L satisfies De Morgan’s law; that is, (x ∨ y)c = xc ∧ yc.

Since x ∨ y ≥ x and complementation reverses order, (x ∨ y)c ≤ xc. Hence,
(x ∨ y)c ≤ xc ∧ yc. In addition, xc ∧ yc ≤ xc and (xc ∧ yc)c ≥ x. Hence,
(xc ∧ yc)c ≥ x ∨ y and, taking complements, xc ∧ yc ≤ (x ∨ y)c.

Finally, we show that L is distributive. By Exercise 1.1.1, it suffices to prove

(x ∧ y) ∨ (x ∧ z) ≥ x ∧ (y ∨ z).

We argue by contradiction. Let u = (x ∧ y) ∨ (x ∧ z) and v = x ∧ (y ∨ z).
Suppose u < v. Then by Pierce’s property applied to uc, uc ∧ v �= 0̂. Let
t = uc ∧ v. By the lattice axioms, t ∧ y = 0̂ and t ∧ z = 0̂. Using Pierce’s
property twice, t ≤ yc and t ≤ zc, and hence, t ≤ yc ∧ zc. By De Morgan’s law,
proved earlier, t ≤ (y ∨ z)c. However, t ≤ v = x ∧ (y ∨ z) ≤ y ∨ z. Hence,
t ≤ (y ∨ z)c ∧ (y ∨ z) = 0̂, a contradiction.

(e) If L is modular and has unique complements, then it is easy to prove that
x ∧ y = 0̂ implies x ≤ yc and x < y implies x ∨ (xc ∧ y) = y. By Exercise
1.1.2, if L is not distributive, it has a sublattice isomorphic to the diamond, and
using the two preliminary results, we can obtain a contradiction.

(f) This exercise follows easily from McLaughlin’s theorem (see Exercise
3.4.2).

(h) We sketch Dilworth’s proof. (Shorter proofs have been found.) Begin
with any lattice L0. Construct a free lattice L1 with a unary operator with L0 as
sublattice. If the unary operator ·∗ is complementation, then it is reflexive; that
is, a∗∗ = a. Selecting a suitable sublattice L2 of L1, obtain a free lattice with
a reflexive unary operator containing L0 as a sublattice. Take a homomorphic
image L3 of L2 so that the reflexive unary operator becomes complementation.
This will produce a unique complement for each element.

1.3.11. (c) The maximum is [0̂ → 0̂]. To show one of the distributive axioms,
suppose that a ∧ (b ∨ c) ≤ x. Then b ∨ c ≤ [a → x]; that is, b ≤ [a → x] and
c ≤ [a → x]. These inequalities imply that a ∧ b ≤ x and a ∧ c ≤ x, which
in turn, imply, that (a ∧ b) ∨ (a ∧ c) ≤ x.

1.4.1. This is a philosophical problem. R. Dedekind used this property as the
definition of finiteness.
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1.4.5. (a) Since �(B, S) has a maximum, it suffices to show that meets exist.
Let A1 and A2 be antichains partitioning B and A1 ∧ A2 be the collection of
maximal subsets in the order-ideal I (A1) ∩ I (A2). The antichain A1 ∧ A2 is
the meet of A1 and A2 in the partial order of all antichains in 2S.

We will show that A1 ∧ A2 partitions B. Let B ∈ B and Ai be the unique
subset in Ai containing B. Suppose that B ⊆ C and C ∈ I (A1) ∩ I (A2). Since
C ∈ I (A1), there exists C1 ∈ A1 such that C ⊆ C1. Since B ⊆ C ⊆ C1, this
implies C1 = A1. Similarly, C ⊆ A2. Hence, C ⊆ A1 ∩ A2. However, A1 ∩
A2 ∈ I (A1) ∩ I (A2) and B ⊆ A1 ∩ A2. Hence, A1 ∩ A2 is the unique maximal
subset in I (A1) ∩ I (A2) containing B.

(c) Let σ be an n-partition not equal to the minimum, the n-partition of
all n-element subsets of S, and σ ′ be the subcollection of subsets in σ with
at least n + 1 elements. Let M be a maximal subset such that |M| ≥ n and
|M ∩ T | ≤ n for every T ∈ σ and τ be the n-partition consisting of the set M

and all n-element subsets in the complement S\M. Then it is not hard to show
that τ is a complement of σ.

(d) Let S be a sufficiently large set of points. Represent each point pi

of L by a line �i with a sufficiently large number of points in S, so that
�i ∩ �j = ∅ if pi �= pj . We can now add points and 3-point lines so that
line-closure simulates joins in L. For example, suppose p5 ≤ p1 ∨ p2 ∨ p3 ∨
p4 and p5 �≤ pi ∨ pj ∨ pk, i, j, k ∈ {1, 2, 3, 4}. We add the new points yα

i and
put them on the following 3-point lines, where the upper index α always ranges
from 1 to 4:

{xα
1 , xα

2 , yα
2 }, where xα

1 ∈ �1, xα
2 ∈ �2,

{yα
2 , xα

3 , yα
3 }, where xα

3 ∈ �3

{yα
3 , xα

4 , yα
4 }, where xα

4 ∈ �4,

{y1
4 , y2

4 , x12}, {y3
4 , y

4
4 , x34}, where x12, x34 ∈ �5.

These 3-point lines would put �5 is the line-closure of �1, �2, �3, �4 but would
not introduce any other closure relations.

(d) This requires a complicated bookkeeping argument (see Hartmanis,
1956).

1.4.7. Recall from group theory that |HK| = |H ||K|/|H ∩ K|.

1.5.1 (c) Observe that R ◦ R−1 and R−1 ◦ R are symmetric and transitive.

1.5.4. Let P be a partial order on {1, 2, . . . , n}. Let i be the minimal element
in P with the smallest label, Fi = {x: x > i}, and P \{i} the partial order
on {1, 2, . . . , i − 1, i + 1, . . . , n}. Then P �→ (i, P \i, Fi) is an injection. We
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conclude that

q(n) ≤ n2n−1q(n − 1).

The upper bound now follows by induction. To prove the lower bound, observe
that a relation R : S → X gives a partial order (usually of rank 2). Just put S

“below” X.

Chapter 2

2.1.1. (a) There are many elementary proofs. One way is to find a “rook tour”
of the chessboard where one steps from one square to an adjacent square, going
through every square exactly once and ending at the starting square.

(b) The answer is “almost always” and the exceptions can be described
precisely.

2.1.2. If π is a permutation of {1, 2, . . . , n}, let

	(π ) =
n∑

i=1

d(ai, bπ(i)),

where d(a, b) is the distance between the points a and b. Consider a permutation
π0 at which 	(π0) is minimum.

2.2.2. Let R1, R2, . . . , Ri be the right cosets and L1, L2, . . . , Li be the left
cosets of H in G. Define the relation I : {R1, R2, . . . , Ri} → {L1, L2, . . . , Li}
by the following condition:

(Rj ,Lk) ∈ I whenever Rj ∩ Lk �= ∅.

Using the fact that the collections {Rj } and {Lk} of cosets partition G, show
that I satisfies the Hall condition.

2.3.1. One way is to show that a bipartite graph minimal under edge-deletion
with respect to having a partial matching of size τ is a graph consisting of τ

disjoint edges and isolated vertices. This proof appeared in Lovász (1975).

2.3.2. Use induction and the matrix submodular inequality in Section 2.8.

2.3.3. It is easier to prove a more general result first. Let p(X1, X2, . . . , Xn)
be a multilinear polynomial; that is, each variable Xi occurs at most once in
each monomial in p(X1, X2, . . . , Xn). Then p = p1p2 if and only if there is a
partition of {1, 2, . . . , n} into two subsets A and B such that p1 is a multilinear
polynomial in the variables Xi, i ∈ A, and p2 is a multilinear polynomial in
the variables Xi, i ∈ B.
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2.4.1. Parts (b) and (c) are difficult theorems due to J. Edmonds and G.-C.
Rota. Their proofs require some matroid theory. An account can be found
in the books by Crapo and Rota (1970), and Oxley (1992). The theory of
submodular functions and their polyhedra can be viewed as a generalization of
matching theory. A key paper is Edmonds (1970).

2.4.6. Use the Binet–Cauchy theorem.

2.6.4. II. (a) An extreme point in a convex polyhedron in real n2-dimensional
space is determined by n2 linearly independent equations derived from the
constraints. There are at most 2n − 1 linearly independent equations derived
from the row and column sum constraints. Thus, at least (n − 1)2 equations of
the form dij = 0, derived from the nonnegativity constraints, are necessary.

2.6.4. III. Since ‖C‖ = ‖UCUT ‖ for any unitary matrix U,

‖A − B‖ = ‖A0 − UB0U
T ‖,

where A0 is the diagonal matrix diag(α1, α2, . . . , αn), B0 is the diagonal matrix
diag(β1, β2, . . . , βn), and U is an appropriate unitary matrix.

2.6.4. IV. Use the fact that a linear function attains its minimum on a closed
bounded convex set at an extreme point. The linear program can be interpreted
as an assignment problem. Suppose that there are n contractors and n projects
and the ith contractor quotes the (nonnegative) amount cij for doing the j th
project. Since an integer solution exists, the minimum cost can be attained by
giving one project to one contractor, even if it is allowable to divide one project
between more than one contractor.

2.6.4. V. It is easy to show an upper bound of n2 − n + 1 from the first proof of
Birkhoff’s theorem. The stated bound can be proved by first showing that the
dimension of the convex set of doubly stochastic matrices is exactly (n − 1)2

and then applying Carathéodory’s theorem: if C is a convex subset of R
d , then

every point in C is a convex combination of at most d + 1 extreme points. No
constructive proof is known.

2.6.5. Show that a 3 × 3 product of transfers cannot have 2 or 3 zero entries
and construct a 3 × 3 doubly stochastic matrix with 2 zero entries.

2.6.7. Observe that if C is doubly substochastic, then the augmented matrix(
C I − Hr

I − Hc CT

)
,
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where Hr is the diagonal matrix with diagonal entries equal to the row sums
of C and Hc is the diagonal matrix with diagonal entries equal to the column
sums of C, is doubly stochastic.

2.6.10. (a) The result follows from, say, the first proof of Theorem 2.6.1.
However, the following argument is interesting. Suppose that D has a positive
off-diagonal entry but (∗) fails. Consider the matrix Dt defined by

Dt = D + tI

1 + t
.

When t is a nonnegative real number, Dt is a nonidentity doubly stochastic
matrix. Since D fails to satisfy (∗), Dt also fails to satisfy (∗). It follows that

det Dt = (1 + t)−n(d11 + t)(d22 + t) · · · (dnn + t)

and

det(D + tI ) = (d11 + t)(d22 + t) · · · (dnn + t).

Since 1 is always an eigenvalue of a doubly stochastic matrix, we conclude
that one of the diagonal entries of D equals 1. Remove the row and column
containing the diagonal entry 1 to obtain a smaller matrix. By induction, the
smaller matrix is the identity matrix and we obtain a contradiction.

(b) There are two ways to prove this result. The easier way is to use
Theorem 2.6.1. The harder way is to prove it independently using part (a)
and then use it to obtain another proof of Theorem 2.6.1.

2.6.11. A reasonable starting conjecture is that the extreme points of Sn are the
symmetrized permutation matrices, that is, matrices 1

2 (P + P t ), where P is a
permutation matrix. Using the marriage theorem, it is not hard to show that Sn

is the convex closure of the set of symmetrized permutation matrices. However,
not all symmetrized permutation matrices are extreme points. This is due to
the following lemma: if P is the permutation matrix associated with the even
cycle (a1, a2, . . . , a2m−1, a2m) of length 2m, where m > 1, then 1

2 (P + P t ) is
the convex combination

α[ 1
2 (Q1 + Qt

1)] + (1 − α)[ 1
2 (Q2 + Qt

2)],

where Q1 (respectively, Q2) is the matrix associated with the product of m

transpositions (a1, a2)(a3, a4) · · · (a2m−1, a2m) (respectively, (a2m, a1)(a2, a3)
(a4, a5) · · · (a2m−2, a2m−1)). In particular, the symmetrized permutation ma-
trix of a permutation whose cycle decomposition contains an even cycle of
length greater than 2 is not an extreme point. It is not hard to prove that the
other symmetrized permutation matrices are extreme points. Thus, the extreme
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points of Sn are the matrices 1
2 (P + P t ), where P is a matrix associated with

a permutation whose cycle decomposition has no even cycle of size greater
than 2.

2.6.12. This requires a complicated argument (see Hardy et al., 1952, p. 47).

2.6.13. Use the theorem from the theory of Laplace transforms that f (x) is
completely monotonic if and only if

f (x) =
∫ ∞

0
e−xtdµ(t),

where µ is a (nonnegative) measure. First, reduce to the case m = n. Since

log f (x) =
n∑

i=1

[log(x + zi) − log(x + pi)]

=
∫ ∞

0

n∑
i=1

e−xt [e−pi t − e−zi t ]
dt

t
,

it suffices to show that for all t ≥ 0,

n∑
i=1

[e−pi t − e−zi t ] ≥ 0.

This can be done using the analysis argument in the sufficiency proof of
Muirhead’s inequality.

2.6.14. (a) See Section 6.1.
(b) By (a), (a0a2)(a1a3)2(a2a4)3 · · · (ak−1ak+1)k ≤ a2

1a
4
2a

6
3 · · · a2k

k .

(c) This is a difficult theorem and requires some knowledge of Sturm and
Artin-Schreier theory.

2.6.16. (b) Expand the right side formally and observe that every monomial in
the permanent expansion occurs in the expansion.

2.6.16. (c) To prove the inequality, observe that every term in

∑
π

n∏
i=1

ai,π(i) and
∑
π

n∏
i=1

bi,π(i)

also occurs in ∑
π

n∏
i=1

(ai,π(i) + bi,π(i)).
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By Exercise 2.6.4V, an n × n doubly stochastic matrix D is a convex combi-
nation of n2 − n + 1 permutation matrices. Hence,

per (D) ≥
k∑

i=1

per (λiPi) =
k∑

i=1

λn
i ,

where
∑k

i=1 λi = 1, 0 < λi ≤ 1, and k ≤ n2 − n + 1. By elementary argu-
ments, the minimum of

∑k
i=1 λn

i is attained when the numbers are all equal.
Hence,

per (D) ≥
k∑

i=1

(1/k)n = k−(n−1) ≥ (n2 − n + 1)−(n−1).

2.6.17. This was proved by D.I. Falikman and G.P. Egorychev (see, for example,
the survey paper, Egorychev 1996).

2.7.2. There is an elementary induction argument (see Brualdi and Ryser, 1991,
p. 172).

2.7.4. Prove the more general fact that if v be a valuation on S taking real
values, then v+, defined by

v+(A) = (v(A))+ ,

is a supermodular function; that is,

v+(A) + v+(B)) ≤ v+(A ∪ B) + v+(A ∩ B).

Hence, −v+ is a submodular function.

2.7.6. Related work can be found in Converse and Katz (1975).

2.8.1. From the matrix M[T |S], construct the representation matrix [ I | M ],
where I is the identity matrix with rows and columns indexed by T . Then

rank(B,A) = rk(A ∪ (T \B)),

where the rank on the right is the rank of the column vectors in A ∪ (T \B).
The bimatroid inequality now follows easily from the matroid submodular
inequality.
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2.8.2. Let A,B,C,D be subspaces. Then by Grassmann’s equality
(Section 2.4),

dim(A ∩ B ∩ C)
= dim(A ∩ B) + dim(C) − dim((A ∩ B) ∨ C)
≥ dim(A ∩ B) + dim(C) − dim((A ∨ C) ∩ (B ∨ C))
= dim(A ∩ B) + dim(C) − dim(A ∨ C) − dim(B ∨ C) + dim(A ∨ B ∨ C)

and

dim(A ∩ B ∩ C ∩ D)
= dim(A ∩ B ∩ C) + dim(A ∩ B ∩ D) − dim((A ∩ B ∩ C) ∨ (A ∩ B ∩ D))
≥ dim(A ∩ B ∩ C) + dim(A ∩ B ∩ D) − dim(A ∩ B).

Combining two instances of the first inequality (for A,B,C and A,B,D) and
the second inequality,

dim(A ∩ B ∩ C ∩ D)
≥ [dim(C) − dim(A ∨ C) − dim(B ∨ C) + dim(A ∨ B ∨ C)]

+ [dim(D) − dim(A ∨ D) − dim(B ∨ D) + dim(A ∨ B ∨ D)]
+ dim(A ∩ B).

We shall use Grassmann’s equality to eliminate the two terms in this inequality
involving meets in the following way:

dim(A ∩ B) = dim(A) + dim(B) − dim(A ∨ B)

and

dim(C) + dim(D) − dim(C ∨ D) = dim(C ∩ D) ≥ dim(A ∩ B ∩ C ∩ D).

Hence,

dim(C) + dim(D) − dim(C ∨ D)
≥ [dim(C) − dim(A ∨ C) − dim(B ∨ C) + dim(A ∨ B ∨ C)]

+ [dim(D) − dim(A ∨ D) − dim(B ∨ D) + dim(A ∨ B ∨ D)]
+ dim(A) + dim(B) − dim(A ∨ B).

This is a dimension inequality among subspaces involving only ∨. It can be
converted into a rank inequality on subsets involving ∪ using the observation
that in a vector space,

rk(X ∪ Y ) = dim(X ∨ Y ),

where Z is the subspace spanned by Z. Thus, if we take A = X1, B = X2,

C = X3, D = X4 and group terms with the same sign, we obtain Ingleton’s
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inequality. For independence from the submodular inequality, use the nonrep-
resentable Vámos matroid on p. 511 of Oxley (1992).

Chapter 3

3.1.1 Suppose σ is proper. Then PM3 implies that I(σ ) maps any function f in
I(Q) to I(P ). By PM1, I maps the identity δ of I(Q) to the identity of I(P ).
Finally, observe that assuming PM1, condition PM3 is equivalent to PM3′: if
σ (x1) ≤ σ (x2) and y is in the interval [σ (x1), σ (x2)], then there is a unique x

such that x ∈ [x1, x2] and σ (x) = y. Hence,

I(σ )(f ∗ g)(x1, x2) =
∑

y:y∈[σ (x1),σ (x2)]

f (σ (x1), y)g(y, σ (x2))

=
∑

x:x∈[x1,x2]

f (σ (x1), σ (x))g(σ (x), σ (x2))

= [I(σ )(f ) ∗ I(σ )(g)](x1, x2).

Thus, I(σ ) is an A-algebra homomorphism.
Conversely, let σ : P → Q be a function such that I(σ ) : I(Q) → I(P ),

defined by Equation (C), is an A-algebra homomorphism. Since

δ(σ (x1), σ (x2)) = I(σ )(δ)(x1, x2) = δ(x1, x2),

σ is injective. Similarly, applying Equation (C) to the zeta function, σ satisfies
PM2. Finally, suppose y1 = σ (x1), y2 = σ (x2), and y1 ≤ y2. Let y be a fixed
element in [y1, y2]. Then∑

x:x∈[x1,x2]

εy1,y(y1, σ (x))εy,y2 (σ (x), y2)

=
∑

x:x∈[x1,x2]

I(σ )(εy1,y)(x1, x)I(σ )(εy,y2 )(x, x2)

= [I(σ )(εy1,y) ∗ I(σ )(εy,y2 )](x1, x2)

= I(σ )(εy1,y ∗ εy,y2 )(x1, x2)

= [εy1,y ∗ εy,y2 ](y1, y2)

= 1,

and hence PM3 holds.

3.1.2. (a) Since ideals are closed under taking linear combinations, the functions
described are in J. Conversely, suppose f ∈ J and f (x, y) �= 0. Then it follows
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from

εxx ∗ f ∗ εyy = f (x, y)εxy

that εxy ∈ J.

(b) Since

εxu ∗ f ∗ εvy = f (u, v)εxy,

for all f ∈ J, f (u, v) = 0 for all f ∈ J if εxy �∈ J.

(c) Part (b) gives an order-reversing function J �→ zero(J ) from ideals to
order-ideals. If Z is an order-ideal, then define

ideal(Z) = {f : f (x, y) = 0 whenever [x, y] ∈ Z}.
It is routine to check (by writing out the convolution) that J is a (two-
sided) ideal. The proof can be completed by observing that the map Z �→
ideal(Z) is an order-reversing function and J �→ ideal(zero(J )) is the identity
function.

3.1.3 (a) Consider the elementary matrix functions εtt in I(P ). Then
εtt ∗ εtt = εtt and εss ∗ εtt = 0 if s �= t. When t ranges over all the elements
of P, the functions εtt are n pairwise orthogonal idempotents in I(P ). Hence,
IA1 is a necessary condition.

Next, recall that a function f is in the Jacobson radical if and only if
δ − f ∗ g is invertible for every g. Since an upper-triangular matrix is invertible
if and only if all diagonal entries are nonzero, f is in the Jacobson radical if
and only if all the diagonal entries in f are zero. Hence the quotient algebra
I(P )/J (I(P )) is isomorphic to the (commutative) algebra of diagonal matrices.
This shows that IA2 is necessary.

To prove the converse, let e1, e2, . . . , en be n pairwise orthogonal idem-
potents in I. Then, by definition, e2

i = ei and eiej = ej ei = 0. In particular,
the idempotents ei are commuting matrices and we may use the linear algebra
theorem that commuting matrices are simultaneously diagonalizable. Change
basis so that ei is the diagonal matrix with all entries zero except for the ii-entry,
which equals 1. Relative to this basis, let eij be the matrix with all entries zero
except for the ij -entry, which equals 1.

Define a partial order on the set {1, 2, . . . , n} by specifying that i ≤ j

if eij ∈ I. Since ei = eii , the relation is reflexive. Transitivity follows from
eij ejk = eik and the fact that I is closed under matrix multiplication. To show
antisymmetry, suppose that both eij and eji are in I. Since I/J (I) is com-
mutative, the commutator eij eji − ejieij is in J (I), but the commutator equals
ei − ej . Hence, δ − (ei − ej ) is invertible and diagonal, ei − ej = 0, and i = j.
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To finish, check that the function f �→ ∑n
i,j=1 f (i, j )eij , I(P ) → I is an

A-algebra isomorphism.
(b) This follows easily from (a).

3.1.7. Use the elementary matrix functions.

3.1.8. (a) Observe that from a chain C of length i − 2, we can construct exactly(
n−2
i−2

)
multichains whose underlying set is C.

(e) Since Z([c, d]; n) = ζ n(c, d), we have∑
x:0̂≤x≤ϕ(y)

Z([0̂, x]; n)ζQ(x, ϕ(y)) =
∑

x:0̂≤x≤ϕ(y)

ζQ
n(0̂, x)ζQ(x, ϕ(y))

= ζQ
n+1(0̂, ϕ(y))

= Z([0̂, ϕ(y)]; n + 1).

Since ϕ,ψ form a Galois coconnection, x ≤ ψ(y) if and only if ϕ(x) ≤ y.

Hence,

∑
a:a≤y

⎡⎣ ∑
x:ψ(x)=a

Z([0̂, x]; n)

⎤⎦ = Z([0̂, ϕ(y)]; n + 1).

The theorem now follows from Möbius inversion.
(f) Observe that Z(PE ; n) is the number of multichains of P for which every

element is ordered relative to E or, equivalently, strictly ordered relative to
some subset D containing E. Hence, by inclusion–exclusion, the number of
multichains for which every element is strictly ordered relative to ∅ is∑

E:E⊆A

(−1)|E|Z(PE ; n).

Next, consider a multichain with underlying chain C. Extend C to a maximal
chain C+. Since A is a cutset, A ∩ C+ �= ∅ and each element in the original
multichain is ordered relative to the nonempty subset A ∩ C+ of A. Thus, no
multichain is strictly ordered relative to ∅ and the alternating sum is zero. We
can now finish the proof by observing that Z(P∅; n) = Z(P ; n).

(g) From (f), we obtain

µP (0̂, 1̂) =
∑

E:E∈A, E �=∅
(−1)|E|+1µPE

(0̂, 1̂).

Since PE is the union of a principal filter and a principal ideal, Theorem 3.1.7
implies that µPE

(0̂, 1̂) equals 0 if PE �= {0̂, 1̂} and equals −1 if PE = {0̂, 1̂}.
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3.1.9. (a) Regard the entries xij as indeterminates. If f : {1, 2, . . . , n} →
{1, 2, . . . , n}, let

Mon(f ) = x1,f (1)x2,f (2) · · · xn,f (n).

Then

per X =
∑

{Mon(f ): f ({1, 2, . . . , n}) = {1, 2, . . . , n}}
and

n∏
i=1

∑
j : j∈E

xij =
∑

{Mon(f ): f ({1, 2, . . . , n}) ⊆ E}.

Ryser’s formula now follows from inclusion–exclusion.
(b) By means of a Gray code or Hamiltonian cycle on the cube, the terms

in the sum can be calculated one after another, so that we have an algorithm to
compute the permanent using (2n − 1)(n − 1) multiplications, (2n − 2)(n + 1)
additions, and n + 1 space (see Knuth, 1969, pp. 467, 640).

(c) Apply Ryser’s formula to the n × n matrix with the top m rows equal to
the m × n matrix X and the bottom n − m rows all 1s.

3.1.10 (b) Observe that if an automorphism α fixes a spanning s-tuple
(componentwise), then it is the identity. Hence, every s-tuple is in an orbit of
size |Aut(G)|.

(c) This was the motivating application of Theorem 3.1.7. Alternatively, use
the fact that �(G) is the set of “nongenerators” of G.

(d) Use the theorem that if |H | and |K| are relatively prime, then L(H ×
K) = L(H ) × L(K), where the right-hand product is Cartesian product of
lattices.

(e) An s-tuple (g1, g2, . . . , gs) spanning G gives an s-tuple
(Ng1, Ng2, . . . , Ngs) spanning G/N. Thus, it suffices to show that the number
of s-tuples (x1, x2, . . . , xs) spanning G such that xi ∈ Ngi equals φ(G ↓ N ; s).

This follows from the following lemma: let (Ng1, Ng2, . . . , Ngs) be an s-
tuple of cosets and H a subgroup of G. Let C(H ; s) be the number of s-tuples
(x1, x2, . . . , xs) such that xi ∈ Ngi and (x1, x2, . . . , xs) spans a subgroup of
H. Then

C(H, s) =
{ |H ∩ N |s if for all i, H ∩ Ngi �= ∅,

0 otherwise.

To prove the lemma, observe that an s-tuple (x1, x2, . . . , xs) such that xi ∈
Ngi spans a subgroup contained in H if and only if for every i, xi ∈ H ∩ Ngi.
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Therefore,

C(H ; s) = |H ∩ Ng1||H ∩ Ng2| · · · |H ∩ Ngs |.
It is easy to show that |H ∩ Ng| = |H ∩ N |. The lemma now follows.

To finish, we apply Möbius inversion to conclude that the number of s-tuples
(x1, x2, . . . , xs) such that xi ∈ Ngi and (x1, x2, . . . , xs) spans G equals∑

H :H∈L(G)

µ(H,G)C(H ; s). (∗)

The final step is to use the fact that C(H ; s) = 0 unless for all i, Ngi ∩ H �= ∅.

Since (Ng1, Ng2, . . . , Ngs) spans G/N, this condition implies that H/N =
G/N ; that is, NH = G. Thus, the sum (∗) can be restricted to those subgroups
such that NH = G. Hence, by the lemma,

C(H ; s) =
∑

H :H∈L(G) and NH=G

µ(H,G)|N ∩ H |s = φ(G ↓ H ; s).

(f) If G is a finite p-group G, then the quotient G/�(G) is an elementary
Abelian group, that is, a direct sum of cyclic groups of order p. Thus, it suffices
to consider a direct sum

⊕
r Zp of r copies of the cyclic group of order p. Let N

be the subgroup {0} ⊕ {0} · · · ⊕ {0} ⊕ Zp. Then
⊕

r Zp/N ∼= ⊕
r−1 Zp, and

thinking of
⊕

r Zp as a vector space over the finite field GF(p), a subgroup (or
subspace) H satisfies HN = ⊕

r Zp if either H = ⊕
r Zp (and H ∩ N = N )

or H is one of pr−1 subspaces intersecting N at {0}. Hence, by Gaschütz’s
theorem,

φ

(⊕
r

Zp; s

)
= φ

(⊕
r−1

Zp; s

)
(ps − pr−1).

Since φ(Zp; s) = ps − 1, we obtain, by induction,

φ

(⊕
r

Zp; s

)
=

r−1∏
i=0

(ps − pi).

Finally, if |G| = pm and �(G) = pm−r , then

φ(G; s) = pm−r

r−1∏
i=0

(ps − pr−1).

(h) Let D2n be the dihedral group of order 2n. We shall think of D2n as
the group of symmetries of the regular n-gon, so that D2n is generated by
the rotation ρ by 2π/n and a reflection. Observe first that if n has prime
factorization p

a1
1 p

a2
2 · · · par

r , then the Frattini subgroup is the group of rotations
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generated by the rotation ρp1p2···pr and G/�(G) is isomorphic to D2p1p2···pr
.

Thus,

φ(D2n; s) =
(

n

p
a1−1
1 p

a2−1
2 · · ·par−1

r

)s

φ(D2p1p2···pn
; s).

It suffices to consider the case when n is square-free.
To calculate D2p1p2···pr

, we construct the subgroup lattice: the subgroups of
D2n are either dihedral groups or cyclic groups and it is not difficult to deduce
the lattice structure. The final answer is

φ(D2p1p2···pr
) =

∑
A

(−1)r−|A|pAc (2pA)s −
∑
A

(−1)r−|A|pAc (pA)s

= (2s − 1)
∑
A

(−1)r−|A|pAcps
A

= (2s − 1)
r∏

i=1

(ps
i − pi),

where the sums are over all subsets A in {1, 2, . . . , r}, Ac = {1, 2, . . . , r}\A,

pA = ∏
i:i∈A pi, and pAc = ∏

i:i �∈A pi. This exercise can also be done using
Gaschütz’s theorem.

(i) One needs to determine the subgroup lattice. This is not too hard and
was done in Hall’s 1936 paper. A related problem is to compute µ(0̂, 1̂) for
subgroup lattices of celebrity groups. See, for example, Downs (1991) and
Shareshian (1997).

(j) Use the classification theorem for finite simple groups.

3.1.11. (a) Define f (x, y) by one of two equivalent conditions:

F (x, y) =
∑
z: z≤x

f (z, y) or f (x, y) =
∑
z: z≤x

F (z, y)µ(z, y).

Let Z be the matrix of the zeta function of P and H be the upper-triangular
matrix with x, y-entry f (x, y)ζ (x, y). Since determinants are multiplicative,
we have

det(ZT H ) = (det Z)(det H ) =
∏

x:x∈P

f (x, x).

On the other hand, the xy-entry in the matrix product ZT H equals∑
z: z∈P

ζ (z, x)f (z, y)ζ (z, y) =
∑

z: z≤x and z≤y

f (z, y)

=
∑

z: z≤x∧y

f (z, y)

= F (x ∧ y, y).
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We conclude that

det[F (x ∧ y, y)] =
∏

x: x∈P

f (x, x) =
∏

x: x∈P

(∑
z:z≤x

F (z, x)µ(z, x)

)
.

The essential idea in this proof was given in Pólya and Szegö (1976, pp. 117,
309).

(c) Apply the Lindström–Wilf formula to the set {1, 2, . . . , n} ordered by
divisibility (so that the meet is the greatest common divisor) with F (i, j ) = i

and note that φ(i) = ∑
k: k | i µ(i/k)k.

(d) Let F (x, y) = δ(0̂, x). Then

det[δ(0̂, x ∧ y)]x,y∈P =
∏

x:x∈P

µ(0̂, x) �= 0.

The matrix [δ(0̂, x ∧ y)]x,y∈P is a (0-1)-matrix with xy-entry equal to 1 if and
only if x ∧ y = 0̂. Since its determinant is nonzero, there is at least one nonzero
term in the determinantal expansion. The permutation of that term yields the
permutation required.

(e) Apply the Lindström–Wilf formula to a direct product of chains with b

elements.

3.1.12. There are n! terms in the permanent, each corresponding to a permu-
tation of {1, 2, . . . , n}. Observe that a permutation gives a nonzero term if and
only if it is the identity or its cycle decomposition consists of fixed points and
one cycle of length greater than 1, and that cycle has the form (0̂, x2, x3, . . . , xl),
where 0̂ < x2 < x3 < · · · < xl. The permanent formula follows immediately.
The determinant formula follows from Philip Hall’s theorem (3.1.11).

3.1.13. The proof is a variation on the proof in Exercise 3.1.11. Let Z be the
matrix of its zeta function of L and D be the diagonal matrix with xx-entry
µ(0̂, x). Then ZT DZ = C, where

C = [δ(0̂, x ∧ y)]x,y∈L,

the (0-1)-matrix with entry 1 if x ∧ y = 0̂ and 0 otherwise. If µ(0̂, x) �= 0 for
every x ∈ L, then C is invertible with inverse C−1 equal to MD−1MT , where
M = Z−1. Explicitly, the xy-entry of C−1 is∑

z: z≥x∨y

µ(x, z)µ(y, z)

µ(0̂, x)

and the inversion formula follows.
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3.1.14. Consider the following matrices with rows and columns indexed
by L : Z = [ζ (x, y)], D0 the diagonal matrix with xx-entry µ(0̂, x), and
D1 the diagonal matrix with xx-entry µ(x, 1̂). Then, as in the solution to
Exercise 3.1.11(a),

ZT D0Z = [δ(0̂, x ∧ y)],
ZD1Z

T = [δ(1̂, x ∨ y)].

Consider the product ZD1Z
T D0Z. Then writing the product as (ZD1Z

T )D0Z,

the xy-entry is ∑
z: x∨z=1̂

µ(0̂, z)ζ (z, y). (D)

Since x ∨ z ≤ x ∨ y if z ≤ y, the sum is empty, and hence the xy-entry equals
0, unless x ∨ y = 1̂. Similarly, writing the product as (ZD1Z

T )D0Z, the xy-
entry is 0 unless y ∧ x = 0̂. Hence, the xy-entry ZD1Z

T D0Z is zero unless
x and y are complements. To finish the proof, since the determinant is multi-
plicative, det ZD1Z

T D0Z �= 0. Any permutation yielding a nonzero term in the
expansion of the determinant yields a complementing permutation. This proof
is due to R.M. Wilson (unpublished), recounted in Stanley (1997, p. 185).

Dowling’s proof begins with the matrix whose xy-entry is the sum (D).
Using the methods in Theorem 3.1.12, he proves that the xy-entry is 0 unless x

and y are complements. He also inverts the matrix explicitly, thus proving that
it is nonsingular. Disregarding technicalities, Dowling’s proof is the same as
Wilson’s. Finally, note that the sum (D) equals µf (0̂, y), where f (u) = u ∨ x

in the proof of Theorem 3.1.13. Thus, Wilson’s argument offers an alternate
way to finish the proof of that theorem.

3.1.15. The interval [A,B] in L(C) is isomorphic to L(C ′), where

C ′ = {I\(I ∩ A): I ∈ C, I ⊆ B}.

Thus, it suffices to prove part (b) for µ(0̂, X). Further, by Theorem 3.1.9, if X

is not a join of atoms, then µ(0̂, X) = 0. Thus, we may assume that X is a join
of atoms. In turn, this allows us to assume that C is an antichain. Removing
points in gaps, we can also assume that I1 ∪ I2 ∪ · · · ∪ In = {1, 2, . . . , M} for
some integer M. Let C = {I1, I2, . . . , In}, where the intervals are indexed so
that the right (and hence left) endpoint is increasing.

Let X0 = ∅ and Xk = I1 ∪ I2 ∪ · · · ∪ Ik. By the indexing, Xk−1 ⊆ Xk and
the sets Xk grow to the right. By Weisner’s theorem (3.1.5) applied to the fixed
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element Ik,

µ(∅, Xk) = −
∑

X:X∪Ik=Xk, X �=Xk

µ(∅, X).

Now observe that X ∪ Ik = Xk if and only if X = Xj, j ≤ k, and Ij touches
Ik; that is, Ij ∪ Ik is an interval. Hence,

µ(∅, Xk) = −[µ(∅, Xk−1) + µ(∅, Xk−2) + · · · + µ(∅, Xk−m(k))],

where m(k) is the minimum index j such that Ij touches Ik. Since µ(∅, X1) =
−1, it follows by induction that µ(∅, Xk) = −1, 0, or 1.

For related results and generalizations, see, for example, Kahn (1987).

3.2.1. (a) Represent the term ai as the element (ai, i) in the Cartesian product
of two chains.

(b) The depth of an element a in P is the maximum length of a chain with
bottom a (so that, for example, a maximal element has depth zero). The subsets
Pi of elements in P of depth i are pairwise disjoint and their union is P. If P

has no chain of length m + 1, then Pi is empty if i ≥ m + 1. Since
|P0| + |P1| + · · · + |Pm| = |P | ≥ mn + 1,

there is a subset Pj , say, such that |Pj | ≥ m + 1 (by the pigeon-hole principle).
Since the subsets Pi are all antichains, we have found an antichain of size
m + 1.

3.2.5. (a) Let C be a chain in P, y an element in P, and C ‖ y the set of
elements in C incomparable with y. The relation P ∪ {(x, y): x ∈ C ‖ y} has
no directed cycles, and hence its transitive closure is a partial order. Taking a
linear extension of the new partial order, we obtain a linear extension L(C) of
P in which (∗) x < y for every pair x and y, such that x ∈ C ‖ y. Now let
C1, C2, . . . , Cw(P ) be a chain partition of P , and for each chain Ci, let L(Ci)
be a linear extension satisfying (∗). If x and y are incomparable in P and x

is in the chain Ci, then x < y in L(Ci); on the other hand, y < x in L(Cj ),
where Cj is the chain containing y. Hence, x and y are incomparable in the
intersection

⋂
L(Ci). Since

⋂
L(Ci) is an extension of P, we conclude that

P = ⋂
L(Ci) and P has order dimension at most its width w(P ).

(b) Choose a chain partition C1, C2, . . . , Cw(P \A) of P \A and let L(Ci) be
the linear extensions in the hint to (a). Add to this a linear extension that puts
all the elements in P \A below all the elements of A. These w + 1 extensions
intersect to P.

(c) If A is contained in a larger antichain A′, then w(P \A′) ≤ w(P \A). Thus,
we need to prove the inequality only for a maximal antichain A′. If P = A′, then
dim(P ) = 2. Since A ⊂ P, the inequality holds. Otherwise, let C1, C2, . . . , Cw
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be a chain partition of P \A′. We construct two linear extensions from each
chain Ci in the partition: one is the extension L(Ci) defined earlier, and the
other is its contrary, an extension in which x > y for every pair x and y such
that x ∈ C ‖ y. We can also construct an extension such that every element in
the ideal I (A′) not in A′ is less than every element in A′, and in turn, every
element in the filter F (A′) not in A′ is above every element in A′. These 2w + 1
extensions intersect to P.

(d) Dilworth’s inequality is tight for an antichain. Examples for the inequal-
ities in (b) and (c) require more work (see Trotter, 1975 or 1992, p. 27).

3.2.6. (e) By part (b), the canonical partition gives a join-preserving injection γ

of Ak(P ) into A(P )k. Hence, the interval [x, x∗] in Ak(P ) is a join-sublattice
of [γ (x), γ (x∗)] and γ (x∗) is the join of the elements covering γ (x). It follows
that [x, x∗] and [γ (x), γ (x∗)] are isomorphic. To finish, observe that A(P )k is
a distributive lattice, and hence the interval [γ (x), γ (x∗)], being atomic, is a
Boolean algebra.

Let Q be the partially ordered set on {a1, a2, a3, a4} with a1 < a2, and
a3 < a2, a3 < a4. Then A2(Q) is not distributive. A nonmodular example is
harder (see Example 2.25 in Greene and Kleitman, 1976).

(h) The argument for the case k = 1 given in Corollary 3.2.6 generalizes
with a little work.

(i) There are several proofs of this. The proof of Greene and Kleitman
is somewhat complicated. Hoffman and Schwartz gave a proof using linear
programming. Frank’s proof uses network flows. Saks’ proof starts from the
observation that an antichain in the Cartesian product P × 〈k〉, where 〈k〉 is a
chain with k elements, gives a k-family in P of the same size.

3.3.1. The collection C cannot contain both a subset and its complement.

3.3.5. Use the idea in the construction given in Theorem 3.3.4. Just for this
solution, define a chain to be a subset C of sums

∑
εiαi , such that s1, s2 ∈ C

implies ‖s1 − s2‖ ≥ 2.

We partition the sums into chains inductively. We shall use the following
notation: C + y = {x + y: x ∈ C}. If n = 1, then we put the two sums +α1

and −α1 into the same chain C. Suppose a chain partition has been constructed
for α1, . . . , αn−1. If C is a chain in the existing chain partition, then C + αn

and C − αn are chains.
Next, let β be the vector in C − αn such that the dot product (β,−αn)

is maximum. Then it is easily checked that ‖β − γ ‖ ≥ 2 for every γ ∈
C + αn. Put the chains (C + αn) ∪ {β} and (C − αn)\{β} into the new chain
partition.
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In this way, we partition the sums into
(

n

�n/2�
)

chains. Since a unit ball
intersects a chain at most one vector, the required result follows.

3.3.6. Suppose P satisfies the LYM inequality. Let B ⊆ Wi . Then B ∪
(Wi−1\I (B)) is an antichain. Applying the LYM inequality, we obtain

|B|
Wi

+ Wi−1 − |I (B)|
Wi−1

≤ 1.

This simplifies to the normalized matching property.
Next, we use the normalized matching property to construct a regular chain

cover. To do this, we construct a ranked partially order set P ++ such that
|Wi(P ++)| = W, where W = W0(P )W1(P ) · · · WN (P ), the product of all the
Whitney numbers of P. This is done by taking

∏
j : j �=i Wi copies of Wi and

a copy of the element x is less than a copy of y if x < y. Using normalized
matching property and the marriage theorem, there is a matching between
Wi−1(P ++) and Wi(P ++). Splicing these matchings together, we obtain a
chain partition of P ++ and, on identifying copies, a regular chain cover of P.

Finally, suppose P has a regular chain cover C. Then a rank-i element occurs
in exactly |C|/Wi chains. If A is an antichain, then its rank-i elements occur
in |A ∩ Wi ||C|/Wi chains. Since A is an antichain, a chain cannot contain two
distinct elements. Hence,

N∑
i=0

|A ∩ Wi |
Wi

|C| ≤ |C|.

Dividing by |C|, we obtain the LYM inequality.

3.3.7. (a) Let m be an index such that Wm = max{Wi : 1 ≤ i ≤ n}. A chain
decomposition of P of size Wm can be obtained by splicing together the edges
of the partial matching between the adjacent levels. By Dilworth’s theorem, an
antichain has size at most Wm and hence Wm is a maximum-size antichain in
P.

(b) Start at the middle level and proceed upward and downward in a consis-
tent way. This can be done using the common transversal theorem (2.4.4) and
checking that the normalized matching property implies that Ford–Fulkerson
condition is satisfied.

3.3.8. Since every family of subsets all having size �n/2� is an antichain
and defines a monotone function, the lower bound is clear. To show the upper
bound, we will construct all monotone functions f on 2{1,2,...,n}. We will use the
symmetric chain decomposition defined by brackets to construct f inductively.
Order the chains so that |Ci | ≤ |Ci+1|. Since the smallest chain is of size 1 or 2,
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there are at most three ways to define f on the smallest chain. Suppose that f

has been defined on all chains before the ith chain and let Ek,Ek+1, . . . , En−k

be the subsets in Ci. If Ej ⊃ D, D occurs in an earlier chain, and if f (D) = 1,

then f (Ej ) must equal 1. Dually, if Ej ⊂ D, D occurs in an earlier chain,
and if f (D) = 0, then f (Ej ) must equal 0. In both cases, we say that f (Ej )
is determined. Observe that if r < s < t, and Es is determined, then at least
one of the sets Er or Et is determined. Thus, the undetermined subsets form a
consecutive segment Er,Er+1, . . . , Es of Ci.

We show next that there can be at most two subsets in the segment of
undetermined subsets. Suppose Er,Er+1, Er+2 is a length-3 segment. In the
bracket representations of Er,Er+1, Er+2, we have, at two coordinates a, b,

the brackets

)), )(, ((.

Consider the subset D represented by the same brackets as Er+1, with the
exception that at coordinates a, b, the brackets are (). Then D has a larger set
of closed brackets and occurs in a chain of smaller length. Thus, f (D) has
already been chosen and at least one of Er or Er+2 is determined.

We have shown that at most two subsets in Ci can be undetermined. Thus,
there are at most three ways to define a monotone functions on Ci consistent
with the earlier choices. The upper bound now follows.

(b) The idea is that for “most” chains Ci, only one subset is undetermined.
Implementing this idea requires a complicated argument (see Kleitman’s pa-
per). Further improvements have been made by Kleitman and Markowsky, and
others. An approach using entropy can be found in Kahn’s paper.

3.4.3. (a) By Exercise 1.3.8, elements in FD(3) are in bijection with nonempty
antichains not equal to {∅} in the Boolean algebra 2{1,2,3}. Thus, FD(3) has 18
elements. Let x, y, and z be three generators for FD(3). Then x ∧ y ∧ z is the
minimum 0̂, and the eight elements

x ∧ y ∧ z, x ∧ y, y ∧ z, x ∧ z,

(x ∧ y) ∨ (y ∧ z), (x ∧ y) ∨ (x ∧ z), (x ∧ z) ∨ (y ∧ z),
(x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z)

form a lower interval [0̂, u], where u = (x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z). This in-
terval is a Boolean algebra. Looking upside-down, x ∨ y ∨ z is the maximum
1̂, and the order-dual of the eight elements forms an upper interval. By dis-
tributivity (see Exercise 1.3.3),

(x ∧ y) ∨ (z ∧ z) ∨ (y ∧ z) = u = (x ∨ y) ∧ (z ∨ z) ∧ (y ∨ z).
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Thus the upper interval is [u, 1̂] and u is in both intervals. Finally, the generator
x fits in between (x ∧ y) ∨ (x ∧ z) and (x ∨ y) ∧ (x ∨ z); analogously,

(x ∧ y) ∨ (y ∧ z) < y < (x ∨ y) ∧ (y ∨ z),
(x ∧ z) ∨ (y ∧ z) < z < (x ∨ z) ∧ (y ∨ z).

(b) Having practiced, we are ready to do the calculations for FM(3). We use
the same notation as in the text. As for FD(3), we obtain the lower interval
[0̂, u] and the upper interval [v, 1̂]. Since we are not assuming distributivity,
u < v. Indeed, x < x1 < y, x < y1 < y, and x < z1 < y. In addition, we have

(x ∧ y) ∨ (x ∧ z) < x ∧ v < x < x ∨ u < (x ∨ y) ∧ (x ∨ z),

and two analogous inequalities for y and z. Thus, we get 28 elements. The
question now is whether there are more. This requires checking that the set of
28 elements is closed under meets and joins. Most of these cases are easy. The
most complicated case, to decide whether x1 ∧ y1 equals one of the elements
already constructed, is settled by the following calculation: using modularity
twice, we have

x1 ∧ y1 = ((x ∧ v) ∨ u) ∧ ((y ∧ v) ∨ u)
= [(x ∧ v) ∧ ((y ∧ v) ∨ u)] ∨ u

= [(x ∧ v) ∧ (y ∨ u) ∧ v] ∨ u = [(x ∧ v) ∧ (y ∨ u)] ∨ u.

Now

x ∧ v = x ∧ (x ∨ y) ∧ (x ∨ z) ∧ (y ∨ z) = x ∧ (y ∨ z) = (y ∨ z) ∧ x.

Similarly, y ∨ u = y ∨ (x ∧ z). Thus, using modularity twice,

[(x ∧ v) ∧ (y ∨ u)] ∨ u = [(y ∨ z) ∧ x ∧ (y ∨ (x ∧ z))] ∨ u

= [(y ∨ z) ∧ ((x ∧ y) ∨ (x ∧ z))] ∨ u

= ((y ∨ z) ∨ u) ∧ u = u.

To finish, we check that these 28 elements are distinct. This is done
by showing that the abstract elements can be represented as subspaces us-
ing Dedekind’s representation. This will also verify that FM(3) is modular.
Briefly, if x, y, and z are the three subspaces of Dedekind, then x ∧ y = 〈e2〉,
x ∧ z = 〈e4〉, and y ∧ z = 〈e6〉. These subspaces generate the lower inter-
val [0, u], where 0 is the zero subspace and u = 〈e2, e4, e6〉. Let ẽj be the
set {e1, e2, e3, e4, e5, e6, e7, e8}\{ej }. Then, x ∨ y = 〈ẽ7〉, x ∨ z = 〈ẽ3〉, and
y ∨ z = 〈ẽ5〉, and these subspaces generate the upper interval [v,H ], where
v = 〈e2, e4, e6, e7, e8〉. The subspaces v and u differ in dimension by 2, and
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between them are three subspaces of dimension 4, x1, y1, and z1, given by

x1 = (x ∧ v) ∨ u = 〈e2, e4, e6, e8〉, y1 = 〈e2, e4, e6, e7〉, and
z1 = 〈e2, e4, e6, e7 + e8〉.

It should now be clear how to do the rest of the calculation.

3.4.4. (c) We construct the free lattice using lattice polynomials (see Exercise
1.3.8). Using the modular law and the fact that the variables xi are comparable
and the variables yj are comparable, any lattice polynomial in xi and yj can be
put into the form

∧
(xi ∨ yj ) or

∨
(xi ∧ yj ).

Let u(i, j ) = xi ∧ yj and v(i, j ) = xi ∨ yj . From the observation that i1 ≥
i2 and j1 ≥ j2 imply u(i1, j1) ≥ u(i2, j2) and u(i1, j1) ∨ u(i2, j2) = u(i1, j1),
any join of the elements u(i, j ) can be written irredundantly in the form

u(i1, j1) ∨ u(i2, j2) ∨ · · · ∨ u(ir , jr ),

where i1 > i2 > · · · > ir and j1 < j2 < · · · < jr.

Next, we show the following rewriting lemma: if x1 ≥ x2 ≥ · · · ≥ xr and
y1 ≤ y2 ≤ · · · ≤ yr in a modular lattice, then

(x1 ∧ y1) ∨ (x2 ∧ y2) ∨ · · · ∨ (xr ∧ yr )
= x1 ∧ (y1 ∨ x2) ∧ (y2 ∨ x3) ∧ · · · ∧ (yr−1 ∨ xr ) ∧ yr,

(x1 ∨ y1) ∧ (x2 ∨ y2) ∧ · · · ∧ (xr ∨ yr )
= x1 ∨ (y1 ∧ x2) ∨ (y2 ∧ x3) ∨ · · · ∨ (yr−1 ∧ xr ) ∨ yr .

The two identities are dual to each other. We will prove both identities together
by induction on r. The case r = 1 holds obviously. By the modular law, applied
at the two ends,

(x1 ∧ y1) ∨ (x2 ∧ y2) ∨ · · · ∨ (xr−1 ∧ yr−1) ∨ (xr ∧ yr )
= x1 ∧ [y1 ∨ (x2 ∧ y2) ∨ · · · ∨ (xr−1 ∧ yr−1) ∨ xr ] ∧ yr .

Using the induction hypothesis, the term in the middle equals

[(y1 ∨ x2) ∧ (y2 ∨ x3) ∧ · · · ∧ (yr−1 ∨ xr )].

We conclude that the first equality holds. The second equality is the dual of the
first and is proved similarly.

From the rewriting lemma, we conclude that the set of joins of elements
u(i, j ) is closed under meets and joins. Hence, every element of FM(P (m, n)) is
expressible as a join of elements u(i, j ). It remains to show that the irredundant
joins are distinct. We shall do this by representing joins, written irredundantly,
as a sublattice of Y (m, n): to the irredundant join

∨r
t=1 u(it , jt ), associate the
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order-ideal with minimal elements (i1, j1), (i2, j2), . . . , (ir , jr ). It is easy to
show that meets and joins are preserved by this representation.

3.4.7. These are difficult theorems of Jónsson (see Crawley and Dilworth, 1973,
chapter 12, for a lucid exposition). We give a proof that a lattice with a type-2
representation is modular. Let R : L → �(S) be a type-2 representation of a
lattice L and x, y, and z be elements in L such that x ≥ z. Suppose that a and b

are elements in S such that a R(x ∧ (y ∨ z)) b. Then, a R(x) b and a R(y ∨ z) b

and, since R is type-2, there exist c and d in S such that

a R(z) c, c R(y) d, d R(z) b.

Since z ≤ x, R(z) ⊆ R(x). Thus, we have

a R(x) b, a R(x) c, d R(x) b,

and by transitivity, c R(x) d. Since c R(y) d, we have cR(x ∧ y)d. Together
with a R(z) c, d R(z) b, we obtain aR((x ∧ y) ∨ z)b. Thus,

R(x ∧ (y ∨ z)) ⊆ R((x ∧ y) ∨ z).

3.5.1. Let P be the matroid defined on the set S of atoms of L and L be the
collection of subsets defined by rank-2 elements. Then every pair of elements
in S determines a unique rank-2 element, and by modularity, every two rank-2
elements intersect at an atom. Hence, the set S is the set of points and the setL is
the set of lines of a projective space. We can now apply the fundamental theorem
of projective geometry. It is surprisingly hard to find an appropriate reference
for this theorem. We suggest Crawley and Dilworth (1973, chapter 13).

3.5.2. (a) Observe that V is isomorphic to the vector space GF(q)n for some q

and n. The number of elements of rank k in the lattice L(V ) of subspaces is the
q-binomial coefficient, defined by(

n

k

)
q

= (qn − 1)(qn−1 − 1) · · · (qn−k+1 − 1)

(qk − 1)(qk−1 − 1) · · · (q − 1)
.

The q-binomial coefficients behave in a similar way to the binomial coefficients.
In particular, they are symmetric and unimodal. Hence, L(V ) satisfies an analog
of the LYM equality and is Sperner (see Exercise 3.3.7).

3.5.4. One way is to choose L1 and L2 to be the lattice of flats of two non-
Desarguesian projective planes and glue them along a rank-1 interval. Another
way is to choose L1 and L2 to be lattices of subspaces of vector spaces over
two fields of different characteristics, again along a rank-1 interval. More
complicated gluings exist (see Freese and Day, 1990).
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3.5.7. (a) The main question is how to define x†. If x is not a meet-irreducible,
then the interval [x, x∗] has two or more atoms. If µ(x, x∗) �= 0, then let
x† = x∗. Otherwise,

0 = µ(x, x∗) = −
∑

y: x≤y<x∗
µ(x, y),

and there exists an element y, not an atom of [x, x∗], such that µ(x, y) �=
0. Let x† = y. Since µ(x, y) �= 0, y is not a join-irreducible (by, say,
Theorem 3.1.7) and CS2 is satisfied.

3.6.3. We will prove the upper-crosscut version. Observe that

1̂ − x =
∑
a:a≤1̂

ea −
∑
a:a≤x

ea =
∑
a:a �≤x

ea.

Thus,

∏
x:x∈C

(1̂ − x) =
∏

x:x∈C

⎛⎝ ∑
a:a �≤x

ea

⎞⎠ .

This product on the right equals e1̂, because unless an idempotent ea occurs in
all the factors in the product, its contribution is zero by orthogonality. Since C

is an upper crosscut, e1̂ is the only idempotent occurring in all the factors. We
conclude that

∏
x: x∈C(1̂ − x) = e1̂. Equating the coefficients of 0̂, we have

µ(0̂, 1̂) =
∑

X:
∧

X=0̂

(−1)|X|.

3.6.4. (a) Suppose a ≤ b in P. Then the inverse image ϕ−1(F (ϕ(a)) of the
principal filter generated by ϕ(a) is a principal filter F (c) for some c in
P. Since a ∈ F (c), b ∈ F (c) and hence; ϕ(b) ∈ ϕ(F (c)) = F (ϕ(a)); that is,
ϕ(b) ≥ ϕ(a).

(b) a ≤ b in Q ⇒ F (a) ⊇ F (b) ⇒ ϕ−1(F (a)) ⊇ ϕ−1(F (b)) ⇒
F (ϕ	(a)) ⊇ F (ϕ	(b)) ⇒ ϕ	(a) ≤ ϕ	(b).

(c) We need to check Axiom GC2 in Section 1.5. Let x ∈ P. Since a ≥ x

implies ϕ(a) ≥ ϕ(x), ϕ(F (x)) ⊆ F (ϕ(x)) in Q. Pulling this back to P, we
obtain

F (x) ⊆ ϕ−1(F (ϕ(x))) ⊆ F (ϕ	(ϕ(x)));

that is, ϕ	(ϕ(x))) ≥↓ x in the order-dual P ↓.

Next, let y ∈ Q and x = ϕ	(y). Since ϕ−1(F (y)) = F (x), ϕ(x) ∈ F (y),
and ϕ(x) ≥ y, we conclude that ϕ(ϕ	(y)) ≥ y.
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(d) Let Q′ = {q: q ∈ Q, q ≤ ϕ(p) for some p in P }. Then Q′ is in the
image of Q, ϕ is defined as a function from P to Q′, and ϕ : P → Q′ is
a residuated map. Let x �→ x be the closure operator defined by the Galois
coconnection ϕ and ϕ	.

Define M(ϕ) : M(P, A) → M(Q′, A) by

M(ϕ)(ep) =
∑

q: q=ϕ(p)

eq

if p is closed M(ϕ)(ep) = 0 if p is not closed, and linearity.
Note that Q′ is partitioned into (disjoint) subsets {q: q = z}, where z ranges

over all closed subsets of Q′. Thus, if r �= s, M(ϕ)(er ) and M(ϕ)(es) are sums
over disjoint sets of orthogonal idempotents. This implies that M(ϕ) is an
A-algebra homomorphism. Since q ≤ q,

M(ϕ)(x) =
∑

y:y≤x

M(ϕ)ey

=
∑

y: y is closed, y≤x

⎛⎝ ∑
z: z=ϕ(y)

ez

⎞⎠
=

∑
z:z≤ϕ(x)

ez = ϕ(x);

that is, M(ϕ) extends ϕ.

Now suppose that a function ϕ : P → Q extends to a homomorphism
M(P, A) → M(Q, A). Since x ≤ y in P if and only if xy = x in M(P, A), ϕ

is order-preserving. To show that ϕ is residuated, we use the equation∑
a: a≤x

ϕ(ea) = ϕ(x) =
∑

b: b≤ϕ(x)

eb. (I)

Let q ∈ Q such that ϕ−1(F (q)) is nonempty. Then there exists p ∈ P such that
ϕ(p) ∈ F (q). In Equation (I) with x = p, eq occurs on the right side. Thus, eq

is a summand in ϕ(er ) for some element r ∈ P. It is not hard to check that r is
unique, r is minimum in ϕ−1(F (q)), and q ≤ ϕ(r). Together, this proves that
ϕ−1(F (q)) = F (r).

Chapter 4

4.1.2. An inversion in a permutation γ of {1, 2, . . . , n} is a pair (i, j ) such that
i < j but γ (i) > γ (j ). Let Inv(γ ) be the number of inversions of γ. Then it is
straightforward to prove by induction that∑

γ : γ∈Sn

qInv(γ ) = (1 + q)(1 + q + q2) · · · (1 + q + q2 + · · · + qn−1),
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the sum ranging over all permutations γ of {1, 2, . . . , n}. Potter’s formula can
be proved in the same way.

4.1.4. Formally,

∞∑
n=1

an

( ∞∑
m=1

lmzmn

)
=

∞∑
s=1

bsz
s.

Grouping terms, we have bs = ∑
n: mn=s anlm.

4.1.5. Take the logarithm formally. Then

∞∑
s=1

bsz
s = log C(z)

=
∞∑

n=1

an log(1 − zn) =
∞∑

n=1

an

( ∞∑
m=1

−zmn/m

)
.

Hence,

bs = −
∑

m,n: mn=s

an

m
= −1

s

∑
n:n|s

nan.

4.2.2. We use the same notation as in Theorem 4.1.2. Let α be an umbra with
L(αn) = an and γ be an umbra with L(γ k) = |Ck|. Then it is easy to show
combinatorially that

L(αn+1) = L(γ (α + γ )n).

Once this is done, we can imitate the proof in the text.

4.3.2. We use the delta operator D(I − D), where I is the identity operator.
The basic sequence (pn(x)) is given by

pn(x) = x(I − D)−nxn−1.

By the binomial theorem,

(I − D)−n =
∞∑

k=0

(−1)k
(−n

k

)
Dk =

∞∑
k=0

(
n + k − 1

k

)
Dk.

Hence,

pn(x) =
n−1∑
k=0

(
n + k − 1

k

)
(n − 1)(k)x

n−k.
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Hence, by BT3 and sin xt = 1
2i

(eixt − e−ixt ), where i = √−1,

ext =
∞∑

n=0

pn(x)

n!
[(t(1 − t)]n, and sin xt =

∞∑
n=0

pn(x) − pn(ix)

2i n!
[(t(1 − t)]n.

4.3.4. (a) Use Lemma 4.3.12. Another way is to differentiate both sides of

1 +
∞∑

n=1

(
n∑

k=1

cnkx
k

)
tn

n!
= exp(xf (t))

with respect to x, obtaining

∞∑
n=1

(
n∑

k=1

cnkkxk−1

)
tn

n!
= f (t) exp(xf (t)).

Setting x = 0, we obtain the required formula.
(b) Let S be an n-set and lnk be the number of k-tuples (L1, L2, . . . , Lk),

where Li are subsets of S forming a partition of S and each subset Li is linearly
ordered. Given such a k-tuple and a function ρ : {1, 2, . . . , k} → X, we can
build a reluctant function in L(S,X) by sending the minimum element in Li

to ρ(i). All reluctant functions in L(S,X) can be uniquely constructed in this
way. Thus, if |S| ≥ 1,

|L(S,X)| =
n∑

k=1

lnkx
k.

Since there is a natural bijection from L(S,X ∪ Y ) to

L(A,X) × L(S\A, Y ),

when X and Y are disjoint, the polynomials
∑n

k=1 lnkx
k form a sequence of

binomial type. By part (a), this sequence is determined by ln1. Since ln1 = n!
and L′

n(0) = −n!, we conclude that
∑n

k=1 lnkx
k = Ln(−x).

4.3.5. Formally,

∞∑
n=0

(−1)nEn = I

I + E
= I

2I + 	
= 1

2

(
I

I + 1
2	

)
.

4.4.1. Let (sn(x)) be Sheffer with delta operator Q. Then by the isomorphism
theorem (4.3.5), there exists an invertible shift-invariant operator R such that
Q = AR. Then, we can start with the binomial identity and show that a recur-
rence holds with the sequence (an), where a0 = 0 and an = n[R−1pn−1(y)]y=0.
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For the converse, suppose the recurrence holds. Let Q be the operator
defined by Qsn(x) = nsn−1(x), if n ≥ 1, and Qs0(x) = 0. Then applying Q to
the recurrence, we have

QAsn(x) =
n∑

k=0

(
n

k

)
ak(n − k)sn−k−1(x) = nAsn−1(x) = AQsn(x).

Thus, AQ = QA and AQn = QnA. As A is a delta operator, the first expansion
theorem implies that Q is shift-invariant, and hence Q is a delta operator.

4.4.3. By Boole’s formula, 	 = eD − I. Then formally,

	−1 = 1

DJ
= 1

D
· D

eD − I
= B0

D
+

∞∑
k=1

Bk

k!
Dk−1.

4.5.3. The sequence (Ln(ax)) is basic for the delta operator

a−1D

a−1D − I
.

Let

f (t) = t

(1 − a)t + a
.

The basic sequence (pn(x)) for f (D) is easily calculated:

pn(x) = x((1 − a)D + a)nxn−1 =
n−1∑
k=0

(
n

k

)
(1 − a)kan−k(n − 1)(k)x

n−k.

Changing the index of summation from k to n − k and rearrranging the binomial
coefficients and falling factorials, we have

pn(x) =
n∑

k=1

n!

k!

(
n − 1

k − 1

)
(1 − a)n−kakxk.

Since

a−1t

a−1t − 1
= f

(
t

t − 1

)
,

the duplication formula follows from umbral composition.

Chapter 5

5.2.1. (a) Consider the partition consisting of a single block B. Then a placing in
H{B} can be obtained by choosing an ordinary function f : B → X and linearly
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ordering each nonempty inverse image f −1(xi). We can obtain a placing f by
choosing an integer partition τ1, τ2, . . . , τs of |B|, a sequence xi1 , xi2 , . . . , xis

of distinct elements in X, and a permutation d1, d2, . . . , d|B| of B, and then
defining

f (d1) = d2, f (d2) = d3, . . . , f (dτ1 ) = xi1 , f (dτ1+1) = dτ1+2,

f (dτ1+2) = dτ1+3, . . . , f (dτ1+τ2 ) = xi2 ,

and so on. All placings in H{B} can be obtained in this way We conclude that

Gen (H{B}) = |B|!
∑

τ :τ�|B|
kτ = h|B|.

Placings can be defined independently on each block of a partition. Hence if
π = {B1, B2, . . . , Bs}, Gen (Hπ ) = Gen (H{B1})Gen (H{B2}) · · · Gen (H{Bs }).

5.2.3. There seems to be no simple formula. The standard way is to derive a
formula for the resultant of two polynomials and then specialize to the case of
a polynomial and its derivative.

5.2.4. Observe that

�(σ ) =
∑

f : coimage(f )≥σ

n∏
i=1

xi,f (i).

Since a function is injective if and only if its coimage is the minimum partition
0̂, Crapo’s formula follows by Möbius inversion.

5.2.5. Let π be a set partition having type λ. By Theorem 5.2.2,

aπ =
∑

σ : σ∧π=0̂

kσ .

Sum over all such partitions, convert to integer partition indices using
Theorem 5.2.3, and use Equation (N) in Section 5.2 to conclude that

1

|λ|
(

n

λ

)
λ!aλ =

∑
π,σ : π∧σ=0̂

|γ |kγ .

Hence,

cγ δ = |γ ||δ|
n!

D(γ, δ),

where D(γ, δ) is the number of pairs of set partitions π, σ such that π has type
γ, σ has type δ, and π ∧ σ = 0̂.
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There are many other proofs (see, for example, Stanley 1999, p. 290). In
particular, it can be shown that the coefficients cγ δ are integers. The solution to
part (b) is similar.

5.2.6. This is one of two proofs given by Pólya. As is not uncommon,
it is easier to prove a theorem with more variables. Let z, x1, x2, . . . , xn,

y1, y2, . . . , yn be variables, and

f (z) = (z − x1)(z − x2) · · · (z − xn) = zn − a1z
n−1 + a2z

n−2 − · · · ± an,

g(z) = (z − y1)(z − y2) · · · (z − yn) = zn − b1z
n−1 + b2z

n−2 − · · · ± bn,

sk = xk
1 + xk

2 + · · · + xk
n, tk = yk

1 + yk
2 + · · · + yk

n,

uk = sk − tk,

R =
n∏

i,j=1

(xi − yj ).

Then

Ra1, Ra2, . . . , Ran, Rb1, Rb2, . . . , Rbn

are polynomials in u1, u2, . . . , u2n−1, u2n and R is a polynomial in
u1, u2, . . . , u2n−1.

To prove the more general theorem, observe that

log
g(z)

f (z)
=

n∑
i=1

log(z − yi) − log(z − xi)

=
n∑

i=1

[
xi − yi

z
+ x2

i − y2
i

2z2
+ x3

i − y3
i

3z2
+ · · ·

]
= u1

z
+ u2

2z2
+ u3

3z2
+ · · · .

Let U (z) be the finite sum
u1

z
+ u2

2z2
+ u3

3z2
+ · · · + u2n

2nz2n

and O(z−m) represents a series

cm

zm
+ cm+1

zm+1
+ cm+2

zm+2
+ . . . .

In this notation,

log
g(z)

f (z)
= U (z) + O(z−(2n+1)).

Exponentiating and rearranging terms,

f (z)eU (z) = g(z) + O(z−(n+1)). (P)
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Next, expand eU (z) in powers of z−1 to obtain

eU (z) = 1 + v1

z
+ v2

z2
+ v3

z3
+ · · · ,

where vi is a polynomial in u1, u2, . . . , ui . For example,

v1 = u1, v2 = 1

2
(u2

1 + u2), v3 = 1

6
(u3

1 + 3u1u2 + 2u3).

On the right side of Equation (P), the coefficients of z−1, z−2, . . . , z−n are zero.
Hence, we obtain the equations

v1an + v2an−1 + v3an−2 + . . . + vna1 = −vn+1

v2an + v3an−1 + v4an−2 + . . . + vn+1a1 = −vn+2
...

vnan + vn+1an−1 + vn+2an−2 + . . . + v2n−1a1 = −v2n.

It is not hard to show that

det[vi+j−1]1≤i,j≤n = (−1)n(n−1)/2R,

and hence, as a polynomial in u1, u2, . . . , u2n−1, the determinant is nonzero.
Solving the equation using Cramer’s rule, we obtain ai as a quotient of two
determinants with entries which are polynomials in u1, u2, . . . , u2n.

Finally, we can obtain Laguerre’s theorem by setting yi = −xi. When this
is done, u2i−1 = 2s2i−1 and u2i = 0 for 1 ≤ i ≤ n.

5.2.9. Use the isomorphism sending ker(xi − xj ) to the partition in which {i, j}
is a two-element block and all other blocks are one-element subsets.

5.3.1. The partitions that are not periods of subgroups of the alternating group
are the rank-1 partitions (with one block of size 2 and all other blocks of size
1).

5.3.2. A related paper is Fendel (1967).

5.3.6. (a) If f is aperiodic, then for all permutations γ ∈ G, f �= f γ. Hence,
the orbits of aperiodic functions all have size |G|.

(b) Since F is assumed to be G-closed, if a function f contributes to a
coefficient of a monomial in A(G, 0̂), then so does any function in its orbit.
Hence, each coefficient in A(G, 0̂) is divisible by |G|.
5.4.1. By algebraic manipulations (assuming commutativity in A),

E(((1 − E)b)(Ea)) + E((1 − E)a)(Eb))
= (I − E)E(ab) − E((I − E)a(I − E)b).
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Operating on both sides by (I − E)−1, we obtain

P (((1 − E)y)(Ex)) + P ((1 − E)a)(Eb)) = E(ab) − P ((I − E)a(I − E)b).

Now let a = (I − E)−1x and (I − E)−1y = b to obtain Baxter’s identity.

5.4.3. Use induction. The shuffle identities are special cases of Cartier’s identity
(5.5.4).

5.6.1. Let f (x) = x. Then

Pf = qx + q2x + q3x + · · · =
(

q

1 − q

)
x,

P (f Pf ) =
(

q

1 − q

)
P (x2)

=
(

q

1 − q

)
((qx)2 + (q2x)2 + (q3x)2 + · · · )

=
(

q

1 − q

)(
q2

1 − q2

)
x2,

and in general,

P (f P (f · · · P (f P (f ))))︸ ︷︷ ︸
n times

= q1+2+···+n

(1 − q)(1 − q2) · · · (1 − qn)
xn.

On the other side,

P (f k) =
(

qk

1 − qk

)
xk

and

∞∑
k=1

P (f k)

k
=

∞∑
k=1

xk

k

(
qk

1 − qk

)

=
∞∑

k=1

xk

k
(1 + qk + q2k + q3k + · · · )

=
∞∑

j=0

( ∞∑
k=1

xk

k
qjk

)

= −
∞∑

j=0

log(1 + xqj ).
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5.6.4. (a) Let H be the step function, defined on the real numbers by H (x) = 0
if x ≤ 0 and 1 if x > 0. Observe that

max
0≤i≤k

{si(γ (x))} − max
0≤i≤k−1

{si(γ (x))} = H (sk(γ (x))[xγ (1)

+ max{0, xγ (2), xγ (2) + xγ (3), . . . , xγ (2) + xγ (3) + · · · + xγ (k)}
− max

0≤i≤k−1
{si(γ (x))}].

Partition Sn into
(
n

k

)
disjoint subsets: for a k-element subset T of {1, 2, . . . , n},

let G(T ) = {γ : γ ({1, 2, . . . , k}) = T }. Summing over G(T ), we obtain∑
γ : γ∈G(T )

max
0≤i≤k

{si(γ (x))} − max
0≤i≤k−1

{si(γ (x))} =
∑

γ :γ∈G(T )

xγ (1)H (sk(γ (x))).

The two other sums one would expect on the right side cancel each other. To see
this, regard a permutation γ as a rearrangement i1, i2, . . . , ik, ik+1, . . . , in (so
that γ (j ) = ij ). Pair γ in G(T ) with γ ′ in G(T ), where γ ′ is the rearrangement
i2, i3, . . . , ik, i1, ik+1, . . . , in. Then

max{0, xγ (2), xγ (2) + xγ (3), . . . , xγ (2) + xγ (3) + · · · + xγ (k)}
= max

0≤i≤k−1
{si(γ

′(x))},

and hence, when one sums over G(T ), the sum vanishes. Summing over all
k-element subsets T , we obtain∑

γ : γ∈Sn

max
0≤i≤k

{si(γ (x))} − max
0≤i≤k−1

{si(γ (x))} =
∑

γ : γ∈Sn

xγ (1)H (sk(γ (x))).

To finish the proof, sum over k and note that the left side is a telescoping sum
to obtain ∑

γ : γ∈Sn

max
0≤i≤n

{si(γ (x))} =
∑

γ : γ∈Sn

xγ (1)

(
n∑

k=1

H (sk(γ (x)))

)
.

(c) We need a theorem of Cauchy in integral geometry. Let A be a compact
convex set in the plane. Then the perimeter L of A equals∫ π

0
D(θ )dθ,

where D(θ ) is the length of the projection of A onto the line through the origin
at an angle of θ to the x-axis. Observe that

D(θ ) = max
(x,y)

(x cos θ + y sin θ ) − min
(x,y)

(x cos θ + y sin θ ),

where the maximum and minimum are taken over all points (x, y) in A.
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5.7.2. When p = 3,

(1 + X)α1 (1 − X)α−1 = 1 + c1X
1 + c2X

2 + c1c2(c1 − c2)X3

+ c1c2(c1 − 1)(c2 − 1)X4.

Unlike the case p = 2, there seems to be no nice formulas for am when m /∈ L3.

The first two cases are

a4 = a3a1 − a2
2a

2
1 − a2

2a1 − a2a
2
1, and a5 = a3a2 − a2

2a
2
1 + a2a1.

5.7.5. By Fermat’s little theorem, the elements of GF(q) are the roots of the
polynomial Xq − X. Apply Newton’s identities (5.2.8), with ai = 0, if 1 ≤ i ≤
q − 2, aq−1 = −1. Is there a purely field-theoretic proof?

5.7.6. (b) Condition H1 is clearly necessary. Let

f (X)t =
q−1∑
i=0

bt,iX
i, mod xq − x.

Then, by Exercise 5.7.5,∑
e:e∈GF(q)

f (e)t

= qbt,0 + bt,1

⎛⎝ ∑
e: e∈GF(q)

e

⎞⎠ + · · · + bt,q−2

⎛⎝ ∑
e: e∈GF(q)

eq−2

⎞⎠
+ bt,q−1

⎛⎝ ∑
e: e∈GF(q)

eq−1

⎞⎠ = −bt,q−1.

Further, if f (X) is a permutation polynomial, then f (e) ranges over GF(q) as e

ranges over GF(q). Hence, if t ≤ q − 2, Exercise 5.7.2 implies that
∑

e f (e)t =
0 and bt,q−1 = 0. We conclude that Condition H2 is necessary.

To show sufficiency, we show that∏
e: e∈GF(q)

(Y − f (e)) = Y q − Y =
∏

e: e∈GF(q)

(Y − e).

This will show that the image {f (e) : e ∈ GF(q)} equals GF(q); that is, f is
surjective and hence a permutation.

Let ∏
e: e∈GF(q)

(Y − f (e)) =
q−1∑
i=0

aiY
q−1−i ,
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where ai are elementary symmetric functions in the roots f (e). Condition H1
implies that aq = 0. Condition H2 allows us to calculate easily some of power
sums in the roots. Indeed, as in the proof of necessity,

st =
∑

e: e∈GF(q)

f (e)t = −bt,q−1.

By Condition H2, st = 0 whenever 1 ≤ t ≤ q − 2 and t �≡ 0 mod p. Since
xq−1 = 1 if x �= 0, we have sq−1 = q − 1 = −1. Using Newton’s identities
(5.2.8), we conclude that

am = 0 if 1 ≤ m ≤ q − 2 and m �≡ 0 mod p. (A)

Knowing (A), we can also conclude from Newton’s identities that

st = 0 if t = kp, 1 ≤ k ≤ pa−1. (B)

It remains to determine the value of ap, a2p, a3p, . . . . To do so, we apply
Newton’s identities for m ≥ q. Since we know (A) and aq = 0 by H1, Newton’s
identity for m can be written

sm + (−1)papsm−p + a2psm−2p + · · · + (−1)q−paq−psm−q+p

+ (−1)q−1aq−1sm−q+1 = 0.

Since eq = e for all e ∈ GF(q), sr+q−1 = sr . Applying this to the case m =
q + p − 1 and using (B), almost all the terms in Newton’s identity vanish,
giving the identity apsq−1 = 0. We conclude that ap = 0. We can now finish
by letting m = q + lp − 1 and l = 2, 3, . . . , pa−1 − 1, obtaining, one by one,
a2p = 0, a3p = 0, . . . , ap(pa−1−1) = 0.

(c) By the binomial theorem modulo p,

f̄ (x1) − f̄ (x2) = f̄ (x1 − x2).

Hence, if X = 0 is the only root of f̄ (X), f̄ (x1) = f̄ (x2) if and only if x1 = x2.

(d) The function f (x) is a permutation if and only if the equation e = f (x)
can be solved for every element e in GF(q). This equation is equivalent to the
system of m linear equations

epai = f (x)p
ai

in the unknowns x, xpa

, xp2a

, . . . , xpm−1(a)
.

5.7.8. (a) Let �(x1, x2, . . . , xn) = a1x1 + a2x2 + · · · + anxn and (aij ) be a ma-
trix in GL(n, p) with first row equal to (a1, a2, . . . , an). The linear form
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x1 divides [α1, α2, . . . , αn]. Applying (aij ), we conclude that � divides
[α1, α2, . . . , αn].

(b) This seems to be somewhat difficult (see Dickson, 1911, and Ore,
1933).

5.7.9. (a) By the characteristic-p binomial theorem and Fermat’s little theorem,
if α, β ∈ H,

(αx1 + βx2)p
i = αx

pi

1 + βx
pi

2 .

In other words, the map y �→ ypi

is H-linear. Hence, if f (x) is an Ore
polynomial,

f (αx1 + βx2) = αf (x1) + βf (x2).

(b) Use the characteristic-p binomial theorem.

5.7.10. (a) This seems to be a difficult problem, requiring the machinery of
straightening algorithms over letter-place algebras.

(b) Modify the second proof of Theorem 5.2.7.
(c) Differential analogs of the Jacobi–Trudi and Nagelsbach identities for

Schur functions have been obtained (see Kung, 2000, and Kung and Rota,
1984a).

Chapter 6

6.1.4. Proceed by induction on n. Then we may assume that pn−1(x) has n − 1
distinct real zeros, λ1, λ2, . . . , λn−1 (written in increasing order). Then by the
recurrence and the intermediate value theorem in calculus, it is easy to show
that the zeros νi of pn(x) are real and interlace the zeros λi :

ν1 < λ1 < ν2 < λ2 < · · · < νn−1 < λn−1 < νn.

6.2.2. Let wij = B(xi
0x

n−i
1 , x

j

0 x
n−j

1 ). Then the bilinear form B is determined by
the (n + 1) × (n + 1) matrix (wij )0≤i,j≤n. Consider the action of the following
matrices on B(f, g): (

c 0
0 1

)
,

(
1 1
0 1

)
.

Applying the left matrix, we have cnB(xi
0x

n−i
1 , x

j

0 x
n−j

1 ) = B((cx0)ixn−i
1 ,

(cx0)j xn−j

1 ); that is, cnwij = ci+jwij . Since c can be arbitrary chosen, wij = 0
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if i + j �= n. Next, apply the right matrix to B(xi
0x

n−i
1 , xn−k+1

0 xk−1
1 ). This yields

the recursion

(n + i + 1)wi,n−i + iwi−1,n−i+1 = wi,n−i+1 = 0.

The recursion has the unique solution

wi,n−i = (−1)iw0n

/(n

i

)
.

This implies that B(f, g) = w0n{f, g}.

6.3.3. Use the fact that if p(z) has degree n,

∫ ξ2

ξ1

p′(z)dz = p(ξ2) − p(ξ1).

6.4.3. Recall from Exercise 4.4.2 that the double factorials (2j + 1)!! occur
as normalized coefficients of Hermite polynomials. The Appell polynomials
gn(x) of the sequence are related by simple transformations to Hermite poly-
nomials. Using this and the fact that Hermite polynomials, being orthogonal
polynomials, have only real zeros, we conclude that gn(x) has only real zeros.
Now apply Theorem 6.4.4.

6.4.4. This problem requires two esoteric facts. To show that
∑m

k=0 akbkx
k has

only real zeros, we need to know that all the zeros of the polynomials Qn(x),
defined by

Qn(x) = 1 +
(

n

1

)2

x +
(

n

2

)2

x2 + · · · +
(

n

n − 1

)2

xn−1 + xn,

are real and negative. To see this, use the identity

Qn(x) = (1 − x)nPn

(
1 + x

1 − x

)
,

where Pn(x) is the degree-n Legendre polynomial, and the fact that all the zeros
of Pn(x) lie in the interval [−1, 1].
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For the second polynomial, we need to know that all the zeros of the
polynomial

n∑
j=0

(
n

j

)
xj

j !

are real. This can be done by looking at generalized Laguerre polynomials.

6.6.3. Since the random variables Ui are independent and identically distributed
and expectation is linear,

1

k!
E[det(fi(Uj )) det(gi(Uj ))]

= 1

k!
E

[∑
π

∑
σ

sign(π )sign(σ )
k∏

i=1

fπ(i)(Ui)gσ (i)(Ui)

]

= 1

k!

∑
π

∑
σ

sign(π )sign(σ )
k∏

i=1

E
[
fπ(i)(U )gσ (i)(U )

]
=

∑
τ

sign(τ )
k∏

i=1

E[fi(U )gτ (i)(U )]

= det(E[fi(U )gj (U )]).

In the second last step, we use the fact that for a given permutation
τ of {1, 2, . . . , k}, the product

∏k
i=1 ai,τ (i) equals

∏k
i=1 aπ(i),σ (i) whenever

τ = σπ−1, and hence,
∏k

i=1 ai,τ (i) occurs exactly k! times in the multiset
{∏k

i=1 aπ(i),σ (i)} as π and σ range over all possible permutations.
Let U,U1, U2, . . . , Uk be independent uniformly distributed random vari-

ables on {1, 2, . . . , k}. Using the same notation in Formula 6.6.5, let fi(s) = fis,

where (fi1, fi2, . . . , fin) is the ith row in the matrix F and gj (s) = gsj , where
(g1j , g2j , . . . , gnj )T is the j th column of G. Then

1

k!
E[det(fi(Uj )) det(gi(Uj ))] = 1

k!nk

∑
(a1,a2,...,ak )

det(fi(aj )) det(gi(aj )),

where the sum ranges over all k-tuples (a1, a2, . . . , ak) with ai ∈ {1, 2, . . . , n}.
If two coordinates ai and aj are the same, then the determinant is zero. There-
fore, we can assume that the coordinates αi are distinct. If we exchange two
coordinates, then the two determinants change sign simultaneously, and hence
their product remains the same. Hence, we can rearrange each k-tuple in in-
creasing order, with each k-tuple (a1, a2, . . . , ak) such that a1 < a2 < · · · < ak
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occurring k! times. When this is done, we have

1

k!
E[det(fi(Uj )) det(gi(Uj ))]

= 1

nk

∑
(a1,a2,...,ak )

det(fi(aj )) det(gi(aj ))

= 1

nk

∑
(a1,a2,...,ak )

det(fi,aj
) det(gaj ,i)

= 1

nk

∑
K: K={a1,a2,...,ak}

det F [{1, 2, . . . , k}|K] det G[K|{1, 2, . . . , k}]).

On the right side, we have

det(E[fi(U )gj (U )]) = det

(
1

n

n∑
a=1

fi(a)gi(a)

)

= 1

nk
det

(
n∑

a=1

fiagai

)
= 1

nk
det FG.
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[5.4]

C. Chevalley, Invariants of finite groups generated by reflections, Am. J. Math. 77 (1955)
778–782 [5.2]

P.M. Cohn, Universal Algebra, 2nd edition, Reidel, Dordrecht, 1981. [1.3]
G. Converse and M. Katz, Symmetric matrices with given row sums, J. Comb. Theory

Ser. A 18 (1975) 171–176. [2.6]
D. Cox, J. Little, and D. O’Shea, Ideals, Varieties, and Algorithms, Springer, New York,

1992. [1.2]
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D. König, Über Graphen und ihre Anwendung auf Determinantentheorie und Mengen-
lehre, Math. Ann. 77 (1916) 453–465. [2.1, 2.2, 2.3]

J.B. Kruskal, Well-quasi-ordering, the tree theorem and Vázsonyi’s conjecture, Trans.
Am. Math. Soc. 95 (1960) 210–225. [1.2]

J.B. Kruskal, The theory of well-quasi-ordering: A frequently discovered concept, J.
Comb. Theory Ser. A 13 (1972) 297–305. [1.2]



P1: KAE

CUUS456-BIB cuus456-Kung 978 0 521 88389 4 November 6, 2008 10:32

Bibliography 381

H.W. Kuhn, The Hungarian method for the assignment problem, Nav. Res. Logist. Quart.
2 (1955) 83–97. [2.2]

J.P.S. Kung, Bimatroids and invariants, Adv. Math. 30 (1978) 238–249. [2.8]
J.P.S. Kung, On algebraic structures associated with the Poisson process, Algebr. Univ.

13 (1981) 137–147. [3.4]
J.P.S. Kung, Matchings and Radon transforms in lattices. I. Consistent lattices, Order 2

(1985) 105–112. [1.3, 3.5]
J.P.S. Kung, Gundelfinger’s theorem on binary forms, Stud. Appl. Math. 75 (1986)

163–170. [6.2]
J.P.S. Kung, Matchings and Radon transforms in lattices. II. Concordant sets, Math.

Proc. Camb. Phil. Soc. 101 (1987) 221–231. [3.5]
J.P.S. Kung, Matroid theory, in M. Hazewinkel, ed., Handbook of Algebra, Vol. 1,

North-Holland, Amsterdam, 1996, pp. 157–184. [2.4]
J.P.S. Kung, Critical problems, in J.E. Bonin, J.G. Oxley, and B. Servatius, eds., Matroid

Theory, Contemporary Mathematics, Vol. 197, American Mathematical Society,
Providence, RI, 1996, pp. 1–127. [3.1]

J.P.S. Kung, Differential symmetric functions, Ann. Comb. 4 (2000) 285–297. [5.7]
J.P.S. Kung and G.-C. Rota, On the differential invariants of an ordinary differential

equation, Proc. Roy. Soc. Edinburgh 89A (1984) 111–123. [5.7]
J.P.S. Kung and G.-C. Rota, The invariant theory of binary forms, Bull. Am. Math. Soc.

(N.S.) 10 (1984) 27–85. [6.1, 6.2]
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G. Pólya, Remarques sur une problème d’algebre étudié par Laguerre, J. Math. Pures
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k-family, 132, 134
Sperner, 135

k-positive, 320

lattice, 2
of antichains, 130
Arguesian, 153
atomic, 18, 162
Boolean σ -subalgebras, 43
coatomic, 18, 170
complemented, 26

modularly, 234
consistent, 22, 170
distributive, 18

free, 349
of divisors, 108, 240
Dowling, 235, 240
of flats, 163
free, 23, 149, 351
geometric, 163, 310
of intersections, 234
of intervals, 109, 126
of k-families, 134

linear, 155
free, 156

locally distributive, 135
modular, 20, 162

free, 149, 158, 350
of n-partitions, 41
of partitions, 30, 41, 225
of periods, 235, 254
semimodular, 162
of subgroups, 42, 235, 341
of subnormal subgroups, 171
of subspaces, 169, 352
type-1, -2, -3, 159
with unique complements, 26, 330

law
Arguesian, 151, 159
De Morgan, 2, 330
modular, 22, 147
of symmetry, 233, 358

lemma
Dickson, 15
Gordan, 15
Higman, 16
Lucas, 284
Rado, 57
Schur, 293
Sylvester, 298
Szpilrajn, 11
umbral composition, 213
unique factorization, 19

length, 9
line, 296

map
admissible, 16
order-preserving, 9

proper, 118, 338
strict, 13

order-reversing, 9
residuated, 354

matching, 54, 132
Higgins, 95
independent, 69
partial, 54

matrix
�, 182, 317
(0, 1)-, 62
compound, 305
connection, 213
diagonalizable, 310
doubly stochastic, 78, 93
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even, 90
infinite-dimensional, 93
symmetric, 90

doubly substochastic, 89, 333
free, 62
incidence, 62, 165
irreducible, 66
nonnegative, totally, 296
normal, 88
permutation, 79, 334, 336

symmetrized, 334
positive, totally, 296
Redheffer, 125
of a relation, 44
representation, 336
umbral notation, 277
upper-triangular, 106
variation-decreasing, 314, 322

matroid, 68
cycle, 168
transversal, 69
Vámos, 338

matroid minor project, 17,
328

mean, symmetric, 84
meet, 2
meet-semilattice, 124
method, Hungarian, 61
minor, 296
moment, 188
monomial

coding, 236, 341
image, 226
leading, 326
meet, 25

multichain, 340
multilinearity, 303, 332
multiset, 6, 256

normal form, disjunctive, 25
notation

bracket, 140
square, 250

letter-place, 222
umbral, 274

number
Bell, 181, 186
chromatic, 133
clique, 133
Stirling, 181, 214
Whitney, 145, 276

occurrence, 247, 260
operator

Baxter, 242
delta, 190
embedding, 51
Laguerre, 197
shift-invariant, 190
umbral, 211

orbit, 235
order

lexicographic, 223, 326
linear, 9
majorization, 82
partial, 2, 9

completion, 50
locally finite, 106
ranked, 9

quasi, 14
well-quasi, 14, 325

subword, 16, 327
orthogonality, 47

partition, 30
canonical, 134
chain, 126

k-saturated, 136
symmetric, 139, 142, 169, 348

Hartmanis, 41
ordered, 180

path, alternating, 59
pentagon, 7, 324
period, 235
permanent, 67, 92, 104, 233
permutation, 29, 181, 332

complementing, 126, 345
conjugate, 29
cycle decomposition, 29, 236, 255, 256

picnic, 99
placing, 231, 357
plane, projective, 150, 352
polynomial

Abel, 197
Appell, 209, 295, 366
Bernoulli, 211
biorthogonal, 216
Boolean, 25

monotone, 26
chain, 116
characteristic, 334
chromatic, 168, 203, 276, 277
difference-Abel, 215
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Dirichlet, 122
exponential, 214
Gončarov, 217
Gould, 215
Hermite, 209, 366
Laguerre, 198, 214, 216, 357, 367
lattice, 23
Legendre, 366
order, 13
Ore, 269
permutation, 266, 363
sequence, 189

binomial type, 188
Sheffer, 205

zeta, 121
polytope, assignment, 88
power, exterior, 303
problem

assignment, 89
Dedekind, 147
Easterfield demobilization, 62
Goblin coin-weighing, 30
Littlewood–Offord, 140, 145
Putnam, 53
word, 23

process, Poisson, 201
product

Cartesian, 11, 12, 34, 120, 346
cyclomatic, 184
exterior, 303
infinite, 319
matrix, 72
relative, 48
tensor, 101, 120

property
Kurosh–Ore, 22
normalized matching, 145
Pierce, 27
Sperner, 146
universal, 24, 43, 246

puzzle, Gomory, 53

q-analog, 44
q-integral, 257
quermassintegral, 276
quotient, 46, 247

radical, Jacobson, 339
rank

matrix, 101
tensor, 102

ratio, golden, 277
rectangle, Latin, 61
recurrence, 209, 357

three-term, 277
refinement, reverse, 30
relation, 44

Appell, 217
contrary, 48
converse, 48
difunctional (self-transitive), 49
equivalence, 40,

commuting, 49, 153
Ferrers, 49
inverse, 153, 185
isomorphism of, 45
mutually transitive, 49
number of, 50
regular, 61
symmetric, 49
transitive, 49

residual, 46
restriction, 69
resultant, 358
ring

of sets, 1
valuation, 172

universal, 8
rule

Cramer, 360
deduction, 23
De Morgan, 52

σ -algebra, 43, 160
semigroup, interval, 120
sequence, 15

bad, 14, 328
basic, 190
inverse, 213
multiplier, 291
permutable, 215
Pólya frequency, 317
polynomial, 189
Sheffer, 205

series
Dirichlet, 218
formal power, 182
Lambert, 184

set
clopen, 4
finite, 40

sign change, 311
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space
disconnected, totally, 4
projective, 148, 151, 159, 168
Stone, 4

species, 200
statistic

order, 218
sufficient, 31

step, 304
stroke, Sheffer, 7, 325
subgroup, 42, 159

Frattini, 123, 341, 342
normal, 123,
stabilizer, 236
subnormal, 171
Young, 236

subrelation, 54, 77
sum

relative, 48, 52
telescoping, 85

summation
Euler, alternating series, 200
Euler–MacLaurin, 211

superadditivity, 17
symmetric function, 222, 223, 262

complete homogeneous, 224, 231
elementary, 91, 224, 243, 262, 265, 270
monomial, 223
positive, 92
power-sum, 92, 224, 270
Schur, 232, 270

system of distinct representatives, 54

table, truth, 26
tensor

decomposable, 101
free, 103
skew-symmetric, 303

theorem
Amitsur–Levitski, 120
Appell, 270
automorphism, 212
Bapat, 65
Birkhoff, 79, 88, 163
Birkhoff representation, 19, 175
Birkhoff–Schreier–Zassenhaus,

158
Birkhoff–Ward, 27
Brouwer fixed-point, 300
Carathéodory, 333
Cauchy, 362

Chevalley, 234, 268, 270
closure, 110
Crapo complementation, 117
crosscut, 113, 114
Desargues, 151, 159, 352
Dilworth

chain decomposition, 126
covering, 162, 167
dimension, 129
unique complements, 27

Dubreil–Jacotin, 155
Edmonds, 63
Edrei, 317
Erdős–Szekeres, 132
expansion,

first, 193
second, 207

Fermat, little, 260, 263, 365
Ford–Fulkerson, 71
Frobenius irreducibility, 66
fundamental

of geometry, 168
of symmetric functions, 229, 262,
264, 270

Gale, 99
Gale–Ryser, 95
Galois coconnection, 112, 121
Gantmacher–Krein, 311
Gaschütz, 123, 341, 342
Grace, 285, 290
Greene, 136, 176
Greene–Kleitman, 132
Griggs, 147
Hall, Marshall, 56
Hall, Philip, 112, 115, 344
Hardy–Littlewood–Pólya, 82
harem, 74
Hermite, 266
Higgins, 95
Hilbert basis, 15
isomorphism, 194
Jónsson, 41, 159, 352
Kasteleyn, 67
Katona–Kleitman, 140
Knaster–Tarski, 21
König, 54, 61, 92
König–Egerváry, 64, 65, 103
Krein–Milman, 80
Kruskal, 17
Laguerre, 233, 289, 359
Lee–Yang, 291
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Lucas, 265
marriage, 55, 348

defect form, 60
matroid, 69

McKinsey–Tarski, 28
McLaughlin, 158, 330
Mes̆alkin, 44
Motzkin, 315
Perron–Frobenius, 300
Pierce, 27
Pólya, 297
Pólya enumeration, 240
Potter, 182
Procesi, 92
Pudlák–Tu̇ma, 41
Rado subrelation, 77
Robertson–Seymour, 17
Rohlin, 161
Rolle, 273
Rota, 164
Schoenberg, 320
set-closure, 111
Solomon, 173
Sperner, 44, 136, 138

two-part, 142
Stone, 4
Sylvester, 282
Szegö, 292

determinant, 291
Titchmarsh, 245
Tutte, 203, 277
Weisner, 111, 164, 226
Welsh, 72
Whitman, 41

theory
Nevanlinna, 317

Pólya enumeration, 235
Ramsey, 126
Sperner, 145, 169

topology
finite, 12, 325
standard, 120
Zariski, 5

transfer, 85
transform

Fourier, 257
Laplace, 179, 335

transformation, linear fractional, 284
transversal, 54

common, 71
tree, rooted, 16, 199
type

binomial, 189
of a partition, 30, 225
Sheffer, 216

umbra, 186, 274, 277
unimodality, 146, 274, 276

valuation, 1, 171, 336
Poisson, 201

variable, random, 30, 42, 188,
310

variation, 311
variety, 23, 51, 281

width, 126, 134
Wronskian, 269

zero
interlacing, 365
real, 140, 272, 273, 366
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