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## Preface

The working title of this book was "Combinatorics 18.315." In the private language of the Massachusetts Institute of Technology, Course 18 is Mathematics, and 18.315 is the beginning graduate course in combinatorial theory. From the 1960s to the 1990s, 18.315 was taught primarily by the three permanent faculty in combinatorics, Gian-Carlo Rota, Daniel Kleitman, and Richard Stanley. Kleitman is a problem solver, with a prior career as a theoretical physicist. His way of teaching 18.315 was intuitive and humorous. With Kleitman, mathematics is fun. The experience of a Kleitman lecture can be gleaned from the transcripts of two talks. ${ }^{1}$ Stanley's way is the opposite of Kleitman. His lectures are careful, methodical, and packed with information. He does not waste words. The experience of a Stanley lecture is captured in the two books Enumerative Combinatorics I and II, now universally known as EC1 and EC2. Stanley's work is a major factor in making algebraic combinatorics a respectable flourishing mainstream area.

It is difficult to convey the experience of a Rota lecture. Rota once said that the secret to successful teaching is to reveal the material so that at the end, the idea - and there should be only one per lecture - is obvious, ready for the audience to "take home." We must confess that we have failed to pull this off in this book. The immediacy of a lecture cannot (and should not) be frozen in the textuality of a book. Instead, we have tried to convey the method behind Rota's research. Although he would object to it being stated in such stark simplistic terms, mathematical research is not about solving problems; it is about finding the right problems. One way of finding the right problems is to look for ideas common to subjects, ranging from, say, category theory to statistics. What is shared may be the implicit algebraic structures that hide behind the technicalities, in which case finding the structure is part

[^0]of "applied universal algebra." The famous paper Foundations I, which revealed the role of partially ordered sets in combinatorics, is a product of this point of view. To convey Rota's thinking, which involves all of mathematics, one must go against an idée reçue of textbook writing: the prerequisites for this book are, in a sense, all mathematics. However, it is the ideas, not the technical details, that matter. Thus, in a different sense, there are no prerequisites to this book: we intend that a minimum of technical knowledge is needed to seriously appreciate the text of this book. Those parts where special technical knowledge is needed, usually in the exercises, can be skimmed over.

Rota taught his courses with different topics and for different audiences. The chapters in this book reflect this. Chapter 1 is about sets, functions, relations, valuations, and entropy. Chapter 2 is mostly a survey of matching theory. It provides a case study of Rota's advice to read on the history of a subject before tackling its problems. The aim of Chapter 2 is to find what results one should expect when one extends matching theory to higher dimensions. Possible paths are suggested in Section 2.8. The third chapter offers a mixture of topics in partially ordered sets. The first section is about Möbius functions. After the mid1960s, Möbius functions were never the focus of a Rota course; his feeling was that he had made his contribution. However, a book on Rota's combinatorics would be incomplete without Möbius functions. Other topics in Chapter 3 are Dilworth's chain partition theorem; Sperner theory; modular, linear, and geometric lattices; and valuation rings. Linear lattices, or lattices represented by commuting equivalence relations, lie at the intersection of geometric invariant theory and the foundations of probability theory. Chapter 4 is about generating functions, polynomial sequences of binomial type, and the umbral calculus. These subjects have been intensively studied and the chapter merely opens the door to this area. Chapter 5 is about symmetric functions. We define them by distribution and occupancy and apply them to the study of Baxter algebras. This chapter ends with a section on symmetric functions over finite fields. The sixth chapter is on polynomials and their zeros. The topic is motivated, in part, by unimodality conjectures in combinatorics and was the last topic Rota taught regularly. Sadly, we did not have the opportunity to discuss this topic in detail with him.

There is a comprehensive bibliography. Items in the bibliography are referenced in the text by author and year of publication. In a few cases when two items by the same authors are published in the same year, suffixes $a$ and $b$ are appended according to the order in which the items are listed. Exceptions are several papers by Rota and the two volumes of his selected papers; these
are referenced by short titles．Our convention is explained in the beginning of the bibliography．

We should now explain the authorship and the title of this book．Gian－Carlo Rota passed away unexpectedly in 1999，a week before his 67th birthday．This book was physically written by the two authors signing this preface．We will refer to the third author simply as Rota．As for the title，we wanted one that is not boring．The word＂way＂is not meant to be prescriptive，in the sense of＂my way or the highway．＂Rather，it comes from the core of the cultures of the three authors．The word＂way＂resonates with the word＂cammin＂in the first line of Dante＇s Divina commedia，＂Nel mezzo del cammin di nostra vita．＂It also resonates as the character＂tao＂in Chinese．In both senses，the way has to be struggled for and sought individually．This is best expressed in Chinese：

## 道可道，非常道

Inadequately translated into rectilinear English，this says＂a way which can be wayed（that is，taught or followed）cannot be a way．＂Rota＇s way is but one way of doing combinatorics．After＂seeing through＂Rota＇s way，the reader will seek his or her own way．

It is our duty and pleasure to thank the many friends who have contributed， knowingly or unknowingly，to the writing of this book．There are several sets of notes from Rota＇s courses．We have specifically made use of our own notes （1976，1977，1994，and 1995），and more crucially，our recollection of many conversations we had with Rota．Norton Starr provided us with his notes from 1964．These offer a useful pre－foundations perspective．We have also consulted notes by Miklós Bona，Gabor Hetyei，Richard Ehrenborg，Matteo Mainetti， Brian Taylor，and Lizhao Zhang from the early 1990s．We have benefited from discussions with Ottavio D’Antona，Wendy Chan，and Dan Klain．John Guidi generously provided us with his verbatim transcript from 1998，the last time Rota taught 18．315．Section 1.4 is based partly on notes of Kenneth Baclawski， Sara Billey，Graham Sterling，and Carlo Mereghetti．Section 2.8 originated in discussions with Jay Sulzberger in the 1970s．Sections 3.4 and 3.5 were much improved by a discussion with J．B．Nation．William Y．C．Chen and his students at the Center for Combinatorics at Nankai University（Tianjin，China）－Thomas Britz，Dimitrije Kostic，Svetlana Poznanovik，and Susan Y．Wu－carefully read various sections of this book and saved us from innumerable errors．We also thank Ester Rota Gasperoni，Gian－Carlo＇s sister，for her encouragement of this project．

Finally, Joseph Kung was supported by a University of North Texas faculty development leave. Catherine Yan was supported by the National Science Foundation and a faculty development leave funded by the Association of Former Students at Texas A\&M University.

May 2008
Joseph P. S. Kung
Catherine H. Yan

## 1

## Sets, Functions, and Relations

### 1.1 Sets, Valuations, and Boolean Algebras

We shall usually work with finite sets. If $A$ is a finite set, let $|A|$ be the number of elements in $A$. The function $|\cdot|$ satisfies the functional equation

$$
|A \cup B|+|A \cap B|=|A|+|B|
$$

The function $|\cdot|$ is one of many functions measuring the "size" of a set. Let $v$ be a function from a collection $\mathcal{C}$ of sets to an algebraic structure $\mathbb{A}$ (such as an Abelian group or the nonnegative real numbers) on which a commutative binary operation analogous to addition is defined. Then $v$ is a valuation if for sets $A$ and $B$ in $\mathcal{C}$,

$$
v(A \cup B)+v(A \cap B)=v(A)+v(B),
$$

whenever the union $A \cup B$ and the intersection $A \cap B$ are in $\mathcal{C}$.
Sets can be combined algebraically and sometimes two sets can be compared with each other. The operations of union $\cup$ and intersection $\cap$ are two basic algebraic binary operations on sets. In addition, if we fix a universal set $S$ containing all the sets we will consider, then we have the unary operation $A^{c}$ of complementation, defined by

$$
A^{c}=S \backslash A=\{a: a \in S \text { and } a \notin A\} .
$$

Sets are partially ordered by containment. A collection $\mathcal{C}$ of subsets is a ring of sets if $\mathcal{C}$ is closed under unions and intersections. If, in addition, all the sets in $\mathcal{C}$ are subsets of a universal set and $\mathcal{C}$ is closed under complementation, then $\mathcal{C}$ is a field of sets. The collection $2^{S}$ of all subsets of the set $S$ is a field of sets.

Boolean algebras capture the algebraic and order structure of fields of sets. The axioms of a Boolean algebra abstract the properties of union, intersection,
and complementation, without any mention of elements or points. As John von Neumann put it, the theory of Boolean algebras is "pointless" set theory.

A Boolean algebra $P$ is a set with two binary operations, the join $\vee$ and the meet $\wedge$; a unary operation, complementation ${ }^{c}$; and two nullary operations or constants, the minimum $\hat{0}$ and the maximum $\hat{1}$. The binary operations $\vee$ and $\wedge$ satisfy the lattice axioms:

L1. Idempotency: $x \vee x=x, \quad x \wedge x=x$.
L2. Commutativity: $x \vee y=y \vee x, \quad x \wedge y=y \wedge x$.
L3. Associativity: $x \vee(y \vee z)=(x \vee y) \vee z, \quad x \wedge(y \wedge z)=(x \wedge y) \wedge z$.
L4. Absorption: $x \wedge(x \vee y)=x, \quad x \vee(x \wedge y)=x$.
Joins and meets also satisfy the distributive axioms

$$
x \vee(y \wedge z)=(x \vee y) \wedge(x \vee z), \quad x \wedge(y \vee z)=(x \wedge y) \vee(x \wedge z)
$$

In addition, the five operations satisfy the De Morgan laws

$$
(x \vee y)^{c}=x^{c} \wedge y^{c}, \quad(x \wedge y)^{c}=x^{c} \vee y^{c}
$$

two pairs of rules concerning complementation

$$
x \vee x^{c}=\hat{1}, \quad x \wedge x^{c}=\hat{0}
$$

and

$$
\hat{0} \neq \hat{1}, \quad \hat{1}^{c}=\hat{0}, \quad \hat{0}^{c}=\hat{1}
$$

It follows from the axioms that complementation is an involution; that is, $\left(x^{c}\right)^{c}=x$. The smallest Boolean algebra is the algebra $\underline{2}$ with two elements $\hat{0}$ and $\hat{1}$, thought of as the truth values "false" and "true." The axioms are, more or less, those given by George Boole. Boole, perhaps the greatest simplifier in history, called these axioms "the laws of thought." He may be right, at least for silicon-based intelligence.

A lattice is a set $L$ with two binary operations $\vee$ and $\wedge$ satisfying axioms L1-L4. A partially ordered set or poset is a set $P$ with a relation $\leq$ (or $\leq_{P}$ when we need to be clear which partial order is under discussion) satisfying three axioms:

PO1. Reflexivity: $x \leq x$.
PO2. Transitivity: $x \leq y$ and $y \leq z$ imply $x \leq z$.
PO3. Antisymmetry: $x \leq y$ and $y \leq x$ imply $x=y$.

[^1]The order-dual $P^{\downarrow}$ is the partial order obtained from $P$ by inverting the order; that is,

$$
x \leq_{P \downarrow} y \text { if and only if } y \leq_{P} x .
$$

Sets are partially ordered by containment. This order relation is not explicit in a Boolean algebra, but can be defined by using the meet or the join. More generally, in a lattice $L$, we can define a partial order $\leq_{L}$ compatible with the lattice operations on $L$ by $x \leq_{L} y$ if and only if $x \wedge y=x$. Using the absorption axiom L4, it is easy to prove that $x \wedge y=x$ if and only if $x \vee y=y$; thus, the following three conditions are equivalent:

$$
x \leq_{L} y, \quad x \wedge y=x, \quad x \vee y=y .
$$

The join $x \vee y$ is the supremum or least upper bound of $x$ and $y$ in the partial order $\leq_{L}$; that is, $x \vee y \geq_{L} x, x \vee y \geq_{L} y$, and if $z \geq_{L} x$ and $z \geq_{L} y$, then $z \geq_{L} x \vee y$. The meet $x \wedge y$ is the infimum or greatest lower bound of $x$ and $y$. Supremums and infimums can be defined for arbitrary sets in partial orders, but they need not exist, even when the partial order is defined from a lattice. However, supremums and infimums of finite sets always exist in lattices.

By the De Morgan laws, the complementation map $x \mapsto x^{c}$ from a Boolean algebra $P$ to itself exchanges the operations $\vee$ and $\wedge$. This gives an (order) duality: if a statement $P$ about Boolean algebra holds for all Boolean algebras, then the statement $P^{\downarrow}$, obtained from $P$ by the exchanges $x \leftrightarrow x^{c}, \wedge \leftrightarrow \vee$, $\leq \leftrightarrow \geq, \hat{0} \leftrightarrow \hat{1}$, is also valid over all Boolean algebras. A similar duality principle holds for statements about lattices.

We end this section with representation theorems for Boolean algebras as fields of subsets. Let $P$ and $Q$ be Boolean algebras. A function $\phi: P \rightarrow Q$ is a Boolean homomorphism or morphism if

$$
\begin{aligned}
\phi(x \vee y) & =\phi(x) \vee \phi(y) \\
\phi(x \wedge y) & =\phi(x) \wedge \phi(y) \\
\phi\left(x^{c}\right) & =(\phi(x))^{c} .
\end{aligned}
$$

1.1.1. Theorem. A finite Boolean algebra $P$ is isomorphic to the Boolean algebra $2^{S}$ of all subsets of a finite set $S$.

Proof. An atom $a$ in $P$ is an element covering the minimum $\hat{0}$; that is, $a>\hat{0}$ and if $a \geq b>\hat{0}$, then $b=a$. Atoms correspond to one-element subsets. Let $S$ be the set of atoms of $B$ and $\psi: P \rightarrow 2^{S}, \phi: 2^{S} \rightarrow P$ be the functions defined by

$$
\psi(x)=\{a: a \in S, a \leq x\}, \quad \phi(A)=\bigvee_{a \in A} a
$$

It is routine to check that both compositions $\psi \phi$ and $\phi \psi$ are identity functions and that $\phi$ and $\psi$ are Boolean morphisms.

The theorem is false if finiteness is not assumed. Two properties implied by finiteness are needed in the proof. A Boolean algebra $P$ is complete if the supremum and infimum (with respect to the partial order $\leq$ defined by the lattice operations) exist for every subset (of any cardinality) of elements in $P$. It is atomic if every element $x$ in $P$ is a supremum of atoms. The proof of Theorem 1.1.1 yields the following result.
1.1.2. Theorem. A Boolean algebra $P$ is isomorphic to a Boolean algebra $2^{S}$ of all subsets of a set if and only if $P$ is complete and atomic.

Theorem 1.1.2 says that not all Boolean algebras are of the form $2^{S}$ for some set $S$. For a specific example, let $S$ be an infinite set. A subset in $S$ is cofinite if its complement is finite. The finite-cofinite Boolean algebra on the set $S$ is the Boolean algebra formed by the collection of all finite or cofinite subsets of $S$. The finite-cofinite algebra on an infinite set is atomic but not complete. Another example comes from analysis. The algebra of measurable sets of the real line, modulo the sets of measure zero, is a nonatomic Boolean algebra in which unions and intersections of countable families of equivalence classes of sets exist.

One might hope to represent a Boolean algebra as a field of subsets constructed from a topological space. The collection of open sets is a natural choice. However, because complements exist and complements of open sets are closed, we need to consider clopen sets, that is, sets that are both closed and open.
1.1.3. Lemma. The collection of clopen sets of a topological space is a field of subsets (and forms a Boolean algebra).

Since meets and joins are finitary operations, it is natural to require the topological space to be compact. A space $X$ is totally disconnected if the only connected subspaces in $X$ are single points. If we assume that $X$ is compact and Hausdorff, then being totally connected is equivalent to each of the two conditions: (a) every open set is the union of clopen sets, or (b) if $p$ and $q$ are two points in $X$, then there exists a clopen set containing $p$ but not $q$. A Stone space is a totally disconnected compact Hausdorff space.
1.1.4. The Stone representation theorem. ${ }^{2}$ Every Boolean algebra can be represented as the field of clopen sets of a Stone space.

[^2]There are two ways, topological or algebraic, to prove the Stone representation theorem. In both, the key step is to construct a Stone space $X$ from a Boolean algebra $P$. A $\underline{2}$-morphism of $P$ is a Boolean morphism from $P$ onto the twoelement Boolean algebra 2. Let $X$ be the set of $\underline{2}$-morphisms of $P$. Regarding $X$ as a (closed) subset of the space $\underline{2}^{P}$ of all functions from $P$ into $\underline{2}$ with the product topology, we obtain a Stone space. Each element $x$ in $P$ defines a continuous function $X \rightarrow \underline{2}, f \mapsto f(x)$. Using this, we obtain a Boolean morphism from $P$ into the Boolean algebra of clopen sets of $X$.

The algebraic approach regards a Boolean algebra $P$ as a commutative ring, with addition defined by $x+y=\left(x \wedge y^{c}\right) \vee\left(x^{c} \wedge y\right)$ and multiplication defined by $x y=x \wedge y$. (Addition is an abstract version of symmetric difference of subsets.) Then the set of prime ideals $\operatorname{Spec}(P)$ of $P$ is a topological space under the Zariski topology: the closed sets are the order filters in $\operatorname{Spec}(P)$ under set-containment. The order filters are also open, and hence clopen. Then the Boolean algebra $P$ is isomorphic to the Boolean algebra of clopen sets of $\operatorname{Spec}(P)$. Note that in a ring constructed from a Boolean algebra, $2 x=x+x=$ 0 for all $x$. In such a ring, every prime ideal is maximal. Maximal ideals are in bijection with 2 -morphisms and so $\operatorname{Spec}(P)$ and $X$ are the same set (and less obviously, the same topological space). ${ }^{3}$

The Boolean operations on a field $P$ of subsets of a universal set $S$ can be modeled by addition and multiplication over a ring $\mathbb{A}$ using indicator (or characteristic) functions. If $S$ is a universal set and $A \subseteq S$, then the indicator function $\chi_{A}$ of $A$ is the function $S \rightarrow \mathbb{A}$ defined by

$$
\chi_{A}(a)= \begin{cases}1 & \text { if } a \in A \\ 0 & \text { if } a \notin A\end{cases}
$$

The indicator function satisfies

$$
\begin{aligned}
& \chi_{A \cap B}(a)=\chi_{A}(a) \chi_{B}(a), \\
& \chi_{A \cup B}(a)=\chi_{A}(a)+\chi_{B}(a)-\chi_{A}(a) \chi_{B}(a) .
\end{aligned}
$$

When $\mathbb{A}$ is $\operatorname{GF}(2)$, the (algebraic) field of integers modulo 2, then the indicator function gives an injection from $P$ to the vector space $\operatorname{GF}(2)^{S}$ of dimension $|S|$ with coordinates labeled by $S$. Since GF(2) is the Boolean algebra $\underline{2}$ as a ring, indicator functions also give an injection into the Boolean algebra $\underline{2}^{|S|}$. Indicator functions give another way to prove Theorem 1.1.1.

It will be useful to have the notion of a multiset. Informally, a multiset is a set in which elements can occur in multiple copies. For example, $\{a, a, b, a, b, c\}$

[^3]is a multiset in which the element $a$ occurs with multiplicity 3 . One way to define multisets formally is to generalize indicator functions. If $S$ is a universal set and $A \subseteq S$, then a multiset $M$ is defined by a multiplicity function $\chi_{M}$ : $S \rightarrow \mathbb{N}$ (where $\mathbb{N}$ is the set of nonnegative integers). The support of $M$ is the subset $\left\{a \in S: \chi_{M}(a)>0\right\}$. Unions and intersections of multisets are defined by
\[

$$
\begin{aligned}
& \chi_{A \cap B}(a)=\min \left\{\chi_{A}(a), \chi_{B}(a)\right\} \\
& \chi_{A \cup B}(a)=\max \left\{\chi_{A}(a), \chi_{B}(a)\right\} .
\end{aligned}
$$
\]

We have defined union so that it coincides with set-union when both multisets are sets. We also have the notion of the sum of two multisets, defined by

$$
\chi_{A+B}(a)=\chi_{A}(a)+\chi_{B}(a)
$$

This sum is an analog of disjoint union for sets.

## Exercises

### 1.1.1. Distributive and shearing inequalities.

Let $L$ be a lattice. Prove that for all $x, y, z \in L$,

$$
(x \wedge y) \vee(x \wedge z) \leq x \wedge(y \vee z)
$$

and

$$
(x \wedge y) \vee(x \wedge z) \leq x \wedge(y \vee(x \wedge z))
$$

### 1.1.2. Sublattices forbidden by the distributive axioms. ${ }^{4}$

A sublattice of a lattice $L$ is a subset of elements of $L$ closed under meets and joins. Show that a lattice $L$ is distributive if and only if $L$ does not contain the diamond $M_{5}$ and the pentagon $N_{5}$ as a sublattice (see Figure 1.1).

### 1.1.3. More on the distributive axioms.

(a) Assuming the lattice axioms, show that the two identities in the distributive axioms imply each other. Show that each identity is equivalent to the self-dual identity

$$
(x \vee y) \wedge(y \vee z) \wedge(z \vee x)=(x \wedge y) \vee(y \wedge z) \vee(z \wedge x)
$$

(b) Show that a lattice $L$ is distributive if and only if for all $a, x, y \in L$, $a \vee x=a \vee y$ and $a \wedge x=a \wedge y$ imply $x=y$.

[^4]

Figure 1.1 The diamond and the pentagon.

### 1.1.4. Implication.

Define the binary operation $\rightarrow$ of implication on a Boolean algebra $P$ by

$$
x \rightarrow y=x^{c} \vee y
$$

Show that the binary operation $\rightarrow$ and the constant $\hat{0}$ generate the operations $\vee, \wedge,{ }^{c}$ and the constant $\hat{1}$. Give a set of axioms using $\rightarrow$ and $\hat{0}$.

### 1.1.5. Conditional disjunction.

Define the ternary operation $[x, y, z]$ of conditional disjunction by

$$
[x, y, z]=(x \wedge y) \vee(y \wedge z) \vee(z \wedge x)
$$

Note that $[x, y, z]$ is invariant under permutations of the variables. Show that $\vee$ and $\wedge$ can be defined using conditional disjunction and the constants $\hat{1}$ and $\hat{0}$. Find an elegant set of axioms for Boolean algebras using conditional disjunction and complementation.

### 1.1.6. Huntington's axiom. ${ }^{5}$

Show that a Boolean algebra $P$ can be defined as a nonempty set with a binary operation $\vee$ and a unary operation ${ }^{c}$ satisfying the following three axioms:

H1. $V$ is associative.
H2. $\vee$ is commutative.
H3. Huntington's axiom: For all $x$ and $y$,

$$
\left(x^{c} \vee y^{c}\right)^{c} \vee\left(x^{c} \vee y\right)^{c}=x .
$$

### 1.1.7. The Sheffer stroke. ${ }^{6}$

Show that a Boolean algebra $P$ can be defined as a set $P$ with at least two elements with single binary operation | satisfying the axioms:

Sh1. $(a \mid a) \mid(a \mid a)=a$.

[^5]Sh2. $a|(b \mid(b \mid b))=a| a$.
Sh3. $(a \mid(b \mid c))|(a \mid(b \mid c))=((b \mid b) \mid a)|((c \mid c) \mid a)$.
1.1.8. Let $S$ be the countable set $\{1 / n: 1 \leq n<\infty\}$ and consider the topological space $S \cup\{0\}$ with the topology induced from the real numbers. Show that the finite-cofinite algebra on $S$ is the collection of open sets of $S \cup\{0\}$.
1.1.9. (a) Let $\mathcal{H}$ be the collection of all unions of a finite number of subsets of rational numbers of the following form:

$$
\{r: r<b\},\{r: a \leq r<b\}, \text { or }\{r: a \leq r\}
$$

Show that $\mathcal{H}$ is a countable Boolean algebra (under set-containment) with no atoms.
(b) Show that any two countable Boolean algebras with no atoms are isomorphic.
1.1.10. Is there a natural description of the Stone space of the Boolean algebra of measurable sets of real numbers modulo sets of measure zero?

### 1.1.11. Infinite distributive axioms.

The infinite distributive axioms for the lattice operations say
$\bigwedge_{i: i \in I} \bigvee_{j: j \in J} x_{i j}=\bigvee_{f: f: I \rightarrow J} \bigwedge_{i: i \in I} x_{i, f(i)}, \quad \bigvee_{i: i \in I} \bigwedge_{j: j \in J} x_{i j}=\bigwedge_{f: f: I \rightarrow J} \bigvee_{i: i \in I} x_{i, f(i)}$,
with $f$ ranging over all functions from $I$ to $J$. To see that this is the correct infinite extension, interpret $\wedge$ as multiplication and $\vee$ as addition. Then formally

$$
\begin{aligned}
& \left(x_{11}+x_{12}+x_{13}+\cdots\right)\left(x_{21}+x_{22}+x_{23}+\cdots\right)\left(x_{31}+x_{32}+x_{33}+\cdots\right) \cdots \\
& \quad=\sum_{f: f: I \rightarrow J} x_{1, f(1)} x_{2, f(2)} x_{3, f(3)} \cdots .
\end{aligned}
$$

Prove the following theorem of Tarski. ${ }^{7}$ Let $P$ be a Boolean algebra. Then the following conditions are equivalent:

1. $P$ is complete and satisfies the infinite distributivity axioms.
2. $P$ is complete and atomic.
3. $P$ is the Boolean algebra of all subsets of a set.

### 1.1.12. Universal valuations for finite sets.

Let $S$ be a finite set, $\left\{x_{a}: a \in S\right\}$ be a set of variables, one for each element of $S, x_{0}$ be another variable, and $\mathbb{A}[\underline{x}]$ be the ring of polynomials in the

[^6]set of variables $\left\{x_{a}: a \in S\right\} \cup\left\{x_{0}\right\}$ with coefficients in a ring $\mathbb{A}$. Show that $v: 2^{S} \rightarrow \mathbb{A}[\underline{x}]$ defined by
$$
v(A)=x_{0}+\sum_{a: a \in A} x_{a}
$$
is a valuation taking values in $\mathbb{A}[\underline{x}]$ and every valuation taking values in $\mathbb{A}$ can be obtained by assigning a value in $\mathbb{A}$ to each variable in $\left\{x_{a}: a \in S\right\} \cup\left\{x_{0}\right\}$.

### 1.2 Partially Ordered Sets

Let $P$ be a partially ordered set. An element $x$ covers the element $y$ in the partially ordered set if $x>y$ and there is no element $z$ in $P$ such that $x>z>y$. An element $m$ is minimal in the partial order $P$ if there are no elements $y$ in $P$ such that $y<m$. A maximal element is a minimal element in the dual $P^{\downarrow}$.

Two elements $x$ and $y$ in $P$ are comparable if $x \leq y$ or $y \leq x$; they are incomparable if neither $x \leq y$ nor $y \leq x$. A subset $C \subseteq P$ is a chain if any two elements in $C$ are comparable. A subset $A \subseteq P$ is an antichain if any two elements in $A$ are incomparable. If $C$ is a finite chain and $|C|=n+1$, then the elements in $C$ can be linearly ordered, so that

$$
x_{0}<x_{1}<x_{2}<\cdots<x_{n} .
$$

The length of the chain $C$ is $n, 1$ less than the number of elements in $C$. A chain $x_{0}<x_{1}<\cdots<x_{n}$ in the partial order $P$ is maximal or saturated if $x_{i+1}$ covers $x_{i}$ for $1 \leq i \leq n$. A function $r$ defined from $P$ to the nonnegative integers is a rank function if $r(x)=0$ for every minimal element and $r(y)=r(x)+1$ whenever $y$ covers $x$. The partial order $P$ is ranked if there exists a rank function on $P$. The rank of the entire partially ordered set $P$ is the maximum $\max \{r(x): x \in P\}$. If $x \leq y$ in $P$, the interval $[x, y]$ is the set $\{z: x \leq z \leq y\}$.

If $P$ is finite, then we draw a picture of $P$ by assigning a vertex or dot to each element of $P$ and putting a directed edge or arrow from $y$ to $x$ if $x$ covers $y$. Thinking of the arrows as flexible, we can draw the picture so that if $x>y$, then $x$ is above $y$. It is not required that the edges do not cross each other. Helmut Hasse drew such pictures for field extensions. For this reason, pictures of partial orders are often called Hasse diagrams.

Let $P$ and $Q$ be partially ordered sets. A function $f: P \rightarrow Q$ is orderpreserving if for elements $x$ and $y$ in $P, x \leq_{P} y$ implies $f(x) \leq_{Q} f(y)$. A function $f$ is order-reversing if $x \leq_{P} y$ implies $f(x) \geq_{Q} f(y)$.

A subset $I \subseteq P$ is an (order) ideal of $P$ if it is "down-closed;" that is, $y \leq x$ and $x \in I$ imply $y \in I$. Note that we do not require ideals to be closed under joins if $P$ is a lattice. The union and intersection of an arbitrary collection of
ideals are ideals. There is a bijection between ideals and antichains: an ideal $I$ is associated with the antichain $A(I)$ of maximal elements in $I$. If $a$ is an element of $P$, then the set $I(a)$ defined by

$$
I(a)=\{x: x \leq a\}
$$

is an ideal. An ideal is principal if it has this form or, equivalently, if it has exactly one maximal element $a$. The element $a$ generates the principal ideal $I(a)$.

If $A$ is a set of elements of $P$, then the ideal $I(A)$ generated by $A$ is the ideal defined, in two equivalent ways, by

$$
I(A)=\{x: x \leq a \text { for some } a \in A\}
$$

or

$$
I(A)=\bigcup_{a: a \in A} I(a) .
$$

Ideals are also in bijection with order-preserving functions from $P$ to the Boolean algebra 2: the ideal $I$ corresponds to the function $f: P \rightarrow \underline{2}$ defined by $f(x)=\hat{0}$ if $x \in I$ and $f(x)=\hat{1}$ otherwise.

Filters are "up-closed;" in other words, filters are ideals in the order-dual $P^{\downarrow}$. The set complement $P \backslash I$ of an ideal is a filter. Any statement about ideals inverts to a statement about filters. In particular, the map sending a filter to the antichain of its minimal elements is a bijection. Hence, there is a bijection between the ideals and the filters of a partially ordered set. If $A$ is a set of elements of $P$, then the filter $F(A)$ generated by $A$ is the filter defined by

$$
F(A)=\{x: x \geq a \text { for some } a \in A\} .
$$

When $A$ is a single-element set $\{a\}$, the filter $F(\{a\})$, written $F(a)$, is the principal filter generated by $a$.

Let $P$ be a partial order and $Q$ be a partial order on the same set $P$. The partial order $Q$ is an extension of $P$ if $x \leq_{P} y$ implies $x \leq_{Q} y$ or, equivalently, as a subset of the Cartesian product $P \times P$, the relation $\leq_{P}$ is contained in $\leq_{Q}$. If $Q$ is a chain, then it is a linear extension of $P$.
1.2.1. Lemma. ${ }^{8}$ Let $P$ be a finite partially ordered set. If $x$ is incomparable with $y$, then there is a linear extension $L$ of $P$ such that $x<_{L} y$.

Proof. We can construct a linear extension in the following way: let $\min (P)$ be the set of minimal elements of $P$. Then choose an element $x_{1}$ from $\min (P)$,

[^7]an element $x_{2}$ from $\min \left(P \backslash\left\{x_{1}\right\}\right)$, an element $x_{3}$ from $\min \left(P \backslash\left\{x_{1}, x_{2}\right\}\right)$, and so on. This gives a linear extension in which $x_{1}<x_{2}<x_{3}<\cdots$. Intuitively, this can be done by drawing the Hasse diagram and tilting it "slightly" so that the partial order is preserved and no two elements lie at the same height. Then we can read off the linear extension from bottom to top.

Now suppose that $x$ is incomparable with $y$. Then in the construction, always choose an element other than $x$ or $y$. This is possible unless, at some stage, the set $\min \left(P \backslash\left\{x_{1}, x_{2}, \ldots, x_{i}\right\}\right)$ is $\{x, y\}$. (The set of minimal elements cannot be the one-element set $\{x\}$ or $\{y\}$; otherwise $x$ and $y$ would be comparable.) Choosing $x$ before $y$, we obtain a linear extension $L$ in which $x \leq_{L} y$.

Another proof uses the simple but useful result: if a relation in $P \times P$ contains the diagonal and has no directed cycles of positive length, then its transitive closure is a partial order. Consider the relation $P \cup\{(x, y)\}$, where $(x, y) \notin P$. This relation has no directed cycle and so its transitive closure $P_{x}^{y}$ is a partial order. A linear extension of $P_{x}^{y}$ is a linear extension of $P$ in which $x \leq_{L} y$.

Lemma 1.2.1 is the finite case of Szpilrajn's lemma: ${ }^{9}$ every partially ordered set has a linear extension. In full generality, Szpilrajn's lemma is equivalent to the axiom of choice.

It is routine to show that if $P$ and $Q$ are two partial orders on the same set, then the intersection of the order relations $P$ and $Q$, as subsets of the partial order, is a partial order (on the same set). The order dimension $\operatorname{dim}(P)$ of a partially ordered set $P$ is the minimum number $d$ such that there exist $d$ linear extensions of $P$ such that

$$
P=\bigcap_{i=1}^{d} L_{i}
$$

For example, chains have order dimension 1 and antichains have order dimension 2. By Lemma 1.2.1, $P$ is the intersection of all its linear extensions. Hence, the order dimension of a finite partially ordered set $P$ is at most the number of linear extensions of $P$; in particular, the order dimension exists.

The (Cartesian) product $P \times Q$ of two partial orders $P$ and $Q$ is the order defined by

$$
(x, u) \leq_{P \times Q}(y, v) \text { if } x \leq_{P} y \text { and } u \leq_{P} v .
$$

If $L_{1}, L_{2}, \ldots, L_{d}$ are $d$ linear extensions intersecting at $P$, then the diagonal map $P \rightarrow L_{1} \times L_{2} \times \cdots \times L_{d}, a \mapsto(a, a, \ldots, a)$, gives an isomorphism

[^8]of $P$ onto the image $\{(a, a, \ldots, a): a \in P\}$. Conversely, given an injective function $a \mapsto\left(f_{1}(a), f_{2}(a), \ldots, f_{d}(a)\right)$ from $P$ to a product $K_{1} \times K_{2} \times \cdots \times$ $K_{d}$ of $d$ chains such that the image is isomorphic to $P$ under the inherited order, then one can obtain $d$ linear extensions in the following way: for each index $i$, choose a "default" linear extension $L$ and define the linear extension $L_{i}$ by
\[

x<y if\left\{$$
\begin{array}{c}
f_{i}(x)<f_{i}(y) \\
f_{i}(x)=f_{i}(y) \text { and } x<y \text { in } L .
\end{array}
$$\right.
\]

Then $P=\bigcap L_{i}$. We conclude that the order dimension is the smallest number $d$ such that there exists an injective order-preserving function from $P$ into a product of $d$ chains (of any size). Thinking of a chain as a one-dimensional line, this gives a geometric interpretation of the order dimension.

## Exercises

### 1.2.1. Finite partial orders and topological spaces.

A topological space on a set $S$ may be defined by a collection of open sets containing $S$ and $\emptyset$ are closed under arbitrary unions and finite intersections. A topology is $T_{0}$ if for any two elements $x$ and $y$, there is an open set containing $x$ but not $y$ or an open set containing $y$ but not $x$. Show that if $P$ is a finite set, a $T_{0}$-topology defines a partial order and, conversely, a partial order defines a $T_{0}$-topology.

### 1.2.2. Standard examples for order dimension. ${ }^{10}$

(a) Let $A_{i}=\{i\}$ and $B_{i}=\{1,2, \ldots, i-1, i+1, \ldots, n\}$, ordered by setcontainment, so that $A_{i} \leq B_{j}$ whenever $i \neq j$ and $A_{i}$ and $B_{i}$ are incomparable. The standard example $S_{n}$ is the rank-2 partially ordered set on the $2 n$ sets $A_{i}$ and $B_{i}$ ordered by set-containment. Show that $S_{n}$ has order dimension $n$.
(b) Show that if $Q$ is a suborder of $P$, then $\operatorname{dim}(Q) \leq \operatorname{dim}(P)$.
(c) Show that if $P$ is a collection of subsets of a set $S$ ordered by setcontainment, then $\operatorname{dim}(P) \leq|S|$. Using (a) and (b), conclude that the Boolean algebra $2^{\{1,2, \ldots, n\}}$ has order dimension $n$.

### 1.2.3. Order dimension of Cartesian products. ${ }^{11}$

(a) Let $P$ and $Q$ be partially ordered sets, each having a maximum, a minimum, and size at least 2 . Then

$$
\operatorname{dim}(P \times Q)=\operatorname{dim}(P)+\operatorname{dim}(Q)
$$

[^9]In particular, if $C_{i}$ are chains of positive length, then

$$
\operatorname{dim}\left(C_{1} \times C_{2} \times \cdots \times C_{n}\right)=n
$$

In general, all that can be proved is the inequality

$$
\operatorname{dim}(P \times Q) \leq \operatorname{dim}(P)+\operatorname{dim}(Q)
$$

This inequality can be strict.
(b) Let $S_{n}$ be the standard example defined in Exercise 1.2.2. Show that

$$
\operatorname{dim}\left(S_{n} \times S_{n}\right)=2 n-2
$$

### 1.2.4. The order polynomial. ${ }^{12}$

Let $P$ be a finite partially ordered set and $\langle n\rangle$ be a chain with $n$ elements. Let $\Omega(P ; n)$ be the number of order-preserving functions $P \rightarrow\langle n\rangle$.
(a) Show that

$$
\Omega(P ; n)=\sum_{s=1}^{|P|} e_{s}\binom{n}{s}
$$

where $e_{s}$ is the number of surjective order-preserving functions from $P$ to the chain $\langle s\rangle$. In particular, $\Omega(P ; n)$ is a polynomial in $n$, called the order polynomial of $P$.
(b) Let $x$ and $y$ be any two incomparable elements of $P$. Let $P_{y}{ }^{x}$ be the partial order obtained by taking the transitive closure of $P \cup\{(y, x)\}$ (defined in the proof of Lemma 1.2.1). Let $P_{x y}$ be the partially ordered set obtained by identifying $x$ and $y$. Show that $\Omega(P ; n)$ satisfies the relation

$$
\Omega(P ; n)=\Omega\left(P_{x}^{y} ; n\right)+\Omega\left(P_{y}^{x} ; n\right)-\Omega\left(P_{x y} ; n\right)
$$

An order-preserving map $f: P \rightarrow Q$ is strict if $x<y$ implies $f(x)<$ $f(y)$. Let $\bar{\Omega}(P ; n)$ be the number of strict order-preserving functions $P \rightarrow\langle n\rangle$.
(c) Show that $\bar{\Omega}(P ; n)=(-1)^{n} \Omega(P ;-n)$. This is a simple example of a "combinatorial reciprocity theorem."
(d) Show that the order polynomial satisfies the convolution identity

$$
\Omega(P ; m+n)=\sum_{I} \Omega(I ; m) \Omega(P \backslash I ; n),
$$

where the sum ranges over all order ideals $I$ of $P$.

[^10]
### 1.2.5. Well-quasi-orders. ${ }^{13}$

Rota observed that
an infinite class of finite sets is no longer a finite set, and infinity has a way of getting into the most finite of considerations. Nowhere more than in combinatorial theory do we see the fallacy of Kronecker's well-known saying that "God created the integers; everything else is man-made." A more accurate description might be: "God created infinity, and man, unable to understand infinity, had to invent finite sets." ${ }^{14}$

Rota might have added that many infinite classes of finite objects can be "finitely generated." The theory of well-quasi-orders offers a combinatorial foundation for studying finite generation of infinite classes.

A quasi-order is a set $Q$ with a relation $\leq$ satisfying the reflexivity and transitivity axioms (PO1) and (PO2), but not necessarily the antisymmetry axiom (PO3). Almost all the notions in the theory of partial orders extend to quasi-orders with minor adjustments.
(a) Show that if $Q$ is finite, a quasi-order defines a topology and, conversely, a topology defines a quasi-order.
(b) Show that the relation $x \sim y$ if $x \leq y$ and $y \leq x$ is an equivalence relation on $Q$. Define a natural partial order on the equivalence classes from $\leq$.

A quasi-order $Q$ is a well-quasi-order (often abbreviated to wqo) if there are no infinite antichains or infinite descending chains. The property of being well-quasi-ordered is equivalent to four properties:

The infinite-nondecreasing-subsequence condition. Every infinite sequence $\left(x_{i}\right)_{1 \leq i<\infty}$ of elements in $Q$ contains an infinite nondecreasing subsequence.

No-bad-sequences condition. If $\left(x_{i}\right)_{1 \leq i<\infty}$ is an infinite sequence of elements in $Q$, then there exist indices $i$ and $j$ such that $i<j$ and $x_{i} \leq x_{j}$.

Finite basis property for order filters. If $F$ is an order filter of $Q$, then there exists a finite set $B$ (called a basis for $F$ ) such that for each element $a \in F$, there exists an element $b$ in $B$ such that $b \leq a$.

Ascending chain condition for order filters. There is no strictly increasing chain (under the subset order) of order filters.

[^11](c) Show that each of the four properties is equivalent to being a well-quasiorder.
(d) Let $Q$ be a well-quasi-order. Show that if $P \subseteq Q$, then $P$ (with quasiorder inherited from Q ) is a well-quasi-order. Show that if $P$ is a quasi-order and there exists a quasi-order-preserving map $Q \rightarrow P$, then $P$ is a well-quasiorder.
(e) An induction principle. For an element $a$ in a quasi-order set $Q$, let $F(a)=\{x: x \geq a\}$, the principal filter generated by $a$. Show that if the complements $Q \backslash F(a)$ are well-quasi-orders for all $a \in Q$, then $Q$ itself is a well-quasi-order.
(f) Show that if $P$ and $Q$ are well-quasi-orders, then the Cartesian product $P \times Q$ is a well-quasi-order.

The set $\mathbb{N}$ of nonnegative integers, ordered so that $0<1<2<3<\cdots$, is a well-quasi-order. From (f), one derives immediately Gordan's lemma: the Cartesian product $\mathbb{N} \times \mathbb{N} \times \cdots \times \mathbb{N}$ of finitely many copies of $\mathbb{N}$ is a well-quasi-order.

Gordan proved his lemma in the following form:
Let

$$
\begin{aligned}
& a_{11} X_{1}+a_{12} X_{2}+\cdots+a_{1 m} X_{m}=0 \\
& \quad \vdots \\
& a_{k 1} X_{1}+a_{k 2} X_{2}+\cdots+a_{k m} X_{m}=0
\end{aligned}
$$

be a system of linear diophantine equations, where the coefficients $a_{i j}$ are integers. Let $\mathcal{S}$ be the set of solutions $\left(s_{1}, s_{2}, \ldots, s_{m}\right)$, where the coordinates $s_{i}$ are nonnegative integers. Then there exists a finite set $\left\{\underline{b}_{1}, \underline{b}_{2}, \ldots, \underline{b}_{t}\right\}$ of vectors in $\mathcal{S}$ such that every solution in $\mathcal{S}$ can be written as a linear combination

$$
\sum_{i=1}^{t} c_{i} \underline{b}_{i}
$$

where the coefficients $c_{i}$ are nonnegative integers.
Consider the ring $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ of polynomials in the variables $x_{1}, x_{2}, \ldots, x_{n}$ with coefficients in a field $\mathbb{F}$. An ideal $I$ in $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ is a monomial ideal if it can be generated by monomials. Dickson's lemma, that every monomial ideal can be generated by a finite set of monomials, follows immediately from Gordan's lemma. Hilbert's basis theorem says that every ideal in $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ can be generated by finitely many polynomials.
(g) Prove Hilbert's basis theorem from Dickson's lemma.

In particular, Hilbert's basis theorem is equivalent to the "trivial combinatorial fact" given in Gordan's lemma.

It is obviously false that the Cartesian product of countably infinitely many copies of $\mathbb{N}$ is a well-quasi-order. However, an intermediate result holds. Let $Q$ be a quasi-ordered set. The quasi-order $\operatorname{Seq}(Q)$ is the set of all finite sequences of $Q$, quasi-ordered by $\left(a_{1}, a_{2}, \ldots, a_{l}\right) \leq\left(b_{1}, b_{2}, \ldots, b_{m}\right)$ if there is an increasing injection $f:\{1,2, \ldots, l\} \rightarrow\{1,2, \ldots, m\}$ such that $a_{i} \leq b_{f(i)}$ for every $i \in\{1,2, \ldots, l\}$. A sequence $\left(a_{1}, a_{2}, \ldots, a_{m}\right)$ is often regarded as a word $a_{1} a_{2} \cdots a_{m}$ and the sequence order is called the divisibility or subword order. For example, if $x_{i} \leq x_{i}^{\prime}$ in $Q$, then

$$
x_{1} x_{2} x_{3} x_{4} \leq y_{1} y_{2} x_{4} x_{1}^{\prime} y_{3} y_{2} y_{2} x_{2}^{\prime} x_{3}^{\prime} x_{1}^{\prime} y_{4} y_{5} x_{4}^{\prime} x_{1} y_{6} y_{7}
$$

The quasi-order $\operatorname{Set}(Q)$ is the set of all finite subsets of $Q$, quasi-ordered by $A \leq B$ if there is an injection $f: A \rightarrow B$ such that $a \leq f(a)$ for every $a \in A$. (h) Prove Higman's lemma. If $Q$ is a well-quasi-order, then $\operatorname{Seq}(Q)$ and $\operatorname{Set}(Q)$ are well-quasi-orders.

Higman's lemma gives the most useful cases of a more general theorem, also due to Higman. One can regard $\operatorname{Seq}(Q)$ as a monoid, with concatenation as the binary operation. Instead of just concatenation, we can have a well-quasi-ordered set $\Omega$ of $k$-ary operations on $Q$, where $0 \leq k \leq k_{0}$ for some fixed positive integer $k_{0}$. Consider the set of all expressions formed from elements of $Q$ using the $k$-ary operations, quasi-ordered by a generalization of the subword order. Intuitively, this means we consider finite words, with various kinds of brackets added. These more general quasiorders constructed from a well-quasi-ordered algebra $Q$ with well-quasiordered operations $\Omega$ are well-quasi-ordered (see Higman, 1952, for a formal statement).

An expression with $k$-ary operations can be represented as a labeled tree. Thus, a natural next step is to consider quasi-orders on finite trees. Recall that a tree is a connected graph without cycles. A rooted tree is a tree with a distinguished vertex $x_{0}$ called the root. There is exactly one path from the root $x_{0}$ to any other vertex. If the vertex $x$ lies on the path from $x_{0}$ to $y$, then $y$ is above $x$. If, in addition, $\{x, y\}$ is an edge, then $y$ is a successor of $x$. Let $T_{1}$ and $T_{2}$ be rooted trees. An admissible map $f: T_{1} \rightarrow T_{2}$ is a function from the vertex set $V\left(T_{1}\right)$ of $T_{1}$ into the vertex set $V\left(T_{2}\right)$ of $T_{2}$ such that for every vertex $v$ in $T_{1}$, the images of the successors of $u$ are equal to or above distinct successors of $f(u)$.
(i) Prove Kruskal's theorem. The set $\mathcal{T}$ of all finite rooted trees, quasi-ordered by $T_{1} \leq T_{2}$ if there is an admissible function $f: T_{1} \rightarrow T_{2}$, is a well-quasiorder.

A graph $H$ is the minor of a graph $G$ if $H$ can be obtained from $G$ by deleting or contracting edges. (Isolated vertices are ignored.) Kuratowski's theorem says that a graph is planar if and only if it does not contain the complete graph $K_{5}$ and the complete bipartite graph $K_{3,3}$ as minors. Being planar is a property closed under minors, in the sense that if $G$ is planar, so are all its minors. Thus, the ultimate conceptual extension of Kuratowski's theorem is that if $P$ is a property of graphs closed under minors, then there is a finite set $M_{1}, M_{2}, \ldots, M_{r}$ of graphs such that a graph has property $P$ if and only if it does not contain any of the graphs $M_{1}, M_{2}, \ldots, M_{r}$ as minors. This very general theorem is in fact true, and follows from the fact that the set of finite graphs, ordered by being a minor, is a well-quasi-order.
(j) The Robertson-Seymour graph minor theorem. Show that the set of all finite graphs ordered under minors is a well-quasi-order.
(k) The matroid minor project. Show that the set $\mathcal{L}(q)$ of all matroids representable over the finite field $\operatorname{GF}(q)$ of order $q$, ordered under minors, is a well-quasi-order.

### 1.3 Lattices

Ideals give a representation of any lattice as a lattice of sets. This representation is given in the following folklore lemma.
1.3.1. Lemma. Let $L$ be a lattice, $2^{L}$ be the Boolean algebra of subsets of all the lattice elements, and $I: L \rightarrow 2^{L}$ be the function sending an element $a$ to the principal ideal $I(a)$ generated by $a$. Then $I$ preserves arbitrary meets,

$$
I\left(\bigwedge_{x: x \in A} x\right)=\bigcap_{x: x \in A} I(x)
$$

and is "superadditive" on joins,

$$
I(x \vee y) \supseteq I(x) \cup I(y) .
$$

A function $\varphi: L \rightarrow M$ between lattices is a (lattice) homomorphism if $\varphi$ preserves both meets and joins. The function $I$ in Lemma 1.3.1 is not a lattice homomorphism.

The representation using ideals can be strengthened for distributive lattices. The classical theorem of this type is the Birkhoff representation theorem for finite distributive lattices. ${ }^{15}$

An element $j$ in a lattice $L$ is a join-irreducible if it is not equal to the minimum (if one exists) and $j=a \vee b$ implies that $j=a$ or $j=b$. Equivalently, $j$ is a join-irreducible if and only if $j$ covers a unique element. Dually, an element $m$ is a meet-irreducible if it is not equal to the maximum (if one exists) and $m=a \wedge b$ implies that $j=a$ or $j=b$, or equivalently, $m$ is covered by a unique element. An element $a$ is a point or an atom if it covers the minimum $\hat{0}$. Atoms are join-irreducibles. Copoints or coatoms are elements covered by the maximum $\hat{1}$. Denote by $J(L)$ the set of join-irreducibles of $L$ and $M(L)$ the set of meet-irreducibles of $L$. The sets $J(L)$ and $M(L)$ are partially ordered by the order of $L$. If the lattice $L$ is finite (or, more generally, have finite rank), then every element is a join of join-irreducibles and every element is the meet of meet-irreducibles. Indeed,

$$
\begin{equation*}
x=\bigvee\{j: j \in J(L) \text { and } j \leq x\} \tag{JR}
\end{equation*}
$$

and

$$
\begin{equation*}
x=\bigwedge\{m: m \in M(L) \text { and } m \geq x\} \tag{MR}
\end{equation*}
$$

A lattice is atomic if every element is a join of atoms. It is coatomic if every element is a meet of coatoms.

A lattice is distributive if it satisfies the distributive axioms (see Section 1.1). Concrete examples of distributive lattices are Boolean algebras, chains, and product of chains. The set of positive integers, ordered under divisibility, is a distributive lattice (by the distributive axioms of arithmetic). This lattice is in fact a product of infinitely many chains.

Distributive lattices satisfy two properties directly analogous to properties of primes and prime factorizations in arithmetic.
1.3.2. Lemma. Let $j$ be a join-irreducible in a distributive lattice. Then $j \leq$ $x \vee y$ implies $j \leq x$ or $j \leq y$.

Proof. Since $j \leq x \vee y$, we have $j=j \wedge(x \vee y)$. By the distributive axiom,

$$
j=(j \wedge x) \vee(j \wedge y)
$$

As $j$ is a join-irreducible, $j=j \wedge x$ or $j=j \wedge y$.

[^12]1.3.3. Unique factorization lemma. Every element $x$ of a finite distributive lattice is the join of a unique antichain $J(x)$ of join-irreducibles. The antichain $J(x)$ is the set of maximal elements in the order ideal $\{a \in J(L): a \leq x\}$ in the partially ordered set $J(L)$ of join-irreducibles of $L$.

Proof. Suppose that

$$
j_{1} \vee j_{2} \vee \cdots \vee j_{k}=x=h_{1} \vee h_{2} \vee \cdots \vee h_{n}
$$

where $n \geq k$ and $\left\{j_{i}\right\}$ and $\left\{h_{i}\right\}$ are two antichains of join-irreducibles. By the distributive axiom,

$$
j_{i}=j_{i} \wedge x=\left(j_{i} \wedge h_{1}\right) \vee\left(j_{i} \wedge h_{2}\right) \vee \cdots \vee\left(j_{i} \wedge h_{n}\right)
$$

Hence, by Lemma 1.3.2, for each index $i$, there exists an index $\pi(i)$ such that $j_{i}=j_{i} \wedge h_{\pi(i)}$. Reversing the argument, for each $i$, there exists an index $\sigma(i)$ such that $h_{i}=h_{i} \wedge j_{\sigma(i)}$. Combining this, we conclude that from each index $i$,

$$
j_{i} \leq h_{\pi(i)} \leq j_{\sigma(\pi(i))}
$$

Since $\left\{j_{i}\right\}$ is an antichain, $j_{\sigma(\pi(i))}=j_{i}$ and hence $\sigma(\pi(i))=i$. This implies that $n=k$ and $\pi$ is a permutation.

Observing that the nonmaximal elements on the right of Equation (JR) can be removed, $x$ is the join of the antichain of maximal elements in $\{a \in J(L)$ : $a \leq x\}$. The second assertion now follows from uniqueness.

Recall that a ring $\mathcal{D}$ of sets is a collection of sets closed under unions and intersections. Under set-containment, $\mathcal{D}$ forms a distributive lattice. The collection $\mathcal{D}(P)$ of order ideals of a partially ordered set $P$ is a ring of subsets. The next theorem says that a finite distributive lattice is representable as a ring of order ideals of its partially ordered set of join-irreducibles.
1.3.4. The Birkhoff representation theorem. Let $L$ be a finite distributive lattice. Then $L$ is isomorphic to the lattice $\mathcal{D}(J(L))$ of order ideals of the partially ordered set $J(L)$ of join-irreducibles.

Proof. If $x$ is in $L$, let $I(x)=\{j: j \in J(L), j \leq x\}$. Let $\varphi: L \rightarrow \mathcal{D}(J(L))$, $x \mapsto I(x)$. We will show that $\varphi$ is a lattice homomorphism. Since

$$
\begin{aligned}
\varphi(x \wedge y) & =\{j: j \in J(L), j \leq x \text { and } j \leq y\} \\
& =I(x) \cap I(y) \\
& =\varphi(x) \cap \varphi(y)
\end{aligned}
$$

Next, observe that if $j \leq x$ or $j \leq y$, then $j \leq x \vee y$. Therefore, $I(x) \cup$ $I(y) \subseteq I(x \vee y)$. Suppose that $j \in I(x \vee y)$; that is, $j \in J(L)$ and $j \leq x \vee y$. Then

$$
j=j \wedge(x \vee y)=(j \wedge x) \vee(j \wedge y)
$$

As $j$ is a join-irreducible, $j=j \wedge x$ and $j \leq x$, or $j=j \wedge y$ and $j \leq y$. We conclude that $j \in I(x) \cup I(y)$. Hence, $I(x \vee y)=I(x) \cup I(y)$ and $\varphi(x \vee y)=$ $\varphi(x) \cup \varphi(y)$.

By Lemma 1.3.3, the set of maximal elements of $I(x)$ equals $J(x)$ and $x$ determines $J(x)$ uniquely. Hence, $\varphi$ is injective. To show that $\varphi$ is surjective, let $I$ be an order ideal in $J(L)$ and $x$ be the join of all the elements in $I$. Then $I \subseteq I(x)$. Suppose that $j \in I(x)$. Then

$$
j=j \wedge x=j \wedge \bigvee_{y: y \in I} y=\bigvee_{y: y \in I}(j \wedge y)
$$

Since $j$ is a join-irreducible, $j=j \wedge y$, and thus, $j \leq y$, for some $y \in I$. Since $I$ is an order ideal, $j \in I$. We conclude that $I=I(x)=\varphi(x)$.

An alternate way to show that $\varphi$ is a lattice homomorphism is to show that $\varphi$ is order-preserving and use Exercise 1.3.3.

Inverting the order, Birkhoff's theorem says that a finite distributive lattice is isomorphic to the lattice of filters of the partially ordered set of meetirreducibles.
1.3.5. Corollary. A finite lattice is distributive if and only if it can be represented as a ring of sets.

Much research has been done on infinite versions of Birkhoff's theorem. ${ }^{16}$
Birkhoff's theorem delineates the extent to which a finite lattice may be represented by sets so that meets and joins are intersections and unions. For lattices which are not distributive, one might ask for representations by subsets for which meets are intersections and there is a natural way to construct the joins. Such representations appeared in the paper ${ }^{17}$ by Richard Dedekind. Dedekind viewed lattices as lattices of "subalgebras." Many of these lattices satisfy a weaker version of the distributive axiom. A lattice is modular if for all elements $x, y, z$ such that $x \geq z$, the distributive axiom holds; that is, if $x \geq z$, then

$$
x \wedge(y \vee z)=(x \wedge y) \vee(x \wedge z)=(x \wedge y) \vee z
$$

We shall study modular lattices in greater detail in Sections 3.4 and 3.5.

[^13]
## Exercises

### 1.3.1. The Knaster-Tarski fixed-point theorem. ${ }^{18}$

A lattice $L$ is complete if the supremum and infimum exist for any set (of any cardinality) of elements in $L$. A partially ordered set $P$ has the fixed-point property if for every order-preserving function $f: P \rightarrow P$, there exists a point $x$ in $P$ such that $f(x)=x$.
(a) Show that a lattice $L$ is complete if and only if $L$ has the fixed-point property.
(b) Show that if a finite partially ordered set has a maximum, then it has the fixed-point property.
(c) (Research problem posed by Crawley and Dilworth ${ }^{19}$ ) Characterize the finite partially ordered sets with the fixed-point property.
1.3.2. Let $P$ be a partially ordered set with a maximum $\hat{1}$ such that the infimum exists for every subset of elements. Then $P$ is a lattice.
1.3.3. Let $\varphi: L \rightarrow M$ be a bijective function between lattices $L$ and $M$. Show that $\varphi$ is a lattice homomorphism if and only if both $\varphi$ and its inverse $\varphi^{-1}$ are order-preserving.

### 1.3.4. Join- and meet-irreducibles in finite distributive lattices. ${ }^{20}$

Let $L$ be a finite distributive lattice.
(a) Show that a maximal chain $C$ in $L$ has length $|J(L)|$, the number of join-irreducibles in $L$.
(b) Show that if $j$ is a join-irreducible, then there exists a unique meet-irreducible $m(j)$ such that $j \nless m(j)$. Show that the function $J(L) \rightarrow$ $M(L), j \mapsto m(j)$ is an injection.
(c) Conclude from duality and (a) or (b) that $|J(L)|=|M(L)|$.
1.3.5. Show that the group of lattice automorphisms of a finite distributive lattice is isomorphic to the group of order-preserving automorphisms of its partially ordered set of join-irreducibles.

[^14]1.3.6. Let $L$ be a lattice. Show that the following conditions are equivalent:

Mod1. $L$ is modular.
Mod2. L satisfies the shearing identity

$$
x \wedge(y \vee z)=x \wedge((y \wedge(x \vee z)) \vee z)
$$

Mod3. $L$ does not contain a pentagon as a sublattice (see Exercise 1.1.1).
1.3.7. Consistency and the Kurosh-Ore property. ${ }^{21}$

Let $x$ be an element in a lattice $L$. A decomposition

$$
x=j_{1} \vee j_{2} \vee \cdots \vee j_{m}
$$

into join-irreducibles is irredundant if for every $i$,

$$
x \neq j_{1} \vee j_{2} \vee \cdots \vee j_{i-1} \vee j_{i+1} \vee \cdots \vee j_{m}
$$

The lattice $L$ satisfies the Kurosh-Ore replacement property if

$$
j_{1} \vee j_{2} \vee \cdots \vee j_{m}=x=h_{1} \vee h_{2} \vee \cdots \vee h_{l}
$$

are two irredundant decompositions of an element $x$ into join-irreducibles; then there exists an index $i, 1 \leq i \leq l$, so that

$$
\begin{equation*}
x=h_{i} \vee j_{2} \vee j_{3} \vee \cdots \vee j_{m} . \tag{*}
\end{equation*}
$$

In other words, for any join-irreducible, say $j_{1}$, in the first decomposition, there exists a join-irreducible $h_{i}$ which can replace $j_{1}$ to obtain a decomposition of $x$.
(a) Show that if $x$ is an element in $L$ satisfying the Kurosh-Ore property, then every irredundant decomposition of $x$ into join-irreducibles has the same number of join-irreducibles.

A join-irreducible $j$ in a lattice $L$ is consistent if for every element $x$ in $L$, the join $x \vee j$ either equals $x$ or is a join-irreducible in the lattice $\{y: y \geq x\}$. A lattice $L$ is consistent if all join-irreducibles in $L$ are consistent.
(b) Show that if $j_{1} \vee j_{2} \vee \cdots \vee j_{m}=x=h_{1} \vee h_{2} \vee \cdots \vee h_{l}$ are two irredundant decompositions into join-irreducibles for $x$ and $j_{1}$ is a consistent join-irreducible, then there exists a join-irreducible $h_{i}$ which can replace $j_{1}$ so that Equation $(*)$ holds. Conclude that if $L$ is a lattice, then $L$ satisfies the Kurosh-Ore property if and only if $L$ is consistent. Conclude also that a modular lattice satisfies the Kurosh-Ore replacement property.

[^15](c) (Research problem posed by Crawley and Dilworth ${ }^{22}$ ) A lattice $L$ satisfies the numerical Kurosh-Ore property if for every element $x$ in $L$, every irredundant decomposition of $x$ into a join of join-irreducibles has the same number of join-irreducibles. Find a lattice condition equivalent to the numerical Kurosh-Ore property.
1.3.8. Lattice polynomials, the word problem, varieties, free lattices, and free distributive lattices. ${ }^{23}$

A lattice polynomial is an expression formed by combining variables with the operations of meet and joins. For example,

$$
x_{1},\left(x_{1} \vee x_{2}\right) \vee x_{1},\left(\left(x_{1} \vee x_{2}\right) \wedge x_{3}\right) \wedge x_{2}
$$

are lattice polynomials. Formally, the set of lattice polynomials $\mathcal{F}(n)$ on the variables $x_{1}, x_{2}, x_{3}, \ldots, x_{n}$ is defined recursively as the smallest set satisfying

LP1. $x_{1}, x_{2}, x_{3}, \ldots, x_{n} \in \mathcal{F}(n)$.
LP2. If $\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right), \gamma\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathcal{F}(n)$, then

$$
\begin{aligned}
& \beta\left(x_{1}, x_{2}, \ldots, x_{n}\right) \wedge \gamma\left(x_{1}, x_{2}, \ldots, x_{n}\right), \\
& \beta\left(x_{1}, x_{2}, \ldots, x_{n}\right) \vee \gamma\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathcal{F}(n) .
\end{aligned}
$$

Every element in the lattice generated by the elements $x_{1}, x_{2}, \ldots, x_{n}$ can be expressed as a lattice polynomial in $x_{1}, x_{2}, \ldots, x_{n}$. However, the expression is not unique; for example, $x \wedge x=x$ and $x \vee y=y \vee x$. Indeed, each lattice axiom gives a way to obtain different expressions for the same element. The word problem for lattices is to find an algorithm or deduction system to decide whether two lattice polynomials are "equal" under the lattice axioms. Whitman gave such an algorithm to decide whether an inequality among lattice polynomials holds in every lattice. Since $\alpha=\beta$ if and only if $\alpha \leq \beta$ and $\alpha \geq \beta$, Whitman's algorithm gives a solution to the word problem for lattices.

Suppose that we wish to decide whether a given inequality holds in all lattices. Then suppose that the inequality is false and apply the following four deduction rules:

- From " $\alpha \vee \beta \leq \gamma$ " is false, deduce " $\alpha \leq \gamma$ " is false or " $\beta \leq \gamma$ " is false.
- From " $\alpha \wedge \beta \leq \gamma$ " is false, deduce " $\alpha \leq \gamma$ " is false and " $\beta \leq \gamma$ " is false.
- From " $\gamma \leq \alpha \vee \beta$ " is false, deduce " $\gamma \leq \alpha$ " is false and " $\gamma \leq \beta$ " is false.
- From " $\gamma \leq \alpha \wedge \beta$ " is false, deduce " $\gamma \leq \alpha$ " is false or " $\gamma \leq \beta$ " is false.
${ }^{22}$ Crawley and Dilworth (1973, p. 56).
${ }^{23}$ Birkhoff (1935), Freese et al. (1995), Grätzer (2003, chapter 1), and Whitman (1941, 1942).

Doing this repeatedly, a lattice inequality is broken up into a conjunction or disjunction of simple inequalities that are easily checked to be true or false. For example, to prove the distributive inequality (in Exercise 1.1.1), suppose that

$$
(x \wedge y) \vee(x \wedge z) \leq x \wedge(y \vee z)
$$

is false. Then at least one of the inequalities

$$
x \wedge y \leq x \wedge(y \vee z) \text { or } x \wedge z \geq x \wedge(y \vee z)
$$

is false; continuing in the same way, at least one of the inequalities

$$
x \wedge y \leq x \text { or } x \wedge y \leq y \vee z \text { or } x \wedge z \leq x \text { or } x \wedge z \leq y \vee z
$$

is false. However, all four inequalities are true by definition of meets and joins. (If this were not absolutely clear or one is writing a computer program, then one can reduce the inequalities further.) Hence, the original inequality cannot be false. If we wish, we can reverse the deduction to obtain a direct proof. Whitman's deduction system gives an automatic way to prove such inequalities.

Two lattice polynomials $\alpha$ and $\beta$ are equal if $\alpha=\beta$ can be proved using Whitman's algorithm. The set $\mathcal{F}(n)$ (under the equivalence relation of equality) forms a lattice with meets and joins defined "formally": the meet $\beta \wedge \gamma$ in the lattice is the lattice polynomial $\beta \wedge \gamma$, and the join is defined similarly. This lattice is the free lattice $\mathcal{F}(n)$ on $n$ generators.
(a) Show that the free lattice $\mathcal{F}(n)$ generated by $x_{1}, x_{2}, \ldots, x_{n}$ satisfies the universal property: if $L$ is generated by the elements $a_{1}, a_{2}, \ldots, a_{n}$, then there is a unique lattice homomorphism $\phi$ from $\mathcal{F}(n)$ to $L$ such that $\phi\left(x_{i}\right)=a_{i}$.

Note that if a lattice $M$ satisfies the universal property, then it is isomorphic to $F(n)$. Thus, one may use the universal property to define free lattices.

If $L$ is a lattice and $\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a lattice polynomial, then $\beta$ defines a polynomial function from $L \times L \times \cdots \times L \rightarrow L,\left(a_{1}, a_{2}, \ldots, a_{n}\right) \mapsto$ $\beta\left(a_{1}, a_{2}, \ldots, a_{n}\right)$.
(b) Show that a lattice polynomial function $\beta$ is monotone; that is, if $a_{1} \leq b_{1}$, $a_{2} \leq b_{2}, \ldots$, and $a_{n} \leq b_{n}$, then $\beta\left(a_{1}, a_{2}, \ldots, a_{n}\right) \leq \beta\left(b_{1}, b_{2}, \ldots, b_{n}\right)$.

An identity on lattice polynomials is an expression of the form $\alpha\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where $\alpha$ and $\beta$ are lattice polynomials. A lattice $L$ satisfies the identity $\alpha\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ if for every $n$-tuple $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ of elements of $L, \alpha\left(a_{1}, a_{2}, \ldots, a_{n}\right)=$ $\beta\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. The variety or equational class defined by a set $\left\{\alpha_{i}=\beta_{i}\right\}$
of identities is the collection of all lattices satisfying all the identities $\alpha_{i}=\beta_{i}$. Two sets of identities are equivalent if they define the same variety.
(c) Show that any finite set of identities is equivalent to a single identity (with possibly more variables).

Let $\mathbf{C}$ be a class of lattices. The free lattice $\mathcal{F}(\mathbf{C}, n)$ in $\mathbf{C}$ on $n$ generators $x_{1}, x_{2}, \ldots, x_{n}$ is the lattice satisfying the universal property: if $L$ is generated by the elements $a_{1}, a_{2}, \ldots, a_{n}$, then there is a unique lattice homomorphism $\phi$ from $\mathcal{F}(n)$ to $L$ such that $\phi\left(x_{i}\right)=a_{i}$.
G. Birkhoff defined varieties and proved two fundamental theorems: ${ }^{24}$

- Let $\mathbf{C}$ be a family of lattices closed under taking sublattices and direct products. If $\mathbf{C}$ contains at least two (nonisomorphic) lattices, then for every cardinal $n, \mathbf{V}$ has a free lattice on $n$ generators.
- A collection of lattices is a variety if and only if it is closed under taking homomorphic images, sublattices, and direct products.

Free lattices in a variety can be obtained as a quotient of a free lattice by the congruence generated by the identities. In general, this is no explicit description or construction for the free lattice of a variety and the word problem may not be decidable. An exception is the variety of distributive lattices.

Let $x_{1}, x_{2}, \ldots, x_{n}$ be variables. A meet-monomial or conjunction is a polynomial of the form $\bigwedge_{i: i \in E} x_{i}$, where $E \subseteq\{1,2, \ldots, n\}$.
(d) Assuming the distributive axioms, show that every polynomial in the free distributive lattice can be written uniquely as a join of meet-monomials or a disjunction of conjunctions

$$
\bigvee_{E: E \in \mathcal{A}}\left[\bigwedge_{i: i \in E} x_{i}\right]
$$

where $\mathcal{A}$ is an antichain in the Boolean algebra $2^{\{1,2, \ldots, n\}}$. Conclude from this that there is a bijection between elements in the free distributive lattice on $n$ generators and nonempty antichains not equal to $\{\emptyset\}$ in the Boolean algebra $2^{\{1,2, \ldots, n\}}$.

### 1.3.9. Boolean polynomials and disjunctive normal form.

A Boolean function on $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ is a function on $n$ variables from the Cartesian product $\underline{2}^{n}$ to $\underline{2}$. If $x$ is a Boolean variable, define formally $x^{1}=x$ and $x^{0}=x^{c}$, the complement of $x$. A Boolean polynomial $\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is an expression formed from the variables and the Boolean

[^16]operations. For example,
$$
\left(\left(x_{1} \wedge x_{2}^{c}\right) \vee x_{3}\right) \wedge\left(x_{1} \wedge x_{3}\right) \vee x_{4}^{c}
$$
is a Boolean polynomial. Usually, the symbol $\wedge$ for meet is suppressed, so that the polynomial just given is written as $\left(x_{1} x_{2}^{c} \vee x_{3}\right)\left(x_{1} x_{3} \vee x_{4}^{c}\right)$. In addition, $\vee$ may be written as + ; however, we shall not do this. A Boolean polynomial defines a Boolean function.

A conjunctive or meet-monomial is a Boolean polynomial of the form

$$
x_{1}^{\epsilon_{1}} x_{2}^{\epsilon_{2}} \cdots x_{n}^{\epsilon_{n}}
$$

where $\epsilon_{i}$ equals the formal exponents 0 or 1 . There are $2^{n}$ conjunctions.
(a) Show using the distributive axioms and the De Morgan laws that every Boolean polynomial $\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be written as a disjunction or join of Boolean monomials.
(b) The truth table of a Boolean function $\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is the table of the values of $\beta$ at the $2^{n}$ possible inputs $\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right)$, where $\epsilon_{i}$ equals 0 or 1. Show that

$$
\beta\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\bigvee_{\left(\epsilon_{i}\right): \beta\left(\epsilon_{i}\right)=1} x_{1}^{\epsilon_{1}} x_{2}^{\epsilon_{2}} \cdots x_{n}^{\epsilon_{n}},
$$

where the union ranges over all inputs $\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right)$ for which $\beta\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right)=1$. In particular, this shows that every Boolean function is expressible as a Boolean polynomial.

A Boolean function is monotone if $\beta\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right) \leq \beta\left(\tilde{\epsilon}_{1}, \tilde{\epsilon}_{2}, \ldots, \tilde{\epsilon}_{n}\right)$ whenever $\epsilon_{i} \leq \tilde{\epsilon}_{i}$ for all $i, 1 \leq i \leq n$.
(c) Show that $\beta$ is monotone if and only if $\beta$ is a disjunction of monomials not involving complements.
(d) Using complementation and the De Morgan laws, derive the conjunctive normal-form theorem: every Boolean polynomial can be expressed as a conjunction of "join-monomials."
(e) Define free Boolean algebras and show that the free Boolean algebra on $n$ generators is isomorphic to

$$
\underline{2}^{\underline{21,2, \ldots, n\}}} .
$$

### 1.3.10. Lattices with unique complements. ${ }^{25}$

Let $x$ be an element in a lattice $L$. An element $y$ in $L$ is a complement of $x$ if $x \vee y=\hat{1}$ and $x \wedge y=\hat{0}$. A lattice is complemented if every element in $L$

[^17]has a complement. A lattice $L$ has unique complements if every element $x$ in $L$ has exactly one complement.
(a) Show that in a lattice with unique complements, if $x \leq y, x^{\prime}$ is a complement of $x$, and $y^{\prime}$ is a complement of $y$, then $y^{\prime} \leq x^{\prime}$.
(b) Let $x$ be an element in a distributive lattice. Show that $x$ has at most one complement.

It follows from (b) that a Boolean algebra has unique complements. The subject of lattices with unique complements began with an error of C.S. Pierce. ${ }^{26}$ As reported by G. Birkhoff in the first edition of Lattice Theory (1940, p. 74), "It is curious that C.S. Pierce should have thought that every lattice is distributive. He even said that [the distributive axioms] are 'easily proved, but the proof is too tedious to give'! His error was demonstrated by Schröder [and] A. Korselt. Pierce at first gave way before these authorities, but later boldly defended his original view."

Pierce's property for a lattice is the following condition: if $x \not z y^{\prime}$ for every complement $y^{\prime}$ of $y$, then $x \wedge y \neq \hat{0}$.
(c) Show that a complemented lattice $L$ satisfying Pierce's property has unique complements.
(d) Prove Pierce's theorem. A complemented lattice $L$ satisfying Pierce's property is distributive, and hence a Boolean algebra.

Pierce's theorem led naturally to Huntington's conjecture: a lattice with unique complements is distributive, and hence a Boolean algebra. There are several partial results.
(e) Show that a modular lattice $L$ with unique complements is distributive. ${ }^{27}$
(f) Prove the Birkhoff-Ward theorem. An atomic lattice $L$ with unique complements is a Boolean algebra. ${ }^{28}$

However, Huntington's conjecture is false in the strongest possible sense. This is a consequence of a famous theorem of Dilworth.
(g) Prove Dilworth's theorem on lattices with unique complements. Every lattice is a sublattice of a lattice with unique complements. ${ }^{29}$

[^18](h) Prove that the free lattice with unique complements generated by two unordered elements contains a sublattice generated by countable number of incomparable elements.

### 1.3.11. Heyting algebras. ${ }^{30}$

Let $a$ and $b$ be elements in a lattice. If the set $\{x: a \wedge x \leq b\}$ has a maximum, then the pseudocomplement of a relative to $b$, denoted $[a \rightarrow b]$, exists and is defined to be that maximum.
(a) Show that if $[a \rightarrow b]$ exists, then $a \wedge x \leq b$ if and only if $x \leq[a \rightarrow b]$.
(b) Show that if $L$ is a Boolean algebra, then $[a \rightarrow b]=a^{c} \vee b$.

Pseudocomplements are generalizations of complements. In a Boolean algebra, $\left(x^{c}\right)^{c}=x$. This corresponds to the law of excluded middle in classical logic: for a proposition $P, P=\operatorname{not}(\operatorname{not} P)$. In many natural situations (such as intuitionistic logic and the axiomatics of forcing), one has a weaker law: $P$ implies not (not $P$ ). Pseudocomplements capture the weaker law.

A Heyting algebra $H$ is a lattice with a minimum $\hat{0}$ in which $[a \rightarrow b]$ exists for every pair $a$ and $b$. Heyting algebras are to intuitionistic logic what Boolean algebras are to classical logic.
(c) Show that a Heyting algebra has a maximum and is distributive.
(d) Let $X$ be a topological space with closure operator $C \mapsto \bar{C}$. Show that the open sets of $X$ form a Heyting algebra under union and intersection, with pseudocomplement given by

$$
\begin{equation*}
[A \rightarrow B]=\operatorname{Int}\left(A^{c} \cup B\right) \tag{I}
\end{equation*}
$$

where the interior $\operatorname{Int}(C)$ of a subset $C$ is defined to be the open set $\left(\overline{C^{c}}\right)^{c}$.
A closure algebra $P$ is a Boolean algebra with a closure operator (see Section 1.5) satisfying the extra properties: $\overline{x \vee y}=\bar{x} \vee \bar{y}$ and $\overline{\hat{0}}=\hat{0}$. An element $x$ in $P$ is open if its complement $x^{c}$ is closed; that is, $x^{c}=\overline{x^{c}}$. The subset of open elements in $P$ forms a Heyting algebra under the partial ordering inherited from $P$ with pseudocomplement given by Equation (I).
(e) Prove the McKinsey-Tarski theorem. ${ }^{31}$ Every Heyting algebra can be represented as the lattice of open elements of a closure algebra.

### 1.4 Functions, Partitions, and Entropy

The number of functions from a set $S$ of size $n$ to a set $X$ of size $x$ is $x^{n}$. Let $f: S \rightarrow X$ be a function. If $A \subseteq S$, the image $f(A)$ of $A$ is the subset

[^19]$\{f(a): a \in A\}$ of $X$. If $x \in X$, the inverse image or fiber $f^{-1}(x)$ is the subset $\{a: f(a)=x\}$ of $S$. If $A \subseteq X$, then $f^{-1}(A)$ is the union $\bigcup_{x: x \in A} f^{-1}(x)$. The following relations hold: For images,
\[

$$
\begin{aligned}
& f(A \cup B)=f(A) \cup f(B) \\
& f(A \cap B) \subseteq f(A) \cap f(B)
\end{aligned}
$$
\]

For inverse images,

$$
\begin{aligned}
f^{-1}(A \cup B) & =f^{-1}(A) \cup f^{-1}(B) \\
f^{-1}(A \cap B) & =f^{-1}(A) \cap f^{-1}(B) \\
f^{-1}\left(A^{c}\right) & =\left(f^{-1}(A)\right)^{c} .
\end{aligned}
$$

In general, $f\left(A^{c}\right) \neq f(A)^{c}$, and no containment relation, either way, holds.
Noting that $f^{-1}(\emptyset)=\emptyset$ and $f^{-1}(X)=S$, the inverse image $f^{-1}$, as a function on subsets, preserves all the Boolean operations. Hence, the function $f: S \rightarrow X$ gives a Boolean morphism $\phi: 2^{X} \rightarrow 2^{S}$ defined by $\phi(Y)=f^{-1}(Y)$ for $Y \in 2^{X}$.
1.4.1. Theorem. Let $S$ and $X$ be finite sets. Then there is a bijection between Boolean morphisms $2^{X} \rightarrow 2^{S}$ and functions $S \rightarrow X$.

Proof. The set $X$ is the set of atoms or one-element subsets in $2^{X}$. Thus, from a Boolean morphism $\phi: 2^{X} \rightarrow 2^{S}$, we can define a function $f: S \rightarrow X$ by $f(a)=x$ whenever $a \in \phi(\{x\})$.

Theorem 1.4.1 says that the category of finite sets and functions is contravariant to the category of finite Boolean algebras and Boolean morphisms.

A permutation on the set $S$ is a one-to-one function from $S$ onto itself. If $|S|=n$, then there are $n!$ permutations on $S$. If $f$ and $g$ are functions from $S$ to itself, then $f$ is conjugate to $g$ if there exists a permutation $\gamma$ such that

$$
g=\gamma^{-1} f \gamma
$$

Given a function $f: S \rightarrow S$, construct the directed graph $\operatorname{Graph}(f)$ on the vertex set $S$ with directed edges $(a, f(a)), a \in S$. Two functions are conjugate if and only if their directed graphs are isomorphic. The graph of a permutation $\gamma$ on $S$ is a disjoint union of directed cycles. Let $c_{i}(\gamma)$ be the number of cycles with $i$ vertices (or equivalently, $i$ edges) in $\operatorname{Graph}(\gamma)$. The cycle structure of $\gamma$ is the $n$-tuple

$$
\left(c_{1}(\gamma), c_{2}(\gamma), \ldots, c_{n}(\gamma)\right)
$$

This $n$-tuple may be regarded as an integer partition of $n$. Two permutations are conjugate if and only if they have the same cycle structure.

A partition $\sigma$ of a finite set $S$ is a collection $\left\{B_{1}, B_{2}, \ldots, B_{m}\right\}$ of nonempty subsets or blocks such that $B_{1} \cup B_{2} \cup \cdots \cup B_{m}=S$ and $B_{i} \cap B_{j}=\emptyset$ whenever $i \neq j$. A partition defines an equivalence relation and, conversely, an equivalence relation defines a partition: the blocks of the partition correspond to the equivalence classes of the relation. The type of the partition is the integer partition of $|S|$ obtained by writing down the sizes $\left|B_{i}\right|$ of the blocks in nondecreasing order. Two partitions $\sigma$ and $\tau$ have the same type if and only if there is a permutation $p$ of $S$ such that $B$ is a block in $\sigma$ implies that $p(B)$ is a block in $\tau$.

Partitions are partially ordered by reverse refinement: $\tau \leq \sigma$ or $\tau$ is finer than $\sigma$ if every block of $\tau$ is contained in some block of $\sigma$, or equivalently, for each block $C$ of $\sigma$, there are blocks $B_{i_{1}}, B_{i_{2}}, \ldots, B_{i_{k}}$ of $\tau$ such that $C=$ $B_{i_{1}} \cup B_{i_{2}} \cup \cdots \cup B_{i_{k}}$. In particular, $\tau$ covers $\sigma$ if $\tau$ is obtained from $\sigma$ by merging two blocks or $\sigma$ is obtained from $\tau$ by splitting a block into two. If $E(\tau)$ is the equivalence relation defined by the partition $\tau$, then $\tau \leq \sigma$ if and only if for all $x$ and $y$ in $S, x \sim_{E(\tau)} y$ implies $x \sim_{E(\sigma)} y$, that is, if $E(\tau) \subseteq E(\sigma)$ (as subsets of $S \times S$ ).

This partial order of reverse refinement is a lattice. The minimum is the partition in which every block is a one-element subset. The maximum is the partition with one single block, the entire set. The meet $\tau \wedge \sigma$ is the partition whose blocks are nonempty subsets of the form $B \cap C$, where $B$ is a block of $\tau$ and $C$ is a block of $\sigma$. The join $\tau \vee \sigma$ is the partition whose blocks are the equivalence classes of the transitive closure of the union of the equivalence relations defined by $\tau$ and $\sigma$.

If $f: S \rightarrow X$ is a function, then the relation $s \sim t$ if $f(s)=f(t)$ is an equivalence relation and those inverse images $f^{-1}(x)$ that are nonempty form a partition $\pi(f)$ of the set $S$. The partition $\pi(f)$ is the coimage or kernel of $f$. We can also think of a function $f: S \rightarrow X$ as a random variable on a sample space $(S, \operatorname{Pr})$ with probability measure $\operatorname{Pr}$, so that the blocks of the coimage $\pi(f)$ are the nonempty events defined by $f$.

The lattice of partitions plays for information the role that the Boolean algebra of subsets plays for size or probability. Indeed, the coimage $\pi(f)$ contains the "information" provided by $f$. To see this, consider the Goblin coin-weighing problem. We are given four labeled coins, some of which may be counterfeit. The counterfeit coins are lighter. There are 16 possible events, denoted by

$$
\emptyset, 1,2,3,4,12,13,14,23,24,34,123,124,134,234,1234,
$$

where 13 , say, is the event that coins 1 and 3 are genuine. This gives a set $S$ with 16 elements. Now suppose that we are also given a balance that will compare
two coins and tell us if they have the same weight, the left coin is heavier, or the right coin is heavier.

Suppose that we compare coins 1 and 2 on the balance. If coins 1 and 2 weigh the same, then either they are both genuine or they are both counterfeit. In this case, the events $\emptyset, 12,123,124,1234,3,4,34$ remain possible. If coin 1 weighs more, then $1,13,14,134$ remain possible. If coin 2 weighs more, then $2,23,24,234$ remain possible. Thus, a comparison of coins 1 and 2 yields the following partition $\sigma$ :

$$
\{\emptyset, 12,123,124,1234,3,4,34\},\{1,13,14,134\},\{2,23,24,234\} .
$$

The partition $\sigma$ encodes the information given by comparing coins 1 and 2 . We can also think of $\sigma$ as the coimage of a random variable $w_{12}$ on $S$ taking three values. Let $w_{i j}$ be the random variable defined by comparing coins $i$ and $j$ on the balance.

Next, suppose that we compare coins 2 and 3 . Then each block in $\sigma$ is further partitioned into smaller blocks. The block $\{\emptyset, 12,123,124,1234,3,4,34\}$ splits into

$$
\{3,34\},\{\emptyset, 123,1234,4\},\{12,124\},
$$

the block $\{1,13,14,134\}$ splits into

$$
\{1,14\},\{13,134\}
$$

and the block $\{2,23,24,234\}$ splits into

$$
\{2,24\},\{23,234\}
$$

yielding a partition $\tau$ finer than $\sigma$. The partition $\tau$ can also be obtained by taking the meet of the coimages $\pi\left(w_{12}\right)$ and $\pi\left(w_{23}\right)$. Thus, the result of any sequence of coin weighings is given by taking all possible meets of the coimages $\pi\left(w_{i j}\right), 1 \leq i, j \leq 4$. The minimum partition obtainable is the partition with 1 two-element block $\{\emptyset, 1234\}$ and 14 one-element blocks. This corresponds to the fact that we cannot distinguish the case where all coins are genuine or counterfeit with a balance.

The coin-weighing example shows why Kolmogorov, one of the founders of modern probability theory, suggested calling the partition $\pi(f)$ of a random variable $f$ the "experiment" of $f$. If $\pi(g)$ is finer than $\pi(f)$, then $g$ contains all the information given by $f$. In statistical terminology, $g$ is a sufficient statistic for $f$ if $\pi(g) \leq \pi(f)$. In addition, the meet $\pi(f) \wedge \pi(g)$ gives all "correlations" between $f$ and $g$.

The information contained in a partition can be measured by entropy, as formulated by Claude Shannon. ${ }^{32}$ The discrete Shannon entropy $H$ is defined on partitions $\sigma$ of finite sample spaces ( $S, \operatorname{Pr}$ ) by

$$
H(\sigma)=\sum_{B: B \in \sigma}-\operatorname{Pr}(B) \log \operatorname{Pr}(B),
$$

where $\log$ is $\operatorname{logarithm}$ to base 2 and $0 \log 0$ is interpreted as the right-hand limit $\lim _{x \rightarrow 0^{+}} x \log x$ and is defined to be 0 . Since $0 \leq \operatorname{Pr}(B) \leq 1$, the entropy function is nonnegative. We choose binary logarithms (so that information is measured in bits). Other bases, such as $e$, can naturally be chosen. The entropy functions thus defined differ from each other by a nonzero constant factor. The entropy function depends only on the multiset $\{\operatorname{Pr}(B): B \in \sigma\}$ of nonnegative real numbers. Thus, we can also think of the entropy function $H$ as the realvalued function defined on finite multisets $\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$ of nonnegative numbers such that $p_{1}+p_{2}+\cdots+p_{n}=1$ by

$$
H\left(p_{1}, p_{2}, \ldots, p_{n}\right)=\sum_{i=1}^{n}-p_{i} \log p_{i}
$$

For example, consider tossing a biased coin, with probability $p$ of a head. Then a toss partitions a sample space into two events $B_{0}$, the event that a head occurs, and $B_{1}$, the event that a tail occurs. Then

$$
H\left(B_{0}, B_{1}\right)=-p \log p-(1-p) \log (1-p)
$$

If $p=1$, then a head always occurs and no information is obtained by tossing the coin; as expected, $H\left(B_{0}, B_{1}\right)=0$. If $p=0.9$, say, then the toss yields somewhat more information, quantified by $H\left(B_{0}, B_{1}\right) \approx 0.47$. If $p=0.5$, the case of a fair coin, then $H\left(B_{0}, B_{1}\right)=1$. That is, one bit of information is obtained by tossing a fair coin. This is the maximum information obtainable by a coin toss, since we know which of the two equally likely events actually happened. The amount of information then decreases as $p$ decreases to 0 . In particular, if one were to obtain information by asking a question with a yes-orno answer, then the maximum information is obtained when one asks a question to which it is equally likely that the answer is yes or no. This is a special case of the following "equipartition-maximizes-information" lemma.
1.4.2 Lemma. Suppose that the partition $\pi$ has $n$ blocks. Then

$$
H(\pi) \leq \log n
$$

with equality if and only if the blocks in $\pi$ have the same probability $\frac{1}{n}$.

[^20]Proof. Changing the base of the logarithm changes $H$ and $\log$ by the same nonzero constant. Hence, we may use natural logarithms to base $e$. We shall use an elementary inequality from calculus: if $x>0, \log x \leq x-1$, with equality if and only if $x=1$. (Indeed, the function $\log x-x+1$ has a unique maximum at $x=1$ on the positive real axis.)

Let $B_{1}, B_{2}, \ldots, B_{n}$ be the blocks of $\pi$. Then,

$$
\begin{aligned}
H(\pi)-\log n & =\sum_{i=1}^{n}-\operatorname{Pr}\left(B_{i}\right)\left[\log \operatorname{Pr}\left(B_{i}\right)+\log n\right] \\
& =\sum_{i=1}^{n}-\operatorname{Pr}\left(B_{i}\right) \log \left(\operatorname{Pr}\left(B_{i}\right) n\right) \\
& =\sum_{i=1}^{n} \operatorname{Pr}\left(B_{i}\right) \log \left(\frac{1}{\operatorname{Pr}\left(B_{i}\right) n}\right) \\
& \leq \sum_{i=1}^{n} \operatorname{Pr}\left(B_{i}\right)\left(\frac{1}{\left(\operatorname{Pr}\left(B_{i}\right) n\right.}-1\right) \\
& =\sum_{i=1}^{n} \frac{1}{n}-\sum_{i=1}^{n} \operatorname{Pr}\left(B_{i}\right) \\
& =0,
\end{aligned}
$$

where on the third line, we use the inequality $\log x \leq x-1$. Equality holds when for all $i, \operatorname{Pr}\left(B_{i}\right) n=1$; that is, $\operatorname{Pr}\left(B_{i}\right)=\frac{1}{n}$.

The partitions $\sigma$ and $\tau$ are (stochastically) independent if

$$
\operatorname{Pr}(B \cap C)=\operatorname{Pr}(B) \operatorname{Pr}(C)
$$

for any two blocks $B \in \sigma$ and $C \in \tau$. As a typical example, let $p_{1}, p_{2}, \ldots, p_{m}$ and $q_{1}, q_{2}, \ldots, q_{n}$ be nonnegative real numbers such that $p_{1}+p_{2}+\cdots+$ $p_{m}=1$ and $q_{1}+q_{2}+\cdots+q_{n}=1$. Let $S=\{1,2, \ldots, m\} \times\{1,2, \ldots, n\}$ be the sample space in which element $(i, j)$ has probability $p_{i} q_{j}$. Let $\sigma$ be the partition into "rows,"

$$
\begin{aligned}
& \{(1,1),(1,2), \ldots,(1, n)\} \\
& \{(2,1),(2,2), \ldots,(2, n)\} \\
& \quad \vdots \\
& \{(m, 1),(m, 2), \ldots,(m, n)\}
\end{aligned}
$$

and $\tau$ be the partition into "columns,"

$$
\begin{aligned}
& \{(1,1),(2,1), \ldots,(m, 1)\}, \\
& \{(1,2),(2,2), \ldots,(m, 2)\}, \\
& \quad \vdots \\
& \{(1, n),(2, n), \ldots,(m, n)\} .
\end{aligned}
$$

Then $\sigma$ and $\tau$ are independent. Conversely, given two independent partitions $\sigma$ and $\tau$, we can display $S$ as a rectangular "chessboard," with rows the blocks of $\sigma$, columns the blocks of $\tau$, and squares the blocks of the meet $\sigma \wedge \tau$. Put another way, independent partitions arise from the rows and columns of a Cartesian product.
1.4.3. The chessboard construction. Let $p_{1}, p_{2}, \ldots, p_{m}$ and $q_{1}, q_{2}, \ldots, q_{n}$ be nonnegative real numbers such that $p_{1}+p_{2}+\cdots+p_{m}=1$ and $q_{1}+$ $q_{2}+\cdots+q_{n}=1$. Then there exists a finite sample space $(S, \operatorname{Pr})$ and partitions $\sigma$ and $\tau$ such that as multisets $\{\operatorname{Pr}(B): B \in \sigma\}=\left\{p_{1}, p_{2}, \ldots, p_{m}\right\}$, $\{\operatorname{Pr}(C): C \in \tau\}=\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}$, and $\sigma$ and $\tau$ are independent.

The next result says that the information given by independent partitions is additive.
1.4.4. Theorem. Let $\sigma$ and $\tau$ be independent partitions. Then

$$
H(\tau \wedge \sigma)=H(\tau)+H(\sigma)
$$

Proof. This follows from the following computation:

$$
\begin{aligned}
H(\sigma \wedge \tau)= & -\sum_{B, C: B \in \sigma, C \in \tau} \operatorname{Pr}(B \cap C) \log \operatorname{Pr}(B \cap C) \\
= & -\sum_{B, C: B \in \sigma, C \in \tau} \operatorname{Pr}(B) \operatorname{Pr}(C)[\log \operatorname{Pr}(B)+\log \operatorname{Pr}(C)] \\
= & -\left[\sum_{B: B \in \sigma} \operatorname{Pr}(B)\right]\left[\sum_{C: C \in \tau} \operatorname{Pr}(C) \log \operatorname{Pr}(C)\right] \\
& -\left[\sum_{C: C \in \tau} \operatorname{Pr}(C)\right]\left[\sum_{B: B \in \sigma} \operatorname{Pr}(B) \log \operatorname{Pr}(B)\right] \\
= & H(\sigma)+H(\tau)
\end{aligned}
$$

using the fact that $\sum_{B: B \in \sigma} \operatorname{Pr}(B)=\sum_{C: C \in \tau} \operatorname{Pr}(C)=1$.

A consequence of Theorem 1.4.4 and the chessboard construction is the following proposition.
1.4.5. Proposition. Let $p_{1}, p_{2}, \ldots, p_{m}$ and $q_{1}, q_{2}, \ldots, q_{n}$ be nonnegative real numbers such that $p_{1}+p_{2}+\cdots+p_{m}=1$ and $q_{1}+q_{2}+\cdots+q_{n}=1$. Then

$$
\begin{aligned}
& H\left(p_{1} q_{1}, p_{1} q_{2}, \ldots, p_{i} q_{j}, \ldots, p_{m} q_{n}\right) \\
& \quad=H\left(p_{1}, p_{2}, \ldots, p_{m}\right)+H\left(q_{1}, q_{2}, \ldots, q_{n}\right)
\end{aligned}
$$

The notion of conditional entropy allows us to generalize Lemma 1.4.4 to pairs of partitions that are not independent. If $\tau$ is finer than $\sigma$ and $B$ is a block of $\sigma$, let $H(\tau \mid B)$ be the entropy of the partition on the sample space $B$ (with normalized probability measure $\left.\frac{1}{\operatorname{Pr}(B)} \operatorname{Pr}\right)$ given by the blocks of $\tau$ contained in B. Explicitly,

$$
H(\tau \mid B)=\sum_{C: C \in \tau, C \subseteq B}-\frac{\operatorname{Pr}(C)}{\operatorname{Pr}(B)} \log \frac{\operatorname{Pr}(C)}{\operatorname{Pr}(B)}
$$

The conditional entropy $H(\tau \mid \sigma)$ of the partition $\tau$ given the partition $\sigma$ is defined by

$$
H(\tau \mid \sigma)=\sum_{B: B \in \sigma} \operatorname{Pr}(B) H(\tau \mid B)
$$

In other words, $H(\tau \mid \sigma)$ is the expected increase of entropy when one refines $\sigma$ into $\tau$. There is a simpler formula for the expected increase in entropy: $H(\tau)-H(\sigma)$. These two quantities are equal.
1.4.6. Lemma. If $\tau$ is finer than $\sigma$,

$$
H(\tau \mid \sigma)=H(\tau)-H(\sigma)
$$

In particular, entropy increases under refinement.
Proof. The formula follows from a simple calculation. The second assertion follows from the fact that $H(\tau \mid \sigma) \geq 0$.
1.4.7. Corollary. If $\tau$ and $\sigma$ are partitions, then

$$
H(\tau \wedge \sigma)=H(\tau)+H(\tau \wedge \sigma \mid \tau)=H(\sigma)+H(\tau \wedge \sigma \mid \sigma)
$$

If $\tau$ and $\sigma$ are independent, then

$$
H(\tau \wedge \sigma \mid \sigma)=H(\tau)
$$

1.4.8. Theorem. If $\tau$ and $\sigma$ are partitions,

$$
H(\tau \wedge \sigma \mid \sigma) \leq H(\tau)
$$

Proof. We shall need Jensen's inequality: let $f(x)$ be concave on the interval $[a, b], a \leq x_{1} \leq x_{2} \leq \cdots \leq x_{n} \leq b$, and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be nonnegative real
numbers satisfying $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{n}=1$. Then

$$
\sum_{i=1}^{n} \lambda_{i} f\left(x_{i}\right) \leq f\left(\sum_{i=1}^{n} \lambda_{i} x_{i}\right) .
$$

We begin by changing the order of summation in the definition of conditional entropy:

$$
\begin{aligned}
H(\tau \wedge \sigma \mid \sigma) & =-\sum_{B: B \in \sigma} \operatorname{Pr}(B)\left[\sum_{C: C \in \tau} \frac{\operatorname{Pr}(B \cap C)}{\operatorname{Pr}(B)} \log \frac{\operatorname{Pr}(B \cap C)}{\operatorname{Pr}(B)}\right] \\
& =-\sum_{C: C \in \tau}\left[\sum_{B: B \in \sigma} \operatorname{Pr}(B) \frac{\operatorname{Pr}(B \cap C)}{\operatorname{Pr}(B)} \log \frac{\operatorname{Pr}(B \cap C)}{\operatorname{Pr}(B)}\right]
\end{aligned}
$$

Since $f(x)=-x \log x$ is concave when $x \geq 0$, we can apply Jensen's inequality to the inner sums, with $\lambda_{B}=\operatorname{Pr}(B), x_{B}=\operatorname{Pr}(B \cap C) / \operatorname{Pr}(B)$, so that $\sum_{B} \lambda_{B} x_{B}=\sum_{B} \operatorname{Pr}(B \cap C)=\operatorname{Pr}(C)$. We obtain, for a block $C$ in $\sigma$,

$$
-\sum_{B: B \in \sigma} \operatorname{Pr}(B) \frac{\operatorname{Pr}(B \cap C)}{\operatorname{Pr}(B)} \log \frac{\operatorname{Pr}(B \cap C)}{\operatorname{Pr}(B)} \leq-\operatorname{Pr}(C) \log \operatorname{Pr}(C)
$$

From this, we conclude that

$$
H(\tau \wedge \sigma \mid \sigma) \leq-\sum_{C: C \in \tau} \operatorname{Pr}(C) \log \operatorname{Pr}(C)=H(\tau)
$$

Theorem 1.4.8 and Corollary 1.4.7 imply

$$
H(\tau \wedge \sigma) \leq H(\sigma)+H(\tau)
$$

Thus, we have the following inequality.
1.4.9. Corollary. If $\tau_{1}, \tau_{2}, \ldots, \tau_{n}$ are partitions of a finite sample space, then

$$
H\left(\bigwedge_{i=1}^{n} \tau_{i}\right) \leq \sum_{i=1}^{n} H\left(\tau_{i}\right)
$$

When $\bigwedge_{i=1}^{n} \tau_{i}$ is the minimum partition $\hat{0}$ into single-element blocks, then Corollary 1.4.9 yields the "information-theoretic lower bound." For example, if one wishes to locate a point in a finite sample space of size $n$ using a set of random variables $w_{1}, w_{2}, \ldots, w_{r}$, then it is necessary that

$$
H\left(\pi\left(w_{1}\right)\right)+H\left(\pi\left(w_{2}\right)\right)+\cdots+H\left(\pi\left(w_{r}\right)\right) \geq H(\hat{0})=\log n .
$$

In particular, if each random variable $w_{i}$ takes two possible values, then at least $\log n$ random variables are needed.

The entropy function can be characterized by axioms. One set of axioms, in which conditional entropy plays the starring role, is the following:

En1. $H$ is continuous and is not identically zero.
En2. $H\left(p_{1}, p_{2}, \ldots, p_{n}, 0\right)=H\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, that is, $H$ depends only on the nonzero numbers in the multiset.
En3. $H\left(p_{1}, p_{2}, \ldots, p_{n}\right) \leq H\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right)$.
En4. $H(\tau \mid \sigma)=H(\tau)-H(\sigma)$.
1.4.10. Theorem. If $H$ is a function satisfying axioms En1, En2, En3, and En4, then there is a positive constant $C$ such that

$$
H\left(p_{1}, p_{2}, \ldots, p_{n}\right)=-C \sum_{i=1}^{n} p_{i} \log p_{i}
$$

The axioms are chosen so that the proof requires a minimum of analysis. We begin with the following lemma.
1.4.11. Lemma. If $n$ is a positive integer, let $f(n)=H\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right)$. Then

$$
f(n)=-C \log (1 / n),
$$

where $C$ is a positive constant.
Proof. By En4,

$$
H(\{S\})=H(\{S\} \mid\{S\})=H(\{S\})-H(\{S\})=0
$$

and hence, $f(1)=H(\{S\})=0$.
By En2 and En3,

$$
\begin{aligned}
f(n) & =H\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right)=H\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}, 0\right) \\
& \leq H\left(\frac{1}{n+1}, \frac{1}{n+1}, \ldots, \frac{1}{n+1}\right)=f(n+1) .
\end{aligned}
$$

Hence, $f(n)$ is increasing. In particular, since $f(1)=0, f(2) \geq 0$.
Next, let $\sigma$ be a partition of a sufficiently large sample space into $n^{k-1}$ blocks, each having the same probability $1 / n^{k-1}$. Let $\tau$ be the refinement obtained by partitioning each block of $\sigma$ into $n$ blocks, each with probability $1 / n^{k}$. If $B$ is a block of $\sigma, H(\tau \mid B)=f(n)$ and hence, $H(\tau \mid \sigma)=f(n)$. By En4,

$$
f(n)=H(\tau \mid \sigma)=H(\tau)-H(\sigma)=f\left(n^{k}\right)-f\left(n^{k-1}\right) .
$$

Applying this $k$ times, we obtain the functional equation

$$
f\left(n^{k}\right)=k f(n) .
$$

When $n=2$, we have $f\left(2^{k}\right)=k f(2)$. If $f(2)=0$, then $f\left(2^{k}\right)=0$ for all $k$. Since $f$ is increasing, this would imply that $f(n)$ is identically zero. We conclude that $f(2)>0$.

Fix two positive integers $n$ and $k$. As the function $2^{x}$ increases to infinity, there is an integer $b$ such that $2^{b} \leq n^{k} \leq 2^{b+1}$. Since $f(n)$ is increasing,

$$
f\left(2^{b}\right) \leq f\left(n^{k}\right) \leq f\left(2^{b+1}\right)
$$

Applying the functional equation, we obtain

$$
b f(2) \leq k f(n) \leq(b+1) f(2)
$$

Dividing by $k f(2)$, this yields

$$
\frac{b}{k} \leq \frac{f(n)}{f(2)} \leq \frac{b+1}{k}
$$

The function $\log n$ satisfies a similar inequality. As $\log$ is increasing,

$$
\log 2^{b} \leq \log n^{k} \leq \log 2^{b+1}
$$

Hence,

$$
\frac{b}{k} \leq \log n \leq \frac{b+1}{k}
$$

From the two inequalities, both $f(n) / f(2)$ and $\log n$ are in the interval $\left[\frac{b}{k}, \frac{b+1}{k}\right]$, that is to say,

$$
|f(n) / f(2)-\log n| \leq \frac{1}{k}
$$

for any positive integer $k$. By En1, $f$ is continuous, and hence,

$$
f(n)=f(2) \log (n)=-f(2) \log (1 / n),
$$

where, as observed earlier, $f(2)>0$.

Consider next a multiset $\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$ of positive rational numbers such that $p_{1}+p_{2}+\cdots+p_{n}=1$. Let $N$ be the least common multiple of their denominators and write $p_{i}=a_{i} / N$, where $a_{i}$ are positive integers and $a_{1}+a_{2}+\cdots+a_{n}=N$. Let $\sigma$ be a partition of a sample space $S$ into $n$ blocks $B_{1}, B_{2}, \ldots, B_{n}$ so that $\operatorname{Pr}\left(B_{i}\right)=p_{i}$. Let $\tau$ be the refinement of $\sigma$ obtained by dividing $B_{i}$ into $a_{i}$ blocks, each with the same probability $1 / N$. In
particular, $\tau$ partitions $S$ into $N$ blocks, each with probability $1 / N$. Observing that $H\left(\tau \mid B_{i}\right)=H\left(1 / a_{i}, 1 / a_{i}, \ldots, 1 / a_{i}\right)=f\left(a_{i}\right)$,

$$
H(\tau \mid \sigma)=\sum_{i=1}^{n} p_{i} H\left(\tau \mid B_{i}\right)=\sum_{i=1}^{n} p_{i} f\left(a_{i}\right)=-C \sum_{i=1}^{n} p_{i} \log \left(a_{i}\right) .
$$

On the other hand,

$$
H(\tau)-H(\sigma)=f(N)-H(\sigma)=-C \log (N)-H(\sigma)
$$

We conclude, by En4, that

$$
\begin{aligned}
H(\sigma) & =-C \log (N)+C \sum_{i=1}^{n} p_{i} \log \left(a_{i}\right) \\
& =C \sum_{i=1}^{n} p_{i}\left[\log \left(a_{i}\right)-\log (N)\right] \\
& =C \sum_{i=1}^{n} p_{i} \log \left(a_{i} / N\right) \\
& =C \sum_{i=1}^{n} p_{i} \log \left(p_{i}\right) .
\end{aligned}
$$

Since the rational numbers are dense, the theorem now follows from En1, that $H$ is continuous.

We end with a combinatorial interpretation of the entropy function. This interpretation was the motivation for Boltzmann's definition of entropy. ${ }^{33}$
1.4.12. Proposition. Let $n, n_{1}, n_{2}, \ldots, n_{r}$ be nonnegative integers such that $n_{1}+n_{2}+\cdots+n_{r}=n$. Then if $n$ is sufficiently large,

$$
n H\left(\frac{n_{1}}{n}, \frac{n_{2}}{n}, \ldots, \frac{n_{r}}{n}\right) \approx \log \binom{n}{n_{1}, n_{2}, \ldots, n_{r}},
$$

where

$$
\binom{n}{n_{1}, n_{2}, \ldots, n_{r}}=\frac{n!}{n_{1}!n_{2}!\cdots n_{r}!},
$$

the number of ways to distribute $n$ distinguished balls into $r$ distinguished boxes so that the $i$ box has $n_{i}$ balls.

Proof. Use Stirling's approximation: for large $n, \log n!\approx n \log n-n$.

[^21]Our brief account of Shannon entropy is intended to illustrate how partitions, information, and coimages of functions are "dual notions" to subsets, size, and images of functions. To a very limited extent, Shannon entropy has been extended to $\sigma$-subalgebras, the continuous analogs of partitions. There is another concept of entropy, Boltzmann entropy, which is based on probability densities (see Exercise 1.4.6 for a glimpse). However, "an abyss of ill-understood ideas separates Shannon entropy from Boltzmann entropy. No one to this day has seen through the dilemma of choosing between entropy as a measure of randomness of probability densities of random variables and entropy as a measure of randomness of $\sigma$-subalgebras." There is much rethinking to be done here. ${ }^{34}$

## Exercises

### 1.4.1. Functions and finiteness.

Assuming that $S$ is finite, show that a function $f: S \rightarrow S$ is injective (or one to one) if and only if it is surjective (or onto).

### 1.4.2. Show that a function preserving $\vee$ and ${ }^{c}$ is a Boolean morphism.

### 1.4.3 Theorems of Whitman and Pudlák-Tüma. ${ }^{35}$

Whitman showed in 1946 that every lattice is isomorphic to a sublattice of the lattice of partitions of an infinite set. Jónsson refined this theorem in 1953.

Let $L$ be a lattice. Then an element $a$ in $L$ can be represented as the principal ideal $I(a)$, where $I(a)=\{x: x \leq a\}$. Thinking of the ideal $I(a)$ as the partition of the set $L$ into the blocks $I(a)$ and $\{y\}, y \not z a$, we have a meet-preserving representation of elements of $L$ as partitions.

It is much harder to construct an injection preserving both meets and joins. One way to do this is to consider equivalence relations defined by distances. If $A$ is a set and $L$ is a lattice with a minimum $\hat{0}$, then an $L$-valued distance on $A$ is a function $\delta: A \times A \rightarrow L$ satisfying three properties:

Symmetry: $\delta(x, y)=\delta(y, x)$.
Normalization: $\delta(x, x)=\hat{0}$ for all $x \in L$.
The triangle inequality: $\delta(x, y) \vee \delta(y, z) \geq \delta(x, z)$.
If $\delta$ is a distance and $a$ is a fixed element of $L$, then the relation $E(\delta, a)$

$$
x \sim y \text { whenever } \delta(x, y) \leq a
$$

[^22]is an equivalence relation. If $A=L$, then $\delta(x, y)=x \vee y$ if $x \neq y$ and $\delta(x, x)=\hat{0}$ is a distance. In this case, $E(\delta, a)$ defines the partition with blocks $I(a)$ and $\{y\}, y \not \leq a$, given earlier.

Using cleverer distances, Jónsson constructed a representation of a lattice by partitions preserving both meets and joins, giving a natural proof of Whitman's theorem. (The join in a partition lattice is calculated by taking the transitive closure of a union of equivalence relations; thus, a countable number of unions may be necessary to calculate the join and the partition lattice may not be finite when $L$ is finite.)

Whitman's theorem. Every lattice is a sublattice of a partition lattice.
Whitman's theorem also implies that if an identity holds for all partition lattices, then it holds for all lattices. Thus, one cannot characterize partition lattices by identities.

Whitman asked whether every finite lattice is a sublattice of a finite partition lattice. Whitman's conjecture was proved by Pudlák and Tủma.

The Pudlák-Tüma theorem. Every finite lattice is a sublattice of a finite partition lattice.

### 1.4.5 Hartmanis n-partitions. ${ }^{36}$

Let $S$ be a finite set. Partially order the antichains in $2^{S}$ by $\mathcal{A}_{1} \leq \mathcal{A}_{2}$ if for each subset $A_{1}$ in $\mathcal{A}_{1}$, there exists a subset $A_{2}$ in $\mathcal{A}_{2}$ such that $A_{1} \subseteq A_{2}$. Let $\mathcal{B}$ be an antichain in $2^{S}$. An antichain $\mathcal{A}$ partitions $\mathcal{B}$ if $\mathcal{A} \geq \mathcal{B}$ and every subset $B$ in $\mathcal{B}$ is contained in exactly one subset of $\mathcal{A}$. The subsets $\{B \in \mathcal{B}$ : $B \subseteq A\}$, where $A$ ranges over all $A \in \mathcal{A}$, are blocks of a partition of $\mathcal{B}$. Let $\Pi(\mathcal{B}, S)$ be the set of antichains partitioning $\mathcal{B}$ partially ordered as earlier. The partial order $\Pi(\mathcal{B}, S)$ has minimum $\mathcal{B}$ and maximum the one-element antichain $\{S\}$.
(a) Show that the partial order $\Pi(\mathcal{B}, S)$ is a lattice.

An $n$-partition $\sigma$ of $S$ is an antichain partitioning the collection of all size- $n$ subsets of $S$; that is, $\sigma$ is a collection of subsets of $S$ of size at least $n$ such that every $n$-subset of $S$ is contained in exactly one subset in $\sigma$. Let $\Pi(n ; S)$ be the lattice of all $n$-partitions of $S$.
(b) Show that $\Pi(n ; S)$ is isomorphic to a sublattice of $\Pi(n+1 ; S \cup\{a\})$, where $a$ is a new element not in $S$.
(c) Show that $\Pi(n ; S)$ is complemented.

[^23]Consider a fixed 2-partition on a finite set $S$. We can think of the elements of $S$ as points and the blocks of the 2-partition as lines of a line geometry. The defining property of a 2-partition translates into the axiom: two points determine a unique line. A subset of points $A$ is line-closed if whenever two points $a$ and $b$ of a line $\ell$ are in $A$, then the line $\ell$ is contained in $A$. The line-closed sets are closed under intersection and they form a lattice $\mathrm{LG}(S)$. (A rank-3 simple matroid is a line geometry. However, line-closed subsets are not necessarily closed under the matroid closure.)

Motivated by Whitman's problem, Hartmanis showed two sublatticeembedding theorems for lattices of line-closed subsets and 2-partitions.
(d) Show that every finite atomic lattice $L$ is isomorphic to the lattice of line-closed sets of a finite line geometry.
(e) Show that every lattice of line-closed sets is isomorphic to a sublattice of $\Pi_{2}(T)$ for some (larger) set $T$. In particular, every finite atomic lattice is isomorphic to a sublattice of a lattice of 2-partitions of a finite set.
(f) (Research problem) If one can construct a sublattice-embedding of a lattice of 2-partitions of a finite set into a lattice of partitions of a finite set, then one has another proof of the Pudlák-Tüma theorem. Find such a construction.
1.4.6. (Research problem) There is no information or entropy interpretation of the join of two partitions. Find an interesting one.
1.4.7. Let $G$ be a finite group and $L(G)$ the lattice of subgroups of $G$.
(a) Show that the function defined from $L(G)$ to the lattice of partitions of the (underlying) set $G$ sending a subgroup $H$ to the partition $\pi(H)$ of $G$ by the cosets of $H$ is a lattice homomorphism: that is, if $H$ and $K$ are subgroups of $G$, then $\pi(H \cap K)=\pi(H) \wedge \pi(K)$ and $\pi(H \vee K)=\pi(H) \vee \pi(K)$.
(b) Let $H K=\{h k: h \in H, k \in K\}$. Show that the partitions $\pi(H)$ and $\pi(K)$ are independent if $H K=K H$ and $|H K|=|G|$.

### 1.4.8. Boltzmann entropy.

If $X$ is a continuous random variable with density $f$, the Boltzmann entropy $H(X)$ is defined by

$$
H(X)=\int_{-\infty}^{\infty}-f(x) \log f(x) d x
$$

where $\log$ is natural logarithm. Boltzmann entropy has many applications. We will give only one: the characterization of probability distributions by a maximum entropy condition.
(a) Let $X: S \rightarrow[a, b]$ be a continuous random variable. Then $H(X)$ attains its maximum value when $X$ has the uniform distribution $[a, b]$. The maximum value is $\log (b-a)$.
(b) Let $X: S \rightarrow[0, \infty)$ be a continuous random variable with mean $1 / \lambda$. Then $H(X)$ attains its maximum value when $X$ is exponentially distributed. The maximum value is $1-\log \lambda$.
(c) Let $X: S \rightarrow \mathbb{R}$ be a continuous random variable with variance $s^{2}$. Then $H(X)$ attains its maximum value when $X$ is normally distributed. The maximum value is $\frac{1}{2}+\log s \sqrt{2 \pi}$.
(d) Find a random variable $X$ so that $H(X)<0$. To a philosophical mind, the existence of such random variables causes some uneasiness.

### 1.4.9. Lattices of Boolean $\sigma$-subalgebras.

Let $S$ be a finite set. Show that there is a bijection between the Boolean subalgebras of $2^{S}$ and partitions of $S$.

This easy exercise indicates that a continuous analog of the partition lattice is the lattice $\Sigma$ of all $\sigma$-subalgebras of a given $\sigma$-algebra $\Pi$. The partial order is given by $\tau \leq \tau^{\prime}$ if $\tau \supseteq \tau^{\prime}$ as families of sets. The join is the set-theoretic intersection of the two families and the meet is the $\sigma$-subalgebra generated by $\tau$ and $\tau^{\prime}$. (See Rota's Twelve problems for research problems about lattices of $\sigma$-subalgebras.)

### 1.4.10. A universal entropy group.

In Twelve problems, Rota constructed a universal entropy group. Using Proposition 1.4.5, we can define a finite analog of this group. Let $F$ be the free Abelian group generated by all finite multisets $\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ of nonnegative real numbers such that $r_{1}+r_{2}+\cdots+r_{k}=1$, and let $R$ be the subgroup generated by elements of the form

$$
\left\{p_{1} q_{1}, p_{1} q_{2}, \ldots, p_{i} q_{j}, \ldots, p_{m} q_{n}\right\}-\left\{p_{1}, p_{2}, \ldots, p_{m}\right\}-\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}
$$

The quotient group $F / R$ satisfies the following universal property: let $\mathcal{P}$ be the collection of pairs $(\sigma,(S, \operatorname{Pr}))$, where $\sigma$ is a partition of a finite probability space $(S, \operatorname{Pr})$. Let $H: \mathcal{P} \rightarrow \mathbb{A}$ be a function taking values in an additive Abelian group $\mathbb{A}$ satisfying two conditions:
(a) The value $H\left(\left\{B_{1}, B_{2}, \ldots, B_{k}\right\}\right)$ depends only on the multiset $\left\{\operatorname{Pr}\left(B_{1}\right), \operatorname{Pr}\left(B_{2}\right), \ldots, \operatorname{Pr}\left(B_{k}\right)\right\}$.
(b) If $\sigma$ and $\tau$ are independent partitions, then $H(\sigma \wedge \tau)=H(\sigma)+H(\tau)$. Then $H$ factors through $F / R$, that is, there is an Abelian group homomorphism $h: F / R \rightarrow \mathbb{A}$ such that $H=h \circ \iota$, where $\iota: \mathcal{P} \rightarrow F / R$ is the function sending $\left(\left\{B_{1}, B_{2}, \ldots, B_{k}\right\},(S, \operatorname{Pr})\right)$ to $\left\{\operatorname{Pr}\left(B_{1}\right), \operatorname{Pr}\left(B_{2}\right), \ldots, \operatorname{Pr}\left(B_{k}\right)\right\}$. Put another way,
$F / R$ is a "Grothendieck group" containing all possible functions $H$ satisfying the two conditions. Study the group $F / R$.
1.4.11. (Research problem) Proposition 1.4.12 suggests several questions: Is there an entropy interpretation of Sperner's theorem (or Mešalkin's extension)? More generally, is there a role for entropy in extremal set theory? Are there $q$-analogs of entropy?

### 1.5 Relations

A relation $R$ from the set $S$ and $X$ is a subset of the Cartesian product $S \times X$. As with functions, $S$ is the domain and $X$ the codomain of $R$. Relations were defined by Augustus De Morgan. ${ }^{37}$

There are many ways to think about relations. One way is as a bipartite graph. For example, consider the relation

$$
R=\{(a, t),(a, u),(a, v),(b, s),(b, t),(c, s),(c, u),(c, v)\}
$$

on $\{a, b, c\}$ and $\{s, t, u, v\}$. Then $R$ defines a (directed) bipartite graph on the vertex set $\{a, b, c\} \cup\{s, t, u, v\}$ with edge set equal to $R$. In particular, we will often refer to an ordered pair in $R$ as an edge of $R$.

Another way is to picture the Cartesian product $S \times T$ as a rectangle and mark, in some distinctive way, those ordered pairs in the relation $R$. For example, the relation $R_{1}$ has the picture


Replacing asterisks by a nonzero number and blank spaces by 0 , we obtain a matrix supported by the relation $R$.

Let $R: S \rightarrow X$ be a relation. If $a \in S$, let

$$
R(a)=\{x:(a, x) \in R\} .
$$

In analogy, if $A \subseteq S$, then let

$$
R(A)=\bigcup_{a: a \in A} R(a)=\{x:(a, x) \in R \text { for some } a \in A\}
$$

[^24]The labeled list $R(a), a \in S$, determines the relation $R$. If we forget the labels, then $R$ is determined up to a permutation of $S$. For a similar result, see Lemma 2.5.2. Two relations $R: S \rightarrow X$ and $Q: T \rightarrow Y$ are isomorphic if there exist bijections $\sigma: S \rightarrow T$ and $\tau: X \rightarrow Y$ such that

$$
(a, x) \in R \text { if and only if }(\sigma(a), \tau(x)) \in Q
$$

For subsets $A$ and $B$ of $S$,

$$
\begin{aligned}
& R(A \cup B)=R(A) \cup R(B), \\
& R(A \cap B) \subseteq R(A) \cap R(B)
\end{aligned}
$$

A function $h: P \rightarrow Q$ from the Boolean algebra $P$ to the Boolean algebra $Q$ is a hemimorphism if $h(\emptyset)=\emptyset$ and

$$
h(A \cup B)=h(A) \cup h(B)
$$

A relation $R$ defines a hemimorphism $h_{R}: 2^{S} \rightarrow 2^{X}$ in the following way:

$$
h_{R}(A)=R(A)
$$

1.5.1. Theorem. Let $R: S \rightarrow X$ be a relation between finite sets $S$ or $X$. The construction $h_{R}$ gives a bijection between the set of relations $S \rightarrow X$ and the set of hemimorphisms $2^{S} \rightarrow 2^{X}$.

Proof. Let $h: 2^{S} \rightarrow 2^{X}$ be a given hemimorphism. Define the relation $R: S \rightarrow$ $X$ by $R(a)=h(a)$. Then as $h$ is a hemimorphism,

$$
h_{R}(A)=R(A)=\bigcup_{a: a \in A} h(a)=h(A)
$$

for all $A \subseteq S$; that is, $h=h_{R}$. Thus, the construction $h \mapsto R$ is the inverse of the construction $R \mapsto h_{R}$.

We shall discuss next Galois connections and closure operators. ${ }^{38}$ Let $P$ be a partially ordered set. A function $P \rightarrow P, x \mapsto \bar{x}$ is a closure operator if

CL1. $x \leq \bar{x}$.
CL2. $x \leq y$ implies $\bar{x} \leq \bar{y}$.
CL3. $\bar{x}=\overline{\bar{x}}$.
${ }^{38}$ Everett (1944) and Ore (1944).

A coclosure operator is a closure operator on the order-dual $P^{\downarrow}$. An element $x$ is closed if $x=\bar{x}$. The quotient, denoted $P /-$ or $\mathrm{Cl}(P)$, is the subset of closed elements, with the partial order induced from $P$.

The next result characterizes closure operations in finite lattices.
1.5.2. Proposition. A nonempty subset $C$ in a finite lattice $L$ is the set of closed elements of a closure operator on $L$ if and only if $C$ is closed under meets.

Proof. Let $x \mapsto \bar{x}$ be a closure operator on L. Suppose $x$ and $y$ are closed elements. Since $\overline{x \wedge y} \leq \bar{x}=x, \overline{x \wedge y} \leq \bar{y}=y$, and $x \wedge y \leq \overline{x \wedge y}$, it follows that $x \wedge y=\bar{x} \wedge y$. Thus, the set of closed elements is closed under meets. Conversely, given a set $C$ closed under meets, define

$$
\bar{x}=\bigwedge\{c: c \in C, c \geq a\}
$$

It is routine to show that this defines a closure operator.
The set of all closure operators on a partially ordered set $P$ can be partially ordered in the following way: if $x \mapsto \eta(x)$ and $x \mapsto \nu(x)$ are two closure operators on $P$, then $\eta \leq v$ if for all $x \in P, \eta(x) \leq v(x)$. Not much is known about partial orders of closure operators.

One source of closure operators is Galois connections. Galois connections were motivated by the Galois correspondence between the partially ordered sets of normal extensions of a field and their automorphism groups. This correspondence is order-reversing: the larger the extension, the smaller the automorphism group fixing it.

Let $P$ and $Q$ be partially ordered sets. A Galois connection between $P$ and $Q$ is a pair of functions $\varphi: P \rightarrow Q$ and $\psi: Q \rightarrow P$ satisfying the following axioms:

GC1. Both $\varphi$ and $\psi$ are order-reversing.
GC2. For $x \in P, \psi(\varphi(x)) \geq x$, and for $y \in Q, \varphi(\psi(y)) \geq y$.
A Galois coconnection between $P$ and $Q$ is a Galois connection between $P$ and the order-dual $Q^{\downarrow}$. Explicitly, a Galois coconnection between $P$ and $Q$ is a pair of functions $\varphi: P \rightarrow Q$ and $\psi: Q \rightarrow P$ satisfying the following axioms:

GCC1. Both $\varphi$ and $\psi$ are order-preserving.
GCC2. For $x \in P, \psi(\varphi(x)) \geq x$, and for $y \in Q, \varphi(\psi(y)) \leq y$.
When $\varphi$ and $\psi$ is a Galois coconnection, the function $\psi$ is sometimes called the residual of $\varphi$.
1.5.3. Proposition. Let $\varphi: P \rightarrow Q$ and $\psi: Q \rightarrow P$ be a Galois connection. Then
(a) $\varphi \psi \varphi=\varphi$ and $\psi \varphi \psi=\psi$.
(b) $\psi \varphi: P \rightarrow P$ is a closure operator on $P$ and $\varphi \psi: Q \rightarrow Q$ is a closure operator on the order dual $Q^{\downarrow}$.
(c) The quotients $P / \psi \varphi$ and $Q / \varphi \psi$ of closed elements are anti-isomorphic; indeed, $\phi$ and $\psi$, restricted to $P / \psi \varphi$ and $Q / \varphi \psi$, are inverses of each other, and in particular they are order-reversing bijections.

Proof. Let $x \in P$. Then, using GC2, $\psi \varphi(x) \geq x$, and using GC1, $\varphi \psi \varphi(x) \leq$ $\varphi(x)$. On the other hand, using GC2 applied to $\varphi(x), \varphi \psi \varphi(x) \geq \varphi(x)$. We conclude that $\varphi \psi \varphi(x)=\varphi(x)$. Next, we show that $\psi \varphi$ is a closure operator on $P$. CL1 follows from GC2. Next, if $x \leq y$, then $\varphi(x) \geq \varphi(y)$ and, in turn, $\psi \varphi(x) \leq \psi \varphi(y)$, Finally, CL3 follows from (a). The other assertions in (a) and (b) can be proved in the same way.

If $x$ is closed in $P$, then $x=\psi \varphi(x)$. Hence, when restricted to the quotients $P / \psi \varphi$ and $Q / \varphi \psi, \varphi$ and $\psi$ are inverses of each other.

Galois connections may be regarded as abstractions of relations. Let $R: S \rightarrow X$ be a relation. If $A \subseteq S$, let

$$
A^{*}=\bigcap_{a: a \in A} R(a)=\{x \in T:(a, x) \in R \text { for all } a \text { in } A\}
$$

If $Y \subseteq X$, the set $Y^{*}$ is defined similarly. The functions

$$
A \mapsto A^{*}, 2^{S} \rightarrow 2^{X} \text { and } Y \mapsto Y^{*}, 2^{X} \rightarrow 2^{S}
$$

form a Galois connection. The lattice of the relation $R$ is the lattice of closed sets in $2^{S}$ defined by the Galois relation. Every finite lattice $L$ is the lattice of some relation. Just take the relation $\leq: L \rightarrow L$.

Taking the complementary relation, we obtain an orthogonality. If $R: S \rightarrow$ $X$ is a relation, let $\tilde{R}=(S \times X) \backslash R$,

$$
A^{\perp}=\bigcap_{a: a \in A} \tilde{R}(a), \text { and } Y^{\perp}=\bigcap_{x: x \in Y} \tilde{R}^{-1}(x)
$$

Then $A \mapsto A^{\perp}$ and $X \mapsto X^{\perp}$ form a Galois connection. Such Galois connections are called orthogonalities. For example, let $U$ and $V$ be vector spaces (over the same field) paired by a bilinear form $\langle u, v\rangle$. Then the functions between $2^{U}$ and $2^{V}$ given by $A \mapsto A^{\perp}$ and $Y \mapsto Y^{\perp}$, where

$$
\begin{aligned}
& A^{\perp}=\{v:\langle u, v\rangle=0 \text { for all } u \text { in } A\}, \quad \text { and } \\
& Y^{\perp}=\{u:\langle u, v\rangle=0 \text { for all } v \text { in } Y\},
\end{aligned}
$$

form a Galois connection. If the bilinear form is nondegenerate, then the lattice of closed sets in $2^{U}$ is the lattice of subspaces of $U$. In a very loose sense, a bilinear form is a vector space analog of a relation.

We end this section with a brief account of relation algebras. Relations, rather than functions, are central to logic. For example, a model can be defined as a set with a collection of relations satisfying certain axioms.

Relations have several natural operations defined on them. Let $R: S \rightarrow X$ be a relation. The converse $R^{-1}$ is the relation $X \rightarrow S$ defined by

$$
(x, a) \in R^{-1} \text { if and only if }(a, x) \in R
$$

The contrary or complement $\tilde{R}$ is the relation $S \rightarrow X$ defined by

$$
(a, x) \in \tilde{R} \text { if and only if }(a, x) \notin R
$$

Now let $Q: X \rightarrow Z$ be a relation. Then the composition $Q \circ R$ or relative product $R \mid Q$ is the relation $S \rightarrow Z$ defined by $(a, z) \in Q \circ R$ if and only if there exists an element $x \in X,(a, x) \in R$ and $(x, z) \in Q$. (The reversal of order is intended in the relative product. Pierce said "relatives" rather than "relations." Thus, relative product just means products of relations.)

From these natural operations, one can define a fourth operation. The relative sum of the relations $R: S \rightarrow X$ and $Q: X \rightarrow Z$ is the relation $R \dagger Q$ defined by

$$
R \dagger Q=\tilde{R \mid} \tilde{Q}
$$

Besides these four operations, others have been proposed. Indeed, Pierce studied all 64 binary operations obtainable from converse, complementation, and composition.

The idea behind a relation algebra is to axiomatize the natural operations on sets and relations. For sets, it is generally accepted that the Boolean algebra operations and axioms capture the essence of set operations. For relations, many operations and axiom systems have been proposed. Thus, there are definitions rather than a definition of a relation algebra. A popular definition is an equational definition (with ten axioms) given by Tarski and Givant. ${ }^{39}$ A survey of relation algebras is given in the 2006 book of Maddux. Whether relation algebras have any applications in combinatorics is unclear.

[^25]
## Exercises

### 1.5.1. Equivalence and difunctional relations. ${ }^{40}$

A relation $R: S \rightarrow S$ is an equivalence relation if it is reflexive, that is, $\{(a, a): a \in S\} \subseteq R$; symmetric, that is, $R^{-1}=R$; and transitive, that is, $R \circ R \subseteq R$.
(a) Show that an equivalence relation $R: S \rightarrow S$ defines a partition on $S$ and, conversely, a partition on $S$ defines an equivalence relation on $S$.

Two relations $R: S \rightarrow X$ and $Q: X \rightarrow S$ are mutually transitive if

$$
R \circ Q \circ R \subseteq R \quad \text { and } \quad Q \circ R \circ Q \subseteq Q
$$

The first condition, say, of mutual transitivity can be visualized as a square as follows: let $a, a^{\prime}, b$, and $b^{\prime}$ be placed cyclically at the corners of a square. Then if $\left(a, a^{\prime}\right) \in R,\left(b, b^{\prime}\right) \in R$, and $\left(a^{\prime}, b\right) \in S$, then $\left(a, b^{\prime}\right) \in R$.
(b) Let $R$ and $Q$ be mutually transitive. Show that $R \circ S$ and $S \circ R$ are transitive. Show that the three pairs $Q$ and $R, R^{-1}$ and $Q^{-1}, Q^{-1}$ and $R^{-1}$ are mutually transitive.

A relation $R: S \rightarrow S$ is self-transitive or difunctional (as opposed to dysfunctional) if $R$ and $R^{-1}$ are mutually transitive.
(c) Prove that a relation is difunctional if one can rearrange $S$ and $X$ so that the picture of $R$ is a union of squares with disjoint domains and codomains; that is, there are subsets $S^{\prime} \subseteq S$ and $X^{\prime} \subseteq X$ and partitions $S_{1}, S_{2}, \ldots, S_{k}$ of $S \backslash S^{\prime}$ and $X_{1}, X_{2}, \ldots, X_{k}$ of $X \backslash X^{\prime}$ such that $\left|S_{i}\right|=\left|X_{i}\right|$ and

$$
R=\left(S_{1} \times X_{1}\right) \cup\left(S_{2} \times X_{2}\right) \cup \cdots \cup\left(S_{k} \times X_{k}\right)
$$

1.5.2. Two relations $R, Q: S \rightarrow S$ commute if $R \circ Q=Q \circ R$.
(a) Given a relation $R$, describe all the relations commuting with it.
(b) Study the hexagonal condition

$$
R \circ Q \circ R=Q \circ R \circ Q .
$$

The motivation for this exercise is a theorem of B. Jónsson (see Exercise 3.5.10).
1.5.3. Ferrers relations. ${ }^{41}$ A relation $R: S \rightarrow X$ is a Ferrers relations if there exists an ordering $s_{1}, s_{2}, \ldots, s_{n}$ of $S$ such that $R\left(s_{i}\right) \supseteq R\left(s_{i+1}\right)$. Informally, the

[^26]picture of a Ferrers relation is the Ferrers diagram of an integer partition. Note that if any one of the four relations $R, \tilde{R}, R^{-1}, \tilde{R}^{-1}$ is Ferrers, then all are Ferrers.
(a) Show that $R$ is Ferrers if and only if $R$ and the converse of its complement $\tilde{R}^{-1}$ are mutually transitive.
(b) Show that if $R$ is Ferrers, then $R \circ \tilde{R}^{-1} \circ R$ is also Ferrers.
(c) Show that $R$ is Ferrers if and only if the lattice of closed sets of the Galois connection formed from $R$ is a chain.

### 1.5.4. Counting relations. ${ }^{42}$

The total number of binary relations on a set $S$ of size $n$ is $2^{n^{2}}$. A general problem is to enumerate relations with given properties:
(a) Show that the number of reflexive antisymmetric binary relations on a set of size $n$ is $3^{n(n-1) / 2}$.
(b) Part (a) gives an upper bound on the number $q(n)$ of partial orders on a set of size $n$. Improve the upper bound to

$$
q(n) \leq n!2^{n(n-1) / 2}
$$

Show also the lower bound

$$
q(n) \geq 2^{\lfloor n / 2\rfloor\lceil n / 2\rceil}
$$

### 1.5.5. Completions of partially ordered sets. ${ }^{43}$

Let $P$ be a partially ordered set. If $A \subseteq P$, let

$$
\begin{aligned}
A_{\mathrm{b}} & =\bigcap_{a: a \in A} I(a) \\
A^{\#} & =\bigcap_{a: a \in A} F(a),
\end{aligned}
$$

where $I(a)$ is the principal ideal generated by $a$ and $F(a)$ is the principal filter generated by $a$.
(a) Show that $A \mapsto A_{\mathrm{b}}$ and $A \mapsto A^{\#}$ form a Galois connection between $2^{P}$ and $2^{P}$, and hence, $v: A \mapsto\left(A^{\#}\right)_{b}$ is a closure operator on $2^{P}$.

Note that

$$
v(A)=\bigcap_{u: A \subseteq I(u)} I(u),
$$

where the intersection is over all upper bounds $u$ of $A$, that is, elements $u$ such that $u \geq a$ for all $a \in A$ or, equivalently, $A \subseteq I(u)$. The $v$-closed subsets

[^27]in $2^{P}$ are closed under intersections and have a maximum, the set $P$. Hence they form a (complete) lattice $\bar{P}$. The function $v: P \rightarrow \bar{P}, a \mapsto \nu(\{a\})$ is an order-preserving injection and $\bar{P}$ "extends" $P$ to a complete lattice. The lattice $\bar{P}$ is usually called the normal completion of $P$.

The closure operator $v$ satisfies the additional property:
Em. For every element $a \in P, \nu(\{a\})=I(a)$.
An embedding operator is a closure operator on $2^{P}$ satisfying the property (Em). Embedding operators are partially ordered as a suborder of the partially order of all closure operators on $2^{P}$.
(b) Show that $v$ is the unique maximal element in the set of embedding operators of $P$ under the partial order restricted from the partial order on all closure operators. Let

$$
\eta(A)=\bigcup_{a: a \in A} I(a)
$$

Show that $\eta$ is the unique minimal element in the partial order of embedding operators.
(c) Show that a finite partially ordered set $P$ and its normal completion have the same order dimension.

### 1.5.6. Ideals and varieties.

Let $R=\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, the ring of polynomials in $n$ variables over the field $\mathbb{F}$, and $A=\mathbb{F}^{n}$.
(a) Show that the functions

$$
\begin{aligned}
& V: 2^{R} \rightarrow 2^{A}, \\
& J \mapsto\left\{\left(a_{1}, a_{2}, \ldots, a_{n}\right): p\left(a_{1}, a_{2}, \ldots, a_{n}\right)=0 \text { for all } p\left(x_{1}, x_{2}, \ldots, x_{n}\right) \text { in } J\right\}, \\
& I: 2^{A} \rightarrow 2^{R}, \\
& B \mapsto\left\{p\left(x_{1}, x_{2}, \ldots, x_{n}\right): p\left(a_{1}, a_{2}, \ldots, a_{n}\right)=0 \text { for all }\left(a_{1}, a_{2}, \ldots, a_{n}\right) \text { in } B\right\}
\end{aligned}
$$

form a Galois connection between $2^{R}$ and $2^{A}$.
(b) Assuming that $\mathbb{F}$ is algebraically closed, show that $I(V(J))$ is the radical ideal generated by $J$, the ideal of all polynomials $p$ such that for some positive integer $n, p^{n}$ is in the ideal generated by $J$. (This is Hilbert's Nullstellensatz.)

### 1.5.7. Markowsky's representation of lattices. ${ }^{44}$

Let $L$ be a finite lattice, $J(L)$ be the set of join-irreducibles, $M(L)$ be the set of meet-irreducibles, and $U: J(L) \rightarrow M(L)$ be the relation $j \leq m$. Show that $L$ is isomorphic to the lattice of the relation $U$.

[^28]
### 1.5.8. De Morgan's rule for changing places. ${ }^{45}$

Let $R, S$, and $T$ be relations with suitable domains and codomains. Then the following conditions are equivalent:
(a) $R \mid S \subseteq T$.
(b) $R^{-1} \mid \tilde{T} \subseteq \tilde{S}$.
(c) $\tilde{T} \mid S^{-1} \subseteq \tilde{R}$.

### 1.5.9. Relative sums of partial functions.

Show that if $R$ and $Q$ are partial functions with suitable domains and codomains, then $R \dagger Q$ is a partial function.

### 1.6 Further Reading

The founding paper in lattice theory is the 1900 paper by Dedekind. Among other ideas, this paper contains the isomorphism theorems of "modern" algebra, treated at the right level of generality. Emmy Noether is reported to have said that "everything is already in Dedekind." It is historically interesting that in 1942, Dilworth learned lattice theory from Dedekind's paper. This changed with the first edition of Lattice Theory by Garrett Birkhoff. The three editions show how the book and the subject responded to and changed each other. Three other classics are the books of Balbes and Dwinger, Crawley and Dilworth, and Grätzer. The third book is comprehensively updated in a new edition in 2003. The first two books are currently out of print. A short elementary introduction is the book of Davey and Priestley. An excellent account of partially ordered sets, with emphasis on the order dimension, can be found in the book of Trotter.
R. Balbes and P. Dwinger, Distributive Lattices, University of Missouri Press, Columbia, MI, 1974.
G. Birkhoff, Lattice Theory, 1st edition, American Mathematical Society, New York, 1940; 2nd edition, Providence, RI, 1948; 3rd edition, Providence, RI, 1967.
P. Crawley and R.P. Dilworth, Algebraic Theory of Lattices. Prentice-Hall, Englewood Cliffs, NJ, 1973.
B.A. Davey and H.A. Priestley, Introduction to Lattices and Order, 2nd edition, Cambridge University Press, New York, 2002.
R. Dedekind, Über die drei Moduln erzengte Dualgruppe, Math. Ann. 53 (1900) 317403.
G. Grätzer, General Lattice Theory, 2nd edition, Birkhäuser, Basel, 2003.
W.T. Trotter, Combinatorics and Partially Ordered Sets. Dimension Theory, Johns Hopkins University Press, Baltimore, MD, 1992.
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## 2

## Matching Theory

### 2.1 What Is Matching Theory?

An answer to this question can be found in the survey paper Matching theory of L.H. Harper and G.-C. Rota:

Roughly speaking, matching theory is concerned with the possibility and the number of ways of covering a large, irregularly shaped combinatorial object with several replicas of a given small regularly shaped object, subject usually to the requirement that the small objects shall not overlap and that the small objects be "lined up" in some sense or other.

An elementary example of matching theory is the following puzzle (popularized by R. Gomory): given a standard $8 \times 8$ chessboard, can it always be covered by dominoes (a piece consisting of two squares) if one arbitrary black square and one arbitrary white square are deleted? Whether this is a problem in matching theory depends on one approaches it (see Exercises 2.1.1).

Another puzzle which involves the idea of a matching is the following 1979 Putnam problem: ${ }^{1}$ let $n$ red points $r_{1}, r_{2}, \ldots, r_{n}$ and $n$ blue points $b_{1}, b_{2}, \ldots, b_{n}$ be given in the Euclidean plane. Show that there exists a permutation $\pi$ of $\{1,2, \ldots, n\}$, matching the red points with the blue points, so that no pair of finite line segments $\overline{r_{i} b_{\pi(i)}}$ and $\overline{r_{j} b_{\pi(j)}}$ intersects. Although this puzzle is about matchings, it is perhaps not matching theory in our sense. The reason - and a hint for its solution - is that it is really a geometry problem.

Our third example is indisputably a theorem in matching theory. ${ }^{2}$ This theorem settles the question, often asked when one is first told that left and

[^30]right cosets of a subgroup may not be the same, whether there exists a set of elements acting simultaneously as left and right coset representatives.
2.1.1. König's theorem. Let $S$ be a set of size $m n$. Suppose that $S$ is partitioned into $m$ subsets, all having size $n$, in two ways: $A_{1}, A_{2}, \ldots, A_{m}$ and $B_{1}, B_{2}, \ldots, B_{m}$. Then there exist $m$ distinct elements $a_{1}, a_{2}, \ldots, a_{m}$ and a permutation $\pi$ of $\{1,2, \ldots, m\}$ such that for all $i, a_{i} \in A_{i} \cap B_{\pi(i)}$.

## Exercises

2.1.1. (a) The answer to Gomory's puzzle is "yes." Find a proof.
(b) Can an $8 \times 8$ chessboard be covered by dominoes if two arbitrary black squares and two arbitrary white squares are removed?
(c) Study Gomory's puzzle for $m \times n$ chessboards.
(d) Develop a theory for domino-coverings of $m \times n$ chessboards with some squares removed. ${ }^{3}$
2.1.2. Do the Putnam problem.
2.1.3. Give an elementary proof (that is, a proof not using the marriage theorem) of König's theorem.

### 2.2 The Marriage Theorem

A subrelation $M$ of a relation $R: S \rightarrow X$ is a partial matching of $R$ if no two edges (or ordered pairs) in $M$ have an element in common. A partial matching $M$ is a matching if $|M|=|S|$, or equivalently, the subrelation $M: S \rightarrow X$ is a one-to-one (but not necessarily onto) function.

Observe that a relation $R: S \rightarrow X$ is determined, up to a permutation of $S$, by the list of subsets $R(a)$, where $a$ ranges over the set $S$. This gives another way of looking at matchings. A transversal or system of distinct representatives of a list $X_{1}, X_{2}, \ldots, X_{n}$ of subsets of a set $X$ is a labeled set of $n$ (distinct) elements $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ of $X$ such that for each $i, a_{i} \in X_{i}$. Thus, transversals are, more or less, ranges of matchings. A transversal exists for the list $X_{1}, X_{2}, \ldots, X_{n}$ of subsets if and only if the relation $R:\{1,2, \ldots, n\} \rightarrow X$ with $R(i)=X_{i}$ has a matching.

Suppose a matching $M$ exists in $R: S \rightarrow X$. If $A \subseteq S$, then $M(A) \subseteq R(A)$. Since $M$ is a one-to-one function, $|M(A)|=|A|$, and hence, $|R(A)| \geq|A|$. Thus, the condition

$$
\text { for all subsets } A \text { in } S,|R(A)| \geq|A|
$$

[^31]is a necessary condition for the existence of a matching. This condition is called the (Philip) Hall condition. The fundamental result in matching theory is that the Hall condition is also sufficient.
2.2.1. The marriage theorem. A relation $R: S \rightarrow X$ has a matching if and only if for every subset $A$ in $S,|R(A)| \geq|A|$.

An equivalent way to state the marriage theorem is in terms of transversals of subsets.
2.2.2. Theorem. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a list of subsets of a set $X$. Then there exists a transversal if and only if for all subsets $A \subseteq\{1,2, \ldots, n\}$,

$$
\left|\bigcup_{i: i \in A} X_{i}\right| \geq|A| .
$$

We shall give several proofs, each with a different idea. Since necessity has already been proved, we need only prove sufficiency.

First proof of the marriage theorem. ${ }^{4}$ This proof is due to Easterfield, Halmos, and Vaughan. We proceed by induction, observing that the case $|S|=1$ obviously holds. We distinguish two cases:

Case 1. For every nonempty subset $A$ strictly contained in $S$,

$$
|R(A)|>|A|
$$

Choose any edge ( $a, x$ ) in the relation $R$ and consider the relation $R^{\prime}$ obtained by restricting $R$ to the sets $S \backslash\{a\}$ and $X \backslash\{x\}$. If $A \subseteq S \backslash\{a\},\left|R^{\prime}(A)\right|$ equals $|R(A)|$ or $R(A)-1$, depending on whether $x$ is in $R(A)$. Thus, as $|R(A)|>|A|$, the smaller relation $R^{\prime}$ satisfies the Hall condition and has a matching by induction. Adding the ordered pair $(a, x)$ to the matching for $R^{\prime}$, we obtain a matching for $R$.

Case 2 . There is a nonempty subset $A$ strictly contained in $S$ such that $|R(A)|=$ $|A|$. Then the restriction $\left.R\right|_{A}: A \rightarrow R(A)$ of $R$ to the subsets $A$ and $R(A)$ has a matching by induction.

Let $R^{\prime \prime}: S \backslash A \rightarrow X \backslash R(A)$ be the relation obtained by restricting $R$ to $S \backslash A$ and $X \backslash R(A)$. Consider a subset $B$ in the complement $S \backslash A$. Then $R(A \cup B)$ is the union of the disjoint sets $R(A)$ and $R^{\prime \prime}(B)$. Since $A$ and $B$ are disjoint, $R$

[^32]satisfies the Hall condition, and $|R(A)|=|A|$,
\[

$$
\begin{aligned}
\left|R^{\prime \prime}(B)\right| & =|R(A \cup B)|-|R(A)| \\
& \geq|A \cup B|-|A| \\
& =|B|
\end{aligned}
$$
\]

Hence, $R^{\prime \prime}$ satisfies the Hall condition and has a matching by induction. The matchings for $\left.R\right|_{A}$ and $R^{\prime \prime}$ are disjoint. Taking their union, we obtain a matching for $R$.

The argument in the proof of Easterfield, Halmos, and Vaughan can be modified to prove the following theorem of Marshall Hall. ${ }^{5}$
2.2.3. Marshall Hall's theorem. Let $R: S \rightarrow X$ be a relation satisfying the Hall condition. Suppose that, in addition, every element in $S$ is related to at least $k$ elements in $X$. Then $R$ has at least $k$ ! matchings.

Proof. We proceed by induction on $S$ and $k$, the case $|S|=1$ being obvious. As in the previous proof, we distinguish two cases:

Case 1. For all nonempty proper subsets $A$ in $S,|R(A)|>|A|$. Choose an element $a$ in $S$ and let $R(a)=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$. Consider the relations $R_{i}$ obtained by restricting $R$ to $S \backslash\{a\}$ and $X \backslash\left\{x_{i}\right\}$. In $R_{i}$, every element in $S \backslash\{a\}$ is related to at least $k-1$ elements in $X \backslash\left\{x_{i}\right\}$. By induction, the relation $R_{i}$ has at least $(k-1)$ ! matchings. Adding $\left(a, x_{i}\right)$ to any matching of $R_{i}$ yields a matching of $R$. Doing this for all the relations $R_{i}$, we obtain $m(k-1)$ ! matchings. Since $m \geq k$, there are at least $k(k-1)$ ! matchings in $R$.

Case 2. There exists a nonempty proper subset $A$ in $S$ so that $|A|=|R(A)|$. As in the earlier proof, we can break up $R$ into two smaller matchings $\left.R\right|_{A}$ and $R^{\prime \prime}$, both satisfying the Hall condition. In the relation $\left.R\right|_{A}: A \rightarrow R(A)$, every element in $A$ is related to at least $k$ elements in $R(A)$. Hence, by induction, $\left.R\right|_{A}$ has at least $k$ ! matchings. Taking the union of a fixed matching of $R^{\prime \prime}$ and a matching in $\left.R\right|_{A}$, we obtain at least $k$ ! matchings for $R$.
2.2.4. Corollary. Let $R: S \rightarrow X$ be a relation and suppose that every element in $S$ is related to at least $k$ elements in $X$. Then $R$ has a matching implies that $R$ has at least $k$ ! matchings.

[^33]Note that an easy argument shows that the number of matchings in $R: S \rightarrow X$ is bounded above by $\prod_{i=1}^{n}|R(i)|$, with equality if and only if the sets $R(i)$ are pairwise disjoint.

Second proof of the marriage theorem. ${ }^{6}$ This proof is based on the following lemma, which allows edges to be removed while preserving the Hall condition.
2.2.5. Rado's lemma. Let $R: S \rightarrow X$ be a relation satisfying the Hall condition. If $(c, x)$ and $(c, y)$ are two edges in $R$, then at least one of the relations $R \backslash\{(c, x)\}$ and $R \backslash\{(c, y)\}$ satisfies the Hall condition.

Proof. Suppose the lemma is false. Let $R^{\prime}=R \backslash\{(c, x)\}$ and $R^{\prime \prime}=R \backslash\{(c, y)\}$. Then we can find subsets $A$ and $B$ in $S$ such that $c \notin A, c \notin B$,

$$
\left|R^{\prime}(A \cup\{c\})\right|<|A \cup\{c\}|,
$$

and

$$
\left|R^{\prime \prime}(B \cup\{c\})\right|<|B \cup\{c\}| .
$$

Since $R^{\prime}(A)=R(A)$ and $R^{\prime \prime}(B)=R(B)$, it follows that $R^{\prime}(c) \subseteq R(A)$ and $R^{\prime \prime}(c) \subseteq R(B)$. We conclude that

$$
\left|R^{\prime}(A \cup\{c\})\right|=|R(A)|=|A|
$$

and

$$
\left|R^{\prime \prime}(B \cup\{c\})\right|=|R(B)|=|B| .
$$

Using these two equalities, we have

$$
\begin{aligned}
|A|+|B| & =\left|R^{\prime}(A \cup\{c\})\right|+\left|R^{\prime \prime}(B \cup\{c\})\right| \\
& =\left|R^{\prime}(A \cup\{c\}) \cup R^{\prime \prime}(B \cup\{c\})\right|+\left|R^{\prime}(A \cup\{c\}) \cap R^{\prime \prime}(B \cup\{c\})\right| \\
& =|R(A \cup B \cup\{c\})|+|R(A) \cap R(B)| \\
& \geq|R(A \cup B \cup\{c\})|+|R(A \cap B)| \\
& \geq|A \cup B \cup\{c\}|+|A \cap B| \\
& \geq|A \cup B|+1+|A \cap B| \\
& =|A|+|B|+1,
\end{aligned}
$$

a contradiction.
We can now prove the marriage theorem by removing edges until we reach a matching.

[^34]Third proof of the marriage theorem. ${ }^{7}$ The third proof combines ideas from the first and second proof. This proof begins with an easy lemma, which we state without proof.
2.2.6. Lemma. Let $R: S \rightarrow X$ be a relation satisfying the Hall condition. Suppose that $A$ and $B$ are subsets of $S$ such that $|A|=|R(A)|$ and $|B|=|R(B)|$. Then $|A \cup B|=|R(A \cup B)|$ and $|A \cap B|=|R(A \cap B)|$.

Choose an element $a$ in $S$. Suppose that for some $x$ in $R(a)$, the relation $R_{x}: S \backslash\{a\} \rightarrow X \backslash\{x\}$ obtained by restricting $R$ to $S \backslash\{a\}$ and $X \backslash\{x\}$ satisfies the Hall condition. Then by induction, $R_{x}$ has a matching, and adding $(a, x)$ to that matching, we obtain a matching for $R$.

Thus, we need only deal with the case $(*)$ : for all $x$ in $R(a)$, the relation $R_{x}$ does not satisfy the Hall condition; that is to say, for each $x$ in $R(a)$, there exists a subset $B_{x}$ of $S \backslash\{a\}$ such that $\left|B_{x}\right|>\left|R_{x}\left(B_{x}\right)\right|$. Since $R$ satisfies the Hall condition, $\left|R\left(B_{x}\right)\right| \geq\left|B_{x}\right|$. In addition,

$$
R_{x}\left(B_{x}\right) \subseteq R\left(B_{x}\right) \subseteq R_{x}\left(B_{x}\right) \cup\{x\} .
$$

Thus, $R\left(B_{x}\right)$ equals $R_{x}\left(B_{x}\right) \cup\{x\}, x$ is in $R\left(B_{x}\right)$, and $\left|R\left(B_{x}\right)\right|=\left|R_{x}\left(B_{x}\right)\right|+1$. Since $R$ satisfies the Hall condition, it follows that for all $x$ in $R(a)$,

$$
\left|R\left(B_{x}\right)\right|=\left|B_{x}\right| .
$$

Let

$$
B=\bigcup_{x: x \in R(a)} B_{x} .
$$

By Lemma 2.2.6, $|B|=|R(B)|$. However, $R(a) \subseteq R(B)$. Together, this implies that

$$
|B \cup\{a\}|>|R(B)|,
$$

contradicting the assumption that $R$ satisfies the Hall condition. Thus, the case $(*)$ is impossible and the proof is complete.

Fourth proof of the marriage theorem. ${ }^{8}$ This is Philip Hall's proof. Let $R: S \rightarrow$ $X$ be a relation with at least one matching. Let

$$
H(R)=\bigcap_{M} M(S),
$$

[^35]where the intersection ranges over all matchings $M$ in $R$; in other words, $H(R)$ is the subset of elements in $X$ that must occur in the range of any matching of $R$. The set $H(R)$ may be empty.
2.2.7. Lemma. Assume that $R: S \rightarrow X$ has a matching. If $A \subseteq S$ and $|A|=$ $|R(A)|$, then $R(A) \subseteq H(R)$.

Proof. Suppose $|A|=|R(A)|$. Then for any matching $M$ in $R, M(A)=R(A)$. Hence, $R(A)$ occurs as a subset in the range of every matching, and assuming $R$ has a matching, $R(A) \subseteq H(R)$.
2.2.8. Lemma. Let $R$ have a matching, $M$ be a matching of $R$, and

$$
I=\{a: M(a) \in H(R)\} .
$$

Then $R(I)=H(R)$. In particular, $|H(R)|=|I|$.
Proof. We will use an alternating path argument. ${ }^{9}$ An alternating path (relative to the matching $M$ ) is a sequence $x, a_{1}, x_{1}, a_{2}, \ldots, x_{l-1}, a_{l}, x_{l}$ such that the edges

$$
\left(x, a_{1}\right),\left(a_{1}, x_{1}\right),\left(x_{1}, a_{2}\right),\left(a_{2}, x_{2}\right), \ldots,\left(a_{l-1}, x_{l-1}\right),\left(x_{l-1}, a_{l}\right),\left(a_{l}, x_{l}\right)
$$

are all in $R$, the edges $\left(a_{i}, x_{i}\right)$ are in the matching $M$, and except for the head $x$ and the tail $x_{l}$, which may be equal, all the elements in the path are distinct. If $x$ is not in the range $M(S)$, then it is easy to check that the matching $M^{\Delta}$ defined by

$$
\begin{aligned}
M^{\Delta}= & \left(M \backslash\left\{\left(a_{1}, x_{1}\right),\left(a_{2}, x_{2}\right), \ldots,\left(a_{l}, x_{l}\right)\right\}\right) \\
& \cup\left\{\left(x, a_{1}\right),\left(x_{1}, a_{2}\right),\left(x_{2}, a_{3}\right), \ldots,\left(x_{l-1}, a_{l}\right)\right\}
\end{aligned}
$$

is a matching of $R$ and $x_{l}$ is not in the range $M^{\Delta}(S)$.
Let $H^{\prime}(M)$ be the subset of elements $x$ in $X$ connected by an alternating path to an element $y$ in $H(R)$. Then $H(R) \subseteq H^{\prime}(M)$. We shall show that, in fact,

$$
H(R)=H^{\prime}(M)
$$

To do this, we first show that $H^{\prime}(M) \subseteq M(S)$. Suppose that $x \in H^{\prime}(M)$ but $x \notin M(S)$. Then $y$ is not in the range of the new matching $M^{\Delta}$ defined by the alternating path from $x$ to $y$, contradicting the assumption that $y \in H(R)$.

Next, let $J=\left\{a: M(a) \subseteq H^{\prime}(M)\right\}$. If $a \in J$ and $M(a)=\{x\}$, then there is an alternating path $P$ starting with an edge $(x, b)$, where $b \in S$ and $b \neq a$, and ending at a vertex in $H(R)$. If $y \in R(a)$ and $y \neq x$, then $(y, a)$ is an edge

[^36]in $R,(a, x)$ is an edge in $M$, and $y, a, P$ is an alternating path ending at a vertex in $H(R)$. We conclude that if $a \in J$, then $R(a) \subseteq H^{\prime}(M)$. In particular, $R(J) \subseteq H^{\prime}(M)$. Thus, we have
$$
M(J) \subseteq R(J) \subseteq H^{\prime}(M)=M(J)
$$

From this, it follows that $|J|=|R(J)|$. By Lemma 2.2.7, $H^{\prime}(M) \subseteq H(R)$. We conclude that $H(R)=H^{\prime}(M)$. In particular, $I=J$ and $H(R)=R(I)$.

We now proceed by induction on $n$. Let $R: S \rightarrow X$ be a relation satisfying the Hall condition and let $b \in S$. Since the Hall condition holds for the restriction $\left.R\right|_{S \backslash\{b\}}: S \backslash\{b\} \rightarrow X$, the smaller relation $\left.R\right|_{S \backslash\{b\}}$ has a matching $M$ by induction. Let $I=\left\{a: M(a) \subseteq H\left(\left.R\right|_{S \backslash\{b\}}\right)\right\}$. If $R(b) \subseteq H\left(\left.R\right|_{S \backslash\{b\}}\right)$, then

$$
R(I \cup\{b\})=H\left(\left.R\right|_{S \backslash\{b\}}\right)
$$

and $|R(I \cup\{b\})|=|I|<|I|+1$, contradicting the assumption that the Hall condition holds. Thus it must be the case that $R(b)$ is not contained in $H\left(\left.R\right|_{S \backslash\{b\}}\right)$. For any element $x$ in $R(b)$ not in $H\left(\left.R\right|_{S \backslash\{b\}}\right)$, the union $M \cup\{(b, x)\}$ is a matching for $R$.

We end this section with two easy but useful extensions of the marriage theorem.
2.2.9. Theorem. ${ }^{10}$ A relation $R: S \rightarrow X$ has a partial matching of size $|S|-d$ if and only if $R$ satisfies the Ore condition:

$$
\text { for every subset } A \text { in } S,|R(A)| \geq|A|-d
$$

Proof. Let $D$ be a set of size $d$ disjoint from $X$ and $R^{\prime}: S \rightarrow X \cup D$ be the relation $R \cup(S \times D)$. Then it is easy to check that the following statements hold:

- $R^{\prime}$ satisfies the Hall condition if and only if $R$ satisfies the Ore condition. - $R^{\prime}$ has a matching if and only if $R$ has a partial matching of size $|S|-d$.

We can now complete the proof using the marriage theorem.
Restating Theorem 2.2.9, we obtain another result of Ore.
2.2.10. Defect form of the marriage theorem. Let $R: S \rightarrow X$ be a relation and $\tau$ be the maximum size of a partial matching in $R$. Then

$$
\tau=|S|+\min \{|R(A)|-|A|: A \subseteq S\}
$$

[^37]
## Exercises

### 2.2.1. The Hungarian method. ${ }^{11}$

Use alternating paths (defined in the fourth proof) to obtain a proof of the marriage theorem. (This has become the standard proof in introductory books. Among its many advantages, alternating paths give a polynomial-time algorithm for finding a maximum-size partial matching; see Lovász and Plummer, 1986.)

### 2.2.2. Cosets of groups and König's theorem. ${ }^{12}$

(a) Let $H$ be a subgroup of a group $G$ such that the index $|G| /|H|$ is finite. Then there are coset representatives that are simultaneously right and left coset representatives.
(b) Use the method in (a) to prove König's theorem in Section 2.1.
(c) Conclude that if $H$ and $K$ are subgroups with the same finite index, then there exists one system that is a system of coset representives for both $H$ and $K$.
(d) Let $S_{1}, S_{2}, \ldots, S_{m}$ and $T_{1}, T_{2}, \ldots, T_{m}$ be two partitions of a set $S$. Find nice conditions for the conclusion in König's theorem to hold.

### 2.2.3. Regular relations.

Let $R: S \rightarrow X$ be a relation in which every element $a$ in $S$ is related to the same number $k$ of elements in $X$ and every element in $X$ is related to the same number $l$ in $S$. Show that the Hall condition holds, and hence $R$ contains a matching.

### 2.2.4. Extending Latin rectangles. ${ }^{13}$

Let $\mathcal{A}$ be an alphabet with $n$ letters. If $1 \leq r, s \leq n$, an $r \times s$ array with entries from $\mathcal{A}$ is a Latin rectangle if each letter occurs at most once in any row or column. An $n \times n$ Latin rectangle is called a Latin square.
(a) Show that if $m \leq n-1$, every $m \times n$ Latin rectangle can be extended to an $(m+1) \times n$ Latin rectangle. In particular, every $m \times n$ Latin rectangle can be extended to a Latin square.
(b) Use Theorem 2.2.2 to show that there exist at least

$$
n!(n-1)!(n-2)!\cdots(n-m+1)!
$$

$m \times n$ Latin rectangles.
${ }^{11}$ Kuhn (1955). The name is chosen in honor of D. König. ${ }^{12}$ Ore (1958).
${ }^{13}$ Hall (1948) and Ryser (1951). The bound given in (b) for the number of $m \times n$ Latin rectangles is far from sharp. For better bounds, see Murty and Liu (2005), and the references cited in that paper.
(c) Let $1 \leq r, s \leq n$. Show that an $r \times s$ Latin rectangle $L$ can be extended to a Latin square if and only if every letter in $\mathcal{A}$ occurs at least $r+s-n$ times in $L$.

### 2.2.5. The number of matchings. ${ }^{14}$

Let $R:\{1,2, \ldots, n\} \rightarrow X$ be a relation such that $|R(i)| \leq|R(j)|$ whenever $i<j$. (This condition can always be achieved by rearranging $\{1,2, \ldots, n\}$.) Show that if $R$ has at least one matching, then the number of matchings in $R$ is at least

$$
\prod_{i=1}^{n} \max (1,|R(i)|-i+1)
$$

with equality holding if $R(i) \subseteq R(j)$ whenever $i<j$.

### 2.2.6. Easterfield's demobilization problem. ${ }^{15}$

Find all possible ways of obtaining the minimum sum of $n$ entries of a given $n \times n$ matrix of positive integers, with no two entries from the same row or column. (Comment. Easterfield gives an algorithm for doing this. In the discussion of this algorithm, he discovered the marriage theorem. There may be a more efficient algorithm than Easterfield's.)

### 2.3 Free and Incidence Matrices

Let $R: S \rightarrow X$ be a relation. A matrix ( $c_{a x}$ ) with row set $S$ and column set $X$ is supported by the relation $R$ if the entry $c_{a x}$ is nonzero if and only if $(a, x) \in R$.

There are several ways to choose the nonzero entries. One way is to create independent variables (or elements transcendental over some ground field) $X_{a, x}$, one for each edge $(a, x)$ in the relation $R$, and set $c_{a, x}=X_{a, x}$. This choice of nonzero entries gives the free or generic matrix of the relation $R$. At the other extreme, one can set $c_{a, x}=1$. This gives the $(0,1)$-incidence matrix of $R$.

We begin by considering determinants of free matrices.
2.3.1. Lemma. Let $R: S \rightarrow X$ be a relation with $|S|=|X|$.
(a) If $C$ is a matrix supported by $R$, then $\operatorname{det} C \neq 0$ implies that $R$ has a matching.
(b) If $C$ is the free matrix of $R$, then the number of matchings in $R$ equals the number of nonzero monomials in the expansion of the determinant of the free matrix $C$ of $R$. In particular, $\operatorname{det} C \neq 0$ if and only if $R$ has a matching.

Proof. Expanding the determinant of $C$, we have

$$
\operatorname{det} C=\sum_{\sigma} \prod_{a: a \in S} c_{a, \sigma(a)}
$$

where the sum ranges over all bijections $\sigma: S \rightarrow X$. If $\operatorname{det} C \neq 0$, then there is a nonzero product in the expansion. The bijection $\sigma$ giving that product is a matching of $R$. This proves Part (a). Part (b) follows since independent variables have no algebraic relations.

Since the determinant of a square matrix is nonzero if and only if it has full rank, we have the following corollary.
2.3.2. Corollary. Let $R: S \rightarrow X$ be a relation and $C$ be its free matrix. Then the following are equivalent:
(a) $R$ has a matching of size $|S|-d$.
(b) The free matrix $C$ has rank $|S|-d$.
(c) There are subsets $S^{\prime} \subseteq S$ and $X^{\prime} \subseteq X$, both having size $|S|-d$, such that the $(|S|-d) \times(|S|-d)$ square submatrix $C\left[S^{\prime} \mid X^{\prime}\right]$ formed by restricting $C$ to the rows in $S^{\prime}$ and the columns in $X^{\prime}$ has nonzero determinant.

Using Lemma 2.3.1 and its corollary, we can reformulate the marriage theorem as a result about the rank of free matrices.
2.3.3. Edmonds' theorem. ${ }^{16}$ Let $m \leq n$ and $C$ be a free $m \times n$ matrix of a relation $R$. Then $C$ has rank strictly less than $m$ if and only if there exists a set $H$ of $h$ rows such that the submatrix of $C$ consisting of the rows in $H$ has $h-1$ or fewer nonzero columns.

Proof. Suppose that $C$ contains an $h \times(n-h+1)$ submatrix with all entries zero. Then every square $m \times m$ submatrix $C^{\prime}$ of $C$ contains an $h \times(m-h+1)$ zero submatrix. In the expansion of the determinant of $C^{\prime}$, every product $\prod c_{a, \sigma(a)}$ has at least one term $c_{b, \sigma(b)}$ in the $h \times(m-h+1)$ zero submatrix. Thus, the determinant of every square $m \times m$ submatrix is zero, and $C$ has rank strictly less than $m$.

Now suppose that $C$ has rank strictly less than $m$. Then its rows are linearly dependent. Let $H$ be a minimal linearly dependent set of rows. Relabeling, we may assume that $H=\{1,2, \ldots, h\}$. Let $C[H]$ be the $h \times n$ submatrix consisting of the rows in $H$. Since $H$ is a minimal linearly dependent set, the submatrix $C[H]$ has rank $h-1$ and there exists a set $K$ of $h-1$ columns such that the $h \times(h-1)$ submatrix $C[H \mid K]$, obtained by restricting $C$ to the

[^38]rows in $H$ and columns in $K$, has rank $h-1$. Relabeling, we may assume that $K=\{1,2, \ldots, h-1\}$.

We shall show that if a column in $C[H]$ is not in $K$, then every entry in it is zero. Consider the $h \times h$ square matrix obtained by adding a column $l$ in $C[H]$, not in $C$, to $C[H \mid K]$. Since $C[H]$ has rank $h-1$, the square matrix is singular and its determinant equals zero. Taking the Laplace expansion along the added column, we obtain

$$
\begin{equation*}
\sum_{i=1}^{h}(-1)^{i} \operatorname{det} C[H \backslash\{i\} \mid K] c_{i, l}=0 \tag{Det}
\end{equation*}
$$

As $H$ is a minimal linearly dependent set of rows, every subdeterminant in the left-hand sum in the equation is nonzero. Hence, each subdeterminant is a nonzero polynomial in the variables $X_{i j}$ with $1 \leq j \leq h-1$. If $l \geq r$ and $c_{i, l}$ is nonzero for some $i$, then Equation (Det) gives a nontrivial polynomial relation among the variables $X_{i j}, 1 \leq j \leq h-1$, and the variables $X_{i l},(i, l) \in R$, contradicting the declaration that the variables $X_{i j}$ are independent. We conclude that every entry in every column in $C[H]$ but not in $K$ is zero.

Note that by Corollary 2.3.2, Edmonds' theorem is equivalent to the marriage theorem.

Let $C$ be a matrix on row set $S$ and column set $X$. A pair $(A, Y)$, where $A \subseteq S$ and $Y \subseteq X$, covers $C$ if for every nonzero entry $c_{a, x}$ in $C, a \in A$ or $x \in Y$.
2.3.4. The König-Egerváry theorem. Let $C$ be a matrix supported by the relation $R$ and let $\tau$ be the maximum size of a partial matching in $R$. Then

$$
\tau=\min \{|A|+|Y|:(A, Y) \text { covers } C\} .
$$

In particular, if $C$ is the free matrix of $R$, then

$$
\operatorname{rk}(C)=\min \{|A|+|Y|:(A, Y) \text { covers } C\}
$$

Proof. Let $(A, Y)$ be a cover of $C$. If $(a, x)$ is an edge in a partial matching, then $a \in A, x \in Y$, or both. Hence, $|A|+|Y| \geq \tau$.

On the other hand, $(S \backslash A, R(A))$ is a cover of $C$. Hence, by the defect form of the marriage theorem (2.2.10),

$$
\begin{aligned}
\tau & =\min \{|R(A)|+(|S|-|A|): A \subseteq S\} \\
& \geq \min \{|A|+|Y|:(A, Y) \text { covers } C\}
\end{aligned}
$$

Other proofs are given in the exercises. The König-Egerváry theorem says for a rank- $m$ free matrix $C$, we can permute the rows and columns so that $M$ has the following form:

$$
\left(\begin{array}{lllllllll}
? & ? & ? & ? & ? & \bullet & ? & \ldots & ? \\
? & & & ? & \bullet & ? & & & ? \\
? & & ? & \bullet & 0 & 0 & 0 & \ldots & 0 \\
? & ? & \bullet & ? & 0 & & & & 0 \\
? & \bullet & ? & ? & 0 & & & & 0 \\
\bullet & ? & & ? & 0 & & & & 0 \\
? & & & ? & 0 & & & & 0 \\
\vdots & & & \vdots & \vdots & & & & \vdots \\
? & ? & ? & ? & 0 & 0 & 0 & \ldots & 0
\end{array}\right)
$$

where the entries $c_{m, 1}, c_{m-1,2}, \ldots, c_{1, m}$ in the sub-antidiagonal are nonzero and there are nonnegative integers $a$ and $b, a+b=m$, such that all the nonzero entries in $C$ lie in the union of the two rectangles $\{1,2, \ldots, a\} \times\{1,2, \ldots, n\}$ and $\{1,2, \ldots, m\} \times\{1,2, \ldots, b\}$. In the preceding example, $m=6, a=2$, $b=4$, a " $\bullet$ " is a nonzero entry (in a maximum-size partial matching), a "?" is an entry which may be zero or nonzero, and a " 0 " is, naturally, a zero entry.

## Exercises

### 2.3.1. Graph-theoretic form of the König-Egerváry theorem.

Let $G$ be a graph. A partial matching $M$ in $G$ is a subset of edges, with no two edges in $M$ sharing a vertex. A vertex cover $C$ is a subset of vertices such that every edge is incident on at least one vertex in $C$. Show that the König-Egerváry theorem is equivalent to König's minimax theorem: in a bipartite graph $G$, the maximum size of a partial matching equals the minimum size of a vertex cover. Find graph-theoretic proofs of König's minimax theorem.

### 2.3.2. Bapat's extension of the König-Egerváry theorem. ${ }^{17}$

Let $M$ be a matrix with rows labeled by $S$ and columns labeled by $T$. If $A \subseteq S$ and $B \subseteq T$, then let $M[B \mid A]$ be the submatrix labeled by rows in $A$

[^39]and columns in $A$. A submatrix $M[B \mid A]$ has zero type if for every $b \in B$ and $a \in A$,
$$
\operatorname{rank} M[B \mid A]=\operatorname{rank} M[B \backslash\{b\} \mid A \backslash\{a\}]
$$

A submatrix with all entries zero has zero type. Another example is a $2 \times n$ matrix (with $n>1$ ) where the second row is a nonzero multiple of the first.
(a) Show that if $\operatorname{rank} M[T \mid S]<\min \{|T|,|S|\}$, then there exists a submatrix $M[B \mid A]$ of zero type such that

$$
|T|+|S|-\operatorname{rank} M[T \mid S]=|B|+|A|-\operatorname{rank} M[B \mid A] .
$$

(b) Show that if $M$ is the free matrix of a relation, then a submatrix $N$ has zero type if and only if every entry in $N$ is zero. Hence, deduce the König-Egerváry theorem from Bapat's theorem.

### 2.3.3. Frobenius' irreducibility theorem. ${ }^{18}$

Let $M$ be the $n \times n$ square free matrix of the complete relation $\{1,2, \ldots, n\}$ $\times\{1,2, \ldots, n\}$. A general matrix function $G\left(X_{i j}\right)$ over the field $\mathbb{F}$ is a polynomial of the form

$$
\sum_{\pi} c_{\pi} X_{1, \pi(1)} X_{2, \pi(2)} \cdots X_{n, \pi(n)}
$$

the sum ranging over all permutations $\pi$ of $\{1,2, \ldots, n\}$ and $c_{\pi}$ is in $\mathbb{F}$.
(a) Show that a general matrix function factors in the form

$$
G=P Q
$$

where $P$ and $Q$ have positive degrees $m$ and $n-m$, if and only if there are square submatrices $M_{1}$ and $M_{2}$ of size $m$ and $n-m$ and $P$ and $Q$ are general matrix functions of $M_{1}$ and $M_{2}$.

A matrix $M$ is said to be decomposable or reducible if there exist permutations of the row and column sets so that

$$
M=\left(\begin{array}{cc}
M_{1} & U \\
0 & M_{2}
\end{array}\right)
$$

where the matrix in the lower left corner is a zero matrix with at least one row and one column.
(b) Let $M$ be an $n \times n$ square free matrix (of an arbitrary relation). Then the determinant of $M$ factors nontrivially if and only if $M$ is decomposable.

[^40]
### 2.3.4. Converting determinants to permanents. ${ }^{19}$

Let $\left(a_{i j}\right)$ be an $n \times n(0,1)$-matrix such that $\operatorname{per}\left(a_{i j}\right)>0$. If there exists a matrix $\left(b_{i j}\right)$ such that $b_{i j}=\epsilon_{i j} a_{i j}$, where $\epsilon_{i j}$ equals -1 or 1 , and per $A=\operatorname{det} B$, then $\left(a_{i j}\right)$ has at most $\left(n^{2}+3 n-2\right) / 2$ nonzero entries.

### 2.3.5. The bipartite graph case of Kasteleyn's theorem.

If the bipartite graph associated with the relation is planar, then there exists an assignment of signs to the incidence matrix so that the determinant of the incidence matrix equals the number of matchings. ${ }^{20}$

### 2.4 Submodular Functions and Independent Matchings

Let $S$ be a set and $\rho: 2^{S} \rightarrow \mathbb{R}$ be a function from the subsets of $S$ to the real numbers. The function $\rho$ is submodular if for all subsets $A$ and $B$ of $S$,

$$
\rho(A)+\rho(B) \geq \rho(A \cup B)+\rho(A \cap B)
$$

Note that if $A \subseteq B$ or $B \subseteq A$, then the inequality holds trivially as an equality. The function $\rho$ is increasing if $\rho(B) \leq \rho(A)$ whenever $B \subseteq A$. Submodular functions need not be increasing. (There is an example on a set of size 2.)

Submodular functions occur naturally from valuations when the intersection is smaller than expected. For example, let $R: S \rightarrow X$ be a relation. Then,

$$
R(A \cap B) \subseteq R(A) \cap R(B)
$$

and it is possible that strict containment occurs. Thus, the function

$$
\rho: 2^{S} \rightarrow\{0,1,2, \ldots\}, A \mapsto|R(A)|
$$

is not a valuation in general. However, it is a submodular function.
Another example arises from matrices. Let $M$ be a matrix with column set $S$. The (column) rank function rk is the function defined on $S$ sending a subset $A$ in $S$ to the rank of the submatrix of $M$ formed by the columns in $A$.
2.4.1. Lemma. Let $M$ be a matrix with column set $S$. Then the column rank function rk is a submodular function.

Proof. We shall use Grassmann's identity from linear algebra. If $U$ and $V$ are subspaces of a vector space, then

$$
\operatorname{dim}(U)+\operatorname{dim}(V)=\operatorname{dim}(U \vee V)+\operatorname{dim}(U \cap V),
$$

[^41]where $U \vee V$ is the subspace spanned by the vectors in the union $U \cup V$. Since $\operatorname{rk}(A)$ equals the dimension of the subspace spanned by the column vectors in $A$, we have
$$
\operatorname{rk}(A)+\operatorname{rk}(B)=\operatorname{rk}(A \cup B)+\operatorname{dim}(\bar{A} \cap \bar{B}),
$$
where $\bar{A}$ and $\bar{B}$ are the subspaces spanned by $A$ and $B$. If a spanning set of the subspace intersection $\bar{A} \cap \bar{B}$ happens to be in the set intersection $A \cap B$, then
$$
\operatorname{rk}(A)+\operatorname{rk}(B)=\operatorname{rk}(A \cup B)+\operatorname{rk}(A \cap B)
$$

However, in general, we only have the submodular inequality

$$
\operatorname{rk}(A)+\operatorname{rk}(B) \geq \operatorname{rk}(A \cup B)+\operatorname{rk}(A \cap B)
$$

A matrix rank function rk satisfies two additional conditions:

Normalization: $\mathrm{rk}(\emptyset)=0$.
Unit increase: For a subset $A$ and an element $a$ in $X$,

$$
\operatorname{rk}(A) \leq \operatorname{rk}(A \cup\{a\}) \leq \operatorname{rk}(A)+1
$$

In his 1935 paper "On the abstract properties of linear dependence," ${ }^{21} \mathrm{H}$. Whitney defined a (matroid) rank function to be an integer-valued normalized submodular function satisfying the unit-increase condition. A matroid rank function defines a matroid on the set $X$. Whitney's intuition was that the three axioms for a matroid rank function capture all the combinatorics or "abstract properties" of rank functions of matrices. His intuition was confirmed by several independent rediscoveries of matroid axioms. Many concepts and results in elementary linear algebra extend to matroids. For example, one can extend the notion of linear independence by defining a subset $I$ to be independent (relative to the rank function rk) if $|I|=\operatorname{rk}(I)$.

Let $R: S \rightarrow X$ be a relation, $C$ be its free matrix, and rk be the matrix rank function on the columns in $C$. Then by Corollary 2.3.2, if $Y \subseteq X, \operatorname{rk}(Y)$ is the maximum size of a partial matching in the relation $R_{Y}: S \rightarrow Y$ obtained by restricting $R$ to $Y$, so that $R_{Y}(a)=R(a) \cap Y$. Thus, by the defect form of the marriage theorem (2.2.10),

$$
\begin{equation*}
\operatorname{rk}(Y)=|S|+\min \{|R(A) \cap Y|-|A|: A \subseteq S\} \tag{TM}
\end{equation*}
$$

[^42]The matroid defined in this way is the transversal matroid defined by $R$ on $X$.

There are two operations on matroids, restriction and contraction. Let rk : $2^{X} \rightarrow\{0,1,2, \ldots\}$ be a matroid rank function on $X$. If $Y \subseteq X$, then the restriction of rk to $Y$ is the restriction $\mathrm{rk}: 2^{Y} \rightarrow\{0,1,2, \ldots\}$ of rk to the subsets in $Y$. If $Z \subseteq X$, then the rank function $\mathrm{rk}_{Z}$ obtained by contracting $Z$ is the function $2^{X \backslash Z} \rightarrow\{0,1,2, \ldots\}$ defined as follows: for $B \subseteq X \backslash Z$,

$$
\mathrm{rk}_{Z}(B)=\operatorname{rk}(B \cup Z)-\operatorname{rk}(Z)
$$

It is routine to show that $\mathrm{rk}_{Z}$ is a matroid rank function.
A partial matching $M$ of $R: S \rightarrow X$ is independent if its range $M(S)$ is an independent set. An independent matching is an independent partial matching of size $|S|$.
2.4.2. The marriage theorem for matroids. ${ }^{22}$ Let $R: S \rightarrow X$ be a relation and $X$ be equipped with a matroid rank function rk. Then $R$ has an independent matching if and only if $R$ satisfies the Rado-Hall condition:

$$
\text { for all subsets } A \text { in } S, \operatorname{rk}(R(A)) \geq|A| .
$$

Proof. As in the marriage theorem, necessity is clear. To prove sufficiency, we use a modification of the argument of Easterfield, Halmos, and Vaughan (see Section 2.2). We proceed by induction, observing that the theorem holds for $|S|=1$.

Case 1. For every nonempty proper subset $A$ of $S$,

$$
\operatorname{rk}(R(A))>|A| .
$$

Choose an element $a$ in $S$. Since $\operatorname{rk}(R(a))>1$, there exists an element $x$ in $R(a)$ such that $\operatorname{rk}(\{x\})=1$. Consider the relation $R^{\prime}$ obtained by restricting $R$ to $S \backslash\{a\} \rightarrow X \backslash\{x\}$ and let $X \backslash\{x\}$ be equipped with the contraction rank function $\mathrm{rk}_{\{x\}}$. By induction, the relation $R^{\prime}$ has an independent matching $M^{\prime}$ relative to the contraction rank function $\mathrm{rk}_{\{x\}}$. Adding the edge ( $a, x$ ) to $M^{\prime}$ yields a matching $M$ of $R$. The matching $M$ is independent because

$$
\begin{aligned}
\operatorname{rk}(M(S)) & =\operatorname{rk}(M(S \backslash\{a\}) \cup\{x\}) \\
& =\operatorname{rk}_{\{x\}}(M(S \backslash\{a\}))+1 \\
& =(|S|-1)+1 .
\end{aligned}
$$

[^43]Case 2 . There is a proper nonempty subset $A$ such that

$$
\operatorname{rk}(R(A))=|A| .
$$

Consider the restriction $\left.R\right|_{A}: A \rightarrow R(A)$ equipped with the restriction of rk to the subset $R(A)$ of $X$. This restriction satisfies the Rado-Hall condition and, by induction, $\left.R\right|_{A}$ has an independent matching $\left.M\right|_{A}$ of size $|A|$. Its range is $R(A)$.

Let $R^{\prime \prime}: S \backslash A \rightarrow X \backslash R(A)$ be the restriction of $R$ to the sets indicated, equipped with the contraction rank function $\mathrm{rk}_{R(A)}$ defined by

$$
\mathrm{rk}_{R(A)}(Y)=\operatorname{rk}(Y \cup R(A))-\operatorname{rk}(R(A)),
$$

when $Y$ is a subset of $X \backslash R(A)$. Consider a subset $B$ in $S \backslash A$. Then, as in the Easterfield-Halmos-Vaughan proof,

$$
R(A \cup B)=R^{\prime \prime}(B) \cup R(A)
$$

Since $R$ satisfies the Hall-Rado condition and $\operatorname{rk}(R(A))=|A|$, we have

$$
\begin{aligned}
\mathrm{rk}_{R(A)}\left(R^{\prime \prime}(B)\right) & =\operatorname{rk}\left(R^{\prime \prime}(B) \cup R(A)\right)-\operatorname{rk}(R(A)) \\
& =\operatorname{rk}(R(A \cup B))-\operatorname{rk}(R(A)) \\
& \geq|A \cup B|-|A| \\
& =|B|
\end{aligned}
$$

Hence, $R^{\prime \prime}$ satisfies the Hall-Rado condition and has a matching $M^{\prime \prime}$ by induction. Taking the union of the matchings $\left.M\right|_{A}$ and $M^{\prime \prime}$, we obtain a matching for $R$. This is an independent matching because

$$
\begin{aligned}
|S \backslash A| & =\operatorname{rk}_{R(A)}\left(M^{\prime \prime}(S \backslash A)\right) \\
& =\operatorname{rk}\left(M^{\prime \prime}(S \backslash A) \cup R(A)\right)-|A|,
\end{aligned}
$$

and hence,

$$
\operatorname{rk}\left(\left.M^{\prime \prime}(S \backslash A) \cup M\right|_{A}(A)\right)=|S \backslash A|+|A|=|S| .
$$

2.4.3. Corollary. Let $R: S \rightarrow X$ be a relation and $X$ be equipped with a matroid rank function rk. Then $R$ has an independent partial matching of size $|S|-d$ if and only if for all subsets $A$ in $S, \operatorname{rk}(R(A)) \geq|A|-d$. In particular, the maximum size of an independent partial matching equals

$$
|S|+\min \{\operatorname{rk}(R(A))-|A|: A \subseteq S\}
$$

Sketch of proof. Apply Theorem 2.4.3 to the relation $R^{\prime}: S \rightarrow X \cup D$, where $D$ is a set of size $d$ disjoint from $S, P^{\prime}=R \cup(S \times D)$, and $X \cup D$ is equipped
with the rank function: if $A \subseteq X \cup D$, then

$$
\operatorname{rk}(A)=\operatorname{rk}(A \cap X)+|A \cap D|
$$

(For matroid theorists, the elements of $D$ are added as isthmuses or coloops.)

Two relations $P: S \rightarrow X$ and $Q: T \rightarrow X$ have a common partial transversal of size $\tau$ if there is a subset $Y$ of size $\tau$ in $X$ such that both the relations $P^{\prime}: S \rightarrow Y$ and $Q^{\prime}: T \rightarrow Y$ (obtained by restricting the relations $P$ and $Q$ to $Y$ ) have a partial matching of size $\tau$. If $|S|=|T|$ and $P$ and $Q$ have a common partial transversal of size $|S|$, then $P$ and $Q$ have a common transversal.
2.4.4. The Ford-Fulkerson common transversal theorem. ${ }^{23}$ The relations $P: S \rightarrow X$ and $Q: T \rightarrow X$ have a common partial transversal of size $\tau$ if and only if for all pairs $A \subseteq S$ and $B \subseteq T$,

$$
|P(A) \cap Q(B)| \geq|A|+|B|+\tau-|S|-|T|
$$

In particular,

$$
\begin{equation*}
\tau=|S|+|T|+\min \{|P(A) \cap Q(B)|-|A|-|B|\} \tag{FF}
\end{equation*}
$$

Proof. It suffices to prove (FF). Let rk be the rank function of the transversal matroid on $X$ defined by the relation $Q$. Then a common partial transversal of size $\tau$ exists if and only if an independent partial matching of size $\tau$ exists for $P$ relative to rk. By Rado's theorem, this occurs if and only if for all subsets $A \subseteq S$,

$$
\operatorname{rk}(P(A)) \geq|A|-(|S|-\tau)
$$

To obtain Equation (FF), use the fact that, by (TM),

$$
\operatorname{rk}(P(A))=|T|+\min \{|Q(B) \cap P(A)|-|B|: B \subseteq T\}
$$

## Exercises

### 2.4.1. Submodular functions and matroids.

Prove the following results:
(a) If $\rho$ and $\sigma$ are submodular functions and $\alpha$ and $\beta$ are nonnegative real numbers, then $\alpha \rho+\beta \sigma$ is a submodular function.

[^44](b) Let $\rho: 2^{X} \rightarrow \mathbb{Z}$ be an integer-valued, increasing, submodular function. Then the subsets $I$ such that for all nonempty subsets $J \subseteq I,|J| \leq \rho(J)$ are the independent sets of a matroid $M(\rho)$ on $X$.
(c) If $\rho$ is assumed to be normalized, that is, $\rho(\emptyset)=0$, then the matroid rank function rk of $M(\rho)$ is given by
$$
\operatorname{rk}(A)=\min \{\rho(B)+|A \backslash B|: B \subseteq A\}
$$
(d) Let $R: S \rightarrow X$ be a relation and $\rho$ the submodular function on $S$ defined by $A \mapsto|R(A)|$. Characterize such submodular functions $\rho$ and the matroids $M(\rho)$ constructed from them.

### 2.4.2. Welsh's version of the matroid marriage theorem. ${ }^{24}$

Adapt Rado's proof (the second proof given in Section 2.2) of the marriage theorem to the matroid case. This will prove the following more general form of the matroid marriage theorem: let $R: S \rightarrow X$ and let $\rho$ be a nonnegative, integer-valued, increasing, submodular function defined on $X$. Then there exists a matching $M$ in $R$ with $\rho(M(T)) \geq|T|$ for all subsets $T$ in $S$ if and only if $\rho(R(T)) \geq|T|$ for all subsets $T$ in $S$.
2.4.3. Adapt other proofs of the marriage theorem to the matroid case. Is there a matroid analog of Theorem 2.2.2?

### 2.4.4. Contractions and Gaussian elimination.

Suppose that rk is the rank function of a matrix $M$ with column set $X$ and $a$ a nonzero column of $M$. Construct the matrix $M^{\prime}$ as follows: choose a row index $i$ such that the $i a$-entry is nonzero. Subtracting a suitable multiple of row $i$ from the other rows, reduce the matrix $M$ so that the only nonzero entry in column $a$ is the $i a$-entry. Let $M^{\prime}$ be the matrix obtained from the reduced matrix by deleting row $i$ and column $a$. Show that the rank function $\mathrm{rk}_{\{a\}}$ obtained by contracting $\{a\}$ is the rank function on the matrix $M^{\prime}$.

### 2.4.5. Prove the matroid marriage theorem with rk a matrix rank function

 using the Binet-Cauchy formula for determinants and the idea in Edmonds' proof.2.4.6. Common transversals, compositions of relations, and matrix products.
(a) Let $P: S \rightarrow X$ and $Q: T \rightarrow X$ be relations. Show that $P$ and $Q$ have a common partial transversal of size $\tau$ if and only if the composition $P Q^{-1}: T \rightarrow S$ has a partial matching of size $\tau$.

[^45](b) Let $C$ and $D$ be the free matrices of $P$ and $Q$. Then $P$ and $Q$ have a common partial transversal of size $\tau$ if and only if the matrix product $C D^{T}$ has rank $\tau$.
(c) Find an analog of the König-Egerváry theorem for the product of two free matrices.

### 2.4.7. Ore's excess function. ${ }^{25}$

Let $R: S \rightarrow X$ be a relation. The excess function $\eta$ is defined by

$$
\eta(A)=|R(A)|-|A| .
$$

(a) Prove that $\eta$ is a submodular function.
(b) Observe that the Hall condition is equivalent to $\eta(A) \geq 0$ for every subset $A$ in $S$.
(c) Let $\eta_{0}(R)=\min \{\eta(A): A \subseteq S\}$. Note that $\eta_{0}(R)$ may be negative. Define a subset $A$ of $S$ to be critical if $\eta(A)=\eta_{0}$. Show that if $A$ and $B$ are critical, then $A \cup B$ and $A \cap B$ are also critical.
(d) Define the core of the relation $R$ to be the intersection of all the critical subsets of $S$ or, equivalently, the minimum critical subset. Let $C$ be the core of $R$. Show (without the assumption that $R$ satisfies the Hall condition) that the restriction $R: S \backslash C \rightarrow X$ of $R$ to the complement of $C$ always satisfies the Hall condition.
(e) Every element $x$ in $R(C)$ is related to at least two elements of $C$.
(f) Let $a \in S$ and let $R^{\prime}$ be the relation obtained from $R$ by removing $a$ and all ordered pairs $(a, x)$ in $R$ containing $a$. Show that

$$
\eta_{0}(R) \leq \eta_{0}\left(R^{\prime}\right) \leq \eta_{0}(R)+1
$$

Indeed, show that if $a \notin C$, then $\eta_{0}\left(R^{\prime}\right)=\eta_{0}(R)$ and if $a \in C$, then $\eta_{0}\left(R^{\prime}\right)=$ $\eta_{0}(R)+1$.
(g) Show that if $\eta_{0}(R)<0$, then there exist $-\eta_{0}(R)$ elements in $S$ such that if we remove them and all ordered pairs containing them, we obtain a relation satisfying the Hall condition. Using the marriage theorem, deduce Ore's theorem (Theorem 2.2.8): let $R: S \rightarrow X$ be a relation. Then the maximum size of a partial matching is $|S|+\eta_{0}(R)$. (Ore gave an independent proof of the marriage theorem using the excess function $\eta$. However, this proof is quite similar to the Easterfield-Halmos-Vaughan proof.)
(h) Let $R^{-1}: X \rightarrow S$ be the "reverse" relation. Show that

$$
\text { core } R \cap R^{-1}\left(\text { core } R^{-1}\right)=\emptyset
$$

${ }^{25}$ Ore (1955, 1962, chapter 10).

### 2.4.8. Rota's basis conjecture. ${ }^{26}$

Let $B_{1}, B_{2}, \ldots, B_{n}$ be bases of an $n$-dimensional vector space (or more generally, a rank- $n$ matroid). Then the $n^{2}$ vectors occurring in the bases can be arranged in an $n \times n$ square so that each row and each column is a basis. Such a square can be considered a vector-analog of a Latin square.

### 2.5 Rado's Theorem on Subrelations

The marriage theorem is about when a relation contains a one-to-one function. In this form, it seems quite specialized. However, when it is applied to suitably constructed relations, it generates results that are, or appear to be, more general.

We begin with a simple example due to Halmos and Vaughan. ${ }^{27}$ Let $R: S \rightarrow$ $X$ be a relation and $m: S \rightarrow\{0,1,2, \ldots\}$ be a multiplicity function that assigns a nonnegative integer to each element of $S$. A relation $H: S \rightarrow X$ is an $m$ matching of $R$ if $H \subseteq R,|H(a)|=m(a)$, and $H(a) \cap H(b)=\emptyset$ whenever $a \neq b$.
2.5.1. Theorem. Let $R: S \rightarrow X$ be a relation and $m: S \rightarrow\{0,1,2, \ldots\}$ be a multiplicity function. Then there exists an $m$-matching of $R$ if and only if

$$
\begin{equation*}
\text { for all subsets } A \text { in } S,|R(A)| \geq \sum_{a \in A} m(a) \tag{HV}
\end{equation*}
$$

Proof. As in the marriage theorem, necessity is clear. To prove sufficiency, let $S^{*}$ be the set

$$
\bigcup_{a \in S}\left\{a_{1}, a_{2}, \ldots, a_{m(a)}\right\}
$$

obtained from $S$ by replacing each element $a$ with $m(a)$ copies $a_{1}, a_{2}, \ldots, a_{m(a)}$. Consider the relation $R^{*}: S^{*} \rightarrow X$ defined by $\left(a_{i}, x\right) \in R^{*}$ if and only if $(a, x) \in R$. Then it is easy to show that

- condition (HV) holds for $R$ if and only if the Hall condition holds for $R^{*}$, and
- an $m$-matching exists in $R$ if and only if a matching exists in $R^{*}$.

We can now complete the proof using the marriage theorem.
Theorem 2.5.1 can be extended to the case when the sets $H(a)$ have specified overlaps. As usual, we need several definitions. Two relations $T: S \rightarrow X$ and

[^46]$T^{\prime}: S \rightarrow Y$ are combinatorially equivalent if there exists a bijection $\sigma: X \rightarrow$ $Y$ such that
$$
(a, x) \in T \text { if and only if }(a, \sigma(x)) \in T^{\prime}
$$
or, equivalently, for all $a$ in $S, T^{\prime}(a)=\sigma(T(a))$. Note that the set $S$ is fixed in a combinatorial equivalence, and hence an isomorphism of relations is not necessarily a combinatorial equivalence.

We will modify Theorem 2.5 . 1 into a criterion for deciding when a relation $R: S \rightarrow X$ contains a subrelation equivalent to a given template relation $T$ : $S \rightarrow Y$. To do so, we first construct from $T$ a new relation $T^{b}$, and from it, a multiplicity function $m_{T}$. The idea is to partition $Y$ into (disjoint) blocks so that the sets $T(a), a \in S$, are unions of blocks. Let $T^{b}: 2^{S} \rightarrow Y$ be the relation defined as follows: if $A$ is a subset of $S$, then

$$
T^{b}(A)=\left(\bigcap_{a: a \in A} T(a)\right) \cap\left(\bigcap_{a: a \notin A} T(a)^{c}\right)
$$

where $T(a)^{c}$ is the complement $Y \backslash T(a)$, that is, $T^{b}(A)$ is the subset of those elements in $X$ that are in all of the subsets $T(a), a \in A$, and none of the subsets $T(a), a \notin A$. It follows from the definition that $T^{b}(\emptyset)=\emptyset$, the sets $T^{b}(A)$ are pairwise disjoint, and their union is the range $T(S)$. The multiplicity function $m_{T}$ defined by $T$ is the function $2^{S} \rightarrow\{0,1,2, \ldots\}$ defined by

$$
m_{T}(A)=\left|T^{b}(A)\right| .
$$

Note that $T^{b}$ is an $m_{T}$-matching.
For example, suppose $T:\{1,2,3\} \rightarrow\{a, b, c, d, e, f\}$ is the relation defined by

$$
\begin{aligned}
& T(1)=\{a, b, c\} \\
& T(2)=\{b, c, d, e\} \\
& T(3)=\{c, f\}
\end{aligned}
$$

Then

$$
\begin{aligned}
& T^{b}(\emptyset)=\emptyset, \\
& T^{b}(\{1\})=\{a\}, T^{b}(\{2\})=\{d, e\}, T^{b}(\{3\})=\{f\}, \\
& T^{b}(\{1,2\})=\{b\}, T^{b}(\{1,3\})=T^{b}(\{2,3\})=\emptyset, \\
& T^{b}(\{1,2,3\})=\{c\} .
\end{aligned}
$$

The next lemma gives a connection between multiplicity functions and combinatorial equivalence. This lemma uses results about Boolean polynomials presented in Exercise 1.3.7 in Section 1.3.
2.5.2. Lemma. Let $T:\{1,2, \ldots, n\} \rightarrow X$ and $T^{\prime}:\{1,2, \ldots, n\} \rightarrow Y$ be relations such that $T(\{1,2, \ldots, n\})=X$ and $T^{\prime}(\{1,2, \ldots, n\})=Y$. Then, the following are equivalent:
(a) The relations $T:\{1,2, \ldots, n\} \rightarrow X$ and $T^{\prime}:\{1,2, \ldots, n\} \rightarrow Y$ are combinatorially equivalent.
(b) For every monotone Boolean polynomial $\beta\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ in $n$ variables,

$$
|\beta(T(1), T(2), \ldots, T(n))|=\left|\beta\left(T^{\prime}(1), T^{\prime}(2), \ldots, T^{\prime}(n)\right)\right|
$$

(c) The multiplicity functions $m_{T}$ and $m_{T^{\prime}}$ are equal.

Proof. Let $\sigma: X \rightarrow Y$ be a bijection giving an equivalence of $T$ and $T^{\prime}$. Then $\sigma$ preserves all the Boolean operations. Hence, for any Boolean polynomial $\beta$,

$$
\begin{aligned}
\beta\left(T^{\prime}(1), T^{\prime}(2), \ldots, T^{\prime}(n)\right) & =\beta(\sigma(T(1)), \sigma(T(2)), \ldots, \sigma(T(n))) \\
& =\sigma(\beta(T(1), T(2), \ldots, T(n))) .
\end{aligned}
$$

In particular,

$$
|\beta(T(1), T(2), \ldots, T(n))|=\left|\beta\left(T^{\prime}(1), T^{\prime}(2), \ldots, T^{\prime}(n)\right)\right|
$$

This proves that (a) implies (b).
To show that (b) implies (c), observe that

$$
\begin{equation*}
T^{b}(A)=\left[\bigcap_{a: a \in A} T(a)\right] \backslash\left[\left(\bigcup_{a: a \notin A} T(a)\right) \cap\left(\bigcap_{a: a \in A} T(a)\right)\right] . \tag{B}
\end{equation*}
$$

Hence,

$$
m_{T}(A)=\left|T^{b}(A)\right|=\left|\beta_{1}(T(i))\right|-\left|\beta_{2}(T(i))\right|,
$$

where $\beta_{1}$ and $\beta_{2}$ are the monotone Boolean polynomials occurring in the left side of Equation (B). Since (b) holds, we have

$$
\left|\beta_{1}(T(i))\right|-\left|\beta_{2}(T(i))\right|=\left|\beta_{1}\left(T^{\prime}(i)\right)\right|-\left|\beta_{2}\left(T^{\prime}(i)\right)\right| .
$$

We conclude that for all $A \subseteq S, m_{T}(A)=m_{T^{\prime}}(A)$.
Finally, assume that (c) holds. Since the sets $T^{b}(A)$ are pairwise disjoint, we can build a bijection $X \rightarrow Y$ by choosing bijections from $T^{b}(A)$ to $\left(T^{\prime}\right)^{b}(A)$ for each $A \subseteq S$ and putting them together into one bijection.

Next, we construct a new relation from $R$. If $R: S \rightarrow X$ is a relation, then its Boolean expansion $R^{\#}: 2^{S} \rightarrow X$ is the relation defined by

$$
R^{\#}(A)=\bigcap_{a: a \in A} R(a)
$$

For example, suppose $R:\{1,2,3\} \rightarrow\{a, b, c, d, e, f\}$ is the relation defined by

$$
\begin{aligned}
& R(1)=\{a, b, c, d\} \\
& R(2)=\{b, c, d, e\} \\
& R(3)=\{a, c, f\}
\end{aligned}
$$

Then $R^{\#}(\emptyset)=\emptyset, R^{\#}(\{1\})=R(1), R^{\#}(\{2\})=R(2), R^{\#}(\{3\})=R(3)$, and

$$
\begin{aligned}
& R^{\#}(\{1,2\})=\{b, c, d\}, R^{\#}(\{1,3\})=\{a, c\}, R^{\#}(\{2,3\})=\{c\}, \\
& R^{\#}(\{1,2,3\})=\{c\}
\end{aligned}
$$

2.5.3. Rado's theorem on subrelations. ${ }^{28}$ Let $T:\{1,2, \ldots, n\} \rightarrow Y$ be a template relation such that $T(\{1,2, \ldots, n\})=Y$ and $m_{T}: 2^{\{1,2, \ldots, n\}} \rightarrow$ $\{0,1,2, \ldots\}$ be its multiplicity function. Then the following are equivalent:
(a) The relation $R:\{1,2, \ldots, n\} \rightarrow X$ has a subrelation combinatorially equivalent to $T$.
(b) The Boolean expansion $R^{\#}: 2^{\{1,2, \ldots, n\}} \rightarrow X$ has an $m_{T}$-matching.
(c) For every monotone Boolean polynomial $\beta\left(X_{1}, X_{2}, \ldots, X_{n}\right)$,

$$
|\beta(R(1), R(2), \ldots, R(n))| \geq|\beta(T(1), T(2), \ldots, T(n))|
$$

Proof. To see that (a) implies (b), let $\hat{T}$ be a subrelation of $R$ combinatorially equivalent to $T$. Then the Boolean expansion $R^{\#}$ contains a subrelation combinatorially equivalent to $m_{T}$-matching $\hat{T}^{b}$. Conversely, if $R^{\#}$ has an $m_{T}$-matching $H^{\mathrm{b}}$, then let $H:\{1,2, \ldots, n\} \rightarrow X$ be the relation defined by

$$
H(a)=\bigcup_{A: a \in A} H^{\mathrm{b}}(A)
$$

Since the multiplicity function of $H$ equals $m_{T}, H$ is combinatorially equivalent to $T$ by Lemma 2.5.2. We conclude that (b) implies (a).

Next, suppose (a) holds. Since $T$ is combinatorially equivalent to a subrelation of $R$, there is an injection $\iota: Y \rightarrow X$ such that $\iota(T(i)) \subseteq R(i)$ for $1 \leq i \leq n$. Hence, for all monotone Boolean polynomials $\beta$,

$$
\beta(\iota(T(1)), \iota(T(2)), \ldots, \iota(T(n))) \subseteq \beta(R(1), R(2), \ldots, R(n))
$$

The inequalities in (c) follow.
To finish the proof, we show that (c) implies (b). By Theorem 2.5.1, it suffices to prove that (HV) holds in $R^{\#}$. Let $C$ be a collection of subsets in

[^47]$\{1,2, \ldots, n\}$. Then
$$
\bigcup_{A: A \in C} R^{\#}(A)
$$
is a monotone Boolean polynomial in $R(i)$. Hence, by (c),
\[

$$
\begin{aligned}
\left|\bigcup_{A: A \in C} R^{\#}(A)\right| & \geq\left|\bigcup_{A: A \in C} T^{\#}(A)\right| \\
& \geq\left|\bigcup_{A: A \in C} T^{b}(A)\right| .
\end{aligned}
$$
\]

The last derivation follows from $T^{\#}(i) \supseteq T^{b}(i)$. Since the sets $T^{b}(i)$ are pairwise disjoint,

$$
\begin{aligned}
\left|\bigcup_{A: A \in C} T^{b}(A)\right| & =\sum_{A: A \in C}\left|T^{b}(A)\right| \\
& =\sum_{A: A \in C} m_{T}(A) .
\end{aligned}
$$

Hence, condition (HV) holds and by Theorem 2.5.1, $R^{\#}$ has an $m_{T}$-matching; that is, (c) implies (b).

## Exercises

2.5.1. Let $C:\{1,2, \ldots, n\} \rightarrow\{1,2, \ldots, n\}$ be the "cycle" relation with edges $(i, i)$ and $(i, i+1), i=1,2, \ldots, n$, regarded as integers modulo $n$. Find a condition for a relation $R:\{1,2, \ldots, n\} \rightarrow X$ to contain a subrelation combinatorially equivalent to $C$.
2.5.2. (Research problem) Is there a version of Rado's theorem where combinatorial equivalence is replaced by isomorphisms of relations?

### 2.6 Doubly Stochastic Matrices

A matrix $D$ is doubly stochastic if it has nonnegative real entries and the sum of all the entries on each row or each column equals 1 . In other words, $D$ is doubly stochastic if $\underline{e} D=\underline{e}$ and $D \underline{e}^{T}=\underline{e}^{T}$, where $\underline{e}$ is the row vector having all coordinates equal to 1 . Since the sum of all the entries in a doubly stochastic matrix equals both the number of rows and the number of columns, such a matrix must be a square matrix.

Doubly stochastic matrices are special cases of transition matrices of Markov chains. (Transition matrices are only required to have column sums equal to 1.) Also, it is easy to construct examples. If $\pi$ is a permutation of $\{1,2, \ldots, n\}$, then we can associate with it the matrix $P_{\pi}$ with entries $p_{\pi(i), i}$ equal to 1 and all other entries equal to 0 . Such matrices, called permutation matrices, are doubly stochastic. Also, if $c_{1}, c_{2}, \ldots, c_{n}$ are real numbers in the unit interval $[0,1]$ and $c_{1}+c_{2}+\cdots+c_{n}=1$, then the circulant matrix

$$
\left(\begin{array}{cccccc}
c_{1} & c_{2} & c_{3} & \cdots & c_{n-1} & c_{n} \\
c_{n} & c_{1} & c_{2} & \cdots & c_{n-2} & c_{n-1} \\
c_{n-1} & c_{n} & c_{1} & \cdots & c_{n-3} & c_{n-2} \\
\vdots & \vdots & & & & \vdots \\
c_{2} & c_{3} & c_{4} & \cdots & c_{n} & c_{1}
\end{array}\right)
$$

is one possible doubly stochastic matrix one can construct.
Several facts follow easily from the definition. If $D$ and $E$ are doubly stochastic, then the product $D E$ and the transpose $D^{T}$ are doubly stochastic. Since $\underline{e} D=\underline{e}, 1$ is always an eigenvalue of a doubly stochastic matrix. If $\lambda, \mu \in[0,1]$, and $\lambda+\mu=1$, then the convex combination $\lambda D+\mu E$ is doubly stochastic. The set of $n \times n$ matrices with real entries forms a $n^{2}$-dimensional real vector space. The set of $n \times n$ doubly stochastic matrices is a closed bounded convex subset of this vector space.

The fundamental theorem in the combinatorics of doubly stochastic matrices is the following theorem.
2.6.1. Birkhoff's Theorem. ${ }^{29}$ Every doubly stochastic matrix is a convex combination of permutation matrices.

We give two proofs in the text and sketch three others as exercises. The first uses the marriage theorem and is based on Birkhoff's original proof.

First proof of Birkhoff's theorem. We proceed by induction on the number of nonzero entries. If $D$ is an $n \times n$ doubly stochastic matrix, then $D$ must have at least $n$ nonzero entries. If $D$ has exactly $n$ nonzero entries, then $D$ is a permutation matrix and the theorem holds.

We may now assume that $D$ has more than $n$ nonzero entries. Let $\left(d_{i j}\right)$ be such a matrix. Consider the relation $B:\{1,2, \ldots, n\} \rightarrow\{1,2, \ldots, n\}$ defined by $(i, j) \in B$ whenever $d_{i j} \neq 0$. We will check that the relation $B$ satisfies the Hall condition. Let $H$ be a subset of rows and consider the submatrix

[^48]$D[H \mid B(H)]$ obtained by restricting $D$ to the rows $H$ and columns $B(H)$. Observe that the sum of all the entries in the submatrix $D[H \mid B(H)]$ equals $|H|$. Since the sum of all the entries in any column in $D[H \mid B(H)]$ is at most 1, there must be at least $|H|$ columns in that submatrix. We conclude that $|B(H)| \geq|H|$.

By the marriage theorem, $B$ has a matching $M$. Let $P$ be the permutation matrix with 1 s exactly at the entries $(i, j)$, where $(i, j)$ is an edge in the matching $M$. Let $\epsilon$ be the minimum $\min \left\{d_{i j}:(i, j) \in M\right\}$. Then the matrix

$$
\frac{1}{1-\epsilon}[D-\epsilon P]
$$

is a doubly stochastic matrix with at least one fewer nonzero entry. By induction, it is a convex combination of permutation matrices. We conclude that $D$ itself is a convex combination of permutation matrices.

We remark that the main step in Birkhoff's proof is to prove that there is at least one nonzero term in the determinant expansion of a doubly stochastic matrix (even if the determinant is zero). This was stated by D. König in 1916 and he proved it in the following way: ${ }^{30}$ by the König-Egerváry theorem, if all the terms in the determinant expansion of an $n \times n$ doubly stochastic matrix $D$ are zero, then $D$ contains an $h \times k$ zero submatrix, where $h+k>n$; that is, there exists a set $H$ of $h$ rows such that the submatrix $D[H]$ has at most $h-1$ nonzero columns. As in the first proof of Birkhoff's theorem, the argument using the sum of entries now yields a contradiction.

In contrast to Birkhoff's combinatorial proof, the second proof uses some convexity theory. A point $a$ in a convex set $C$ is extreme if $a$ cannot be a proper convex combination of two points in $C$; that is, $a=\lambda b+\mu c, b, c \in C$, $\lambda+\mu=1$, and $\lambda, \mu \in[0,1]$ imply that $a=b$ or $a=c$. The Krein-Milman theorem says that every closed bounded convex subset is the convex closure of its extreme points. ${ }^{31}$

Second proof of Birkhoff's theorem. As observed earlier, the set of doubly stochastic matrices is a closed bounded convex set in real $n^{2}$-dimensional space. Thus, by the Krein-Milman theorem, it suffices to prove the following lemma.
2.6.2. Lemma. ${ }^{32}$ A doubly stochastic matrix is extreme if and only if it is a permutation matrix.

[^49]Proof. If a permutation matrix $P$ is a convex combination $\lambda A+\mu B$ of two matrices with real nonnegative entries, then the $i j$ th entries of $A$ and $B$ are zero whenever the $i j$ th entry of $P$ is zero. Since $A$ and $B$ are doubly stochastic, $A$ and $B$ equal $P$ or the zero matrix. We conclude that $P$ is extreme.

Let $E$ be an extreme doubly stochastic matrix. If every nonzero entry of $E$ equals 1, then $E$ is a permutation matrix and the theorem holds. Thus, we may assume that there are nonzero entries in $E$ which are strictly less than 1. Consider the undirected graph on the vertex set $\left\{(i, j): 0<m_{i j}<1\right\}$, with adjacencies given by $(i, j)$ is adjacent to $\left(i^{\prime}, j^{\prime}\right)$ whenever $i=i^{\prime}$ or $j=j^{\prime}$. In other words, two ordered pairs on the same row or the same column are adjacent. Since the row and column sums all equal 1, every vertex is adjacent to at least two other vertices. Hence, this graph contains a cycle.

Starting at any vertex in the cycle, label the vertices in the cycle consecutively by $1,2, \ldots$. Choose a positive real number $\epsilon$ sufficiently small so that when it is added to or subtracted from an entry occurring in the cycle, the entry remains in the unit interval $[0,1]$. Let $E_{\text {even }}$ be the matrix obtained from $E$ by adding $\epsilon$ to all the even-labeled entries and subtracting $\epsilon$ from all the odd-labeled entries $\epsilon$. The matrix $E_{\text {odd }}$ is constructed similarly, with $-\epsilon$ replacing $\epsilon$, so that $\epsilon$ is subtracted from the even vertices and added to the odd vertices. By construction,

$$
E=\frac{E_{\text {even }}+E_{\mathrm{odd}}}{2}
$$

We conclude that if $E$ is not a permutation matrix, then $E$ is not an extreme point.

For example, in the matrix

$$
\left(\begin{array}{ccc}
.6 & 0 & .4 \\
.3 & .5 & .2 \\
.1 & .5 & .4
\end{array}\right),
$$

$(1,1),(2,1),(2,2),(3,2),(3,3),(1,3)$ is a cycle with $(1,1),(2,2),(3,3)$ odd and $(2,1),(3,2),(1,3)$ even and we have

$$
\begin{aligned}
\left(\begin{array}{lll}
.6 & 0 & .4 \\
.3 & .5 & .2 \\
.1 & .5 & .4
\end{array}\right)= & .5\left(\begin{array}{ccc}
.6-\epsilon & 0 & .4+\epsilon \\
.3+\epsilon & .5-\epsilon & .2 \\
.1 & .5+\epsilon & .4-\epsilon
\end{array}\right) \\
& +.5\left(\begin{array}{ccc}
.6+\epsilon & 0 & .4-\epsilon \\
.3-\epsilon & .5+\epsilon & .2 \\
.1 & .5-\epsilon & .4+\epsilon
\end{array}\right)
\end{aligned}
$$

We can choose $\epsilon$ to be any real number in the interval ( $0, .3$ ].

Doubly stochastic matrices play a central role in (discrete) majorization theory. Let $\left(r_{1}, r_{2}, \ldots, r_{n}\right)$ and $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ be two row vectors with nonnegative real coordinates and $\left(r_{1}^{\prime}, r_{2}^{\prime}, \ldots, r_{n}^{\prime}\right)$ and $\left(s_{1}^{\prime}, s_{2}^{\prime}, \ldots, s_{n}^{\prime}\right)$ be the vectors obtained by rearranging their coordinates in nonincreasing order. The majorization order $\preceq$ is the quasi-order defined by

$$
\left(r_{1}, r_{2}, \ldots, r_{n}\right) \preceq\left(s_{1}, s_{2}, \ldots, s_{n}\right)
$$

whenever

$$
r_{1}+r_{2}+\cdots+r_{n}=s_{1}+s_{2}+\cdots+s_{n}
$$

and

$$
\begin{aligned}
r_{1}^{\prime} & \leq s_{1}^{\prime} \\
r_{1}^{\prime}+r_{2}^{\prime} & \leq s_{1}^{\prime}+s_{2}^{\prime} \\
& \vdots \\
r_{1}^{\prime}+r_{2}^{\prime}+\cdots+r_{n-1}^{\prime} & \leq s_{1}^{\prime}+s_{2}^{\prime}+\cdots+s_{n-1}^{\prime}
\end{aligned}
$$

There are two basic results about the majorization order.
2.6.3. Theorem. ${ }^{33}\left(r_{1}, r_{2}, \ldots, r_{n}\right) \preceq\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ if and only if $\left(r_{1}, r_{2}, \ldots\right.$, $r_{n}$ ) is a convex combination of the $n$ ! vectors

$$
\left(s_{\pi(1)}, s_{\pi(2)}, \ldots, s_{\pi(n)}\right)
$$

obtained by permuting the coordinates of $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$.
2.6.4. The Hardy-Littlewood-Pólya majorization theorem. ${ }^{34}$ Let $\underline{r}$ and $\underline{s}$ be vectors with nonnegative real coordinates. Then $\underline{r} \preceq \underline{s}$ if and only if there exists a doubly stochastic matrix $D$ such that $\underline{r}=\underline{s} D$.

Theorem 2.6.3 implies Theorem 2.6.4, and assuming Birkhoff's theorem, Theorem 2.6.4 implies Theorem 2.6.3. Thus, it suffices to prove Theorem 2.6.4.

We will now sketch a proof of Theorem 2.6.4. ${ }^{35}$ A transfer $T$ is a matrix of the form

$$
\lambda I+(1-\lambda) Q
$$

[^50]where $\lambda \in[0,1], I$ is the identity matrix, and $Q$ is a permutation with exactly two off-diagonal matrices (that is, $Q$ is the matrix of a transposition). If $Q$ is the matrix of the transposition switching $j$ and $k$ (keeping all the other indices fixed), then
\[

$$
\begin{aligned}
& \left(s_{1}, s_{2}, \ldots, s_{j}, \ldots, s_{k}, \ldots, s_{n}\right)(\lambda I+(1-\lambda) Q) \\
& \quad=\left(s_{1}, s_{2}, \ldots, \lambda s_{j}+(1-\lambda) s_{k}, \ldots, \lambda s_{k}+(1-\lambda) s_{j}, \ldots, s_{n}\right)
\end{aligned}
$$
\]

In particular, if $0 \leq \delta \leq s_{j}-s_{k}$, and we choose $\lambda$ to be $1-\delta /\left(s_{j}-s_{k}\right)$, then the $\lambda I+(1-\lambda) Q$ transforms $\underline{s}$ to

$$
\left(s_{1}, s_{2}, \ldots, s_{j}-\delta, \ldots, s_{k}+\delta, \ldots, s_{n}\right)
$$

Since transfers are doubly stochastic, Theorem 2.6 .4 follows from the next lemma.
2.6.5. Lemma. If $\underline{r} \preceq \underline{s}$, then there exists a finite sequence $T_{1}, T_{2}, \ldots, T_{m}$ of transfers such that $\underline{r}=\underline{s} T_{1} T_{2} \cdots T_{m}$.

Sketch of proof. Assume that $\underline{r} \prec \underline{s}$. Let $j$ and $k$ be indices such that $j<k, r_{j}<$ $s_{j}, r_{k}>s_{k}$, and $r_{i}=s_{i}$ for all indices $j<i<k$. Let $\delta=\min \left\{s_{j}-r_{j}, r_{k}-s_{k}\right\}$. Then we can subtract $\delta$ from $s_{j}$ and add it to $s_{k}$ so that the resulting vector $\underline{s}^{\prime}$ satisfies $\underline{r} \preceq \underline{s}^{\prime} \prec \underline{s}$ and at least one of $r_{j}=s_{j}^{\prime}$ and $r_{k}=s_{k}^{\prime}$ holds. This movement of $\delta$ can be effected by the transfer

$$
T_{1}=\left(1-\frac{\delta}{s_{j}-s_{k}}\right) I+\frac{\delta}{s_{j}-s_{k}} Q
$$

where $Q$ is the matrix of the transposition switching $j$ and $k$. Since $\underline{s}^{\prime}=\underline{s} Q$, Theorem 2.6.4 implies that $\underline{s}^{\prime} \prec \underline{s}$. It is less immediate that $\underline{r} \preceq \underline{s}^{\prime}$, but this can be checked by an easy argument. Now repeat the argument on $\underline{s} T_{1}$ and continue until $\underline{r}=\underline{s}^{\prime}$.

For example, let $\underline{r}=(20,16,16,14,8,3,3,3)$ and $\underline{s}=(20,20,16,11,9$, $3,3,1)$. Then $j=2, k=4$, and $\delta=3$. We can subtract 3 from $s_{2}$ and add it to $s_{4}$ to obtain

$$
(20,17,16,14,9,3,3,1)
$$

a vector between $\underline{r}$ and $\underline{s}$ in the majorization order. The new vector can be obtained from $\underline{s}$ by the transfer

$$
\frac{2}{3} I+\frac{1}{3} Q
$$

where $Q$ is the matrix of the transposition switching 2 and 4 .

We end this section with Muirhead's theorem on symmetric means. Let $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ be a vector with nonnegative real values. Then its symmetric mean $\left[a_{1}, a_{2}, \ldots, a_{n}\right]$ is the function on the variables $x_{1}, x_{2}, \ldots, x_{n}$, defined by the formula

$$
\left[a_{1}, a_{2}, \ldots, a_{n}\right]=\frac{1}{n!} \sum_{\pi} x_{\pi(1)}^{a_{1}} x_{\pi(2)}^{a_{2}} \cdots x_{\pi(n)}^{a_{n}},
$$

where the sum ranges over all permutations of $\{1,2, \ldots, n\}$. Note that the sum on the right can be further symmetrized. For example, because

$$
\left[a_{1}, a_{2}, \ldots, a_{n}\right]=\frac{1}{n!} \sum_{\pi} x_{\pi(2)}^{a_{1}} x_{\pi(1)}^{a_{2}} x_{\pi(3)}^{a_{3}} \cdots x_{\pi(n)}^{a_{n}}
$$

we have

$$
\left[a_{1}, a_{2}, \ldots, a_{n}\right]=\frac{1}{2 n!} \sum_{\pi}\left(x_{\pi(1)}^{a_{1}} x_{\pi(2)}^{a_{2}}+x_{\pi(2)}^{a_{1}} x_{\pi(1)}^{a_{2}}\right) x_{\pi(3)}^{a_{3}} \cdots x_{\pi(n)}^{a_{n}}
$$

Symmetric means include as special cases many of averages and symmetric functions. For example, $[1,0,0, \ldots, 0]$ is the arithmetic mean

$$
\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

and $[1 / n, 1 / n, \ldots, 1 / n]$ is the geometric mean

$$
\left(x_{1} x_{2} \cdots x_{n}\right)^{1 / n} .
$$

Further, if there are $m 1 \mathrm{~s}$, then

$$
[1,1, \ldots, 1,0,0, \ldots, 0]=\frac{m!(n-m)!}{n!} \sum_{\{i, j, \ldots, k\}} x_{i} x_{j} \cdots x_{k}
$$

where the sum ranges over all $m$-element subsets $\{i, j, \ldots, k\}$ of $\{1,2, \ldots, n\}$. Thus, $[1,1, \ldots, 1,0,0, \ldots, 0]$ is a constant multiple of the $m$ th elementary symmetric function.
2.6.6. Muirhead's inequality. ${ }^{36}$ Let $\underline{a}$ and $\underline{b}$ be two vectors with nonnegative real coordinates. Then

$$
[\underline{a}] \leq[\underline{b}]
$$

for all nonnegative real values $x_{1}, x_{2}, \ldots, x_{n}$ if and only if $\underline{a} \preceq \underline{b}$.

[^51]Muirhead's inequality is a generalization of the arithmetic-geometric mean inequality:

$$
\left(x_{1} x_{2} \cdots x_{n}\right)^{1 / n} \leq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n} .
$$

One way to prove this inequality (due to A. Hurwitz ${ }^{37}$ ) is to write the difference of the two means as a telescoping sum:

$$
\begin{aligned}
& {[1,0,0, \ldots, 0]-\left[\frac{1}{n}, \frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right]} \\
& \quad=\sum_{i=0}^{n-2}\left(\left[\frac{n-i}{n}, \frac{1}{n}, \ldots, \frac{1}{n}, 0,0, \ldots, 0\right]\right. \\
& \left.\quad-\left[\frac{n-(i+1)}{n}, \frac{1}{n}, \ldots, \frac{1}{n}, \frac{1}{n}, 0, \ldots, 0\right]\right) .
\end{aligned}
$$

A summand in the right-hand sum can be rewritten as follows:

$$
\begin{aligned}
& {\left[\frac{n-i}{n}, \frac{1}{n}, \ldots, \frac{1}{n}, 0,0, \ldots, 0\right]-\left[\frac{n-(i+1)}{n}, \frac{1}{n}, \ldots, \frac{1}{n}, \frac{1}{n}, 0, \ldots, 0\right]} \\
& =\frac{1}{2 n!} \sum_{\pi}\left(x_{\pi(1)}^{(n-i) / n}+x_{\pi(i+2)}^{(n-i) / n}-x_{1}^{(n-(i+1)) / n} x_{\pi(i+2)}-x_{\pi(i+2)}^{(n-(i+1)) / n} x_{\pi(1)}\right) \\
& \quad \cdot\left(x_{\pi(2)}^{1 / n} x_{\pi(3)}^{1 / n} \cdots x_{\pi(i+1)}^{1 / n}\right) \\
& =\frac{1}{2 n!} \sum_{\pi}\left(x_{\pi(1)}^{(n-(i+1)) / n}-x_{\pi(i+2)}^{(n-i-1) / n}\right)\left(x_{\pi(1)}^{1 / n}-x_{\pi(i+2)}^{1 / n}\right)\left(x_{\pi(2)}^{1 / n} x_{\pi(3)}^{1 / n} \cdots x_{\pi(i+1)}^{1 / n}\right) .
\end{aligned}
$$

Since $x_{\pi(1)}^{(n-i-1) / n}-x_{\pi(i+2)}^{(n-i-1) / n}$ and $x_{\pi(1)}^{1 / n}-x_{\pi(i+2)}^{1 / n}$ have the same sign, we conclude that each summand, and hence the sum itself, on the right is nonnegative.

Hurwitz's argument can be generalized to a proof of sufficiency in Muirhead's theorem. The telescoping sum is replaced by Lemma 2.6.5 and the nonnegativity of each difference is replaced by the following lemma.
2.6.7. Lemma. For any transfer $T$,

$$
[\underline{a}]-[\underline{a} T] \geq 0
$$

for all nonnegative real values $x_{1}, x_{2}, \ldots, x_{n}$.
Proof. We may assume that $\underline{a}$ is in nonincreasing order. Suppose that the transfer $T$ sends $\left(a_{1}, \ldots, a_{j}, \ldots, a_{k}, \ldots, a_{n}\right)$ to $\left(a_{1}, \ldots, a_{j}-\delta, \ldots, a_{k}+\delta, \ldots, a_{n}\right)$,

[^52]where $\delta \leq a_{j}-a_{k}$. Then
\[

$$
\begin{aligned}
& {[\underline{a}]-[\underline{\underline{a}} T]} \\
& \quad=\frac{\underline{1}}{2 n!} \sum_{\pi}\left(x_{\pi(j)}^{a_{j}} x_{\pi(k)}^{a_{k}}+x_{\pi(k)}^{a_{j}} x_{\pi(j)}^{a_{k}}-x_{\pi(j)}^{a_{j}-\delta} x_{\pi(k)}^{a_{k}+\delta}-x_{\pi(k)}^{a_{j}-\delta} x_{\pi(j)}^{a_{k}+\delta}\right) \prod_{i: i \neq j i \neq k} x_{\pi(i)}^{a_{i}} \\
& =\frac{1}{2 n!} \sum_{\pi} x_{\pi(j)}^{a_{k}} x_{\pi(k)}^{a_{k}}\left(x_{\pi(j)}^{a_{j}-a_{k}-\delta}-x_{\pi(k)}^{a_{j}-a_{k}-\delta}\right)\left(x_{\pi(j)}^{\delta}-x_{\pi(k)}^{\delta}\right) \prod_{i: i \neq j} x_{\pi(i \neq k}^{a_{i}} .
\end{aligned}
$$
\]

Since $x_{\pi(j)}^{a_{j}-a_{k}-\delta}-x_{\pi(k)}^{a_{j}-a_{k}-\delta}$ and $x_{\pi(j)}^{\delta}-x_{\pi(k)}^{\delta}$ have the same sign and $x_{1}, x_{2}$, $\ldots, x_{n}$ are nonnegative, the difference $[\underline{a}]-[\underline{a} T]$ is nonnegative.

We can also prove sufficiency using elementary analysis. Suppose $\underline{a} \preceq \underline{b}$. Then by the Theorems 2.6.1 and 2.6.4,

$$
\underline{a}=\sum h_{Q} \underline{b} Q
$$

where $\sum h_{Q} Q$ is a convex combination of permutation matrices.
By continuity, it suffices to prove that $[\underline{a}] \leq[\underline{b}]$ for positive real values $x_{1}, x_{2}, \ldots, x_{n}$. Let $y_{i}=\log x_{i}$. If $\underline{c}$ is the vector $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$, let

$$
(\underline{c} \mid \underline{y})=c_{1} y_{1}+c_{2} y_{2}+\cdots+c_{n} y_{n} .
$$

If $P$ is the matrix of the permutation $\pi^{-1}$ of $\{1,2, \ldots, n\}$, then

$$
(\underline{c} P \mid \underline{y})=c_{1} y_{\pi(1)}+c_{2} y_{\pi(2)}+\cdots+c_{n} y_{\pi(n)} .
$$

Then

$$
\begin{aligned}
n![\underline{a}] & =\sum_{P} \exp ((\underline{a} P \mid \underline{y})) \\
& =\sum_{P} \exp \left(\left(\sum h_{Q} \underline{b} Q P \mid \underline{y}\right)\right) \\
& \leq \sum_{P} \sum h_{Q} \exp ((\underline{b} Q P \mid \underline{y})) \\
& =\sum h_{Q} \sum_{P} \exp ((\underline{b} Q P \mid \underline{y})) \\
& =\sum h_{Q} \sum_{P} \exp ((\underline{b} P \mid \underline{y})) \\
& =\sum_{P} \exp ((\underline{b} P \mid \underline{y})) \\
& =n![\underline{b}] .
\end{aligned}
$$

The inequality in this derivation follows the theorem from calculus that the exponential function is convex; that is,

$$
\exp (\lambda y+\mu z) \leq \lambda \exp (y)+\mu \exp (z)
$$

where $y$ and $z$ are real numbers, $\lambda, \mu \in[0,1]$, and $\lambda+\mu=1$. This completes the analysis-based proof of sufficiency.

Surprisingly, it is not hard to prove necessity. Since symmetric means are invariant under permutation of variables, we may assume that $\underline{a}$ and $\underline{b}$ are in nondecreasing order. We may also assume the hypothesis that $[\underline{a}] \leq[\underline{b}]$ for all nonnegative real values $x_{i}$.

Setting all the variables $x_{i}$ equal to $x$ and using the hypothesis, we conclude that

$$
x^{a_{n}+a_{n-1}+\cdots+a_{n}} \leq x^{b_{n}+b_{n-1}+\cdots+b_{n}}
$$

for all nonnegative real numbers $x$. This can happen for both large and small values of $x$ only when

$$
a_{n}+a_{n-1}+\cdots+a_{1}=b_{n}+b_{n-1}+\cdots+b_{1} .
$$

Next, let $1 \leq k \leq n-1$. If we set $x_{n}=x_{n-1}=\cdots=x_{k}=x$ and $x_{k-1}=$ $x_{k-2}=\cdots=x_{1}=1$, then the highest power of $x$ occurring in $[\underline{a}]$ has exponent $a_{n}+a_{n-1}+\cdots+a_{k}$ and the highest power of $x$ in $[\underline{b}]$ has exponent $b_{n}+$ $b_{n-1}+\cdots+b_{k}$. By the hypothesis, $[\underline{a}] \leq[\underline{b}]$ for all sufficiently large $x$, when the highest power of $x$ dominates. Hence, we conclude that

$$
a_{n}+a_{n-1}+\cdots+a_{k} \leq b_{n}+b_{n-1}+\cdots+b_{k} .
$$

All together, we have proved that $\underline{a} \preceq \underline{b}$.
This completes the proof of Muirhead's inequality.
2.6.8. Corollary. Let $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ be a vector with nonnegative real coordinates such that $a_{1}+a_{2}+\cdots+a_{n}=1$. Then

$$
\left(x_{1} x_{2} \cdots x_{n}\right)^{1 / n} \leq\left[a_{1}, a_{2}, \ldots, a_{n}\right] \leq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

for all nonnegative real values $x_{1}, x_{2}, \ldots, x_{n}$.

## Exercises

2.6.1. Find ways of obtaining doubly stochastic matrices from Latin squares.
2.6.2. Show that a matrix $D$ is doubly stochastic if and only if for every row vector $\underline{r}$ with nonnegative real coordinates, $\underline{r} D \preceq \underline{r}$.
2.6.3. (a) Show that $x \preceq x P \preceq x$ for all vectors $x$ if and only if $P$ is a permutation matrix.
(b) Suppose that $P$ is a nonsingular doubly stochastic matrix. Show that the inverse matrix $P^{-1}$ is doubly stochastic if and only if $P$ is a permutation matrix.

### 2.6.4. The assignment polytope or the polytope of doubly stochastic matrices.

I. The linear inequalities.

Show that the convex set of doubly stochastic matrices $\left(d_{i j}\right)$ in the vector space of real $n \times n$ matrices is the convex polyhedron defined by $n^{2}+4 n-2$ linear inequalities: the nonnegativity constraints

$$
d_{i j} \geq 0, \quad 1 \leq i, j \leq n
$$

and the row and column sum constraints

$$
\begin{array}{ll}
\sum_{i=1}^{n} d_{i j} \leq 1, & \sum_{i=1}^{n} d_{i j} \geq 1, \quad 1 \leq j \leq n \\
\sum_{j=1}^{n} d_{i j} \leq 1, & \sum_{j=1}^{n} d_{i j} \geq 1, \quad 1 \leq i \leq n-1
\end{array}
$$

Note that the two constraints $\sum_{i=1}^{n} d_{i n} \leq 1$ and $\sum_{i=1}^{n} d_{i n} \geq 1$ are implied by the others, so that we can reduce the number of constraints to $4 n-2$.
II. Another proof of Birkhoff's theorem. ${ }^{38}$
(a) Let $E$ be an extreme point of the polyhedron of doubly stochastic matrices. Then at least $(n-1)^{2}$ entries of $E$ are 0 .
(b) Conclude from (a) that one row of $E$, say, row $i$, must have $n-1$ zero entries, and hence the remaining entry, say, the $i j$-entry, equals 1 , and this is the only nonzero entry in row $i$ and the column $j$ of $E$.
(c) Show that the matrix $E^{\prime}$ obtained from $E$ by deleting row $i$ and column $j$ is extreme in the convex polyhedron of $(n-1) \times(n-1)$ doubly stochastic matrices.
(d) Conclude by induction that $E$ is a permutation matrix. This gives a geometric proof of Lemma 2.6.2, and hence Birkhoff's theorem.
III. Eigenvalues of normal matrices. ${ }^{39}$

Recall that a matrix $U$ (with entries over the complex numbers) is unitary if $U U^{T}=I$; a matrix $A$ is normal if there exists a unitary matrix $U$ such that $U A U^{T}$ is a diagonal matrix. Let $\left(a_{i j}\right)$ and $\left(b_{i j}\right)$ be normal $n \times n$ matrices, $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be the eigenvalues of $A$, and $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ be the eigenvalues

[^53]of $B$. Show that there exists a permutation $\pi$ of $\{1,2, \ldots, n\}$ such that
$$
\sum_{i=1}^{n}\left|\alpha_{i}-\beta_{\pi(i)}\right| \leq\|A-B\|
$$
where the matrix norm $\|C\|$ is defined by
$$
\|C\|=\sqrt{\sum_{i, j=0}^{n}\left|c_{i j}\right|^{2}}
$$

In other words, for a pair of normal matrices, the "minimum" $\ell_{1}$-distance between their eigenvalues is at most the $\ell_{2}$-distance between the matrices themselves.
IV. An assignment problem. ${ }^{40}$

Let $\left(c_{i j}\right)$ be a matrix with nonnegative entries. Show that the linear program

$$
\operatorname{minimize} \sum_{i, j=0}^{n} c_{i j} x_{i j}
$$

subject to

$$
x_{i j} \geq 0, \quad \sum_{i=0}^{n} x_{i j}=1, \quad \sum_{j=0}^{n} x_{i j}=1
$$

has an integer solution.

## V. Quantifying Birkhoff's theorem. ${ }^{41}$

Show that every doubly stochastic matrix is the convex combination of $n^{2}-2 n+2$ or fewer permutation matrices and that this bound is sharp.
2.6.5. (a) Show that there is a $3 \times 3$ doubly stochastic matrix which is not the product of transfers. ${ }^{42}$
(b) (Research problem) Study the set of doubly stochastic matrices which are products of transfers.
2.6.6. Let $J$ be the $n \times n$ matrix with all entries equal to 1 . Show that $\frac{1}{n} J$ is an idempotent doubly stochastic matrix. (A matrix $J$ is idempotent if $J^{2}=J$.) Describe all idempotent doubly stochastic matrices.
2.6.7. Doubly substochastic matrices ${ }^{43}$ : A square matrix is doubly substochastic if it has nonnegative real entries and all its row and column sums are less than or equal to 1 .

[^54](a) Using the argument in Lemma 2.6.2, show that if $\left(c_{i j}\right)$ is doubly substochastic, then there exists a doubly stochastic matrix $\left(d_{i j}\right)$ such that $c_{i j} \leq d_{i j}$ for all $i, j$.
(b) Show that every $n \times n$ doubly substochastic matrix is a convex combination of $n \times n$ matrices that have at most one 1 in each row and each column and all other entries equal to 0 .
2.6.8. A doubly stochastic matrix is even if it is a convex combination of matrices of even permutations. Show that $d_{1}, d_{2}, \ldots, d_{n}$ are the diagonal entries of an $n \times n$ even doubly stochastic matrix if and only if ${ }^{44}$
$$
\sum_{i=1}^{n} d_{i} \leq n-3+3 \min \left\{d_{1}, d_{2}, \ldots, d_{n}\right\}
$$
2.6.9. (a) Let $\underline{r} \preceq \underline{s}$. Show that the set of doubly stochastic matrices $D$ such that $\underline{r}=\underline{s} D$ is convex.
(b) (Research problem) For a given pair of vectors $\underline{r}, \underline{s}$, study the convex set of doubly stochastic matrices $D$ such that $\underline{r}=\underline{s} D$.
2.6.10. (a) Prove the following result ${ }^{45}$ : let $D$ be the $n \times n$ doubly stochastic matrix $\left(d_{i j}\right)$. Then either $D$ is the identity matrix or $D$ satisfies the condition $(*)$ there exists a permutation $\pi$, not equal to the identity, such that all the off-diagonal entries, $d_{i, \pi(i)}, i \neq \pi(i)$, are positive.
(b) Show that for any matrix $\left(a_{i j}\right)$,
$$
\sup _{\left(d_{i j}\right)} \sum_{i, j=1}^{n} a_{i j} d_{i j}=\max _{\pi} \sum_{i=1}^{n} a_{i, \pi(i)}
$$
where the supremum is taken over all $n \times n$ doubly stochastic matrices $\left(d_{i j}\right)$ and the maximum is taken over all permutations of $\{1,2, \ldots, n\}$.

### 2.6.11. Symmetric doubly stochastic matrices. ${ }^{46}$

(a) Determine the extreme points of the convex set $\mathcal{S}_{n}$ of doubly stochastic symmetric $n \times n$ matrices.
(b) Determine the extreme points of the convex set of doubly substochastic symmetric $n \times n$ matrices.
(c) Using the exponential formula (see Section 4.1), find exponential generating functions for the number of extreme points of $\mathcal{S}_{n}$.
2.6.12. Show that equality occurs in Muirhead's inequality if and only if $x_{1}=$ $x_{2}=\cdots=x_{n}$ or $\underline{a}=\underline{b}$.

44 Mirsky (1961). ${ }^{45}$ Mirsky (1958).
${ }^{46}$ Converse and Katz (1975), Katz (1970, 1972), and Stanley (1999, exercise 5.24, p. 122).
2.6.13. A function $f:[0, \infty) \rightarrow[0, \infty)$ is completely monotonic if $(-1)^{n} f^{(n)}(x) \geq 0$ for all $x$ in $[0, \infty) .{ }^{47}$ Prove the following theorem: let $m \leq n$, $0 \leq p_{1} \leq p_{2} \leq \cdots \leq p_{n}$, and $0 \leq z_{1} \leq z_{2} \leq \cdots \leq z_{m}$. Then the rational function

$$
\prod_{i=1}^{m}\left(x+z_{i}\right) / \prod_{i=1}^{n}\left(x+p_{i}\right)
$$

is completely monotonic if for $1 \leq k \leq m$,

$$
\sum_{i=1}^{k} z_{i} \geq \sum_{i=1}^{k} p_{i}
$$

### 2.6.14. Inequalities among symmetric functions. ${ }^{48}$

Muirhead's inequality is about evaluating symmetric functions at nonnegative real numbers. We may also ask for inequalities that hold for all real numbers. Since some fractional powers are not defined over all real numbers, this question is usually restricted to symmetric polynomials. A polynomial $p\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is symmetric if for every permutation $\pi$ of $\{1,2, \ldots, n\}$,

$$
p\left(x_{1}, x_{2}, \ldots, x_{n}\right)=p\left(x_{\pi(1)}, x_{\pi(2)}, \ldots, x_{\pi(n)}\right)
$$

(a) Newton's inequalities: Let

$$
a_{k}=\frac{k!(n-k)!}{n!} \sum_{\{i, j, \ldots, l\}} x_{i} x_{j} \cdots x_{l},
$$

where the sum ranges over all $k$-element subsets of $\{1,2, \ldots, n\}$. Show that for all real numbers,

$$
a_{k-1} a_{k+1} \leq a_{k}^{2}
$$

(b) MacLaurin's inequality: Show that for all positive real numbers $x_{1}, x_{2}, \ldots, x_{n}$,

$$
a_{1} \geq a_{2}^{1 / 2} \geq a_{3}^{1 / 3} \geq \cdots \geq a_{n}^{1 / n}
$$

A polynomial is positive if it can be written as a sum of squares of rational functions. The context is Hilbert's seventeenth problem. If a polynomial is a sum of squares, then it is nonnegative when evaluated at any $n$-tuple of real numbers.
(c) Procesi's theorem: Let

$$
h_{s}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i}^{s}
$$

The polynomials $h_{s}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ are the power-sum symmetric functions. Let $\Delta_{m}$ be the determinant of the submatrix formed by the first $m$ rows and columns of the matrix

$$
\left(\begin{array}{ccccc}
h_{0} & h_{1} & h_{2} & \ldots & h_{n-1} \\
h_{1} & h_{2} & h_{3} & \ldots & h_{n} \\
\vdots & & & & \\
h_{n-1} & h_{n} & h_{n+1} & \ldots & h_{2 n-1}
\end{array}\right)
$$

Then a symmetric polynomial is positive if and only if it is a sum of the form

$$
\sum_{i, j, \ldots, l} \sigma_{M} \Delta_{i} \Delta_{j} \cdots \Delta_{l},
$$

where the indices $i, j, \ldots, l$ need not be distinct and the coefficient $\sigma_{M}$ of the monomial $\Delta_{i} \Delta_{j} \cdots \Delta_{l}$ is a linear combination with positive coefficients of squares of symmetric polynomials.
2.6.15. Give a proof of König's theorem (2.1.1) by considering the $m \times m$ matrix with $i j$-entry equal to $\left|A_{i} \cap B_{j}\right| .{ }^{49}$

### 2.6.16. Permanents of doubly stochastic matrices. ${ }^{50}$

Recall that the permanent per $\left(a_{i j}\right)$ of an $n \times n$ matrix $\left(a_{i j}\right)$ is defined by

$$
\operatorname{per}\left(a_{i j}\right)=\sum_{\pi} a_{1, \pi(1)} a_{2, \pi(2)} \cdots a_{n, \pi(n)}
$$

(a) Suppose that $P\left(X_{i j}\right)$ is a general matrix function (see Exercies 2.3.3). Show that $P\left(X_{i j}\right)$ is the permanent if and only if $P\left(X_{i j}\right)$ is invariant under permutations of rows or columns and $P\left(\delta_{i j}\right), P$ evaluated at the identity matrix, equals 1.
(b) Show that if $\left(a_{i j}\right)$ is an $n \times n$ matrix with nonnegative real entries,

$$
\operatorname{per}\left(a_{i j}\right) \leq \prod_{i=1}^{n}\left(a_{i 1}+a_{i 2}+\cdots+a_{i n}\right)
$$

[^55]that is, the permanent is at most the product of the row sums. Similarly, the permanent is at most the product of the column sums.
(c) Show that if $A$ and $B$ are matrices with nonnegative entries, then
$$
\operatorname{per}(A+B) \geq \operatorname{per}(A)+\operatorname{per}(B) .
$$

Using this, prove that for any $n \times n$ doubly stochastic matrix $D$,

$$
\operatorname{per}(D) \geq\left(n^{2}-2 n+2\right)^{-(n-1)}
$$

2.6.17. Van der Waerden's permanent conjecture. Show that if $\left(d_{i j}\right)$ is an $n \times n$ doubly stochastic matrix, then

$$
\operatorname{per}\left(d_{i j}\right) \leq \frac{n!}{n^{n}}
$$

Equality holds if and only if $\left(d_{i j}\right)$ is the matrix with all entries equal to $1 / n$.

### 2.6.18. Infinite-dimensional doubly stochastic matrices. ${ }^{51}$

Consider the vector space of real matrices $\left(a_{i j}\right)_{1 \leq i, j<\infty}$ with countably many rows and columns with the norm $\|\cdot\|$ defined by

$$
\left\|\left(a_{i j}\right)\right\|=\max \left\{\sup _{i} \sum_{\alpha=1}^{\infty}\left|a_{i \alpha}\right|, \sup _{j} \sum_{\alpha=1}^{\infty}\left|a_{\alpha j}\right|\right\}
$$

A matrix $\left(a_{i j}\right)$ is boundedly line-summable if its norm $\left\|\left(a_{i j}\right)\right\|$ is finite. Bounded line-summable matrices form a real Banach space $\mathbb{B}$ under the aforementioned norm. A matrix in $\mathbb{B}$ with nonnegative entries is doubly stochastic if for all $i$ and $j, \sum_{\alpha=1}^{\infty} a_{j \alpha}=1$ and $\sum_{\alpha=1}^{\infty} a_{\alpha i}=1$.
(a) Let $H$ be the closure (in the $\|\cdot\|$-topology) of all finite convex combinations of permutation matrices in $\mathbb{B}$. Show that this is the set of doubly stochastic matrices satisfying the additional condition: for every positive $\epsilon$, there exists a positive integer $N$ (depending only on $\epsilon$ ) such that in each row or column, the sum of the $N$ largest entries is at least $1-\epsilon$.
(b) Let $t_{i j}: \mathbb{B} \rightarrow \mathbb{R}, A \mapsto a_{i j}$, and $\mathcal{T}$ be the weakest topology under which all the linear functionals $t_{i j}, \sum_{\alpha=0}^{\infty} t_{i \alpha}, \sum_{\alpha=0}^{\infty} t_{\alpha j}, 1 \leq i, j \leq \infty$, are continuous. Show that the $\mathcal{T}$-closure of all finite convex combinations of permutation matrices is the set of all doubly stochastic matrices.

[^56](c) Birkhoff's Problem 111. Find infinite or continuous versions of Theorem 2.6.1. See Matching theory for some attempts.

### 2.7 The Gale-Ryser Theorem

When does there exist a relation with given marginals? That is, given two sequences $\underline{r}$ and $\underline{s}$, where $\underline{r}=\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ and $\underline{s}=\left(s_{1}, s_{2}, \ldots, s_{n}\right)$, of nonnegative integers, does there exist an $m \times n$ matrix $\left(a_{i j}\right)$ with entries equal to 0 or 1 satisfying the row sum conditions, for a given row index $i$,

$$
\sum_{j=1}^{n} a_{i j}=r_{i}
$$

and the column sum conditions, for a given column index $j$,

$$
\sum_{i=1}^{m} a_{i j}=s_{j} ?
$$

Suppose there is such a matrix. Then

$$
r_{1}+r_{2}+\cdots+r_{m}=s_{1}+s_{2}+\cdots+s_{n}
$$

Permuting the columns if necessary, we may assume that $s_{1} \geq s_{2} \geq \cdots \geq s_{n}$. The number $s_{1}$ of 1 s in the first column is at most the number of rows that are nonzero; that is,

$$
s_{1} \leq\left|\left\{i: r_{i} \geq 1\right\}\right|
$$

the number of nonzero coordinates $r_{i}$ in $\underline{r}$. In general, we must have

$$
s_{1}+s_{2}+\cdots+s_{k} \leq\left|\left\{i: r_{i} \geq 1\right\}\right|+\left|\left\{i: r_{i} \geq 2\right\}\right|+\cdots+\left|\left\{i: r_{i} \geq k\right\}\right| .
$$

These necessary conditions can be stated in terms of conjugates and majorizations.

Let $\underline{c}$ be a nonincreasing sequence $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. Then for $l \geq c_{1}$, the length-l conjugate of $\underline{c}$, denoted by $\underline{c}^{*}$ regardless of the length, is the sequence defined by

$$
c_{k}^{*}=\left|\left\{i: c_{i} \geq k\right\}\right| .
$$

Then a necessary condition for a (0-1)-matrix to exist with row sums $\underline{r}$ and column sums $\underline{s}$ is

$$
\underline{s} \preceq \underline{r}^{*},
$$

where $\preceq$ is the majorization order defined in the previous section and $\underline{r}^{*}$ is chosen to have the same length as $\underline{s}$. This necessary condition is also sufficient.
2.7.1. The Gale-Ryser theorem. Let $\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ and $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ be two sequences of nonnegative integers. Then an $m \times n(0-1)$-matrix exists with row sums $\underline{r}$ and column sums $\underline{s}$ if and only if $\underline{s} \preceq \underline{r}^{*}$.

As with the marriage theorem, there are several proofs of the sufficiency portion of this theorem. We present in detail a proof based on a matching theorem.

Let $R: S \rightarrow X$ be a relation, $m$ a positive integer, and $\left(d_{1}, d_{2}, \ldots, d_{m}\right)$ a sequence of nonnegative integers. A Higgins matching with defects ( $d_{1}, d_{2}$, $\ldots, d_{m}$ ) is a sequence of partial matchings $M_{1}, M_{2}, \ldots, M_{m}$ in $R$ such that

$$
\left|M_{i}(S)\right| \geq|S|-d_{i}
$$

and

$$
M_{i}(S) \cap M_{j}(S)=\emptyset \text { whenever } i \neq j
$$

We use the following notation: if $x$ is a real number, then $x^{+}=\max (x, 0)$.
2.7.2. Higgins' theorem on disjoint partial matchings. ${ }^{52}$ Let $R: S \rightarrow X$ be a relation. Then $R$ has a Higgins matching with defects $\left(d_{1}, d_{2}, \ldots, d_{m}\right)$ if and only if the Higgins-Hall condition,

$$
\text { for all } A \subseteq S, \quad|R(A)| \geq \sum_{i=1}^{m}\left(|A|-d_{i}\right)^{+}
$$

holds.
Proof. We construct a new relation from $R$. Let $X^{*}$ be the union

$$
X \cup D_{1} \cup D_{2} \cup \cdots \cup D_{m},
$$

where $D_{i}$ are new sets (mutually disjoint and disjoint from $X$ ) such that $\left|D_{i}\right|=$ $d_{i}$. Let $R^{\prime}: S \times\{1,2, \ldots, m\} \rightarrow X^{*}$ be the relation defined as follows: if $a \in$

[^57]$S, i \in\{1,2, \ldots, m\}$, and $x \in X$,
$$
((a, i), x) \in R^{\prime} \text { if }(a, x) \in R
$$
and if $a \in S, i \in\{1,2, \ldots, m\}$, and $y \in D_{i}$,
$$
((a, i), y) \in R^{\prime} \text { for all } a \in S \text {, }
$$
and none of the edges $((a, i), y)$ is in $R^{\prime}$ if $y \in D_{j}$ and $i \neq j$. It is readily verified that $R$ has a Higgins matching with defects $\left(d_{1}, d_{2}, \ldots, d_{m}\right)$ if and only if $R^{\prime}$ has a matching.

We prove next that if $R$ contains a Higgins matching with defects $\left(d_{1}, d_{2}, \ldots, d_{m}\right)$, then the Higgins-Hall condition holds. Let $M_{1}, M_{2}, \ldots, M_{m}$ be partial matchings forming the Higgins matching and let $S_{i}$ be the subsets of those elements in $S$ matched by the partial matching $M_{i}$ (so that the restriction $M_{i}: S_{i} \rightarrow M_{i}(S)$ is a bijection). Then, the ranges $M_{i}(S)$ are pairwise disjoint and $\left|S \backslash S_{i}\right| \leq d_{i}$. Thus, for $A \subseteq S$,

$$
\begin{aligned}
|R(A)| & \geq \sum_{i=1}^{m}\left|M_{i}(A)\right| \\
& =\sum_{i=1}^{m}\left|A \cap S_{i}\right| \\
& =\sum_{i=1}^{m}|A|-\left|A \cap\left(S \backslash S_{i}\right)\right| \\
& \geq \sum_{i=1}^{m}\left(|A|-d_{i}\right)^{+} .
\end{aligned}
$$

We shall finish the proof using the marriage theorem. To do this, we need to show that the Higgins-Hall condition for $R$ implies the Hall condition for $R^{\prime}$. Let $B$ be a subset of $S \times\{1,2, \ldots, m\}$. Let $A$ be the projection of $B$ onto $S$; that is to say, $A$ is the subset of elements in $S$ occurring as a first coordinate of some element in $B$. Let $I$ be the projection of $B$ onto $\{1,2, \ldots, m\}$ and $J$ be the complement $\{1,2, \ldots, m\} \backslash I$. Then

$$
|B| \leq|I||A|
$$

and

$$
R^{\prime}(B)=R(A) \cup \bigcup_{i \in I} D_{i}
$$

Using the Higgins-Hall condition and the fact that

$$
(a-d)^{+}+d \geq a,
$$

we have

$$
\begin{aligned}
\left|R^{\prime}(B)\right| & =|R(A)|+\sum_{i \in I} d_{i} \\
& \geq \sum_{i=1}^{m}\left(|A|-d_{i}\right)^{+}+\sum_{i \in I} d_{i} \\
& =\sum_{i \in I}\left[\left(|A|-d_{i}\right)^{+}+d_{i}\right]+\sum_{j \in J}\left(|A|-d_{j}\right)^{+} \\
& \geq \sum_{i \in I}|A| \\
& =|I||A| \\
& \geq|B|
\end{aligned}
$$

This completes the proof of Theorem 2.7.2.
To arrive at the special case of Higgins' theorem that yields the GaleRyser theorem, we need an easy technical lemma. Rearrange the sequence ( $d_{1}, d_{2}, \ldots, d_{m}$ ) so that it is nondecreasing. Let $n \geq d_{m}$ and

$$
r_{i}=n-d_{i}
$$

Then $\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ is nonincreasing. Let $\left(r_{1}^{*}, r_{2}^{*}, \ldots\right)$ be the length $r_{1}$ conjugate sequence.
2.7.3. Lemma. Suppose $1 \leq a \leq n$. Then

$$
\sum_{i=1}^{n}\left(a-d_{i}\right)^{+}=\sum_{j=n-a+1}^{r_{1}} r_{j}^{*}
$$

Proof. Consider the $m \times n$ array in which the $i$ th row consists of $r_{i} 1$ s followed by $d_{i} 0 \mathrm{~s}$. For example, if $n=9$ and $\underline{r}=(6,4,3,1,0)$, then we have the $5 \times 9$ matrix

$$
\begin{array}{llllllllll}
d_{1}=3, r_{1}=6 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
d_{2}=5, r_{2}=4 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
d_{3}=6, r_{3}=3 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 . \\
d_{4}=8, r_{4}=1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
d_{5}=9, r_{5}=0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}
$$

Then both sides of the equation in the lemma equal the number of 1 s in columns $n-a+1, n+a+2, \ldots, n$ in the array.
2.7.4. Corollary. Let $X_{1}, X_{2}, \ldots, X_{n}$ be mutually disjoint sets such that $\left|X_{i}\right|=s_{i}$ and $G:\{1,2, \ldots, n\} \rightarrow X_{1} \cup X_{2} \cup \cdots \cup X_{n}$ be the relation defined
by $G(i)=X_{i}$. Then $G$ has a Higgins matching with defects $\left(d_{1}, d_{2}, \ldots, d_{m}\right)$ if $\underline{s} \preceq \underline{r}^{*}$, where $\underline{r}=\left(n-d_{1}, n-d_{2}, \ldots, n-d_{m}\right)$.

Proof. Observe first that since

$$
\sum_{i=1}^{n} s_{i}=\sum_{j=1}^{r_{1}} r_{j}^{*}
$$

$\underline{s} \leq \underline{r}^{*}$ implies that for all $k, 1 \leq k \leq n$,

$$
\sum_{i=k}^{n} s_{i}^{\prime} \geq \sum_{j=k}^{r_{1}} r_{j}^{*}
$$

where $\left(s_{1}^{\prime}, s_{2}^{\prime}, \ldots, s_{n}^{\prime}\right)$ is a rearrangement of $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ into a nonincreasing sequence. Using this observation, we will check that the Higgins-Hall condition holds for the relation $G$. Let $A \subseteq\{1,2, \ldots, n\}$. Then

$$
\begin{aligned}
|G(A)| & =\sum_{a: a \in A} s_{a} \\
& \geq \sum_{i=n-|A|+1}^{n} s_{i}^{\prime} . \\
& \geq \sum_{j=n-|A|+1}^{r_{1}} r_{j}^{*} \\
& =\sum_{i=1}^{n}\left(|A|-d_{i}\right)^{+} .
\end{aligned}
$$

Hence, a Higgins matching with defects $\left(d_{1}, d_{2}, \ldots, d_{m}\right)$ exists in $G$.
Finally, we construct an $m \times n$ matrix $\left(a_{i j}\right)$ from a Higgins matching $M_{1}, M_{2}, \ldots, M_{m}$ with defects $\left(d_{1}, d_{2}, \ldots, d_{m}\right)$ by the rule

$$
a_{i j}=\left\{\begin{array}{cc}
1 & \text { if } M_{i}(\{1,2, \ldots, n\}) \cap X_{j} \neq \emptyset \\
0 & \text { otherwise }
\end{array}\right.
$$

The matrix $\left(a_{i j}\right)$ has row sums $\left(r_{i}\right)$ and column sums $\left(s_{j}\right)$. This completes the first proof of the Gale-Ryser theorem.

Ryser's proof is sketched in Exercise 2.7.3. Gale derives the theorem from a network flow theorem. He also proves the following more general form of the Gale-Ryser theorem.
2.7.6. Gale's theorem. ${ }^{53}$ Let $\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ and $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ be two vectors with nonnegative integer entries. Then there exists an $m \times n(0,1)$-matrix $\left(a_{i j}\right)$ satisfying the row sum condition

$$
\sum_{j=1}^{n} a_{i j} \leq r_{i}
$$

and the column sum condition,

$$
\sum_{i=1}^{m} a_{i j} \leq s_{j}
$$

if and only if the rearrangements $\left(r_{1}^{\prime}, r_{2}^{\prime}, \ldots, r_{m}^{\prime}\right)$ and $\left(s_{1}^{\prime}, s_{2}^{\prime}, \ldots, s_{m}^{\prime}\right)$ into nonincreasing vectors satisfy the following inequality: for all positive integers $k$,

$$
\begin{equation*}
\sum_{i=1}^{k} s_{i}^{\prime} \leq \sum_{i=1}^{k} r_{i}^{*} \tag{G}
\end{equation*}
$$

where $\left(r_{1}^{*}, r_{2}^{*}, \ldots, r_{m}^{*}\right)$ is a conjugate of $\left(r_{1}^{\prime}, r_{2}^{\prime}, \ldots, r_{m}^{\prime}\right)$.
Sketch of proof. Show by induction that the following algorithm produces a matrix $\left(a_{i j}\right)$ with the required properties: let $\left(r_{i}^{\prime}\right)$ and $\left(s_{j}^{\prime}\right)$ be nondecreasing rearrangements of $\left(r_{i}\right)$ and $\left(s_{j}\right)$. Let $\pi$ be a permutation such that $r_{\pi(i)}=r_{i}^{\prime}$. Construct the first column of the matrix by setting $a_{1 i}$ equal to 1 if $i=\pi(1)$, $i=\pi(2), \ldots$, or $i=\pi\left(s_{1}^{\prime}\right)$, and 0 otherwise. Now construct the second column with the updated vector $\left(r_{1}-a_{11}, r_{2}-a_{12}, \ldots, r_{m}-a_{1 m}\right)$.

Gale gives the following concrete illustration of his algorithm: suppose $n$ families are going on a picnic in $m$ buses, where the $j$ th family has $s_{j}$ members and the $i$ th bus has $r_{i}$ seats. Provided the condition (G) is satisfied, then it is possible to seat all passengers so that no two members of the same family are in the same bus. Just use the simple rule: at each stage, distribute the largest unseated family among those buses having the greatest number of vacant seats.

## Exercises

2.7.1. It follows from the Gale-Ryser theorem that $\underline{r} \preceq \underline{s}^{*}$ if and only if $\underline{s} \preceq \underline{r}^{*}$; that is, conjugation is an order-reversing involution of the majorization order. Give an independent proof.
2.7.2. Prove the following weaker version of the Gale-Ryser theorem: given nonnegative integers $r_{1}, r_{2}, \ldots, r_{m}$ and $s_{1}, s_{2}, \ldots, s_{n}$, there exists an $m \times n$

[^58]matrix with nonnegative integer entries satisfying the row and column sum conditions if and only if
$$
r_{1}+r_{2}+\cdots+r_{m}=s_{1}+s_{2}+\cdots+s_{n}
$$

### 2.7.3. Ryser's proof. ${ }^{54}$

Let $m$ and $n$ be given positive integers, $\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ be a given row sum vector, $\underline{r}^{*}$ be a length $-n$ conjugate of $\underline{r}$, and $\left(a_{i j}\right)$ be the $m \times n$ Ferrers matrix defined by

$$
a_{i j}= \begin{cases}1 & \text { if } j \leq r_{i} \\ 0 & \text { otherwise }\end{cases}
$$

Show that if $\left(s_{1}, s_{2}, \ldots, s_{m}\right) \preceq \underline{r}^{*}$, then one can rearrange the 1 s in $\left(a_{i j}\right)$ into a matrix with row sums $\underline{r}$ and column sums $\underline{s}$ by interchanges of the form

$$
\begin{array}{ccccccc}
1 & \ldots & 0 & & 0 & \ldots & 1 \\
\vdots & & \vdots & \leftrightarrow & \vdots & & \vdots \\
0 & \ldots & 1 & & 1 & \ldots & 0
\end{array}
$$

Show the more general result: let $A$ and $B$ be two ( $0-1$ )-matrices with row sums $\underline{r}$ and column sums $\underline{s}$. Then $A$ can be transformed into $B$ by interchanges.

### 2.7.4. A submodular function proof.

Define the excess function $\eta(A)$ by the formula

$$
\eta(A)=|R(A)|-\left[\sum_{i=1}^{k}\left(|A|-d_{i}\right)^{+}\right]
$$

(a) Show that $\eta$ is submodular.
(b) Prove Higgins' theorem by induction, using the proof of the matroid marriage theorem as a guide.
2.7.5. (Research problem) Find an analog of the Gale-Ryser theorem for symmetric (0-1)-matrices.

### 2.7.6. (Research problem) An extension of Birkhoff's theorem.

Let $\left(r_{1}, r_{2}, \ldots, r_{m}\right)$ and $\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ be vectors with nonnegative integer entries. The set $\operatorname{Matrix}(\underline{r}, \underline{s})$ of all $m \times n$ matrices with real nonnegative entries with row sums $\underline{r}$ and column sums $\underline{s}$ is convex. Determine the extreme points of $\operatorname{Matrix}(\underline{r}, \underline{s})$.

[^59]
### 2.8 Matching Theory in Higher Dimensions

"The possibility of extending the marriage theorem to several dimensions does not seem to have been explored. Thinking rather crudely, one might replace a matrix by a tensor." In this section, we explain this remark, made by Harper and Rota in Matching theory (p. 211).

We begin with some informal tensor algebra. Let $V_{1}, V_{2}, \ldots, V_{k}$ be vector spaces of dimension $d_{1}, d_{2}, \ldots, d_{k}$ over a field $\mathbb{F}$. A decomposable $k$-tensor in the tensor product $V_{1} \otimes V_{2} \otimes \cdots \otimes V_{k}$ is a formal product $v_{1} \otimes v_{2} \otimes \cdots \otimes v_{k}$, where the $i$ th vector $v_{i}$ is in $V_{i}$. A $k$-tensor is a linear combination of decomposable $k$-tensors. Tensors are multilinear; that is, they satisfy the property

$$
\begin{aligned}
& v_{1} \otimes \cdots \otimes\left(\lambda v_{i}+\mu u_{i}\right) \otimes \cdots \otimes v_{m} \\
& =\lambda\left(v_{1} \otimes \cdots \otimes v_{i} \otimes \cdots \otimes v_{m}\right) \\
& \quad+\mu\left(v_{1} \otimes \cdots \otimes u_{i} \otimes \cdots \otimes v_{m}\right)
\end{aligned}
$$

and all relations implied by this property.
A covector or dual vector of $V$ is a linear functional or a linear transformation $V \rightarrow \mathbb{F}$. The covectors form the vector space $V^{*}$ dual to $V$. Let $e_{1}, e_{2}, \ldots, e_{d}$ be a chosen basis for $V$. Then $e_{1}^{*}, e_{2}^{*}, \ldots, e_{d}^{*}$ is the basis for the dual $V_{i}^{*}$ defined by $e_{i}^{*}\left(e_{j}\right)=0$ if $i \neq j$ and 1 if $i=j$; in other words, $e_{i}^{*}\left(e_{j}\right)=\delta_{i j}$.

Consider the tensor product $\mathbb{F}^{m} \otimes\left(\mathbb{F}^{n}\right)^{*}$. The tensor $e_{i} \otimes e_{j}^{*}$ defines a linear transformation $\mathbb{F}^{n} \rightarrow \mathbb{F}^{m}$ by $u \mapsto e_{j}^{*}(u) e_{i}$. The matrix of this linear transformation has $i j$-entry equal to 1 and all other entries equal to 0 . Hence, the matrix $\left(a_{i j}\right)$ can be regarded as the tensor

$$
\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i j} e_{i} \otimes e_{j}^{*}
$$

Generalizing this, and choosing bases for $V_{i}$, we can think of a $k$-tensor as a $k$-dimensional array of numbers from $\mathbb{F}$.
2.8.1. Lemma. The rank of a matrix $A$ equals

$$
\min \left\{s: A=\sum_{i=1}^{s} v_{i} \otimes u_{i}^{*}\right\}
$$

the minimum number of decomposable 2-tensors in an expression of $A$ as a sum of decomposable 2-tensors.

Proof. Suppose $\sum_{i=1}^{s} v_{i} \otimes u_{i}^{*}$. Then the image of $A$ is spanned by the vectors $v_{1}, v_{2}, \ldots, v_{s}$. Hence, the rank of $A$, which equals the dimension of the image of $A$, is at most $s$.

Let $A$ be an $m \times n$ matrix of rank $\rho$. Let $r_{1}, r_{2}, \ldots, r_{\rho}$ be $\rho$ linearly independent rows in $A$, and

$$
r_{i}=\sum_{j=1}^{\rho} b_{i j} r_{j}, \text { for } \rho+1 \leq i \leq m
$$

Then $A$ can be written as a sum

$$
\begin{aligned}
& \left(e_{1}+\sum_{h=\rho+1}^{m} b_{h 1} e_{h}\right) \otimes r_{1}^{*}+\left(e_{2}+\sum_{h=\rho+1}^{m} b_{h 2} e_{h}\right) \otimes r_{2}^{*} \\
& \quad+\cdots+\left(e_{\rho}+\sum_{h=\rho+1}^{m} b_{h 1} e_{h}\right) \otimes r_{\rho}^{*}
\end{aligned}
$$

of $s$ decomposable tensors. Hence, $\rho \geq s$.
An example might make the second part of the proof clearer. Consider the matrix

$$
\left(\begin{array}{llll}
0 & 1 & 2 & 3 \\
2 & 3 & 1 & 5 \\
6 & 7 & 1 & 9
\end{array}\right)
$$

Then

$$
\begin{aligned}
r_{1}^{*}:\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \mapsto x_{2}+2 x_{3}+3 x_{4} \quad \text { and } \\
r_{2}^{*}:\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \mapsto 2 x_{1}+3 x_{2}+x_{3}+5 x_{4},
\end{aligned}
$$

and the matrix can be written as the sum of two decomposable tensors by the following computation:
$e_{1} \otimes r_{1}^{*}+e_{2} \otimes r_{2}^{*}+e_{3} \otimes\left(-2 r_{1}^{*}+3 r_{2}^{*}\right)=\left(e_{1}-2 e_{3}\right) \otimes r_{1}^{*}+\left(e_{2}+3 e_{3}\right) \otimes r_{2}^{*}$.
Motivated by Lemma 2.8.1, we define the rank of a tensor as the minimum number of decomposable tensors in an expression of $A$ as a sum of decomposable tensors. ${ }^{55}$ In the case of matrices, the rank can be calculated (efficiently) by triangulation or Gaussian elimination. There is no known analogous algorithm for tensors. For matrices, there is also the determinant, which determines whether a square matrix has full rank. There is no invariant for tensors which is as explicit or useful as the determinant for matrices. To oversimplify, one

[^60]of primary aims of "classical invariant theory" is to find concepts analogous to triangulations and determinants for general tensors. ${ }^{56}$ The research problem here is to develop an elegant (and hence useful) theory. Whatever this theory is, it should contain a higher-dimensional matching theory as a special case.

Let $A \subseteq\left\{1,2, \ldots, d_{1}\right\} \times\left\{1,2, \ldots, d_{2}\right\} \times \cdots \times\left\{1,2, \ldots, d_{k}\right\}$. The free tensor supported by $A$ is the $k$-tensor

$$
\sum_{\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \subseteq A} x_{i_{1}, i_{2}, \ldots, i_{k}} e_{i_{1}} \otimes e_{i_{2}} \otimes \cdots \otimes e_{i_{k}}
$$

in $\mathbb{F}^{d_{1}} \otimes \mathbb{F}^{d_{2}} \otimes \cdots \otimes \mathbb{F}^{d_{k}}$, where $\mathbb{F}$ is a sufficiently large field so that the nonzero entries $x_{i_{1}, i_{2}, \ldots, i_{k}}$ are algebraically independent over some given subfield of $\mathbb{F}$. The problem of higher-dimensional matching theory is to define, for a given free tensor, a combinatorial object whose "size" equals its rank. Such a definition should indicate the right explicit definition for the determinant of a tensor. Optimistically, one would also hope for an analog of the KönigEgerváry theorem, where the rank equals the minimum over some "cover" of A.

Related to this problem is the question of higher-dimensional submodular inequalities (see Section 2.4). We will need to assume knowledge of matroid theory. A main axiom of matroid theory is the submodular inequality for the rank function rk:

$$
\operatorname{rk}(A)+\operatorname{rk}(B) \geq \operatorname{rk}(A \cup B)+\operatorname{rk}(A \cap B)
$$

This inequality is satisfied by the rank function of vectors, that is, 1-tensors. With an easy argument (see Exercise 2.8.1), this inequality can be adapted to matrices or 2-tensors. If $M[T \mid S]$ is a matrix, let $M[B \mid A]$ be the submatrix obtained by restricting $M$ to the rows $B$ and columns $A$ and $\operatorname{rank}(B, A)$ be the rank of the submatrix $M[B \mid A]$. Then

$$
\operatorname{rank}(B, A)+\operatorname{rank}(D, C) \geq \operatorname{rank}(B \cup D, A \cap C)+\operatorname{rank}(B \cap D, A \cup C)
$$

This inequality is the bimatroid submodular inequality. ${ }^{57}$ It compares ranks of rectangular sets of the form $B \times A$. There is no known analog of the submodular inequality for higher-dimensional tensors. Indeed, no "new" rank inequality for higher tensors is known. This would be a step toward a higherdimensional matroid theory.

[^61]
## Exercises

2.8.1. (a) Prove the bimatroid submodular inequality.
(b) (Research problem) The bimatroid inequality involves "rectangular" sets of the form $B \times A$. Are there rank inequalities involving arbitrary subsets of $T \times S$ for free matrices?

### 2.8.2. Rank inequalities for vectors. ${ }^{58}$

(a) Prove that the rank function rk of vectors satisfies Ingleton's inequality: for four subsets $X_{1}, X_{2}, X_{3}$, and $X_{4}$ of vectors,

$$
\begin{aligned}
& \mathrm{rk}\left(X_{1}\right)+\operatorname{rk}\left(X_{2}\right)+\operatorname{rk}\left(X_{1} \cup X_{2} \cup X_{3}\right)+\operatorname{rk}\left(X_{1} \cup X_{2} \cup X_{4}\right)+\operatorname{rk}\left(X_{3} \cup X_{4}\right) \\
& \quad \leq \operatorname{rk}\left(X_{1} \cup X_{2}\right)+\operatorname{rk}\left(X_{1} \cup X_{3}\right)+\operatorname{rk}\left(X_{1} \cup X_{4}\right)+\operatorname{rk}\left(X_{2} \cup X_{3}\right) \\
& \quad+\operatorname{rk}\left(X_{2} \cup X_{4}\right) .
\end{aligned}
$$

Show that this inequality does not follow from the submodular inequality.
(b) (Research problem posed by A. W. Ingleton) Find other inequalities for rank functions of vectors.
(c) (Research problem) "Describe" all the inequalities satisfied by rank functions of vectors. (It is known that the set of forbidden minors for representability over the real or complex numbers is infinite. However, this does not preclude a reasonable description of all rank inequalities. For example, are all rank equalities for vectors consequences of Grassmann's equality?)

### 2.8.3. Rank inequality for matrices.

There are many matrix rank inequalities involving products of matrices. The simplest is

$$
\operatorname{rank}(A B) \leq \min \{\operatorname{rank}(A), \operatorname{rank}(B)\}
$$

Another is the Frobenius rank inequality

$$
\operatorname{rank}(A B)+\operatorname{rank}(B C) \leq \operatorname{rank}(B)+\operatorname{rank}(A B C)
$$

Develop a theory of matrix rank inequalities. For example, are they all consequences of a finite set of inequalities?

### 2.8.4. Higher-dimensional permanents. ${ }^{59}$

Let $A$ be an $n_{1} \times n_{2} \times \cdots \times n_{d}$ array of numbers with entries $a_{i_{1}, i_{2}, \ldots, i_{d}}$. Then a reasonable definition of the permanent per $A$ is

$$
\operatorname{per} A=\sum \prod_{i=1}^{n_{1}} a_{i, \sigma_{1}(i), \sigma_{2}(i), \ldots, \sigma_{d}(i)}
$$

[^62]where the sum ranges over all $d$-tuples $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{d}\right)$ of one-to-one functions $\sigma_{i}:\left\{1,2, \ldots, n_{1}\right\} \rightarrow\left\{1,2, \ldots, n_{i}\right\}$. Extend as many of the properties of two-dimensional permanents as possible. In particular, prove an analog of Exercise 2.6.16(a).

### 2.9 Further Reading

There are probably as many approaches to matching theory as there are areas of mathematics. The survey paper Matching theory shows some of these connections. Approaches we have completely ignored are those of graph theory, combinatorial optimization, polyhedral combinatorics, probabilistic and asymptotic combinatorics, and analysis of algorithms. For further reading, we recommend the following books or survey papers:
R. Brualdi and H.J. Ryser, Combinatorial Matrix Theory, Cambridge University Press, Cambridge, 1991.
R. Brualdi and B.L. Shader, Matrices of Sign-Solvable Linear Systems, Cambridge University Press, Cambridge, 1995.
G.H. Hardy, J.E. Littlewood, and G. Pólya, Inequalities, 2nd edition, Cambridge University Press, Cambridge, 1952.
L. Lovász and M.D. Plummer, Matching Theory, North-Holland, Amsterdam and New York, 1986.
A.W. Marshall and I. Olkins, Inequalities: Theory of Majorization and Its Applications, Academic Press, New York and London, 1979.
H. Minc, Permanents, Addison-Wesley, Reading, MA, 1978.
H. Minc, Nonnegative Matrices, Wiley, New York, 1988.
L. Mirsky, Results and problems in the theory of doubly-stochastic matrices, Z. Wahrscheinlichkeittheor. Verwandte Geb. 1 (1962-1963) 319-334.
L. Mirsky, Transversal Theory, Academic Press, New York, 1971.

## 3

## Partially Ordered Sets and Lattices

### 3.1 Möbius Functions

Rota wrote, in the introduction to Foundations I,
It often happens that a set of objects to be counted possesses a natural ordering, in general only a partial order. It may be unnatural to fit the enumeration of such a set into a linear order such as the integers: instead, it turns out in a great many cases that a more effective technique is to work with the natural order of the set. One is led in this way to set up a "difference calculus" relative to an arbitrary partially ordered set.

From this tentative beginning grew the research program of Möbius functions on partially ordered set. There are many expositions of this program. ${ }^{1}$ We give a selective account of this theory.

A partially ordered set $P$ is locally finite if every interval in $P$ is finite. Let $P$ be a locally finite partially ordered set and $\mathbb{A}$ be a commutative ring with identity. Consider the collection of functions $P \times P \rightarrow \mathbb{A}$ such that

$$
\begin{equation*}
f(x, y)=0 \text { if } x \not \leq y . \tag{*}
\end{equation*}
$$

This collection forms an $\mathbb{A}$-module and it is made into an $\mathbb{A}$-algebra, the incidence algebra $\mathcal{I}(P)$ of the partially ordered set $P$, by convolution

$$
(f * g)(x, y)=\sum_{z: x \leq z \leq y} f(x, z) g(z, y)
$$

If $P$ is finite, then we can choose a linear extension of $P$ (see Section 1.2) and represent a function $f$ in $\mathcal{I}(P)$ by the $|P| \times|P|$ matrix with rows and columns indexed by $P$ and $x y$-entry $f(x, y)$. By $(*)$, such matrices are upper-triangular, and taking into account entries that must be zero, convolution corresponds to

[^63]matrix multiplication. In particular, incidence algebras are algebras of uppertriangular matrices.

The identity of $\mathcal{I}(P)$ is the delta function

$$
\delta(x, y)=1 \text { if } x=y \text { and } 0 \text { otherwise. }
$$

The zeta function is the function

$$
\zeta(x, y)=1 \text { if } x \leq y \text { and } 0 \text { otherwise. }
$$

The Möbius function $\mu$ is the convolutional inverse of $\zeta$; that is,

$$
\zeta * \mu=\mu * \zeta=\delta
$$

Explicitly,

$$
\sum_{z: x \leq z \leq y} \mu(z, y)=\sum_{z: x \leq z \leq y} \mu(x, z)=\delta(x, y) .
$$

The explicit definition shows that $\mu$ exists and gives two recursions with initial conditions: for all $x$ in $P, \mu(x, x)=1$. If $x<y$, the bottom-up recursion is

$$
\mu(x, y)=-\sum_{z: x \leq z<y} \mu(x, z)
$$

and the top-down recursion is

$$
\mu(x, y)=-\sum_{z: x<z \leq y} \mu(z, y) .
$$

From either recursion, it is immediate that if $y$ covers $x$, then $\mu(x, y)=-1$. Further, if $C$ is the chain $x_{0}<x_{1}<\cdots<x_{n}$, then

$$
\mu_{C}\left(x_{0}, x_{0}\right)=1, \mu_{C}\left(x_{0}, x_{1}\right)=-1, \text { and } \mu_{C}\left(x_{0}, x\right)=0 \text { if } x \neq x_{0}, x_{1}
$$

Finally, we define the elementary matrix functions. If $u \leq v$, let $\epsilon_{u v}$ be the function defined by $\epsilon_{u v}(x, y)=1$ if $u=x$ and $v=y$, and 0 otherwise. As a matrix, the function $\epsilon_{u v}$ has all entries equal to zero, except for the $u v$-entry, which equals 1 . If $f$ is a function in $\mathcal{I}(P)$, then

$$
\epsilon_{u x} * f * \epsilon_{y v}=f(x, y) \epsilon_{u v}
$$

and, in particular,

$$
\epsilon_{x x} * f * \epsilon_{y y}=f(x, y) \epsilon_{x y}
$$

When $u$ and $v$ range over all pairs such that $u \leq v$, the functions $\epsilon_{u v}$ form a basis for $\mathcal{I}(P)$ as an $\mathbb{A}$-module.

An easy computation (using the recursions) yields the Möbius function of a Cartesian product of partial orders in terms of the Möbius functions of its components.
3.1.1. The product formula. Let $P$ and $Q$ be partially ordered sets. Then

$$
\mu_{P \times Q}((x, u),(y, v))=\mu_{P}(x, y) \mu_{Q}(u, v) .
$$

Finite Boolean algebras are products of chains of length 1. Thus, for subsets $A$ and $B$ of $S$ such that $A \subseteq B$,

$$
\mu(A, B)=(-1)^{|B|-|A|}
$$

in the Boolean algebra of all subsets of $S$. If $n$ is a positive integer having prime factorization $n=p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{k}^{a_{k}}$, then its lattice of divisors under the divisibility order is isomorphic to a product of $k$ chains, the first having length $a_{1}$, the second having length $a_{2}$, and so on. Further, if $m$ divides $n$, then the interval $[m, n]$ is isomorphic to the lattice of divisors of $n / m$. Hence, $\mu(m, n)=\mu(1, n / m)=\mu(n / m)$, where $\mu(k)$ is the single-variable numbertheoretic Möbius function defined by $\mu(k)=(-1)^{r}$ if $k$ is the product of $r$ distinct primes and 0 otherwise.

There are two classic inversion formulas. One is the principle of inclusion and exclusion:

$$
\begin{aligned}
& f(A)=\sum_{B: B \subseteq A} g(B) \text { for all } A \subseteq S \Leftrightarrow \\
& g(A)=\sum_{B: B \subseteq A}(-1)^{|A|-|B|} f(B) \text { for all } A \subseteq S .
\end{aligned}
$$

The other is the number-theoretic Möbius inversion formula:

$$
f(n)=\sum_{d: d \mid n} g(d) \text { for all } n \Leftrightarrow g(n)=\sum_{d: d \mid n} f(d) \mu(n / d) \text { for all } n
$$

These formulas generalize immediately to locally finite partially ordered sets.
3.1.2. The Möbius inversion formula. Let $P$ be a locally finite partially ordered set. Let $f$ and $g$ be functions from $P$ to $\mathbb{A}$. Then
$f(x)=\sum_{y: y \leq x} g(y)$ for all $x \in P \Leftrightarrow g(x)=\sum_{y: y \leq x} f(y) \mu(y, x)$ for all $x \in P$.

Dually,
$f(x)=\sum_{y: y \geq x} g(y)$ for all $x \in P \Leftrightarrow g(x)=\sum_{y: y \geq x} \mu(x, y) f(y)$ for all $x \in P$.
There are many easy proofs. One way is to think of $f$ and $g$ as column or row vectors, and $\zeta$ and $\mu$ as matrices. Then the theorem just says $f=g * \zeta$ if and only if $f * \mu=g$, or in the dual version, $f=\zeta * g$ if and only if $\mu * f=g$.

To use the Möbius inversion formula, one needs to calculate Möbius functions. There are several theorems about the values of Möbius functions. They can be grouped into four kinds: product theorems, closure or Galois connection theorems, chain-counting theorems, and complementation theorems.

The basic product theorem is Formula 3.1.1. Let $\operatorname{Interval}(P)$ be the set of intervals (including the empty interval) in a partially ordered set $P$. This set may be ordered by set-containment; that is, $[u, v] \leq[x, y]$ if $[u, v] \subseteq[x, y]$. When $[u, v]$ and $[x, y]$ are nonempty, then $[u, v] \leq[x, y]$ if and only if $u \geq x$ and $v \leq y$.
3.1.3. Theorem. ${ }^{2}$ Let $\mu$ be the Möbius function of $\left.\operatorname{Interval(} P\right)$. If $[x, y]$ is nonempty, then

$$
\mu(\emptyset,[x, y])=-\mu_{P}(x, y)
$$

and if both $[u, v]$ and $[x, y]$ are nonempty, then

$$
\mu([u, v],[x, y])=\mu_{P}(x, u) \mu_{P}(v, y)
$$

Proof. When $[u, v]$ is nonempty, the interval $[[u, v],[x, y]]$ is isomorphic to $[x, u] \times[v, y]$. Hence, if $[u, v]$ is nonempty, the theorem follows from the product theorem. Further, by the top-down recursion and the earlier case where [ $u, v$ ] is nonempty,

$$
\begin{aligned}
\mu(\emptyset,[x, y]) & =-\sum_{[u, v]: \emptyset<[u, v] \leq[x, y]} \mu([u, v],[x, y]) \\
& =-\sum_{u, v: x \leq u \leq v \leq y} \mu_{P}(x, u) \mu_{P}(v, y) \\
& =-[\mu * \zeta * \mu](x, y)=-\mu(x, y) .
\end{aligned}
$$

Next, we discuss theorems relating the Möbius function of a partially ordered set with the Möbius function of a smaller "quotient." The most useful theorem is the following closure theorem. ${ }^{3}$

[^64]3.1.4. The closure theorem. Let $x \mapsto \bar{x}$ be a closure operator on a finite partially ordered set $P$ and $\mathrm{Cl}(P)$ the partially ordered set of closed elements. If $x$ is an element of $P$ and $y$ is a closed element, then
\[

\sum_{z: \bar{z}=y} \mu_{P}(x, z)=\left\{$$
\begin{array}{cc}
\mu_{\mathrm{Cl}(P)}(x, y) & \text { if } x \text { is closed } \\
0 & \text { otherwise }
\end{array}
$$\right.
\]

An incidence algebra proof. One way to prove this is by a formal manipulation:

$$
\begin{aligned}
\sum_{z: z \in P, \bar{z}=y} \mu_{P}(x, z) & =\sum_{z: z \in P} \mu_{P}(x, z) \delta_{\mathrm{Cl}(P)}(\bar{z}, y) \\
& =\sum_{z, t: z \in P, t \in \mathrm{Cl}(P), x \leq \bar{z} \leq t \leq y} \mu_{P}(x, z) \zeta_{\mathrm{Cl}(P)}(\bar{z}, t) \mu_{\mathrm{Cl}(P)}(t, y) \\
& =\sum_{z, t: z \in P, t \in \mathrm{Cl}(P), x \leq z \leq t \leq y} \mu_{P}(x, z) \zeta_{P}(\bar{z}, t) \mu_{\mathrm{Cl}(P)}(t, y) \\
& =\sum_{z \in P, t \in \mathrm{Cl}(P): x \leq z \leq t \leq y} \mu_{P}(x, z) \zeta_{P}(z, t) \mu_{\mathrm{Cl}(P)}(t, y) \\
& =\mu_{t \in \mathrm{Cl}(P): x \leq t \leq y}(t, y),
\end{aligned}
$$

where, in the fourth line, we made use of the fact that for a closure operator, $\bar{z} \leq t$ if and only if $z \leq t$. The final manifestation of the sum equals zero if $x$ is not closed and $\mu_{\mathrm{Cl}(P)}(x, y)$ if $x$ is closed.

A more intuitive proof uses a partition-recursion argument. This method was used by Philip Hall and Louis Weisner, ${ }^{4}$ two pioneers in the study of Möbius functions. Observe that the interval $[x, y]$ in $P$ is partitioned into the subsets $\{z: \bar{z}=u\}$, where $u$ ranges over all closed elements in $[x, y]$. Hence,

$$
\begin{aligned}
0 & =\sum_{z: z \in[x, \bar{y}] \text { in } P} \mu_{P}(x, z) \\
& =\sum_{u: u \in[x, \bar{y}] \text { in } \mathrm{Cl}(P)}\left[\sum_{z \in P: \bar{z}=u} \mu_{P}(x, z)\right] .
\end{aligned}
$$

There are two cases of the theorem. Consider first the case when $x$ is closed. We induct on the length of the longest chain from $x$ to $y$ in $\mathrm{Cl}(P)$. If the length is zero, then $x=y, \bar{z}=x$ if and only if $z=x$, and $\mu_{\mathrm{Cl}(P)}(x, x)=1=\mu_{P}(x, z)$. By induction, we may assume that the theorem holds for all elements $u$ in

[^65]$\mathrm{Cl}(P)$ such that $x \leq u<y$; that is, for all such elements $u$,
$$
\sum_{z: z \in[x, y] \text { in } P, \bar{z}=u} \mu_{P}(x, z)=\mu_{\mathrm{Cl}(P)}(x, u) .
$$

Thus,

$$
0=\sum_{z: z \in P, \bar{z}=y} \mu_{P}(x, z)+\sum_{u: u \in \mathrm{Cl}(P), x \leq u<y} \mu_{\mathrm{Cl}(P)}(x, u) .
$$

Hence, the sum

$$
\sum_{z: z \in P, \bar{z}=y} \mu_{P}(x, z)
$$

satisfies the bottom-up recursion for $\mu_{\mathrm{Cl}(P)}(x, y)$ and the two quantities are equal.

A similar argument works when $x<\bar{x}$. In this case, since every element $z$ in $[x, \bar{x}]$ has closure $\bar{x}$, the base case is

$$
\sum_{z \in P: x \leq z \leq \bar{x}} \mu_{P}(x, z)=\sum_{z \in P: z \in[x, \bar{x}]} \mu_{P}(x, z)=0 .
$$

Induction now yields $\sum_{z \in P: \bar{z}=y} \mu_{P}(x, z)=0$. This completes the second proof of Theorem 3.1.4.

If $a$ is a fixed element in a lattice $L$, then $x \mapsto x \vee a$ is a closure operator on $L$. Thus, we obtain the following very useful special case. ${ }^{5}$
3.1.5. Weisner's theorem. Let $L$ be a finite lattice and $a$ be a fixed element in $L$. Then

$$
\mu(\hat{0}, \hat{1})=-\sum_{x: x \vee a=\hat{1}, x \neq \hat{1}} \mu(\hat{0}, x)
$$

Dually,

$$
\mu(\hat{0}, \hat{1})=-\sum_{x: x \wedge a=\hat{0}, x \neq \hat{0}} \mu(x, \hat{1}) .
$$

Another special case of Theorem 3.1.4 is the case of a closure operator on a set.
3.1.6. The set-closure theorem. Let $A \mapsto \bar{A}$ be a closure operator on the finite set $S$ such that the empty set is closed and $L$ be the lattice of closed sets.

[^66]If $U$ is a closed set, then

$$
\mu_{L}(\emptyset, U)=\sum_{A: \bar{A}=U}(-1)^{|A|}
$$

The next theorem was first proved by Philip Hall. ${ }^{6}$ This theorem is essentially the second part of the closure theorem.
3.1.7. Theorem. Let $L$ be a finite lattice. Then $\mu(\hat{0}, \hat{1})=0$ unless the meet of all the coatoms is $\hat{0}$ and the join of all the atoms is $\hat{1}$.

Proof. If $L$ is a lattice, then

$$
x \mapsto \bigwedge\{c: c \text { is a coatom and } c \geq x\}
$$

is a coclosure operator and the dual

$$
x \mapsto \bigvee\{a: a \text { is an atom and } x \geq a\}
$$

is a closure operator.
3.1.8. The Galois coconnection theorem. Let $\varphi: P \rightarrow Q$ and $\psi: Q \rightarrow P$ be a Galois coconnection, $x \mapsto \bar{x}$ the closure operators induced on $P$ and $Q$, and $C(\varphi, \psi)$ the partially ordered set of closed elements. Let $x \in P$ and $y \in Q$. If both $x$ and $y$ are closed, then

$$
\sum_{a: \varphi(a)=y} \mu_{P}(a, x)=\mu_{C(\varphi, \psi)}(y, x)=\sum_{s: \psi(s)=x} \mu_{Q}(y, s) .
$$

If at least one of $x$ and $y$ is not closed, then

$$
\sum_{a: \varphi(a)=y} \mu_{P}(a, x)=0=\sum_{s: \psi(s)=x} \mu_{Q}(y, s) .
$$

Let $L$ be a lattice. A subset $A \subset L$ is a lower crosscut satisfying two conditions:
LCC1. $\hat{0} \notin A$.
LCC2. If $x \in L$ and $x \neq \hat{0}$, then there exists an element $a$ in $A$ such that $x \geq a$.

An upper crosscut is a lower crosscut in the dual order.
${ }^{6}$ Hall (1936).

For a nonempty subset $A$ in a finite lattice $L$, define the functions

$$
\begin{aligned}
& \varphi: L \rightarrow 2^{A}, x \mapsto\{a \in A: a \leq x\}, \\
& \psi: 2^{A} \rightarrow L, E \mapsto \bigvee E,
\end{aligned}
$$

where $\bigvee E$ is defined to be the join of all the elements in $E$ and, for use later on, $\bigwedge E$ is the meet of all the elements in $E$. The pair $\varphi, \psi$ of functions defines a Galois coconnection between $L$ and the Boolean algebra $2^{A}$ of all subsets of $A$. Since $A$ is a lower crosscut, $\varphi(x)=\emptyset$ if and only if $x=\hat{0}$. In addition, $\psi(\varphi(\hat{0}))=\psi(\emptyset)=\hat{0}$, and so $\hat{0}$ is closed. Applying Theorem 3.1.4 to this Galois coconnection with $y=\emptyset, x=\hat{1}$, we obtain the following result.
3.1.9. A crosscut theorem. Let $A$ be a lower crosscut in a finite lattice $L$. Then

$$
\mu(\hat{0}, \hat{1})=\sum_{E: E \subseteq A, \bigvee E=\hat{1}}(-1)^{|E|} \text {, }
$$

where the sum ranges over all subsets $E \subseteq A$ such that $\bigvee A=\hat{1}$. Dually, if $B$ is an upper crosscut, then

$$
\mu(\hat{0}, \hat{1})=\sum_{E: E \subseteq B, \wedge E=\hat{0}}(-1)^{|E|} .
$$

In a lattice $L$, the set of all atoms (that is, elements covering $\hat{0}$ ) is a lower crosscut. Thus, the formula for $\mu(\hat{0}, \hat{1})$ given in Theorem 3.1.9 depends only on the joins of atoms. Explicitly, $\mu(\hat{0}, \hat{1})=0$ if $\hat{1}$ is not a join of atoms. If $\hat{1}$ is a join of atoms, then $\mu(\hat{0}, \hat{1})=\mu_{L^{*}}(\hat{0}, \hat{1})$, where $L^{*}$ is the join-sublattice of $L$ consisting of all joins of atoms. Joins in $L^{*}$ agree with joins in $L$. The meet in $L^{*}$ is given by

$$
a \wedge b=\bigvee_{c \in L^{*}: c \leq a \text { and } c \leq b} c
$$

For a distributive lattice $L$, the join-sublattice generated by the atoms is a Boolean algebra. Hence, if $\hat{1}$ is not a join of atoms, $\mu(\hat{0}, \hat{1})=0$, and if $\hat{1}$ is a join of atoms, then $\mu(\hat{0}, \hat{1})=(-1)^{m}$, where $m$ is the number of atoms in $L$.

A set $C$ is a crosscut if it satisfies the following three conditions:
CC1. $\hat{0} \notin C$ and $\hat{1} \notin C$.
$\mathrm{CC} 2 . C$ is an antichain.
CC3. Every maximal chain from $\hat{0}$ to $\hat{1}$ intersects $C$ at (exactly) one element.

Note that a crosscut need not be an upper or lower crosscut.

If $C$ is a nonempty subset, then the pair

$$
\begin{aligned}
& \varphi: \operatorname{Interval}(L) \rightarrow 2^{C}, \quad[x, y] \mapsto[x, y] \cap C, \\
& \psi: 2^{C} \rightarrow \operatorname{Interval}(L), E \mapsto\left\{\begin{array}{cl}
{[\bigwedge E, \bigvee E]} & \text { if } E \neq \emptyset \\
\emptyset & \text { if } E=\emptyset
\end{array}\right.
\end{aligned}
$$

of functions defines a Galois coconnection between the Boolean algebra $2^{C}$ and the lattice of intervals of $L$. If $A$ is a crosscut, then $\psi(\varphi(\emptyset))=\psi(\emptyset)=\emptyset$, and hence the empty interval is closed.
3.1.10. Another crosscut theorem. Let $C$ be a crosscut in the finite lattice $L$. Then

$$
\mu_{L}(\hat{0}, \hat{1})=\sum_{E: E \subseteq A, \bigvee E=\hat{1}, \wedge E=\hat{0}}(-1)^{|E|}
$$

Proof. We apply Theorem 3.1.8 to the Galois coconnection $\varphi, \psi$ : Interval $(L) \leftrightarrow 2^{C}$ with $y=\emptyset$ and $x=[\hat{0}, \hat{1}]$, obtaining

$$
\begin{equation*}
\sum_{I: \varphi(I)=\emptyset} \mu_{\operatorname{Interval}(L)}(I,[\hat{0}, \hat{1}])=\sum_{E: \psi(E)=[\hat{0}, \hat{1}]}(-1)^{|E|} \tag{CC}
\end{equation*}
$$

The left-hand sum can be simplified using Theorem 3.1.3. There are two cases. When $I$ is the empty interval, we use

$$
\mu_{\text {Interval }(L)}(\emptyset,[\hat{0}, \hat{1}])=-\mu_{L}(\hat{0}, \hat{1}) ;
$$

when $I$ equals the nonempty interval $[u, v]$, we use

$$
\mu_{\text {Interval }(L)}([u, v],[\hat{0}, \hat{1}])=\mu_{L}(\hat{0}, u) \mu_{L}(v, \hat{1})
$$

Substituting this into the left-hand sum, we obtain

$$
-\mu_{L}(\hat{0}, \hat{1})+\sum_{u, v: u \leq v,[u, v] \cap C=\emptyset} \mu_{L}(\hat{0}, u) \mu_{L}(v, \hat{1})
$$

This can be rewritten as

$$
-\mu_{L}(\hat{0}, \hat{1})+\sum_{u, v:[u, v] \cap C=\emptyset} \mu_{L}(\hat{0}, u) \zeta_{L}(u, v) \mu_{L}(v, \hat{1}) .
$$

When $[u, v] \cap C=\emptyset$, then either $u \leq v<C$ (that is, $u \leq v<a$ for all $a \in C$ ) or $C<u \leq v$ (that is, $a<u \leq v$ for all $a \in C$ ). Hence, the sum can be broken up into two nonempty sums: one containing the interval $[\hat{0}, \hat{0}]$ and the other
containing [ $\hat{1}, \hat{1}]$. Each sum can be can be simplified as follows:

$$
\begin{aligned}
\sum_{u, v: u \leq v<C} \mu_{L}(\hat{0}, u) \zeta_{L}(u, v) \mu_{L}(v, \hat{1}) & =\sum_{v: v<C}\left(\sum_{u: u \leq v} \mu_{L}(\hat{0}, u) \zeta_{L}(u, v)\right) \mu_{L}(v, \hat{1}) \\
& =\sum_{v: v<C} \delta_{L}(\hat{0}, v) \mu_{L}(v, \hat{1}) \\
& =\mu_{L}(\hat{0}, \hat{1})
\end{aligned}
$$

and dually,

$$
\sum_{u, v: C<u \leq v} \mu_{L}(\hat{0}, u) \zeta_{L}(u, v) \mu_{L}(v, \hat{1})=\mu_{L}(\hat{0}, \hat{1})
$$

Hence, the left-hand sum in Equation (CC) equals $\mu_{L}(\hat{0}, \hat{1})$.
3.1.11. Philip Hall's theorem on chains. ${ }^{7}$ Let $x<y$ in a partially ordered set $P$. Then

$$
\mu(x, y)=-c_{1}+c_{2}-c_{3}+c_{4}-\cdots,
$$

where $c_{i}$ is the number of length- $i$ chains $x<x_{1}<x_{2}<\cdots<x_{i-1}<y$ stretched from $x$ to $y$.

Proof. We give two proofs; the first is a simple formal manipulation. Let $\eta=\zeta-\delta$. Then

$$
\begin{aligned}
\mu & =(\delta+\eta)^{-1} \\
& =\delta-\eta+\eta * \eta-\eta * \eta * \eta+\cdots
\end{aligned}
$$

Since $x<y$, Hall's formula follows.
Hall's original proof uses a partition-recursion argument. It begins by observing that

$$
\sum_{C}(-1)^{\operatorname{length}(C)}=0,
$$

where $C$ ranges over all chains stretched from $x$ to an element $z$ in the interval $[x, y]$. This follows since we can pair the chain $x<x_{1}<\cdots<x_{n-1}<y$ with the chain $x<x_{1}<\cdots<x_{n-1}$. To finish the proof, we use induction, starting from the fact that $\mu(x, x)$ equals 1 , the number of length- 0 chains starting from $x$.
${ }^{7}$ Hall (1936).

Expressions of Möbius functions as alternating sums of the number of chains suggest there is a homological interpretation. The chain complex Chain $(P)$ of the partially ordered set $P$ is the simplicial complex with the chains of $P$ as simplices. Then Theorem 3.1.11 says that the Euler characteristic $\chi$ (Chain(P)) equals $\mu_{P^{+}}(\overline{0}, \overline{1})+1$, where $P^{+}$is obtained from $P$ by adding a new minimum $\overline{0}$ and a new maximum $\overline{1}$. There is also a homological interpretation of crosscuts and Theorem 3.1.10. ${ }^{8}$

The introduction of methods from algebraic topology into the theory of Möbius functions and, more generally, into the theory of partially ordered sets is an important legacy of Foundations $I$. We refer the reader to the survey Björner (1995).

The next result is a variation on the closure theorem. It also leads to the complementation theorem. Let $f: P \rightarrow Q$ be an order-preserving function. Let $\left[a, b\right.$ ] be an interval in $P$ such that $f(a)<f(b)$. Define $[a, b]_{f}$ to be the partially ordered set obtained by identifying all the elements $z$ in the interval $[a, b]$ in $P$ such that $f(z)=f(b)$; that is, $[a, b]_{f}$ is the set

$$
\{x \in[a, b]: f(x)<f(b)\} \cup\{b\}
$$

in $P$, with the order induced from $[a, b]$.
3.1.12. Theorem. ${ }^{9}$ Let $a<b, f(a)<f(b)$, and $\mu_{f}(a, b)$ be the value of Möbius function from $a$ to $b$ in $[a, b]_{f}$. Then the following three equations, equivalent to each other, hold:
$\mu_{P}(a, b)=\sum_{z: z \in[a, b], f(z)=f(b)} \mu_{f}(a, z) \mu_{P}(z, b)$,
$\mu_{f}(a, b)=\sum_{y: y \leq z, f(y)=f(z)} \mu_{P}(a, b)$,
$\mu_{P}(a, b)=\sum_{y, z: y, z \in[a, b], f(y)=f(z)=f(b)} \mu_{P}(a, y) \zeta_{P}(y, z) \mu_{P}(z, b)$.
Proof. We begin by showing that Equations (Mf1) and (Mf2) are equivalent. To do this, regard $\mu_{f}(a, y)$ and $\mu_{P}(a, y)$ as functions of $y$ defined on $P$ and use the Möbius inversion formula 3.1.2,

Next, we prove (Mf1) using a chain-counting argument. If $R$ is a partially ordered set with a minimum $\hat{0}$ and a maximum $\hat{1}$, we define the chain polynomial $C(R ; \lambda)$ (in the variable $\lambda$ ) by

$$
C(R ; \lambda)=\sum_{i: i \geq 0} c_{i}(R) \lambda^{i}
$$

[^67]where $c_{i}(R)$ is the number of chains of length $i$ stretched from $\hat{0}$ to $\hat{1}$ in $R$. By Theorem 3.1.11, $C(R ;-1)=\mu_{R}(\hat{0}, \hat{1})$.

Consider an interval $[a, b]$ in $P$ such that $f(a)<f(b)$. Each chain stretched from $a$ to $b$ in $[a, b]$ can be divided into two nonempty segments, $a<z_{1}<$ $\cdots<z_{i-1}<z_{i}$ and $z_{i}<z_{i+1}<\cdots<b$, where $f\left(z_{i-1}\right) \neq f(b)$ and $f\left(z_{i}\right)=$ $f\left(z_{i+1}\right)=\cdots=f(b)$. Thus,

$$
C([a, b] ; \lambda)=\sum_{z: z \in[a, b], f(z)=f(b)} C\left([a, z]_{f} ; \lambda\right) C([z, b] ; \lambda) .
$$

Setting $\lambda=-1$, we obtain Equation (Mf1) and also (Mf2). Equation (Mf2) can also be proved directly using a partition-recursion argument similar to that in the proof of Theorem 3.1.4.

To finish the proof, we use (Mf2), with $b=z$, to substitute $\mu_{f}(a, z)$ into (Mf1), obtaining

$$
\mu_{P}(a, b)=\sum_{z: z \in[a, b], f(z)=f(b)}\left(\sum_{y: y \leq z, f(y)=f(z)} \mu_{P}(a, y)\right) \mu_{P}(z, b) .
$$

Thus, (Mf3) is equivalent to (Mf1) and (Mf2), and it holds as well.

Recall that in a lattice, $c$ is a complement of $a$ if $c \wedge a=\hat{0}$ and $c \vee a=\hat{1}$.
3.1.13. Crapo's complementation theorem. Let $L$ be a finite lattice, $a$ be any element in $L$, and $a^{\perp}$ be the set of complements of $a$ in $L$. Then

$$
\mu(\hat{0}, \hat{1})=\sum_{c, d: c, d \in a^{\perp}} \mu(\hat{0}, c) \zeta(c, d) \mu(d, \hat{1}),
$$

where the sum is over all ordered pairs $(c, d)$ in $a^{\perp} \times a^{\perp}$ (so that $c=d$ is allowed). Put another way,

$$
\mu(\hat{0}, \hat{1})=\sum_{c, d: c, d \in a^{\perp} \text { and } c \leq d} \mu(\hat{0}, c) \mu(d, \hat{1}),
$$

Proof. The theorem holds trivially if $a=\hat{0}$. Thus we can assume that $a>\hat{0}$. We apply Theorem 3.1.12 to the order-preserving function $f: L \rightarrow[a, \hat{1}], x \mapsto$ $x \vee a$, obtaining

$$
\begin{equation*}
\mu(\hat{0}, \hat{1})=\sum_{z: z \vee a=\hat{1}} \mu_{f}(\hat{0}, z) \mu(z, \hat{1}) . \tag{M}
\end{equation*}
$$

To finish the proof, we will show that $\mu_{f}(\hat{0}, z)=0$ unless $z \wedge a=\hat{0}$. Suppose $a \vee z=\hat{1}$. The infimum of two elements in the partial order $[\hat{0}, z]_{f}$ is the same as their infimum in the lattice $[\hat{0}, z]$. Thus, $[\hat{0}, z]_{f}$ is a lattice. Let $m$ be a coatom in $[\hat{0}, z]_{f}$. Then, as $m \neq z, m \vee a<\hat{1}$. Further,

$$
[m \vee(z \wedge a)] \vee a=m \vee[(z \wedge a) \vee a]=m \vee a<\hat{1} .
$$

Hence, $m \vee(z \wedge a)$ is in $[\hat{0}, z]_{f}$ and does not equal $z$. Since $m$ is a coatom, it follows that $m \vee(z \wedge a)=m$; that is to say, $m \geq z \wedge a$. We conclude that $z \wedge a$ is a lower bound for all coatoms in $[\hat{0}, z]_{f}$. By Theorem 3.1.7, $\mu_{f}(\hat{0}, z)=0$ unless the meet of all the coatoms is $\hat{0}$, or $z \wedge a=\hat{0}$. We can now restrict the sum in Equation (M) to those $z$ such that $z \wedge a=\hat{0}$ (as well as $z \vee a$ $=\hat{1}$ ).

Another argument showing that $\mu_{f}(\hat{0}, z)=0$ unless $z \wedge a=\hat{0}$ can be found in the solution to Exercise 3.1.13.
3.1.14. Corollary. Let $L$ be a finite lattice. Suppose there exists an element $a$ in $L$ which does not have a complement. Then $\mu_{L}(\hat{0}, \hat{1})=0$.

## Exercises

Incidence algebras as algebras.
Much work has been done on the algebraic aspects of incidence algebras. A comprehensive account can be found in Spiegel and O'Donnell (1997). We give six examples of such results. To avoid technicalities, we consider incidence algebras over a field $\mathbb{A}$.

### 3.1.1. The functor $\mathcal{I} .{ }^{10}$

A function $\sigma: P \rightarrow Q$ between partially ordered sets $P$ and $Q$ is proper if

PM1. $\sigma$ is injective.
PM2. $\sigma\left(x_{1}\right) \leq \sigma\left(x_{2}\right)$ implies that $x_{1} \leq x_{2}$.
PM3. If $y_{1} \leq y_{2}$ in $Q$ and both $y_{1}$ and $y_{2}$ are in the image of $\sigma$, then every element $y$ in the interval $\left[y_{1}, y_{2}\right]$ is also in image of $f$.

[^68]If $\sigma: P \rightarrow Q$ is proper, we define a function from $\mathcal{I}(Q) \rightarrow \mathcal{I}(P)$ as follows: if $g$ is a function in $\mathcal{I}(Q)$, then

$$
\begin{equation*}
\mathcal{I}(\sigma)(g)\left(x_{1}, x_{2}\right)=g\left(\sigma\left(x_{1}\right), \sigma\left(x_{2}\right)\right) \tag{C}
\end{equation*}
$$

Show that $\mathcal{I}(\sigma)$ is an $\mathbb{A}$-algebra homomorphism if and only if $\sigma$ is a proper map. (We assume that $\mathbb{A}$-algebra homomorphisms preserve identities.) Conclude that the construction $\mathcal{I}$ is a contravariant functor from the category of partially ordered sets and proper maps to the category of $\mathbb{A}$-algebras and $\mathbb{A}$-algebra homomorphisms.

### 3.1.2. Ideals in incidence algebras.

(a) If $J$ is a (two-sided) ideal in $\mathcal{I}(P)$, let

$$
\operatorname{support}(J)=\left\{\epsilon_{x y}: \epsilon_{x y} \in J\right\} .
$$

Show that $J$ consists of all functions $f$ in $\mathcal{I}(P)$ such that $f(x, y)=0$ whenever $\epsilon_{x y} \notin \operatorname{support}(J)$.
(b) Let $\operatorname{zero}(J)$ be the set of intervals $[x, y]$ such that $f(x, y)=0$ for all functions $f$ in $J$. Show that if $[x, y] \in \operatorname{zero}(J)$ and $[u, v] \leq[x, y]$, then $[u, v] \in \operatorname{zero}(J)$.
(c) Show that there is an order-reversing bijection between the lattice of ideals in $\mathcal{I}(P)$ and the lattice of (order) ideals in Interval $(P)$. Conclude that the lattice of ideals in $\mathcal{I}(J)$ is distributive. In addition, conclude that the maximal ideals in $\mathcal{I}(P)$ are ideals of the form

$$
\{f: f(a, a)=0\}
$$

where $a$ is a fixed element of $P$.

### 3.1.3. Characterization of incidence algebras. ${ }^{11}$

(a) Let $\mathbb{A}$ be a field and $\mathcal{I}$ be a subalgebra of the algebra of $n \times n$ matrices over $\mathbb{A}$. Then there is a partially ordered set $P$ such that $\mathcal{I}$ is $\mathbb{A}$-algebra isomorphic to the incidence algebra $\mathcal{I}(P)$ if and only if the following two conditions hold:

IA1. I contains $n$ pairwise orthogonal idempotents.
IA2. The quotient algebra $\mathcal{I} / J(\mathcal{I})$ is commutative, where $J(\mathcal{I})$ is the Jacobson radical of $\mathcal{I}$.
(b) Let $\mathbb{A}$ be a field and $P$ and $Q$ be partially ordered sets. Then $\mathcal{I}(P)$ and $\mathcal{I}(Q)$ are isomorphic $\mathbb{A}$-algebras if and only if $P$ and $Q$ are isomorphic partial orders.

[^69]3.1.4. The Amitsur-Levitski theorem for incidence algebras. ${ }^{12}$

The standard identity $I_{N}$ in the $N$ variables $x_{1}, x_{2}, \ldots, x_{N}$ is

$$
\sum_{\sigma} \operatorname{sign}(\sigma) x_{\sigma(1)} x_{\sigma(2)} \cdots x_{\sigma(N)}=0
$$

where the sum ranges over all permutations $\sigma$ of $\{1,2, \ldots, N\}$ and $\operatorname{sign}(\sigma)$ is the parity of $\sigma$. For example, the standard identity $I_{2}$ is $x_{1} x_{2}-x_{2} x_{1}=0$. The Amitsur-Levitski theorem says that the algebra of $n \times n$ matrices over a commutative ring satisfies the standard identity $I_{2 n}$ in $2 n$ variables and does not satisfy the standard identity $I_{k}$ in any smaller number $k$ of variables. ${ }^{13}$

Let $P$ be a locally finite partially ordered set. Show that if $P$ contains a chain of length $n-1$, then the incidence algebra $\mathcal{I}(P)$ does not satisfy the standard identity $I_{n}$. Show that if $m$ is the maximum length of a chain in $P$, then $\mathcal{I}(P)$ satisfies $I_{2 m+2}$.

### 3.1.5. Cartesian and tensor products.

Show that $\mathcal{I}(P \times Q)=\mathcal{I}(P) \otimes \mathcal{I}(Q)$. In particular, the matrix of $\zeta_{P \times Q}$ is the tensor or Kronecker product of the matrices $\zeta_{P}$ and $\zeta_{Q}$. Using this, give another proof of Theorem 3.1.2.

### 3.1.6. The standard topology.

The standard topology on an incidence algebra of a locally finite partially ordered set is the topology defined by a sequence $f_{1}, f_{2}, f_{3}, \ldots$ converges to a function $f$ if for every ordered pair $(x, y), x \leq y$ in $P$, there is an index $N$ (which may depend on $(x, y)$ ) such that $f_{n}(x, y)=f(x, y)$ for all $n \geq N$. Extend the results in Exercises 3.1.1-3.1.3 to locally finite partially ordered sets.

### 3.1.7. The interval semigroup of a partially ordered set. ${ }^{14}$

Define a binary operation on the set $\operatorname{Interval}(P)$ of intervals of a partially ordered set $P$ by

$$
[a, b][c, d]= \begin{cases}{[a, d]} & \text { if } b=c \\ 0 & \text { otherwise }\end{cases}
$$

This binary operation makes $\operatorname{Interval}(P)$ into a semigroup. Show that the semigroup algebra (over a commutative ring $\mathbb{A}$ ) is isomorphic to the incidence algebra $\mathcal{I}(P)$ over $\mathbb{A}$.

[^70]
### 3.1.8. Zeta polynomials ${ }^{15}$

Let $P$ be a finite partially ordered set. A multichain is a multiset $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of elements in $P$ that can be arranged so that $x_{1} \leq x_{2} \leq \cdots \leq$ $x_{n}$. The zeta polynomial $Z(P ; n)$ is the number of multichains of size $n$ in $P$.
(a) Show that

$$
\begin{equation*}
Z(P ; n)=\sum_{i=2}^{d} b_{i}\binom{n-2}{i-2} \tag{Z}
\end{equation*}
$$

where $b_{i}$ is the number of multichains of length $i-2$ in $P$ and $d$ is the length of the longest chain in $P$. Using this result, we can think of $Z$ as a polynomial in the variable $n$.
(b) Show that if $P$ has a minimum $\hat{0}$ and a maximum $\hat{1}$, then

$$
Z(P ; n)=\zeta^{n}(\hat{0}, \hat{1})
$$

where $\zeta^{n}$ is the $n$-fold convolution of the zeta function in the incidence algebra. If $n$ is negative and $n=-m$, then $\zeta^{n}$ is interpreted to be $\mu^{m}$.
(c) Show that the order polynomial (discussed in Exercise 1.2.4) $\Omega(P, n)$ equals the zeta polynomial $\zeta(I(P), n)$ of the lattice of order ideals of $P$.
(d) Show that $Z(\operatorname{Interval}(P) ; n)=Z(P ; 2 n-1)$.
(e) Let $\varphi: P \rightarrow Q$ and $\psi: Q \rightarrow P$ be a Galois coconnection and suppose that $Q$ has a minimum. Let $y$ be an element in $P$. Then

$$
\sum_{a: a \leq y} Z([\hat{0}, \varphi(a)] ; n+1) \mu_{P}(a, y)=\sum_{x: \psi(x)=y} Z([\hat{0}, x] ; n) .
$$

In particular, set $n=-1$ to obtain the Galois coconnection theorem (3.1.8).
Let $E$ be a subset of a partially ordered set $P$. An element $x$ in $P$ is ordered relative to $E$ if $x \geq s$ for all $s \in E$ or $x \leq s$ for all $s \in E$; the element $x$ is strictly ordered relative to $E$ if $x$ is ordered relative to $E$ but not ordered relative to any larger set $D$ containing $E$. Let $P_{E}$ be the subset of elements in $P$ ordered relative to $E$, with the partial order induced by $P$. If both the infimum $\wedge E$ and the supremum $\bigvee E$ of $E$ exist, then $P_{E}$ is the union of the principal filter $F(\bigvee E)$ and the principal ideal $I(\bigwedge E)$.
(f) A subset $A$ of a partially ordered set $P$ is a cutset if it intersects every maximal chain in $P$. Show that if $A$ is a cutset of $P$, then

$$
Z(P ; n)=-\sum_{E: E \subseteq A, E \neq \emptyset}(-1)^{|E|} Z\left(P_{E} ; n\right)
$$

[^71](g) From (f), derive the following crosscut theorem: let $L$ be a finite lattice and $A$ be a cutset such that $A \neq\{\hat{0}\}$ and $A \neq\{\hat{1}\}$. Then
$$
\mu_{L}(\hat{0}, \hat{1})=\sum_{S: S \subseteq A, \bigvee S=\hat{1}, \wedge S=\hat{0}}(-1)^{|S|}
$$

### 3.1.9. A formula for permanents. ${ }^{16}$

(a) Prove Ryser's formula: Let $X=\left[x_{i j}\right]_{1 \leq i, j \leq n}$. Then

$$
\operatorname{per} X=\sum_{E: E \subseteq\{1,2, \ldots, n\}}(-1)^{n-|E|} \prod_{i=1}^{n} \sum_{j: j \in E} x_{i j} .
$$

For example, when $n=2$, Ryser's formula is

$$
x_{11} x_{22}+x_{12} x_{21}=\left(x_{11}+x_{12}\right)\left(x_{21}+x_{22}\right)-x_{11} x_{21}-x_{12} x_{22} .
$$

(b) Use Ryser's formula to give a reasonable way to calculate the permanent.
(c) Let $X=\left[x_{i j}\right]_{1 \leq i \leq m, 1 \leq j \leq n}$, where $n \geq m$. Extend the definition of the permanent by

$$
\operatorname{per} X=\sum_{A: A \subseteq\{1,2, \ldots, m\},|A|=n} \operatorname{per}\left[x_{i j}\right]_{1 \leq i \leq m, j \in A} .
$$

Show that

$$
\operatorname{per} X=\frac{1}{(n-m)!} \sum_{E: E \subseteq\{1,2, \ldots, m\}}(-1)^{m-|E|}|E|^{n-m} \prod_{i=1}^{n} \sum_{j: j \in E} x_{i j}
$$

(d) (Research problem) Find analogs of Ryser's formula for higherdimensional permanents, as defined in Exercise 2.8.5.

### 3.1.10. The Eulerian function of a closure operator. ${ }^{17}$

Let $A \rightarrow \bar{A}$ be a closure operator on a finite set $S$. A subset $A$ of $S$ spans if $\bar{A}=S$; an $s$-tuple $\left(a_{1}, a_{2}, \ldots, a_{s}\right)$ of elements $a_{i}$ in $S$ spans if the underlying set $\left\{a_{1}, a_{2}, \ldots, a_{s}\right\}$ spans $S$. The Eulerian function $\phi(S ; s)$ of the closure is the Dirichlet polynomial defined by

$$
\phi(S ; s)=\sum_{X: X \in L} \mu(X, S)|X|^{s},
$$

where $L$ is the lattice of closed subsets of $S$.
(a) Show that when $s$ is a nonnegative integer, $\phi(S ; s)$ equals the number of spanning $s$-tuples.

Eulerian functions were first studied by P. Hall in his 1936 paper. Let $G$ be a group. The function sending a subset $A \subseteq G$ to the subgroup generated by

[^72]$A$ is a closure operator on $G$. The lattice of closed sets is $L(G)$, the lattice of subgroups of $G$.
(b) An automorphism of the closure operator $A \mapsto \bar{A}$ on $S$ is a permutation $\alpha$ on $S$ such that for all $A \subseteq S, \alpha(\bar{A})=\overline{\alpha(A)}$. Show that if $\mathcal{A}$ is the automorphism group of the closure operator, then the order $|\mathcal{A}|$ divides $\phi(G ; n)$ for every nonnegative integer $n$. In particular, if $G$ is a group with automorphism group $\operatorname{Aut}(G)$, then $|\operatorname{Aut}(G)| \operatorname{divides} \phi(G ; n)$.
(c) The Frattini subgroup $\Phi(G)$ of the group $G$ is the intersection of all the maximal subgroups of $G$. Show that
\[

$$
\begin{aligned}
\phi(G ; s) & =\sum_{H: \Phi(G) \leq H \leq G} \mu(H, G)|H|^{s} \\
& =|\Phi(G)|^{s} \phi(G / \Phi(G) ; s) .
\end{aligned}
$$
\]

(d) Show that if $|H|$ and $|K|$ are relatively prime and $H \times K$ is the direct product, then

$$
\phi(H \times K ; s)=\phi(H ; s) \phi(K ; s) .
$$

(e) Prove Gaschütz's factorization theorem. If $N$ is a normal subgroup of $G$, then

$$
\phi(G ; s)=\phi(G / N ; s) \phi(G \downarrow N ; s),
$$

where

$$
\phi(G \downarrow N ; s)=\sum_{H: H \leq G \text { and } N H=G} \mu(H, G)|N \cap H|^{s} .
$$

(f) Let $p$ be a prime. A finite group $G$ is a $p$-group if $|G|=p^{m}$ for some nonnegative integer $m$. Show that

$$
\phi(G ; s)=p^{m-r} \prod_{i=0}^{r-1}\left(p^{s}-p^{i}\right)
$$

for some positive integer $r, r \leq m$.
(g) Show that if $Z_{n}$ is the cyclic group of order $n$, then

$$
\phi\left(Z_{n} ; s\right)=\sum_{i: i \mid n} \mu(n / i) i^{s}
$$

where $\mu$ is the number-theoretic Möbius function.
(h) Calculate the Eulerian functions of dihedral groups.
(i) Calculate the Eulerian function of the projective special linear groups $\operatorname{PSL}(2, p)$ when $p$ is a prime.
(j) Prove that if $G$ is a finite simple group, then $\phi(G ; 2) \neq 0$.

### 3.1.11. The Lindström-Wilf determinantal formula. ${ }^{18}$

A meet-semilattice is a partially ordered set in which the infimum $x \wedge y$ of any two elements exists. (The existence of a maximum is not assumed.) Let $P$ be a finite meet-semilattice, $\mathbb{A}$ be a commutative ring with identity, and $F: P \times P \rightarrow \mathbb{A}$ be a function, not necessarily in the incidence algebra $\mathcal{I}(P)$.
(a) Show that

$$
\operatorname{det}[F(x \wedge y, y)]_{x, y \in P}=\prod_{x: x \in P}\left(\sum_{z: z \leq x} F(z, x) \mu(z, x)\right)
$$

We note the dual form. Let $P$ be a join-semilattice, that is, a finite partially ordered set in which the supremum $x \vee y$ of any two elements exists. Then

$$
\operatorname{det}[F(y, x \vee y)]_{x, y \in P}=\prod_{x: x \in P}\left(\sum_{z: z \geq x} \mu(x, z) F(x, z)\right)
$$

(b) Show that

$$
\operatorname{det}[\operatorname{sign} \mu(x \wedge y, y)]_{x, y \in P}=\prod_{y: y \in P}\left(\sum_{x: x \in P}|\mu(x, y)|\right)
$$

(c) Show that

$$
\operatorname{det}[\operatorname{gcd}(i, j)]_{1 \leq i, j \leq n}=\prod_{i=1}^{n} \phi(i)
$$

where $\phi$ is the Euler totient function.
(d) Let $P$ be a finite meet-semilattice such that $\mu(\hat{0}, x) \neq 0$ for all $x$ in $P$. Show that there exists a permutation $\phi: P \rightarrow P$ such that $x \wedge \phi(x)=\hat{0}$ for all $x \in P$.
(e) Let $b$ be a positive integer greater than 1 . If $i$ is a nonnegative integer, let $e_{0}(i)+e_{1}(i) b+e_{2}(i) b^{2}+\cdots$ be the $b$-ary expansion of $i, \alpha(i)=\sum_{s: s \geq 0} e_{s}(i)$, and $\eta(i)$ be the number of $b$-ary digits $e_{s}(i)$ that are nonzero. If $i$ and $j$ are positive integers, define $i \wedge j$ to be the (nonnegative) integer

$$
\min \left\{e_{0}(i), e_{0}(j)\right\}+\min \left\{e_{1}(i), e_{1}(j)\right\} b+\min \left\{e_{2}(i), e_{2}(j)\right\} b^{2}+\cdots .
$$

Note that when $b=2, \min \left\{e_{s}(i), e_{s}(j)\right\}=e_{s}(i) e_{s}(j)$. Show that

$$
\operatorname{det}\left[(-1)^{\alpha(i \wedge j)}\right]_{0 \leq i, j \leq n}=2^{\eta(0)+\eta(1)+\cdots+\eta(n)}
$$

${ }^{18}$ Lindström (1969) and Wilf (1968).

### 3.1.12. The Redheffer matrix. ${ }^{19}$

Let $P$ be a finite partially ordered set with a minimum $\hat{0}$. The (generalized) Redheffer matrix $R(P)$ the matrix with rows and columns indexed by $P$ (linearly ordered by a chosen linear extension) with $R(P)$ the matrix obtained from the (upper-triangular) matrix of the zeta function by replacing the first column (labeled by $\hat{0}$ ) by a column with all entries equal to 1 . Show that the permanent of $R(P)$ equals the number of chains in $P$ (of any length) with bottom $\hat{0}$ and the determinant of $R(P)$ equals the sum

$$
\sum_{x: x \in P} \mu(\hat{0}, x) .
$$

In particular, $R(P)$ is singular if $P$ has a maximum. A special case is the number-theoretic Redheffer matrix $R_{n}$, the matrix with rows and columns indexed by $\{1,2, \ldots, n\}$ with $i j$-entry equal to 1 if $j=1$ or $i$ divides $j$, and 0 otherwise. Then

$$
\operatorname{det} R_{n}=\sum_{k=1}^{n} \mu(k),
$$

where $\mu$ is the number-theoretic Möbius function.

### 3.1.13. A useful inversion formula. ${ }^{20}$

Prove the following inversion formula: let $L$ be a lattice in which $\mu(x, \hat{1}) \neq 0$ for all $x \in L$. Let $f$ and $g$ be functions from $L$ to a ring $\mathbb{A}$. Then

$$
\begin{aligned}
& g(x)=\sum_{y: y \vee x=\hat{1}} f(y) \text { for all } x \Longleftrightarrow \\
& f(x)=\sum_{y: y \in L}\left(\sum_{z: 0 \leq z \leq x \wedge y} \frac{\mu(z, x) \mu(z, y)}{\mu(z, \hat{1})}\right) g(y) \text { for all } x .
\end{aligned}
$$

For future reference, we record the dual version. Let $L$ be a lattice in which $\mu(\hat{0}, x) \neq 0$ for all $x \in L$ and $f, g: L \rightarrow \mathbb{A}$ be functions. Then

$$
\begin{aligned}
& g(x)=\sum_{y: y \wedge x=\hat{0}} f(y) \text { for all } x \Longleftrightarrow \\
& f(x)=\sum_{y: y \in L}\left(\sum_{z: x \vee y \leq z \leq \hat{1}} \frac{\mu(x, z) \mu(y, z)}{\mu(\hat{0}, z)}\right) g(y) \text { for all } x .
\end{aligned}
$$

[^73]
### 3.1.14. A complementing permutation. ${ }^{21}$

Let $L$ be a finite lattice in which $\mu(\hat{0}, x) \neq 0$ and $\mu(x, \hat{1}) \neq 0$ for all $x \in L$.
(a) Show that there exists a bijection $\phi: L \rightarrow L$ such that for all $x \in L, \phi(x) \wedge x=\hat{0}$ and $\phi(x) \vee x=\hat{1}$; that is, $\phi(x)$ is a complement of $x$.
(b) (Research problem) Suppose $\mu(\hat{0}, x) \neq 0$ and $\mu(x, \hat{1}) \neq 0$ for all $x \in L$. Is the matrix $[\delta(\hat{0}, x \wedge y) \delta(\hat{1}, x \vee y)]_{x, y \in L}$ (with $x y$-entry equal to 1 if $x$ and $y$ are complements and 0 otherwise) nonsingular?
(c) (Research problem) Find natural explicit complementing permutations for special lattices or classes of lattices?

### 3.1.15. Lattices of intervals. ${ }^{22}$

The set $L(\mathcal{C})$ of unions of subsets from a finite collection $\mathcal{C}$ of subsets forms a lattice with join equal to union and meet defined by

$$
A \wedge B=\bigcup_{C: C \subseteq A \text { and } C \subseteq B} C
$$

An (integer) interval is a subset of integers of the form $\{a, a+1, a+$ $2, \ldots, b-1, b\}$, where $a \geq 1$. An interval lattice is a lattice of the form $L(\mathcal{C})$, where $\mathcal{C}$ is a collection of intervals.
(a) Show that an interval in an interval lattice is an interval lattice.
(b) Show that if $L$ is an interval lattice, then $\mu(A, B)=-1,0$, or 1 .

### 3.2 Chains and Antichains

Let $P$ be a partially ordered set. A subset $A$ in $P$ is an antichain if no two elements in it are comparable, or equivalently, $|A \cap C| \leq 1$ for any chain $C$ in $P$. The width $w(P)$ of a partially ordered set $P$ is the maximum size of an antichain in $P$. If $P$ is partitioned into $m$ chains, then $m \geq w(P)$. Dilworth's chain decomposition theorem says that equality can be achieved.
3.2.1. Dilworth's chain decomposition theorem. ${ }^{23} \mathrm{~A}$ finite partially ordered set of width $k$ can be partitioned into $k$ chains.

As well as a fundamental theorem in the theory of partially ordered sets, Dilworth's theorem is "perhaps the most elegant matching theorem" (Matching theory). It also implies the following Ramsey-theoretic result.

[^74]3.2.2. Corollary. A finite partially ordered set of size at least $m n+1$ contains a chain of length $m+1$ or an antichain of size $n+1$.

Another interpretation, using perfect graphs, is given in Exercise 3.2.3.
We will give several proofs, beginning with Dilworth's proof in his 1950 paper. In Dilworth's own words, ${ }^{24}$ the idea of the proof is that "if ... a portion of the ordered set was split into $n$ chains and $x$ was an element not in any of the $n$ chains, then it should be possible to include $x$ and reorganize the chains so that the enlarged set was again a set join of $n$ chains."

Dilworth's proof. Let $P$ be a partially ordered set of width $k, C_{1}, C_{2}, \ldots, C_{k}$ be $k$ disjoint chains in $P$, and $C=C_{1} \cup C_{2} \cup \cdots \cup C_{k}$. Suppose there is an element $a$ in $P$, not in $C$. For each chain $C_{i}$, let

$$
\begin{aligned}
U_{i} & =\left\{x \in C_{i}: x>a\right\}, \\
N_{i} & =\left\{x \in C_{i}: x \text { is incomparable with } a\right\}, \\
L_{i} & =\left\{x \in C_{i}: x<a\right\},
\end{aligned}
$$

$U=U_{1} \cup U_{2} \cup \cdots \cup U_{k}, N=N_{1} \cup N_{2} \cup \cdots \cup N_{k}$, and $L=L_{1} \cup L_{2} \cup \cdots \cup$ $L_{k}$. Then, there exists an index $m$ such that $\left(U \backslash U_{m}\right) \cup N$ has width strictly less than $k$. To prove this, suppose the contrary; that is, for each index $m$, there is an antichain $A_{m}$ of size $k$ in $\left(U \backslash U_{m}\right) \cup N$. Let $A=A_{1} \cup A_{2} \cup \cdots \cup A_{k}$ and $s_{i}$ the minimum element in $A \cap C_{i}$. Then
(a) $\left\{s_{1}, s_{2}, \ldots, s_{k}\right\}$ is an antichain, and
(b) $\left\{s_{1}, s_{2}, \ldots, s_{k}\right\} \subseteq N$.

To prove (a), suppose that $s_{i} \geq s_{j}$. Let $s_{j} \in A_{r}$ and let $t_{i}$ be the element in $A_{r} \cap C_{i}$. Then $t_{i} \geq s_{i} \geq s_{j}$. In addition, $t_{i} \neq s_{j}$ since $t_{i}$ and $s_{j}$ are in two different chains, contradicting the assumption that $A_{r}$ is an antichain. To prove (b), observe that $A_{i} \cap U_{i}=\emptyset$ by construction, and hence there is at least one element of $A$ in $N_{i}$.

It follows from (a) and (b) that $\left\{a, s_{1}, s_{2}, \ldots, s_{k}\right\}$ is an antichain in $P$ of size $k+1$, a contradiction. Using the same argument in the order-dual, we can also prove that there exists an index $l$ such that $\left(L \backslash L_{l}\right) \cup N$ has width strictly less than $k$.

To finish the proof, observe that if $s \in U_{i}$ and $t \in L_{j}$, then $s \geq a \geq t$. Hence, an antichain $A$ in $C \backslash\left(U_{m} \cup L_{l}\right)$ is contained in either $\left(U \backslash U_{m}\right) \cup N$ or $\left(U \backslash L_{l}\right) \cup N$. It follows that $C \backslash\left(U_{m} \cup L_{l}\right)$ has width at most $k-1$. By induction,

[^75]it can be partitioned into $k-1$ chains. These chains, together with the chain $L_{l} \cup\{a\} \cup U_{m}$, give a partition of $C \cup\{a\}$ into $k$ chains.

The first proof of a fundamental theorem is often not efficient, because, in part, the discoverer has to conjecture the theorem and decide whether the conjecture is true. In addition, the conjecture comes from some concrete situation and the essence has to be extracted. Dilworth's proof is a good example of this phenomenon. There are many simpler (inductive) proofs of Dilworth's theorem. We shall give four of them.

Perles' proof. ${ }^{25}$ Suppose that there exists a maximum-size antichain $A$ not equal to the set of maximal elements or the set of minimal elements. Consider the ideal $I(A)$ and filter $F(A)$ generated by $A$, defined by

$$
\begin{aligned}
I(A) & =\{x: x \leq a \text { for some } a \text { in } A\}, \\
F(A) & =\{x: x \geq a \text { for some } a \text { in } A\} .
\end{aligned}
$$

Then by our assumption, $|I(A)|<|P|$ and $|F(A)|<|P|$. As $A$ has maximum size, $I(A) \cup F(A)=P, I(A) \cap F(A)=A$, and both $I(A)$ and $F(A)$ have width $w(P)$. By induction, there exist chain partitions with $w(P)$ chains for $I(A)$ and $F(A)$. Each chain in the partition for $I(P)$ ends at an element $a$ in $A$ and each chain in the partition for $F(A)$ starts at an element $a$ in $A$. Hence, the chains in the two partitions can be spliced together to obtain a partition for $P$ with $w(P)$ chains.

It remains to consider the case when $A$ equals the set of maximal elements or the set of minimal elements. Let $a$ be a maximal element and $b$ a minimal element such that $a \geq b$. (It may happen that $a=b$.) Then $P \backslash\{a, b\}$ has width $w(P)-1$. By induction, $P \backslash\{a, b\}$ has a chain partition with $w(P)-1$ chains. Adding the chain $\{a, b\}$ to it, we obtain a chain partition for $P$ with $w(P)$ chains.

Tverberg's proof. ${ }^{26}$ Let $C$ be a maximal chain in $P$. If $P \backslash C$ has width $w(P)-$ 1 , then $C$ added to a partition of $P \backslash C$ into $w(P)-1$ chains yields a chain partition of $P$ into $w(P)$ chains. We can now suppose that $P \backslash C$ has width $w(P)$. Let $A$ be an antichain of size $w(P)$ in $P$ disjoint from $C$. The maximum element in $C$ is not in $I(A)$, and hence, $|I(A)|<|P|$. Dually, the minimum element in $C$ is not in $F(A)$ and $|F(A)|<|P|$. By induction, there are chain partitions in $I(A)$ and $F(A)$ of size $w(P)$. We can now apply the splicing argument in Perles' proof. $\square$

Galvin's proof. ${ }^{27}$ Let $a$ be a maximal element of $P$ and suppose that $P \backslash\{a\}$ has width $k$, so that $P$ has width $k$ or $k+1$. By induction, $P \backslash\{a\}$ has a

[^76]partition into $k$ chains $C_{1}, C_{2}, \ldots, C_{k}$. If $A$ is an antichain with $k$ elements, then $\left|A \cap C_{i}\right|=1$. Let $a_{i}$ be the maximum element in the chain $C_{i}$ that is in some size- $k$ antichain. Then $\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ is an antichain. (To see this, suppose that $a_{2}>a_{1}$, say. Let $\left\{b_{1}, a_{2}, b_{3}, \ldots, b_{k}\right\}$ be a size- $k$ antichain containing $a_{2}$ so that $b_{1} \in C_{1}$; then $a_{2}>a_{1} \geq b_{1}$, a contradiction.)

If $\left\{a, a_{1}, a_{2}, \ldots, a_{k}\right\}$ is an antichain, then $P$ has width $k+1$ and $\{a\}, C_{1}, C_{2}, \ldots, C_{k}$ is a partition into $k+1$ chains. If not, $a>a_{i}$ for some $i$. Then $\left\{y: y \in C_{i}, y \leq a_{i}\right\} \cup\{a\}$ is a chain $K$. Since every size- $k$ antichain in $P \backslash\{a\}$ contains one of the elements in $\left\{y: y \in C_{i}, y \leq a_{i}\right\}, P \backslash K$ does not contain any size-k antichain. By induction, there is a partition $D_{1}, D_{2}, \ldots, D_{k-1}$ of $P \backslash K$ into $k-1$ antichains. Adding $K$ to this partition, we obtain a partition of $P$ into $k$ chains.

Dilworth's motivation ${ }^{28}$ for studying chain partitions is to determine the order dimension of a (finite) distributive lattice. Recall from Section 1.2 that the order dimension $\operatorname{dim}(P)$ of a partially ordered set $P$ is the minimum number $d$ such that there exists an order-preserving function from $P$ into a Cartesian product of $d$ chains. In a product of $d$ chains, an element covers at most $d$ elements: hence, $\operatorname{dim}(P)$ is at least the maximum number of elements covered by an element in $P$.
3.2.3. Lemma. An element $x$ in a finite distributive lattice $L$ covers exactly $k$ elements if and only if $x$ is the join of an antichain of $k$ join-irreducibles.

Proof. Let $j_{1} \vee j_{2} \vee \cdots \vee j_{k}$ be the unique decomposition of $x$ into an antichain of join-irreducibles. By Birkhoff's representation theorem (1.3.3), we may think of $x$ as the ideal $I_{x}$ in the partially ordered set $J(L)$ with maximal elements $j_{1}, j_{2}, \ldots, j_{k}$.

Observe that if $j$ is a maximal element in an ideal $I$, then $I \backslash\{j\}$ is an ideal and $I$ covers $I \backslash\{j\}$. Conversely, if $I$ covers $J$, then there exists at least one maximal element $h$ in $I$, not in $J, J \subseteq I \backslash\{h\}$, and hence, $J=I \backslash\{h\}$. Hence, the ideal $I_{x}$ covers exactly $k$ ideals, $I_{x} \backslash\left\{j_{1}\right\}, I_{x} \backslash\left\{j_{2}\right\}, \ldots, I_{x}$ $\backslash\left\{j_{k}\right\}$.

By the lemma, we conclude that $\operatorname{dim}(L) \geq w(J(L))$. In fact, equality holds.
3.2.4. Dilworth's dimension theorem. The order dimension of a finite distributive lattice $L$ equals the width of its partially ordered set $J(L)$ of join-irreducibles.
${ }^{28}$ This is recounted in the background to chapter 1 of Bogart et al. (1991).

Proof. We only need to prove that the width $w$ of $J(L)$ is an upper bound for $\operatorname{dim}(L)$. By the chain partition theorem, there exists a partition $C_{1}, C_{2}, \ldots, C_{w}$ of $J(L)$ into $w$ (pairwise disjoint) chains. Think of a chain not as a totally ordered set $x_{1}<x_{2}<\cdots<x_{s}$, but as a chain of subsets

$$
\emptyset \subset\left\{x_{1}\right\} \subset\left\{x_{1}, x_{2}\right\} \subset \cdots \subset\left\{x_{1}, x_{2}, \ldots, x_{s}\right\}
$$

and let $\tilde{C}_{i}$ be the chain of subsets corresponding to $C_{i}$. In addition, think of an element $x$ in $L$ as an ideal in $J(L)$, so that the intersection $x \cap C_{i}$ is a subset occurring in $\tilde{C}_{i}$. Consider the function $L \rightarrow \tilde{C}_{1} \times \tilde{C}_{2} \times \cdots \times \tilde{C}_{w}$ defined by

$$
x \mapsto\left(x \cap C_{1}, x \cap C_{2}, \ldots, x \cap C_{w}\right) .
$$

If $x \subseteq x^{\prime}$, then $x \cap C_{i} \subseteq x^{\prime} \cap C_{i}$. In addition,

$$
x=\bigcup_{i=1}^{w}\left(x \cap C_{i}\right)
$$

Hence, this function is an injective order-preserving function. We conclude that $w(J(L)) \geq \operatorname{dim}(L)$.

The idea of using a maximum-size antichain formed from minimal or maximal elements of subsets of the partially ordered set occurs in Dilworth's proof. This idea led to a structural result about maximum-size antichains. Recall from Section 1.2 that the antichains in a partially ordered set $P$ form a distributive lattice $\mathcal{D}(P)$ under the order $A \leq B$ if for all elements $b$ in $B$, there exists an element $a$ in $A$ such that $a \leq b$, or, equivalently, $I(A) \subseteq I(B)$. In terms of ideals, meets and joins are set intersection and unions. In terms of the antichains themselves, the join is the set $\max A \cup B$, the subset of maximal elements in the set $A \cup B$. The meet $A \wedge B$ is somewhat more complicated. The obvious description, from the definition of meet in $\mathcal{D}(P)$, is

$$
A \wedge B=\max I(A) \cap I(B)
$$

There are two other plausible candidates. Let

$$
A \Delta B=((A \cup B) \backslash(\max A \cup B)) \cup(A \cap B)
$$

and

$$
A \nabla B=\min A \cup B,
$$

where $\min A \cup B$ is the set of minimal elements in $A \cup B$. All three sets are antichains. It is possible that they are all different. For example, take $A=\{a\}$ and $B=\{b\}$ in the partially ordered set $\{a, b, c\}$, with $c<a$ and
$c<b$. However, it is immediate from the definitions that $A \Delta B \subseteq A \wedge B$, $A \Delta B \subseteq A \nabla B$, and

$$
|A|+|B|=|A \vee B|+|A \Delta B| .
$$

From these, we conclude that

$$
\begin{aligned}
& |A|+|B| \leq|A \vee B|+|A \wedge B|, \\
& |A|+|B| \leq|A \vee B|+|A \nabla B| .
\end{aligned}
$$

In particular, if $A$ and $B$ are maximum-size antichains, then $A \vee B$ and $A \wedge$ $B$ are also maximum-size antichains. This proves the following theorem of Dilworth. ${ }^{29}$
3.2.5. Theorem. The maximum-size antichains form a sublattice $\mathcal{S}(P)$ of the lattice $\mathcal{D}(P)$ of all antichains (or ideals).

Since $\mathcal{D}(P)$ is distributive, $\mathcal{S}(P)$ is distributive. Note that when $A$ and $B$ are maximum-size antichains, $A \wedge B=\min A \cup B$.

Theorem 3.2.5 yields yet another proof of the decomposition theorem.
Pretzel's proof. ${ }^{30}$ A chain $C$ is saturated in the partially ordered set $P$ if it has nonempty intersection with every maximum-size antichain in $P$. We can use Theorem 3.2.4 to construct a saturated chain inductively. Let $a_{1}$ be an element in the meet $A_{1}$ of all the maximum-size antichains in the sublattice $\mathcal{S}(P)$. Consider the meet $A_{2}$ of all the maximum-size antichains not containing $a_{1}$. Since $A_{1} \leq A_{2}$, the antichain $A_{2}$ contains an element $a_{2}$ such that $a_{2} \geq a_{1}$. Choose $a_{2}$ to obtain the length- 2 chain $\left\{a_{1}, a_{2}\right\}$. Continue.

If $C$ is a saturated chain, then $w(P \backslash C)=w(P)-1$. We can now prove Dilworth's theorem by induction.

Theorem 3.2.5 has an important corollary. ${ }^{31}$ An order automorphism of $P$ is an order-preserving bijection $P \rightarrow P$.
3.2.6. Corollary. Let $P$ be a finite partially ordered set. There exists a maximum-size antichain in $P$ invariant under all order automorphisms of $P$.

Proof. An order automorphism of $P$ induces an order automorphism of the lattice $\mathcal{S}(P)$. Hence, the maximum antichain in $\mathcal{S}(P)$ is invariant under all order automorphisms. The minimum antichain is also invariant.

[^77]Dilworth's theorem has been extended to unions of antichains by Greene and Kleitman. ${ }^{32}$ A subset $A$ in a partially ordered set $P$ is a $k$-family if for every chain $C$ in $P,|A \cap C| \leq k$, or equivalently, $A$ is a union of $k$ (or fewer) antichains. Let $d_{k}(P)$ be the maximum size of a $k$-family in $P$. If $C_{1}, C_{2}, \ldots, C_{e}$ is a partition of $P$ into $e$ chains, let

$$
E\left(C_{1}, C_{2}, \ldots, C_{e}\right)=\sum_{i=1}^{e} \min \left\{k,\left|C_{i}\right|\right\}
$$

Each chain $C_{i}$ intersects a $k$-family at $\operatorname{most} \min \left\{k,\left|C_{i}\right|\right\}$ times. Hence,

$$
E\left(C_{1}, C_{2}, \ldots, C_{e}\right) \geq d_{k}(P)
$$

Equality can always be achieved.
3.2.7. Theorem (Greene and Kleitman). Let $P$ be a finite partially ordered set. Then

$$
d_{k}(P)=\min \left\{E\left(C_{1}, C_{2}, \ldots, C_{e}\right)\right\}
$$

the minimum being taken over all partitions $C_{1}, C_{2}, \ldots, C_{e}$ of $P$ into chains.
A proof will be sketched in Exercise 3.2.6.

## Exercises

### 3.2.1. The Erdös-Szekeres theorem. ${ }^{33}$

(a) A monotone sequence is a sequence that is nondecreasing or nonincreasing. Using Corollary 3.2.2., show that any finite integer sequence of length $n^{2}+1$ contains a monotone subsequence of length at least $n+1$.
(b) Give an independent proof of Corollary 3.2.2 using the pigeon-hole principle.

### 3.2.2. A dual of Dilworth's theorem. ${ }^{34}$

Let $P$ be a partially ordered set. Then the maximum length of a chain in $P$ equals the minimum number of antichains in a partition of $P$ into antichains.

### 3.2.3. Chain decompositions and matchings. ${ }^{35}$

A relation $R: S \rightarrow T$ can be made into a rank-2 partially ordered set by putting $S$ "below" $T$, so that $a<b$ if $(a, b) \in R$.
(a) Apply Dilworth's theorem to obtain the König-Egerváry theorem (in Section 2.3).

[^78]If $P$ is a partially ordered set, let $R: P_{1} \rightarrow P_{2}$ be the relation on two copies of $P$ defined by $(a, b) \in R$ if $a<b$.
(b) Show that partial matching $M$ of $R$ gives a chain partition of $P$ into $c$ chains, where $c+|M|=|P|$.
(c) Show that if $U_{1} \cup U_{2}$, where $U_{1} \subseteq P_{1}$ and $U_{2} \subseteq P_{2}$, is a vertex cover of $R$, then ignoring which copy an element is from, $P \backslash\left(U_{1} \cup U_{2}\right)$ is an antichain, and hence the maximum size of an antichain equals $|P|-d$, where $d$ is the minimum size of a vertex cover of $R$.
(d) Deduce Dilworth's theorem from the König-Egerváry theorem.

### 3.2.4. Incomparability graphs of partially ordered sets.

Let $G$ be a graph on the vertex set $V$. A proper coloring with $c$ colors of $G$ is a function $f: V \rightarrow\{1,2, \ldots, c\}$ with the following property: $f(a) \neq f(b)$ if $\{a, b\}$ is an edge in $G$. The chromatic number $\chi(G)$ of $G$ is the minimum nonnegative integer $c$ such that there is a proper coloring of $G$ with $c$ colors. A clique of $G$ is a subset $A \subseteq V$ such that every pair $\{a, b\}$ with $a, b \in A$ is an edge; that is, a clique is an induced complete subgraph. The clique number $\omega(G)$ is the maximum size of a clique in $G$. It is immediate that $\chi(G) \geq \omega(G)$. An independent or stable set is the opposite of a clique: it is a vertex subset $C$ such that no pair $\{a, b\}$ with $a, b \in C$ is an edge. A graph $G$ is perfect if for all induced subgraphs of $G$ (including $G$ itself), the chromatic number equals the clique number.

The comparability graph of $P$ is the graph on the vertex set $P$ with $\{a, b\}$ an edge whenever $a$ and $b$ are comparable; that is, $a \leq b$ or $a \geq b$. The incomparability graph is the complement of the comparability graph; that is, $\{a, b\}$ is an edge in the incomparability graph if and only if $\{a, b\}$ is not an edge in the comparability graph. Observe that a chain is a clique and an antichain is an independent set in the comparability graph and the roles are switched in the incomparability graph.
(a) Show that Dilworth's theorem is equivalent to the statement that the incomparability graph is perfect.
(b) Using Exercise 3.2.2, show that the comparability graph of a partially ordered set is perfect. Together with Lovász's theorem that the complement of a perfect graph is perfect; ${ }^{36}$ this yields an indirect proof of Dilworth's theorem.

[^79]
### 3.2.5. Width and order dimension. ${ }^{37}$

(a) Prove Dilworth's lemma. Let $P$ be a partially ordered set. Then

$$
w(P) \geq \operatorname{dim}(P)
$$

Dilworth observed this result without proof in a footnote in his 1950 paper.
(b) Let $A$ be the antichain of maximal elements in a partially ordered set $P$. Show that if $A \neq P$, then

$$
\operatorname{dim}(P) \leq w(P \backslash A)+1
$$

(c) Let $A$ be an antichain in $P$ such that $A \neq P$. Then

$$
\operatorname{dim}(P) \leq 2 w(P \backslash A)+1
$$

(d) All three inequalities are tight. Find examples of partially ordered sets for which equality holds.

### 3.2.6. Lattices of $k$-families and $k$-saturated partitions. ${ }^{38}$

Let $\mathcal{A}_{k}(P)$ be the collection of $k$-families of $P$. In particular, $\mathcal{A}_{1}(P)$ is $\mathcal{A}(P)$, the collection of antichains of $P$. The collection $\mathcal{A}(P)$ forms a distributive lattice isomorphic to the lattice of order ideals of $P$.

The depth $\delta_{A}(a)$ of an element $a$ in a $k$-family $A$ is the length of the longest chain in $A$ with bottom $a$. Let

$$
A_{i}=\left\{a: a \in A \text { and } \delta_{A}(a)=i\right\}
$$

The subsets $A_{i}$ are antichains. The $k$-tuple $\left[A_{1}, A_{2}, \ldots, A_{k}\right]$ is the canonical partition of the $k$-family $A$ (even though some of the sets may be empty).
(a) Show that the canonical partition of a $k$-family $A$ is the unique $k$-tuple such that

- $A_{i}$ are antichains,
- $A_{i} \cap A_{j}=\emptyset$, if $i \neq j$, and
- $A_{k}<A_{k-1}<\cdots<A_{1}$ in $\mathcal{A}(P)$.

If $A$ and $B$ are $k$-families, define

$$
A \vee B=\bigcup_{i=1}^{k} A_{i} \vee B_{i}
$$

where $A_{i} \vee B_{i}$ is the join in $\mathcal{A}(P)$.

[^80](b) Show that $\left[A_{1} \vee B_{1}, A_{2} \vee B_{2}, \ldots, A_{k} \vee B_{k}\right]$ is the canonical partition of $A \vee B$ and that $A \vee B$ is indeed the least upper bound of $A$ and $B$. In particular, the canonical partition gives an injection $\gamma$ from $\mathcal{A}_{k}(P)$ to $\mathcal{A}(P)^{k}$, the Cartesian product of $k$ copies of the antichain lattice $\mathcal{A}(P)$ such that $\gamma(A \vee B)=\gamma(A) \vee$ $\gamma(B)$

If $S \subseteq P$, let $S^{*}$ be the set of maximal elements of the set $\{a: a<s$ for some $s \in S\}$. Note that the inequality in the condition is strict. If $\left[A_{1}, A_{2}, \ldots\right.$, $\left.A_{k}\right]$ is a $k$-tuple of antichains, define $\left[\overline{A_{1}}, \overline{A_{2}}, \ldots, \overline{A_{k}}\right]$ inductively by

$$
\begin{aligned}
& \overline{A_{1}}=A_{1}, \overline{A_{2}}=A_{2} \wedge\left(\overline{A_{1}}\right)^{*}, \ldots, \\
& \overline{A_{i}}=A_{i} \wedge\left(\overline{A_{i-1}}\right)^{*}, \ldots, \overline{A_{k}}=A_{k} \wedge\left(\overline{A_{k-1}}\right)^{*} .
\end{aligned}
$$

(c) Show that $\left[\overline{A_{1}}, \overline{A_{2}}, \ldots, \overline{A_{k}}\right]$ is the canonical partition of a $k$-family. Define

$$
A \wedge B=\bigcup_{i=1}^{k} \overline{A_{i} \wedge B_{i}}
$$

(d) Show that $A \wedge B$ is the greatest lower bound of $A$ and $B$ in $\mathcal{A}_{k}(P)$.

Parts (b) and (d) show that $\mathcal{A}_{k}(P)$ is a lattice. A lattice $L$ is locally distributive if for every element $x \in L$, the interval $\left[x, x^{*}\right]$, where $x^{*}$ is the join of all the elements covering $x$, is a Boolean algebra.
(e) Show that $\mathcal{A}_{k}(P)$ is locally distributive. However, $\mathcal{A}_{k}(P)$ need not be distributive or modular.
(f) (Research problem) Is every finite locally distributive lattice isomorphic to $\mathcal{A}_{k}(P)$ for some partial order $P$ and some integer $k$ ? This will extend Birkhoff's representation theorem.
(g) Let $l(P)$ be the length of the longest chain in $P$. Show that an $l(P)$-family $A$ is a join-irreducible in $\mathcal{A}_{l(P)}(P)$ if and only if $A$ is a chain $x_{1}, x_{2}, \ldots, x_{k}$, where for $1 \leq i \leq k-1, x_{i+1}$ covers $x_{i}$. (The description of meet-irreducibles is more complicated; see the paper of Greene and Kleitman.)

Let $d_{k}(P)$ be the maximum size of a $k$-family in $P$. A Sperner $k$-family is a $k$-family having the maximum size $d_{k}(P)$. Let $\mathcal{S}_{k}(P)$ be the collection of Sperner $k$-families in $P$.
(h) Show that $\mathcal{S}_{k}(P)$ is a sublattice of $\mathcal{A}_{k}(P)$. Using this, show that there exists a maximum-size $k$-family in $P$ invariant under all order automorphisms of $P$.

A chain partition $C_{1}, C_{2}, \ldots, C_{e}$ of $P$ is $k$-saturated if

$$
E\left(C_{1}, C_{2}, \ldots, C_{e}\right)=\sum_{i=1}^{e} \min \left\{k,\left|C_{i}\right|\right\}=d_{k}(P)
$$

(i) Show that for a given $k$, there exists a chain partition that is simultaneously $k$-saturated and $(k+1)$-saturated. This gives a proof of Theorem 3.2.6.
(j) Show that $\mathcal{S}_{k}(P)$ is a distributive lattice.
(k) (Research problem posed by Greene and Kleitman) Describe the joinand meet-irreducibles in the lattice $\mathcal{S}_{k}(P)$.

### 3.2.7. Greene's extension of Dilworth's theorem. ${ }^{39}$

Let $\hat{d}_{k}(P)$ be the size of the largest subset of $P$ obtained by taking the union of $k$ chains. There exists an integer partition $\Delta=\Delta_{1}+\Delta_{2}+\cdots+\Delta_{l}$ of $|P|$ such that

$$
d_{k}(P)=\Delta_{1}+\Delta_{2}+\cdots+\Delta_{k}
$$

and

$$
\hat{d}_{k}(P)=\Delta_{1}^{*}+\Delta_{2}^{*}+\cdots+\Delta_{k}^{*},
$$

where $\Delta^{*}$ is the partition conjugate to $\Delta$.

### 3.3 Sperner Theory

Sperner theory is about maximum-size antichains in partially ordered sets. In this section, we discuss Sperner theory in Boolean algebras of subsets of a finite set. Sperner theory was founded by the following result. ${ }^{40}$
3.3.1. Sperner's theorem. Let $\mathcal{A}$ be an antichain in the Boolean algebra $2^{\{1,2, \ldots, n\}}$. Then

$$
|\mathcal{A}| \leq\binom{ n}{\lfloor n / 2\rfloor}
$$

[^81]Equality occurs only if all the subsets in $\mathcal{A}$ have the same size, $\lfloor n / 2\rfloor$ or $\lceil n / 2\rceil$.

Note that by Stirling's approximation for $n!$,

$$
\binom{n}{\lfloor n / 2\rfloor} \approx \frac{2^{n}}{\sqrt{\pi n / 2}}
$$

We will give several proofs of Sperner's theorem.
Sperner's proof. Let $\mathcal{A}$ be a maximum-size antichain of subsets in $2^{\{1,2, \ldots, n\}}$. Let $m$ and $M$ be the minimum and maximum size of a subset in $\mathcal{A}, \mathcal{A}_{m}$ be the subfamily of all subsets in $\mathcal{A}$ of size $m$, and $\mathcal{C}$ be the family of subsets $A$ such that $|A|=m+1$ and $A$ contains a subset in $\mathcal{A}_{m}$. Observe that $\mathcal{C} \cap \mathcal{A}=\emptyset$ and $\left(\mathcal{A} \backslash \mathcal{A}_{m}\right) \cup \mathcal{C}$ is an antichain.

It follows from counting incidences that

$$
\begin{equation*}
\left|\mathcal{A}_{m}\right||n-m| \leq|\mathcal{C} \| m+1| . \tag{NM}
\end{equation*}
$$

If $m \leq \frac{n-1}{2}$,

$$
\frac{\mathcal{C}}{\mathcal{A}_{m}} \geq \frac{n-m}{m+1} \geq 1
$$

with equality at the second inequality if and only if $m=\frac{n-1}{2}$. Hence, if $m<$ $\frac{n-1}{2}$, then $\left(\mathcal{A} \backslash \mathcal{A}_{m}\right) \cup \mathcal{C}$ is an antichain of larger size. We conclude that if $\mathcal{A}$ is a maximum-size antichain, then $m \geq \frac{n-1}{2}$. Arguing in the order-dual, we can also conclude that $M \leq \frac{n+1}{2}$.

If $n$ is even, then $m=M$ and the theorem follows. If $n$ is odd, then $m+$ $1=M$. It may happen $m<M$ and one needs to rule out the possibility of constructing a larger antichain taking a mixture of subsets of size $\left\lfloor\frac{n-1}{2}\right\rfloor$ and $\left\lceil\frac{n-1}{2}\right\rceil$. This can be done easily using (NM).

The idea of counting incidences in two different ways is used more efficiently in the next proof, due independently to Yamamoto, Mes̆alkin, and Lubell (in chronological order of publication). ${ }^{41}$

Proof using the LYM inequality. A chain in $2^{\{1,2, \ldots, n\}}$ is maximal if it has length $n$ or equivalently, it is constructed by starting with the empty set and adding elements, one at a time. There are $n!$ maximal chains. Given a subset $A \subseteq\{1,2, \ldots, n\}$ of size $k$, a maximal chain containing $A$ can be constructed

[^82]by starting at the empty set, adding elements from $A$ one at a time until one obtains $A$, and then adding elements in the complement of $A$ one at a time. Thus, there are $k!(n-k)$ ! maximal chains containing $A$.

Let $\mathcal{A}$ be an antichain, $\mathcal{A}_{k}$ be the subfamily of subsets in $\mathcal{A}$ of size $k$, and $\alpha_{k}=\left|\mathcal{A}_{k}\right|$. Since an antichain and a chain can have at most one subset in common, we obtain the LYM inequality:

$$
\sum_{k=0}^{n} \alpha_{k} k!(n-k)!\leq n!
$$

Using the fact that $\left.\max \left\{\begin{array}{l}n \\ k\end{array}\right): 0 \leq k \leq n\right\}=\binom{n}{\lfloor n / 2\rfloor}$, we have

$$
\frac{\sum_{k=0}^{n} \alpha_{k}}{\binom{n}{\lfloor n / 2\rfloor}} \leq \sum_{k=0}^{n} \frac{\alpha_{k}}{\binom{n}{k}} \leq 1
$$

This proves the inequality in Sperner's theorem. If equality occurs, then $\alpha_{k}=0$ for all $k$ such that $\binom{n}{k}<\binom{n}{\lfloor n / 2\rfloor}$. In other words, $\alpha_{k}=0$ unless $k=\lfloor n / 2\rfloor$ or $\lceil n / 2\rceil$. If $n$ is even, this implies that $\mathcal{A}$ is the antichain of all elements of size $\lfloor n / 2\rfloor$. If $n$ is odd, then it could happen that $\mathcal{A}$ consists of a mixture of subsets of size $\lfloor n / 2\rfloor$ or $\lceil n / 2\rceil$. This possibility also occurs in Sperner's proof and can be excluded by the same easy argument.

Third proof. The third proof uses Corollary 3.2.6. This result says that there exists a maximum-size antichain invariant under all order automorphisms of $P$. Put another way, there is a maximum-size antichain that is a union of orbits of the automorphism group of $P$. An order automorphism of $2^{\{1,2, \ldots, n\}}$ restricts to a permutation of the one-element subsets, and hence the automorphism group of $2^{\{1,2, \ldots, n\}}$ is the symmetric group on $\{1,2, \ldots, n\}$. Hence, the orbits are $\{A:|A|=k\}$. It follows that $\{A:|A|=\lfloor n / 2\rfloor\}$ is a maximum-size antichain.

Corollary 3.2.6 extends easily to $k$-families (see Exercise 3.2.7(h)). Thus, the third proof yields the following extension first observed by Erdős.
3.3.2. An extension of Sperner's theorem. Let $\mathcal{A}$ be a $k$-family in the Boolean algebra $2^{\{1,2, \ldots, n\}}$. Then

$$
|\mathcal{A}| \leq \sum_{j=-\lfloor k / 2\rfloor}^{\lfloor k / 2\rfloor}\binom{n}{\lfloor n / 2\rfloor+j}
$$

Equality occurs if and only if $\mathcal{A}$ is the collection of all the subsets in $\mathcal{A}$ of size $\lfloor n / 2\rfloor+j$, where $-\lfloor k / 2\rfloor \leq j \leq\lfloor k / 2\rfloor$ if $n$ is even, and $-\lfloor k / 2\rfloor \leq j \leq\lfloor k / 2\rfloor$ or $-\lfloor k / 2\rfloor+1 \leq j \leq\lfloor k / 2\rfloor+1$ if $n$ is odd.

A symmetric chain in the Boolean algebra $2^{\{1,2, \ldots, n\}}$ is a chain $E_{k}, E_{k+1}, \ldots, E_{n-k}$ such that $\left|E_{i}\right|=i$ (and, of course, $E_{i} \subset E_{i+1}$ ). Symmetric chains are centered at a set of size $n / 2$ if $n$ is even and two sets of equal size $\lfloor n / 2\rfloor$ and $\lceil n / 2\rceil$ if $n$ is odd. A symmetric chain partition is a partition of $2^{\{1,2, \ldots, n\}}$ into symmetric chains. Thus, if $n$ is even, there are $\binom{n}{n / 2}-\binom{n}{n / 2+1}$ chains of length $1,\binom{n}{n / 2+1}-\binom{n}{n / 2+2}$ chains of length 3 , and so on. Similarly, if $n$ is odd, there are $\binom{n}{[n / 2\rceil}-\binom{n}{[n / 2\rceil+1}$ chains of length $2,\binom{n}{[n / 2\rceil+1}-\binom{n}{[n / 2\rceil+2}$ chains of length 4 , and so on. This can be compactly stated as follows: there are

$$
\binom{n}{\lceil(n+k) / 2\rceil}-\binom{n}{\lceil(n+k+1) / 2\rceil}
$$

chains of length $k$. For example, when $n=4$, a symmetric chain decomposition has 1 chain of length 4,3 chains of length 2 , and 2 chains of length 0 .
3.3.3. Lemma. ${ }^{42}$ The Boolean algebra $2^{\{1,2, \ldots, n\}}$ has a symmetric chain partition.

Proof. We proceed by induction. When $n=1,2^{\{1\}}$ can be partitioned into one chain of size 2 and the lemma holds. Suppose that $2^{\{1,2, \ldots, n-1\}}$ has been partitioned into symmetric chains. Let

$$
E_{k}, E_{k+1}, \ldots, E_{n-k}
$$

be a length- $l$ symmetric chain in this partition, where $l=n-2 k+1$. We define two new chains. The first is constructed by removing $E_{(n-1)-k}$ and adding the element $n$ to each of the remaining sets, giving the length- $(l-1)$ symmetric chain

$$
E_{k} \cup\{n\}, E_{k+1} \cup\{n\}, \ldots, E_{n-k+1} \cup\{n\}
$$

in $2^{\{1,2, \ldots, n\}}$. The new chain is empty when the original chain has length 0 , that is, when $n$ is even and $k=n / 2$. The second chain is constructed by putting the subset $E_{n-k} \cup\{n\}$ on the top of the chain, giving the length- $(l+1)$ symmetric chain

$$
E_{k}, E_{k+1}, \ldots, E_{n-k}, E_{n-k} \cup\{n\} .
$$

[^83]The new chains that are nonempty yield a symmetric chain decomposition of $2^{\{1,2, \ldots, n\}}$.

The chain partition constructed inductively in Lemma 3.3.3 can be described explicitly by a bracket notation. Represent the subsets in $\{1,2, \ldots, n\}$ by a length $-n$ sequence of 0 s and 1 s and replace each 1 by " (" and each 0 by ")". For example, for the subset $\{1,3,4,6,7,8,9\}$ in $\{1,2, \ldots, 10,11\}$, we have

$$
\begin{array}{ccccccccccc}
1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
( & ) & ( & ( & ) & ( & ( & ( & ( & ) & ) .
\end{array}
$$

Close brackets where possible, so that for our example, we obtain
() ( () ( ( ( ()).

The subsets with the same closed brackets (at the same coordinates) form a chain. For our example, there are four such subsets:


These subsets form the chain

$$
\{1,4,8,9\} \subset\{1,4,7,8,9\} \subset\{1,4,6,7,8,9\} \subset\{1,3,4,6,7,8,9\}
$$

We end this section with a discussion of the following problem, posed by Littlewood and Offord: Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be complex numbers of absolute value strictly greater than 1 . How many among the sums $\sum_{i=1}^{n} \epsilon_{i} \alpha_{i}$, where $\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right)$ are the $2^{n}$ vectors, with $\epsilon_{i}$ equal to -1 or +1 , have absolute value less than or equal to 1? Although there is an application to zeros of random polynomials, the problem is appealing on its own. ${ }^{43}$

The answer is in the following theorem, proved independently by Katona and Kleitman. ${ }^{44}$

[^84]$$
\alpha_{0}+\epsilon_{1} \alpha_{1} z+\epsilon_{2} \alpha_{2} z^{2}+\cdots+\epsilon_{n} \alpha_{n} z^{n}
$$
have "few" real zeros. Further applications can be found in Tao and Vu (2006).
${ }^{44}$ Katona (1966) and Kleitman $(1965,1970)$.
3.3.4. Theorem. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be complex numbers of absolute value greater than 1 and $U$ be a region in the complex plane satisfying the following property: if $x, y \in U$, then $|x-y| \leq 2$. Then at most $\binom{n}{\lfloor n / 2\rfloor}$ of the sums
$$
\sum \epsilon_{i} \alpha_{i}, \quad \epsilon_{i}= \pm 1
$$
can lie in $U$. In particular, at most $\binom{n}{\lfloor n / 2\rfloor}$ of the sums lie inside any circle of radius 1 in the complex plane.

The ingenious idea is to turn the analytic data into combinatorial data. This is best understood by looking at the one-dimensional or real case, proved by Erdős in $1945 .{ }^{45}$
3.3.5. Theorem. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be real numbers of absolute value at least 1 and $I$ be an half-open interval of length 2 . Then at most $\binom{n}{\lfloor n / 2\rfloor}$ of the sums $\sum_{i} \epsilon_{i} \alpha_{i}, \epsilon= \pm 1$, are in $I$.

Proof. Since the multiset of sums $\sum \epsilon_{i} \alpha_{i}$ is unaffected if we substitute $-\alpha_{i}$ for $\alpha_{i}$, we may assume that $\alpha_{i}>0$. If $A \subseteq\{1,2, \ldots, n\}$, let

$$
\begin{equation*}
S(A)=\sum_{j: j \in A} \alpha_{j}-\sum_{j: j \notin A} \alpha_{j} . \tag{S}
\end{equation*}
$$

This associates each sum $\sum \epsilon_{i} \alpha_{i}$ with a subset $A$ in $\{1,2, \ldots, n\}$. If $A \subset B$, then $|S(B)-S(A)| \geq 2$, and hence the two sums $S(A)$ and $S(B)$ cannot both be in a half-open length-2 interval. Hence if the sums $S(A)$ lie in a half-open length-2 interval, the sets $A$ form an antichain. We can now apply Sperner's theorem.

Just as in the real case, we may replace $\alpha_{i}$ by $-\alpha_{i}$ in the complex case. Thus, we can assume that all the complex numbers $\alpha_{i}$ lie in the upper halfplane.

Given a region $U$ satisfying the property in Kleitman's theorem, let $\mathcal{F}$ be the family of subsets $A$ such that the sum $S(A)$ is in $U$, and $T$ be the subset of indices $j$ such that $\alpha_{j}$ lies in the first quadrant; that is, both the real and imaginary parts of $\alpha_{j}$ are nonnegative. Let $A$ and $B$ be subsets in $\mathcal{F}$ such that $B \subset A, S(A)=\sum \epsilon_{i} \alpha_{i}$, and $\left.S(B)=\sum \bar{\epsilon}_{i} \alpha_{i}\right)$ be the vectors determined by $A$

[^85]and $B$. Then,
\[

$$
\begin{aligned}
& \epsilon_{i}-\bar{\epsilon}_{i}=2 \text { if } i \in A \backslash B, \\
& \epsilon_{i}-\bar{\epsilon}_{i}=0 \text { if } i \in A \cap B, \\
& \epsilon_{i}-\bar{\epsilon}_{i}=0 \text { if } i \in\{1,2, \ldots, n\} \backslash A .
\end{aligned}
$$
\]

Thus,

$$
\begin{aligned}
S(A)-S(B) & =\sum_{i=1}^{n}\left(\epsilon_{i}-\bar{\epsilon}_{i}\right) \alpha_{i} \\
& =2 \sum_{i: i \in A \backslash B} \alpha_{i} .
\end{aligned}
$$

If, in addition, $A \backslash B \subseteq T$, then the last sum ranges over complex numbers of absolute value greater than 1 in the first quadrant, and hence the sum also has absolute value greater than 1 (and is in the first quadrant). Hence, $\mid S(A)-$ $S(B) \mid \geq 2$, and in particular, $S(A)$ and $S(B)$ cannot both lie in the region $U$. We conclude that the family $\mathcal{F}$ satisfies the property:
$\left(\mathrm{K}_{1}\right)$ If $A$ and $B$ are subsets in $\mathcal{F}, A \subseteq B$, and the difference set $B \backslash A$ is contained in $T$, then $A=B$.

We can repeat the argument on the second quadrant to conclude that $\mathcal{F}$ also satisfies the property:
$\left(\mathrm{K}_{2}\right)$ If $A$ and $B$ are subsets in $\mathcal{F}, A \subseteq B$, and $B \backslash A$ is contained in the complement $\{1,2, \ldots, n\} \backslash T$, then $A=B$.

We can now finish the proof of Theorem 3.3.4 with the following "two-part Sperner theorem."

Theorem 3.3.6. Let $T \subseteq\{1,2, \ldots, n\}$ and $\mathcal{F}$ be a family of subsets of $\{1,2, \ldots, n\}$ satisfying properties $\left(\mathrm{K}_{1}\right)$ and $\left(\mathrm{K}_{2}\right)$. Then $\mathcal{F}$ has at most $\binom{n}{\lfloor n / 2\rfloor}$ subsets.

Proof. Let $t=|T|$. We shall consider the case when both $n$ and $t$ are even. The other three cases are almost the same. Once this case is understood, a single unified proof for all four cases can easily be written using floor and ceiling functions.

Fix a symmetric chain partition of the Boolean algebra $2^{T}$ of subsets of $T$. Consider a chain $\mathcal{C}$ of odd length $2 k+1$ consisting of the subsets

$$
D_{t / 2-k}, D_{t / 2-k+1}, \ldots, D_{t / 2}, \ldots, D_{t / 2+k}
$$

For an index $j, t / 2-k \leq j \leq t / 2+k$, let $\mathcal{F}_{j}(\mathcal{C})$ be the family of subsets $E$ such that $E$ is contained in the complement $\{1,2, \ldots, n\} \backslash T$ and $E \cup D_{j}$ is in the family $\mathcal{F}$. By $\left(\mathrm{K}_{2}\right)$, the families $\mathcal{F}_{j}(\mathcal{C})$ are antichains, and hence the union $\mathcal{F}_{t / 2-k}(\mathcal{C}) \cup \mathcal{F}_{t / 2-k+1}(\mathcal{C}) \cup \cdots \cup \mathcal{F}_{t / 2+k}(\mathcal{C})$ is a $k$-family in $2^{\{1,2, \ldots, n\} \backslash T}$. By Theorem 3.3.2,

$$
\left|\bigcup_{j=-k}^{k} \mathcal{F}_{j}(\mathcal{C})\right| \leq \sum_{j=-k}^{k}\binom{n-t}{(n-t) / 2+j} .
$$

By $\left(\mathrm{K}_{1}\right)$, the sets $\mathcal{F}_{j}(\mathcal{C})$, where $\mathcal{C}$ ranges over all symmetric chains in the chosen partition and $j$ ranges over an appropriate integer interval, are pairwise disjoint. In particular, the unions $\bigcup_{j} \mathcal{F}_{j}(\mathcal{C})$ are pairwise disjoint. Hence,

$$
|\mathcal{F}| \leq \sum_{\mathcal{C}}\left|\bigcup_{j} \mathcal{F}_{j}(\mathcal{C})\right| .
$$

Using the fact that in a symmetric chain partition of $2^{T}$, there are

$$
\binom{t}{t / 2+k}-\binom{t}{t / 2+k+1}
$$

chains of (odd) length $2 k+1$ (and no chains of even length), we obtain

$$
|\mathcal{F}| \leq \sum_{k=0}^{t / 2}\left[\binom{t}{t / 2+k}-\binom{t}{t / 2+k+1}\right] \sum_{j=-k}^{k}\binom{n-t}{(n-t) / 2+j} .
$$

To simplify this inequality, we change the order of summation, obtaining

$$
\begin{aligned}
|\mathcal{F}| \leq & \sum_{j=-t / 2}^{0}\binom{n-t}{(n-t) / 2+j} \sum_{k=-t / 2}^{j}\left[\binom{t}{t / 2+k}-\binom{t}{t / 2+k-1}\right] \\
& +\sum_{j=1}^{t / 2}\binom{n-t}{(n-t) / 2+j} \sum_{k=j}^{t / 2}\left[\binom{t}{t / 2+k}-\binom{t}{t / 2+k+1}\right]
\end{aligned}
$$

The inner sums (over $k$ ) are telescoping. Thus,

$$
\begin{aligned}
& \sum_{j=-t / 2}^{0}\binom{n-t}{(n-t) / 2+j} \sum_{k=-t / 2}^{j}\left[\binom{t}{t / 2+k}-\binom{t}{t / 2+k-1}\right] \\
& \quad=\sum_{j=-t / 2}^{0}\binom{n-t}{(n-t) / 2+j}\binom{t}{t / 2+j} \\
& =\sum_{j=-t / 2}^{0}\binom{n-t}{(n-t) / 2+j}\binom{t}{t-(t / 2+j)} \\
& =\sum_{j=-t / 2}^{0}\binom{n-t}{n / 2-(t / 2-j)}\binom{t}{t / 2-j} \\
& =\sum_{i=t / 2}^{t}\binom{n-t}{n / 2-i}\binom{t}{i}
\end{aligned}
$$

where, in the last step, we change the index of summation from $j$ to $i=t / 2-j$. Similarly, the second sum simplifies to

$$
\sum_{i=0}^{t / 2-1}\binom{n-t}{n / 2-i}\binom{t}{i} .
$$

To finish the proof, we use the van der Monde-Chu identity

$$
\binom{n}{n / 2}=\sum_{i=0}^{t}\binom{n-t}{n / 2-i}\binom{t}{i}
$$

to conclude that $|\mathcal{F}| \leq\binom{ n}{n / 2}$.
The proof we have given is Kleitman's 1965 proof. There are other ways to prove Theorem 3.3.4. In particular, it turns out that the separate steps to convert analysis to combinatorics and then to use the existence of a symmetric chain decomposition are unnecessary. One can construct an analog of a symmetric chain decomposition on the sums directly, yielding a general $d$-dimensional analog (see Exercise 3.3.5).

## Exercises

3.3.1. Let $\mathcal{C}$ be a collection of subsets of $\{1,2, \ldots, n\}$ such that for every pair $A$ and $B$ of subsets in $\mathcal{C}, A \cap B \neq \emptyset$.
(a) Show that $|\mathcal{C}| \leq 2^{n-1}$.
(b) Describe those collection $\mathcal{C}$ such that $|\mathcal{C}|=2^{n-1}$.

### 3.3.2. Mes̆alkin's extension of Sperner's theorem. ${ }^{46}$

Two partitions $\left\{A_{1}, A_{2}, \ldots, A_{s}\right\}$ and $\left\{B_{1}, B_{2}, \ldots, B_{s}\right\}$ with the same number $s$ of blocks of $\{1,2, \ldots, n\}$ are comparable if for some indices $i$ and $j, A_{i} \subseteq B_{j}$ or $A_{i} \supseteq B_{j}$. Show that the maximum size of a family of incomparable partitions equals the following maximum of multinomial coefficients:

$$
\max \left\{\binom{n}{n_{1}, n_{2}, \ldots, n_{s}}: n_{1}+n_{2}+\cdots+n_{s}=n\right\} .
$$

### 3.3.3. The probability that one set contains another. ${ }^{47}$

Put a probability measure on $2^{\{1,2, \ldots, n\}}$. Show that if two subsets $A$ and $B$ are chosen independently, then the probability that $A \subseteq B$ is at least $1 / m$, where $m$ is the middle binomial coefficient. (This lower bound is independent of the probability measure.)
3.3.4. Prove analogs of Theorems 3.3.1 and 3.3.3 for the lattice of divisors of a number (or a finite product of chains).

### 3.3.5. The d-dimensional Littlewood-Offord problem. ${ }^{48}$

Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be vectors in $\mathbb{R}^{d}$, with $\left\|\alpha_{i}\right\| \geq 1$ (where $\|x\|$ is the length of the vector $x$ ). Show that at most $\binom{n}{\lfloor n / 2\rfloor}$ sums $\sum \epsilon_{i} \alpha_{i}, \epsilon_{i}= \pm 1$ lie in a unit ball.

Sperner theory for partially ordered sets.
In the 1960s, Rota suggested studying extensions, or, more accurately, nonextensions, of Sperner's theorem to arbitrary partially ordered sets. This has become an intensive area of research. We present a selection of concepts and results in general Sperner theory.

In the next two exercises, let $P$ be a finite ranked partially ordered set having rank $N, \mathcal{W}_{i}(P)$ (or $\mathcal{W}_{i}$ ) be the set of elements in $P$ of rank $i$, and $W_{i}(P)=W_{i}=\left|\mathcal{W}_{i}\right|$. The numbers $W_{i}$ are the Whitney numbers of the second kind of $P$.

### 3.3.6. The normalized matching property and the LYM inequality. ${ }^{49}$

The partially ordered set $P$ satisfies the normalized matchin. property if for every rank $i$ and every subset $\mathcal{B} \subseteq \mathcal{W}_{i}$,

$$
\frac{|I(\mathcal{B})|}{W_{i-1}} \geq \frac{|\mathcal{B}|}{W_{i}},
$$

where

$$
I(\mathcal{B})=\left\{b: b \in \mathcal{W}_{i-1} \text { and } b \leq a \text { for some } a \text { in } \mathcal{B}\right\}
$$

[^86]The partially ordered set $P$ satisfies the LYM inequality if for every antichain $\mathcal{A}$ in $P$,

$$
\sum_{a: a \in \mathcal{A}} \frac{1}{W_{\mathrm{rank}(a)}} \leq 1,
$$

or, equivalently,

$$
\sum_{i=0}^{N} \frac{\left|\mathcal{A} \cap \mathcal{W}_{i}\right|}{W_{i}} \leq 1
$$

The third property is explicitly combinatorial: $P$ has a regular chain cover, that is, a nonempty collection of chains $\mathcal{C}$ of $P$ such that for each nonnegative integer $i$, every rank- $i$ element occurs in the same number (depending on $i$ ) of chains in $\mathcal{C}$.
(a) Show that the three properties are equivalent.

The partially ordered set $P$ is Sperner if the maximum size of an antichain in $P$ equals $\max \left\{W_{i}(P): 0 \leq i \leq n\right\}$.
(b) Show that if $P$ satisfies the LYM inequality, then $P$ is Sperner.

### 3.3.7. Unimodality, matchings, and the Sperner property. ${ }^{50}$

The partially ordered set $P$ is Sperner if the maximum size of an antichain in $P$ equals $\max \left\{W_{i}: 0 \leq i \leq n\right\}$. We can define symmetric chains and symmetric chain partitions for ranked partially ordered set exactly as for Boolean algebras.
(a) Prove the following observation of Harper and Rota. Let $P$ be a ranked partial order satisfying the following two properties:

HR1. Unimodality of the Whitney numbers: There is an index $m$ such that

$$
W_{0} \leq W_{1} \leq W_{2} \leq \cdots \leq W_{m}
$$

and

$$
W_{m} \geq W_{m+1} \geq \cdots \geq W_{n-1} \geq W_{n}
$$

HR2. The matching condition: For $0 \leq i \leq n-1$, the relation $\mathcal{W}_{i}(P) \rightarrow$ $\mathcal{W}_{i+1}(P)$ obtained by restricting the partial order has a partial matching of maximum size $\max \left\{W_{i}, W_{i+1}\right\}$.

Then $P$ is Sperner.
${ }^{50}$ Matching theory (p. 213) and Griggs (1977).
(b) Prove Griggs' theorem. A ranked partially ordered set $P$ of rank $n$ has a symmetric chain partition if it satisfies the following three properties: unimodality of Whitney numbers, the LYM inequality, and symmetry: For $0 \leq i \leq\lfloor n / 2\rfloor, W_{i}=W_{n-i}$.

### 3.3.8. Dedekind's problem on free distributive lattices. ${ }^{51}$

The free distributive lattice on $n$ generators is the "largest" distributive lattice generated by $n$ generators, in the sense that any other distributive lattice generated by $n$ generators is an image under a lattice homomorphism. By Exercise 1.3.7, the elements of the free distributive lattice on $n$ generators are in bijection with monotone, that is, surjective order-preserving functions $f: 2^{\{1,2, \ldots, n\}} \rightarrow\{0,1\}$. Monotone functions are in bijection with antichains not equal to $\{\emptyset\}$ or $\{\{1,2, \ldots, n\}\}$ in $2^{\{1,2, \ldots, n\}}$.

Dedekind posed the problem of finding $\psi(n)$, the number of elements in the free distributive lattice on $n$ generators. By Exercise 1.3.8(d), the number $\psi(n)+2$ equals the number of antichains in the Boolean algebra $2^{\{1,2, \ldots, n\}}$.
(a) Show that

$$
\left.2^{\left(n_{n / 2}^{n}\right)} \leq \psi(n) \leq 3^{\left({ }^{n} n / 2\right]}\right) .
$$

(b) Show that

$$
2^{\left(1+\alpha_{n}\right)([n / 2]} \leq \psi(n) \leq 2^{\left(1+\beta_{n}\right)\left({ }_{[n / 2]}^{n}\right)},
$$

where $\alpha_{n}=c e^{-n / 4}, \beta_{n}=c^{\prime}(\log n) / \sqrt{n}$, and $c, c^{\prime}$ are constants.

### 3.4 Modular and Linear Lattices

Although the lattice axioms are abstracted from properties of set-unions and -intersections, lattice theory is not usually regarded as a generalization of the theory of Boolean algebras. Most lattice theorists regard Richard Dedekind as the founder of the subject. In his two papers, ${ }^{52}$ Dedekind established lattice theory as the order-theoretic foundation of algebra.

For Dedekind, elements of lattices are subalgebras, ordered by setcontainment. For algebras with an Abelian group operation, such lattices satisfy a modular law. The modular law can be stated as an identity: for all elements $x, y$, and $z$,

$$
\begin{equation*}
x \wedge(y \vee(x \wedge z))=(x \wedge y) \vee(x \wedge z) \tag{M1}
\end{equation*}
$$

[^87]It can also be stated as a weaker form of one of the distributive axioms: for elements $x, y$, and $z$ such that $x \geq z$,

$$
\begin{equation*}
x \wedge(y \vee z)=(x \wedge y) \vee(x \wedge z)=(x \wedge y) \vee z \tag{M2}
\end{equation*}
$$

Since $x \geq z$ if and only if $x \wedge z=z$, it is easy to see that the two formulations of the modular law are equivalent. The inequality

$$
\begin{equation*}
x \wedge(y \vee(x \wedge z)) \geq(x \wedge y) \vee(x \wedge z) \tag{M3}
\end{equation*}
$$

holds in any lattice, as both $x$ and $y \vee(x \wedge z)$ are greater than or equal to $x \wedge y$ and $x \wedge z$. Hence, the modular law is equivalent to the inequality

$$
\begin{equation*}
x \wedge(y \vee(x \wedge z)) \leq(x \wedge y) \vee(x \wedge z) \tag{M4}
\end{equation*}
$$

In a similar way, the modular law is also equivalent to the apparently weaker statement: for elements $x, y$, and $z$ such that $x \geq z$,

$$
x \wedge(y \vee z) \leq(x \wedge y) \vee z
$$

A lattice is modular if it satisfies the modular law. Examples of modular lattices include lattices of normal subgroups of a group, lattices of subspaces of a vector space or projective space, lattices of ideals of a ring, and lattices of submodules of a module. The partial order in all these lattices is set-containment. The meet is set-intersection, and hence meets of arbitrarily many elements exist. The join of any subset $X$ of elements is defined by

$$
\bigvee_{x: x \in X} x=\bigcap\{y: y \supseteq x \text { for all } x \text { in } X\}
$$

In algebra terminology, the join is the subgroup, subspace, ideal, or submodule generated by all the elements in the union $\bigcup_{x: x \in X} x$.

An easy argument shows that the modular law holds in these lattices. For example, let $L(V)$ be the lattice of subspaces of a vector space $V$. Then $x \wedge$ $y=x \cap y$ and $x \vee y$ is the subspace spanned by the vectors in the union of $x$ and $y$. Let $x, y$, and $z$ be three subspaces and $\vec{v}$ be a vector in the subspace $x \wedge(y \vee(x \wedge z))$. Then $\vec{v} \in x, \vec{v}=\vec{u}+\vec{w}$, where $\vec{u} \in y$ and $\vec{w} \in$ $x \wedge z$. The last condition implies that $\vec{w} \in x$, which, together with $\vec{u}=\vec{v}-\vec{w}$, implies that $\vec{u} \in x$, and hence, $\vec{u} \in x \wedge y$. Since $\vec{v}=\vec{u}+\vec{w}$, we conclude that $\vec{v} \in(x \wedge y) \vee(x \wedge z)$. This proves inequality (M4), and hence the modular law. ${ }^{53}$

[^88]3.4.1. Dedekind's transposition principle. If $x$ and $y$ are elements in a modular lattice $L$, the intervals $[x, x \vee y]$ and $[x \wedge y, y]$ are lattice-isomorphic under the functions
\[

$$
\begin{aligned}
& \varphi_{y}:[x, x \vee y] \rightarrow[x \wedge y, y], u \mapsto u \wedge y \\
& \psi_{x}:[x \wedge y, y] \rightarrow[x, x \vee y], v \mapsto x \vee v .
\end{aligned}
$$
\]

Proof. We first show that the composition $\psi_{x} \varphi_{y}$ is the identity on the interval [ $x, x \vee y$ ]. Let $u \in[x, x \vee y]$. Then $x \leq u$ and by the modular law,

$$
\psi_{x} \varphi_{y}(u)=(u \wedge y) \vee x=u \wedge(y \vee x)=u
$$

By the same argument, dualized, $\varphi_{y} \psi_{x}$ is the identity on $[x \wedge y, y]$. Hence, $\psi_{x}$ and $\varphi_{y}$ are bijections. As both functions are order-preserving, the two intervals are isomorphic as partial orders and, hence, as lattices.

Dedekind's transposition principle implies the "third" isomorphism theorem for modules and as a special case, Abelian groups.

Let $\mathbf{C}$ be a class of lattices. A lattice $F$ is a free lattice on a set $X$ of generators for the class $\mathbf{C}$ if $F$ is in $\mathbf{C}$ and $F$ satisfies the universal property: if $L$ is a lattice in $\mathbf{C}$ and $\varphi: X \rightarrow L$ is a function, then there exists a unique lattice homomorphism $\tilde{\varphi}: F \rightarrow L$ extending $\varphi$. The universal property implies that if $X$ and $Y$ have the same cardinality, then the free lattices on $X$ and $Y$ in $\mathbf{C}$ are isomorphic. Up to isomorphism, we denote by $F_{\mathbf{C}}(\aleph)$ the free lattice on a set of generators of cardinality $\kappa$, if such a lattice exists.

Let $\mathbf{M}$ be the class of modular lattices. In his 1900 paper, Dedekind constructed implicitly the free modular lattice $F_{\mathbf{M}}(3)$ on three generators as a sublattice of the lattice $L(H)$ of subspaces of an eight-dimensional vector space $H$. Let $\left\{e_{i}: 1 \leq i \leq 8\right\}$ be a basis of $H$. If $X$ is a set of vectors, let $\langle X\rangle$ be the subspace spanned by $X$. Let $x=\left\langle e_{2}, e_{4}, e_{5}, e_{8}\right\rangle, y=\left\langle e_{2}, e_{3}, e_{6}, e_{7}\right\rangle$, and $z=\left\langle e_{1}, e_{4}, e_{6}, e_{7}+e_{8}\right\rangle$. Then with patience and elementary linear algebra, we find that there are 28 different subspaces formed by taking meets and joins of $x, y$, and $z$.

Dedekind's argument can be made abstractly. Let $x, y$, and $z$ be three generators. In the free modular lattice they generate, the maximum $\hat{1}$ is $x \vee$ $y \vee z$ and the minimum $\hat{0}$ is $x \wedge y \wedge z$. Let

$$
\begin{aligned}
u & =(x \wedge y) \vee(y \wedge z) \vee(z \wedge x), \\
v & =(x \vee y) \wedge(y \vee z) \wedge(z \vee x), \\
x_{1} & =(x \wedge v) \vee u=(x \vee u) \wedge v, \\
y_{1} & =(y \wedge v) \vee u=(y \vee u) \wedge v, \\
z_{1} & =(z \wedge v) \vee u=(z \vee u) \wedge v,
\end{aligned}
$$



Figure 3.1 Free modular lattice on three generators $x, y$, and $z$.
as shown in Figure 3.1. These five elements are distinct. The elements $x \wedge$ $y, y \wedge z$, and $z \wedge x$ generate a Boolean algebra with eight elements, giving the interval $[\hat{0}, u]$. Dually, $x \vee y, y \vee z$, and $z \vee x$ generate an eight-element Boolean algebra as well, giving the interval $[v, \hat{1}]$. There are six additional elements, $x \wedge x_{1}, y \wedge y_{1}, z \wedge z_{1}, x \vee x_{1}, y \vee y_{1}$, and $z \vee z_{1}$, obtainable from the lattice operations. For more details, see the solution to Exercise 3.4.3.
3.4.2. Proposition. The free modular lattice $F_{\mathbf{M}}(3)$ has 28 elements.

The free modular lattice on four generators is infinite. To show this, we exhibit an infinite number of elements in a modular lattice generated by four elements. Let $\operatorname{PG}(2, \mathbb{R})$ be the real projective plane. We use the field of real numbers so that we can draw pictures; any infinite field will work. If $a$ and $b$ are points, let $\overline{a, b}$ be the line defined by $a$ and $b$, and $\ell_{\infty}$ the line at infinity. Let $a$, $b, c$, and $d$ be four points in $\operatorname{PG}(2, \mathbb{R})$ such that the lines $\overline{a, b}$ and $\overline{c, d}$ intersect at a point $v_{1}$ on the line $\ell_{\infty}$ at infinity and $\overline{a, c} \cap \overline{b, d}=v_{2}$ and $v_{2} \in \ell_{\infty}$. In particular, the two pairs $\overline{a, b}, \overline{c, d}$ and $\overline{a, c}, \overline{b, d}$ of lines are parallel in the affine subplane.

In addition, let $v=\overline{a, d} \cap \overline{b, c}, u=\overline{v, v_{1}} \cap \overline{b, d}, t_{1}=\overline{v, v_{2}} \cap \overline{a, b}, s_{1}=$ $\overline{t_{1}, u} \cap \overline{c, d}$, and $v_{3}=\overline{a, d} \cap \overline{t_{1}, s_{1}}$. For $i=1,2,3, \ldots$, define the points recursively by

$$
t_{i+1}=\overline{s_{i}, v_{2}} \cap \overline{a, b} \text { and } s_{i+1}=\overline{t_{i+1}, v_{3}} \cap \overline{c, d}
$$

The points $s_{i}$ and $t_{i}$ are distinct, as shown in Figure 3.2.


Figure 3.2 The free modular lattice on four generators is infinite.

The infinite set of points $\left\{s_{i}, t_{j}: 1 \leq i, j<\infty\right\}$ are lattice polynomials in $a, b, c$, and $d$ in the lattice of subspaces of $\operatorname{PG}(2, \mathbb{R})$. Hence, $a, b, c$, and $d$ generate an infinite sublattice of the (modular) lattice of subspaces of $\mathrm{PG}(2, \mathbb{R})$.

The argument just presented shows the importance of geometric ideas in studying modular lattices. The lattice operations of joins and meets of subspaces are analogs of the geometric constructions of projections and sections in synthetic projective geometry. With its focus on incidence relations and its refusal of coordinates, synthetic projective geometry can best be understood using the language of modular lattices. In particular, modular lattices offer a way to work with joins and meets of arbitrary subspaces without referring to the underlying points. We explain this point of view by studying Desargues' theorem. ${ }^{54}$ (Desargues' theorem is a theorem for projective spaces of dimension three or higher. There are projective planes in which Desargues' theorem fails.)
3.4.3. Desargues' theorem. Let $a, b, c, a^{\prime}, b^{\prime}$, and $c^{\prime}$ be six points in a projective space, no three on a line, such that the lines $\overline{a, a^{\prime}}, \overline{b, b^{\prime}}$, and $\overline{c, c^{\prime}}$ meet at a common point $p$ (see Figure 3.3). Let

$$
d=\overline{a, b} \wedge \overline{a^{\prime}, b^{\prime}}, \quad e=\overline{b, c} \wedge \overline{b^{\prime}, c^{\prime}}, \quad \text { and } \quad f=\overline{a, c} \wedge \overline{a^{\prime}, c^{\prime}}
$$

Then the three points $d, e$, and $f$ are on the same line.
Schützenberger ${ }^{55}$ observed that Desargues' theorem is a special case of the following lattice-theoretic condition, called the Arguesian law: for any elements $x, y, z, x^{\prime}, y^{\prime}$, and $z^{\prime}$ in $L$ such that

$$
\left(x \vee x^{\prime}\right) \wedge\left(y \vee y^{\prime}\right)=\left(y \vee y^{\prime}\right) \wedge\left(z \vee z^{\prime}\right)=\left(z \vee z^{\prime}\right) \wedge\left(x \vee x^{\prime}\right)
$$

[^89]

Figure 3.3 Desargues' theorem.
the following equations hold:

$$
\begin{aligned}
& {\left[(x \vee y) \wedge\left(x^{\prime} \vee y^{\prime}\right)\right] \vee\left[(x \vee z) \wedge\left(x^{\prime} \vee z^{\prime}\right)\right]} \\
& \quad=\left[(y \vee z) \wedge\left(y^{\prime} \vee z^{\prime}\right)\right] \vee\left[(x \vee y) \wedge\left(x^{\prime} \vee y^{\prime}\right)\right] \\
& \quad=\left[(x \vee z) \wedge\left(x^{\prime} \vee z^{\prime}\right)\right] \vee\left[(y \vee z) \wedge\left(y^{\prime} \vee z^{\prime}\right)\right] .
\end{aligned}
$$

Since Schützenberger's paper, several equivalent versions of the Arguesian law have been found. An example is the following compact variation (CA): if ${ }^{56}$

$$
\left(x \vee x^{\prime}\right) \wedge\left(y \vee y^{\prime}\right) \leq z \vee z^{\prime}
$$

then

$$
(x \vee y) \wedge\left(x^{\prime} \vee y^{\prime}\right) \leq\left[(x \vee z) \wedge\left(x^{\prime} \vee z^{\prime}\right)\right] \vee\left[(y \vee z) \wedge\left(y^{\prime} \vee z^{\prime}\right)\right] .
$$

Both versions of the Arguesian law so far are implications. Jónsson ${ }^{57}$ has given a version which is an inequality. Let

$$
u=(x \vee y) \wedge\left(x^{\prime} \vee y^{\prime}\right) \wedge\left[\left((x \vee z) \wedge\left(x^{\prime} \vee z^{\prime}\right)\right) \vee\left((y \vee z) \wedge\left(y^{\prime} \vee z^{\prime}\right)\right)\right] .
$$

Then the Arguesian law can be stated as

$$
\left(x \vee x^{\prime}\right) \wedge\left(y \vee y^{\prime}\right) \wedge\left(z \vee z^{\prime}\right) \leq(x \wedge(u \vee y)) \vee\left(y \wedge\left(u \vee y^{\prime}\right)\right)
$$

Another version is a self-dual inequality due to Day and Pickering and Haiman: ${ }^{58}$

$$
\left.\begin{array}{rl}
z & \wedge[
\end{array}\left[\left(x \vee x^{\prime}\right) \wedge\left(y \vee y^{\prime}\right)\right] \vee z\right] .
$$

The Arguesian law implies the modular law in the following way: if $X \geq Y$, then Jónsson's inequality with $x=y^{\prime}=Z, y=z=x^{\prime}=Y$, and $z^{\prime}=X$ becomes $X \wedge(Y \vee Z) \leq Y \vee(X \wedge Z)$.
${ }^{56}$ Day (1983). ${ }^{57}$ Jónsson (1953). ${ }^{58}$ Day and Pickering (1983) and Haiman (1985b).

A lattice $L$ is Arguesian if it satisfies the Arguesian law. The most natural examples of Arguesian lattices are lattices of commuting equivalence relations in combinatorics and lattices of normal subgroups in algebra. Recall from Section 1.5 that a (binary) relation $R$ on $S$ is a subset of the Cartesian product $S \times S$. If $a$ and $b$ are elements of $S$, we write $a R b$ instead of $(a, b) \in R$. If $R$ and $T$ are relations on $S$, then the composition $R \circ T$ is the relation on $S$ defined by $a R \circ T b$ if there exists an element $c$ in $S$ such that $a R c$ and $c T b$. Relational composition has been studied extensively (see Section 1.5), but the general theory had no impact on combinatorics so far. However, a special case of relational composition has an elegant algebraic theory. This is the case of commuting equivalence relations.

A relation $R$ on $S$ is an equivalence relation if it is reflexive, symmetric, and transitive: in terms of relational composition, $R$ is an equivalence relation if $I \subseteq R, R^{-1}=R$, and $R \circ R \subseteq R$, where $I$ is the identity or equality relation $\{(a, a): a \in S\}$ and $R^{-1}$ is the inverse relation $\{(b, a):(a, b) \in R\}$. Given an equivalence relation $R$, the equivalence classes of $R$ form a partition of $S$; conversely, any partition of $S$ determines an equivalence relation whose equivalence classes are the blocks of the partition. The notions of equivalence relations and partitions are mathematically equivalent or "cryptomorphic," but different psychologically. Let $R_{\pi}$ be the equivalence relation associated with the partition $\pi$.

The set $\Pi(S)$ of partitions of a set $S$ forms a lattice under the partial order of reverse refinement: $\pi \leq \sigma$ when every block of $\pi$ is contained in a block of $\sigma$. Under this partial order, $\Pi(S)$ is a lattice. The meet $\pi \wedge \sigma$ in $\Pi(S)$ is the partition whose blocks are $B \cap C$, where $B$ is a block in $\pi$ and $C$ is a block in $\sigma$. In terms of their equivalence relations,

$$
R_{\pi \wedge \sigma}=R_{\pi} \cap R_{\sigma} .
$$

The join $\pi \vee \sigma$ is the least partition coarser than both $\pi$ and $\sigma$. It does not have a simple description in terms of blocks. In terms of relations, $R_{\pi \vee \sigma}$ is the least equivalence relation containing $R_{\pi} \cup R_{\sigma}$. Since any equivalence relation containing $R_{\pi} \cup R_{\sigma}$ contains $R_{\pi} \circ R_{\sigma}$ by transitivity, both $R_{\pi}$ and $R_{\sigma}$ are contained in $R_{\pi} \circ R_{\sigma}$, and the transitive closure of $R_{\pi} \cup R_{\sigma}$ is an equivalence relation, we conclude that

$$
R_{\pi \vee \sigma}=\bigcup_{m=1}^{\infty} \underbrace{R_{\pi} \circ R_{\sigma} \circ R_{\pi} \circ R_{\sigma} \circ \cdots \circ R_{\pi} \circ R_{\sigma}}_{m \text { times }} .
$$

Two relations $R$ and $T$ commute if $R \circ T=T \circ R$.
3.4.4. Lemma. $\quad R_{\pi \vee \sigma}=R_{\pi} \circ R_{\sigma}$ if and only if $R_{\pi}$ and $R_{\sigma}$ commute.

Proof. If $R$ and $T$ are commuting equivalence relations, then

$$
R \circ T \circ R \circ T=R \circ R \circ T \circ T=R \circ T .
$$

Hence, if $R_{\pi}$ and $R_{\sigma}$ commute, then $R_{\pi \vee \sigma}=R_{\pi} \circ R_{\sigma}$.
Conversely, suppose that $R_{\pi \vee \sigma}=R_{\pi} \circ R_{\sigma}$. Then $R_{\pi} \circ R_{\sigma} \supseteq R_{\sigma} \circ R_{\pi}$. Taking inverses, we obtain $\left(R_{\pi} \circ R_{\sigma}\right)^{-1} \supseteq\left(R_{\sigma} \circ R_{\pi}\right)^{-1}$. But

$$
\left(R_{\pi} \circ R_{\sigma}\right)^{-1}=R_{\sigma}^{-1} \circ R_{\pi}^{-1}=R_{\sigma} \circ R_{\pi} .
$$

Hence, $R_{\sigma} \circ R_{\pi} \supseteq R_{\pi} \circ R_{\pi}$. We conclude that $R_{\pi} \circ R_{\sigma}=R_{\sigma} \circ R_{\pi}$.

Since $R_{\pi \vee \sigma}$ is the smallest equivalence relation containing $R_{\pi} \circ R_{\sigma}$, we have also proved the following result.
3.4.5. Lemma. Let $R$ and $T$ be equivalence relations on the set $S$. Then $R$ and $T$ commute if and only if $R \circ T$ is an equivalence relation.

We next characterize commuting equivalence relations. To do this, we use a weakening of the notion of stochastic independence of partitions from information theory (see Section 1.4). Two equivalence relations $R_{\pi}$ and $R_{\sigma}$ are algebraically independent if for any block $A$ in $\pi$ and any block $B$ in $\sigma$, $A \cap B \neq \emptyset$. If $R_{\pi}$ and $R_{\sigma}$ are independent, then for any two elements $a$ and $b$ in $S, a R_{\pi} b, a R_{\sigma} b$, or there exists a point $c$ such that $a R_{\pi} c$ and $c R_{\sigma} b$. Hence,

$$
R_{\sigma} \circ R_{\pi}=R_{\{S\}}=R_{\pi} \circ R_{\sigma},
$$

where $\{S\}$ is the maximum partition consisting of one block $S$. In particular, $R_{\pi}$ and $R_{\sigma}$ commute.

Let $E \subseteq S$. If $R$ is a relation on $S$, then the restriction $\left.R\right|_{E}$ is the relation $R \cap E \times E$. If $R$ is an equivalence relation, then $\left.R\right|_{E}$ is also an equivalence relation. If $\pi$ is partition on $S$, then the restriction $\left.\pi\right|_{E}$ is the partition on $E$ whose blocks are the nonempty subset of the form $B \cap E$, where $B$ is a block of $\pi$. Note that the partition associated with $\left.R_{\pi}\right|_{E}$ is the restriction $\left.\pi\right|_{E}$.

Let $S_{i}$ be a family of disjoint subsets with a partition $\pi_{i}$ on each subset $S_{i}$. The disjoint union $\sqcup_{i} \pi_{i}$ is the partition on the union $\bigcup_{i} S_{i}$ consisting of all the blocks in the partitions $\pi_{i}$. Suppose that for each $i, \sigma_{i}$ is a partition of $S_{i}$ such that $\pi_{i}$ and $\sigma_{i}$ are independent. Then $\sqcup_{i} \pi_{i} \circ \sqcup_{i} \sigma_{i}$ and $\sqcup_{i} \sigma_{i} \circ \sqcup_{i} \pi_{i}$ both equal $\sqcup_{i}\left\{S_{i}\right\}$. Hence, $\sqcup_{i} \pi_{i}$ and $\sqcup_{i} \sigma_{i}$ commute, but they are not independent. This shows one direction of the following characterization.
3.4.6. The Dubreil-Jacotin theorem. ${ }^{59}$ The equivalence relations $R_{\pi}$ and $R_{\sigma}$ commute if and only if for every block $C$ of the partition $\pi \vee \sigma$, the restrictions $\left.\pi\right|_{C}$ and $\left.\sigma\right|_{C}$ are algebraically independent.

Proof. We first show a special case. If the equivalence relations $R_{\pi}$ and $R_{\sigma}$ on $S$ commute and $\pi \vee \sigma=\{S\}$, then $R_{\pi} \circ R_{\sigma}=R_{\{S\}}$, and hence for any two elements $a$ and $b$ in $S$, there exists an element $c$ such that $a R_{\pi} c$ and $c R_{\sigma} b$. The element $c$ is in the intersection of the block containing $a$ in $\pi$ and the block containing $b$ in $\sigma$. We conclude that $\pi$ and $\sigma$ are algebraically independent.

To prove the general case, let $C$ be a block of $\pi \vee \sigma$. Then $\left.\left.R_{\pi}\right|_{C} \circ R_{\sigma}\right|_{C}=$ $R_{\{C\}}$, and hence, $\left.R_{\pi}\right|_{C}$ and $\left.R_{\sigma}\right|_{C}$ commute as equivalence relations on $C$. The special case holds and we conclude that $\left.\pi\right|_{C}$ and $\left.\sigma\right|_{C}$ are algebraically independent.

A lattice $L$ is linear if there exists a bijective lattice homomorphism $R: L \rightarrow \Pi(S)$ such that for all elements $x$ and $y$ in $L$, their images $R(x)$ and $R(y)$, thought of as equivalence relations on $S$, commute, so that

$$
R(x \vee y)=R(x) \vee R(y)=R(x) \circ R(y) .
$$

3.4.7. Theorem. A linear lattice $L$ is Arguesian.

Proof. We prove the implication (CA). Let $R: L \rightarrow \Pi(S)$ be a bijective homomorphism into a sublattice of commuting equivalence relations and $x, y, z, x^{\prime}, y^{\prime}, z^{\prime}$ be elements in $L$ such that

$$
\begin{equation*}
R\left(x \vee x^{\prime}\right) \cap R\left(y \vee y^{\prime}\right) \subseteq R\left(z \vee z^{\prime}\right) \tag{H}
\end{equation*}
$$

Suppose $a, b \in S$ and $a R\left((x \vee y) \wedge\left(x^{\prime} \vee y^{\prime}\right)\right) b$. Then there exist $c$ and $d$ such that

$$
a R(x) c, c R(y) b, \quad a R\left(x^{\prime}\right) d, d R\left(y^{\prime}\right) b
$$

From this, we deduce that

$$
c R\left(x \vee x^{\prime}\right) d, \quad c R\left(y \vee y^{\prime}\right) d
$$

and

$$
c R\left(\left(x \vee x^{\prime}\right) \wedge\left(y \vee y^{\prime}\right)\right) d .
$$

${ }^{59}$ Dubreil and Dubreil-Jacotin (1939).

By inequality $(\mathrm{H}), c R\left(z \vee z^{\prime}\right) d$. Thus, there exists $e \in S$ such that $c R(z) e$ and $e R\left(z^{\prime}\right) d$.

So far, we have the following relationships involving $a$ and $e$ :

$$
a R(x) c, c R(z) e, \quad a R\left(x^{\prime}\right) d, d R\left(z^{\prime}\right) e .
$$

Hence,

$$
a R\left((x \vee z) \wedge\left(x^{\prime} \vee z^{\prime}\right)\right) e
$$

Similarly,

$$
e R\left((y \vee z) \wedge\left(y^{\prime} \vee z^{\prime}\right)\right) b
$$

Combining these two relations, we obtain

$$
a R\left(\left[(x \vee z) \wedge\left(x^{\prime} \vee z^{\prime}\right)\right] \vee\left[(y \vee z) \wedge\left(y^{\prime} \vee z^{\prime}\right)\right]\right) b
$$

and thus,

$$
R\left((x \vee y) \wedge\left(x^{\prime} \vee y^{\prime}\right)\right) \subseteq R\left(\left[(x \vee z) \wedge\left(x^{\prime} \vee z^{\prime}\right)\right] \vee\left[(y \vee z) \wedge\left(y^{\prime} \vee z^{\prime}\right)\right]\right)
$$

We end with a discussion of free linear lattices.
3.4.8. Theorem. Free linear lattices exist.

The only known proof is indirect and uses a theorem of Birkhoff ${ }^{60}$ that free lattices exist in a class $\mathbf{C}$ of lattices if and only if $\mathbf{C}$ is closed under forming direct products and taking sublattices.

We first observe that a sublattice of a lattice of commuting equivalence relations is also a lattice of commuting linear relation. Next, we show that a direct product of linear lattices is linear. Let $I$ be an index set and for each $i \in I$, let $L_{i}$ be a lattice represented by commuting equivalence relations on the base set $S_{i}$. Associate with each element $\left(x_{i}\right)_{i \in I}$ in the Cartesian product $\prod_{i: i \in I} L_{i}$ the equivalence relation $R\left(\left(x_{i}\right)\right)$ on the base set $\prod_{i: i \in I} S_{i}$ defined by

$$
\left(a_{i}\right) R\left(\left(x_{i}\right)\right)\left(b_{i}\right) \text { if } a_{i} R\left(x_{i}\right) b_{i} \text { for all } i \in I .
$$

Put another way, the equivalence classes of $R\left(\left(x_{i}\right)\right)$ are all Cartesian products $\prod_{i: i \in I} B_{i}$, where $B_{i}$ is an equivalence class in $R\left(x_{i}\right)$. It is routine to check that $R: \prod_{i: i \in I} L_{i} \rightarrow \prod_{i: i \in I} S_{i}$ is a representation by commuting equivalence relations.

At this stage, we can finish the proof by quoting Birkhoff's theorem. It takes only a little longer to explicitly show Birkhoff's construction for linear lattices. Let $X$ be a given set of generators. If $|X|$ is infinite, let $\mathcal{L}$ be the set of isomorphism classes of linear lattices such that $|L| \leq|X|$; if $|X|$ is finite, let $\mathcal{L}$ be the set of all isomorphism classes of finite or countable linear lattices. Let $\mathcal{H}$ be the set of all pairs $(\varphi, L)$, where $L \in \mathcal{L}$ and $\varphi: X \rightarrow L$ is a function (defined up to an isomorphism of $L$ ). Let

$$
\tilde{L}=\prod_{(\varphi, L):(\varphi, L) \in \mathcal{H}} L
$$

Then $\tilde{L}$ is linear, because it is a product of linear lattices. For each generator $x$ in $X$, let $\tilde{x}$ be the element in $\tilde{L}$ with $(\varphi, L)$-component equal to $\varphi\left(x_{k}\right)$. Let $F_{\mathbf{L}}(X)$ be the sublattice of $\tilde{L}$ generated by the set $\{\tilde{x}: x \in X\}$. This is a linear lattice and we claim that it is free. To see this, let $\psi: X \rightarrow M$ be a function from $X$ to a linear lattice $M$. Then $(\psi, M) \in \mathcal{H}$. Let $P: \tilde{L} \rightarrow M$ be the projection sending an element of $\tilde{L}$ to its $(\psi, M)$-component. This is a lattice homomorphism extending $\psi$. We conclude that $\tilde{L}$ satisfies the universal property defining a free linear lattice.

Other than existence, little is known about the structure of free linear lattices. The only case known is that $F_{\mathbf{L}}(3)$ is isomorphic to the free modular lattice $F_{\mathbf{M}}(3)$. The free modular or linear lattice on $n$ generators contains (as a homomorphic image) the lattice generated by $n$ subspaces in projective space. When $n=3$, the lattice generated by $n$ subspaces in general position equals $F_{\mathbf{L}}(3)$. Whether this equality holds for $n \geq 4$ is unknown. An explicit construction for free modular or linear lattices would yield insights into the geometric problem of finding invariants and classifying configurations of subspaces. The case of four subspaces was studied intensively by Gelfand and Ponomarev. ${ }^{61}$

A major research problem is whether linear lattices can be characterized by identities. By a theorem of Birkhoff (see Exercise 1.3.8), an equivalent problem is whether the class of linear lattices is closed under homomorphic images. Haiman ${ }^{62}$ proved that linear lattices satisfy a sequence of increasingly stronger identities based on Desargues' theorem. However, he also showed that these analogs are not sufficient to characterize linearity. Haiman also developed a proof theory for universal Horn sentences (that is, sentences of the form $\bigwedge_{i}\left[P_{i} \leq Q_{i}\right] \Rightarrow[P \leq Q]$, where $P_{i}, Q_{i}, P, Q$ are lattice polynomials, " $\wedge$ " is logical conjunction or "and", and " $\Rightarrow$ " is implication) about linear lattices. His algorithm represents a given Horn sentence as a series-parallel graph and

[^90]then applies simple graph constructions that would yield either a proof or a counterexample. ${ }^{63}$

## Exercises

3.4.1. Show that in a modular lattice, the two conditions that (I) $x$ and $y$ are comparable and that (II) for some element $a x \vee a=y \vee a$ and $x \wedge a=y \wedge a$, imply that $x=y$.

### 3.4.2. McLaughlin's theorem. ${ }^{64}$

Recall from Exercise 1.3 .6 that a lattice $L$ is modular if and only if $L$ does not contain the pentagon $N_{5}$ as a sublattice. Prove McLaughlin's theorem: let $L$ be a complemented lattice with minimum $\hat{0}$ and maximum $\hat{1}$. Suppose that $L$ does not contain a pentagon with $m=\hat{0}$ and $M=\hat{1}$. Then $L$ is modular.
3.4.3. (a) Construct the free distributive lattice $F_{\mathbf{D}}(3)$ on three generators.
(b) Do the calculations in the construction of $F_{\mathbf{M}}(3)$.
(c) Prove von Neumann's observation: ${ }^{65}$ The sublattice generated by three elements $x, y$, and $z$ in a modular lattice is distributive if and only if $x \wedge(y \vee$ $z)=(x \wedge y) \vee(x \wedge z)$.

### 3.4.4. The free modular lattice generated by two chains. ${ }^{66}$

In this problem, we need the notion of a free modular lattice generated by a given partially ordered set $P$. Informally, this is the largest modular lattice $F_{\mathbf{M}}(P)$ containing $P$, with meets and joins in $F_{\mathbf{M}}(P)$ agreeing with any existing infimums and supremums in $P$.
(a) Define $F_{\mathbf{M}}(P)$ formally by a universal property.

Let $P(m, n)$ be the partially ordered set consisting of two disjoint chains

$$
x_{1}<x_{2}<\cdots<x_{m} \quad \text { and } \quad y_{1}<y_{2}<\cdots<y_{n}
$$

the first having length $m-1$ and the second having length $n-1$. Let $Y(m, n)$ be the (distributive) lattice of order ideals of the Cartesian product of the two chains $\{0,1,2, \ldots, m\}$ and $\{0,1,2, \ldots, n\}$, in their natural order.
(b) Show that $|Y(m, n)|=\binom{m+n}{n}$.
(c) Prove the Birkhoff-Schreier-Zassenhaus theorem. The free modular lattice $F_{\mathbf{M}}(P(m, n))$ generated by the partial order $P(m, n)$ is isomorphic to a sublattice of $Y(m, n)$. In particular, it is distributive.
${ }^{63}$ Haiman (1985a). ${ }^{64}$ McLaughlin (1956). ${ }^{65}$ von Neumann (1936).
${ }^{66}$ Birkhoff (1967, p. 65), Schreier (1928), and Zassenhaus (1934).

### 3.4.5. Modular lattices and exterior algebras. ${ }^{67}$

(Research problem) Exterior algebras provide a calculus for meets and joins of subspaces. Thus, meets and joins in exterior algebras may be considered as coordinatized versions of meets and joins in modular or linear lattices. The double algebra due to Rota and his coworkers gives a workable notation for working with exterior-algebra meets and joins. Study this connection.
3.4.6. Prove that the four versions of the Arguesian law given in the text are equivalent.

### 3.4.7. Three types of representations of lattices by equivalence relations. ${ }^{68}$

A representation (by equivalence relations) of a lattice $L$ is a bijective lattice homomorphism $R: L \rightarrow \Pi(S)$, where $\Pi(S)$ is the lattice of partitions on a set $S$. Partitions are thought of as equivalence relations on $S$. In his important 1953 paper, Jónsson defined three types of representations. A representation is type- 1 if $R(x \vee y)=R(x) \circ R(y)$ for all $x, y \in L$. Lattices with a type-1 representation are exactly the linear lattices. A representation is type-2 if $R(x \vee y)=R(x) \circ R(y) \circ R(x)$ for all $x, y \in L$ and type- 3 if $R(x \vee y)=R(x) \circ R(y) \circ R(x) \circ R(y)$ for all $x, y \in L$.
(a) Show that a lattice $L$ has a type-2 representation if and only if $L$ is modular.
(b) Show that every lattice has a type-3 representation.

### 3.4.8. Subgroups and equivalence relations.

If $H$ is a subgroup of a group $G$ (written multiplicatively), let $R_{H}$ be the equivalence relation giving the partition of $G$ into right cosets of $H$. Let $H$ and $K$ be subgroups and $H K=\{h k: h \in H, k \in K\}$.
(a) Show that the equivalence relations $R_{H}$ and $R_{K}$ commute if and only if $H K=K H$.
(b) Show that the following lattices are linear: the lattice of normal subgroups of a group, the lattice of subgroups of an Abelian group, the lattice of subspaces of a vector space, and the lattice of submodules of a module.

### 3.4.9. Generalized Arguesian Identities. ${ }^{69}$

The following is Desargues' theorem in three-dimensional projective space. Let $a, a^{\prime}, b, b^{\prime}, c, c^{\prime}, d, d^{\prime}$ be points. If the four lines $\overline{a, a^{\prime}}, \overline{b, b^{\prime}}, \overline{c, c^{\prime}}$, and $\overline{d, d^{\prime}}$ meet at one common point, then four points

$$
\overline{a, b} \wedge \overline{a^{\prime}, b^{\prime}}, \quad \overline{b, c} \wedge \overline{b^{\prime}, c^{\prime}}, \quad \overline{c, d} \wedge \overline{c^{\prime}, d^{\prime},} \text { and } \overline{d, a} \wedge \overline{d,,^{\prime} a^{\prime}}
$$

lie on a plane.

[^91]The corresponding generalized Arguesian identity is

$$
\begin{aligned}
d & \wedge\left(( d _ { 1 } ^ { \prime } \wedge d _ { 2 } ^ { \prime } ) \vee \left\{\left[\left(c_{2}^{\prime} \wedge c_{1}^{\prime}\right) \vee\left(c_{2} \wedge c_{1}\right)\right] \wedge\left[\left(b_{2}^{\prime} \wedge b_{1}^{\prime}\right) \vee\left(b_{2} \wedge b_{1}\right)\right]\right.\right. \\
& \left.\left.\wedge\left[\left(a_{2}^{\prime} \wedge a_{1}^{\prime}\right) \vee\left(a_{2} \wedge a_{1}\right)\right]\right\}\right) \\
\leq & a_{1} \vee\left(( a _ { 1 } ^ { \prime } \vee d _ { 2 } ^ { \prime } ) \wedge \left\{\left[\left(b_{1}^{\prime} \vee a_{2}^{\prime}\right) \wedge\left(b_{1} \vee a_{2}\right)\right] \vee\left[\left(c_{1}^{\prime} \vee b_{2}^{\prime}\right) \wedge\left(c_{1} \vee b_{2}\right)\right]\right.\right. \\
& \left.\left.\vee\left[\left(d_{1}^{\prime} \vee c_{2}^{\prime}\right) \wedge\left(d \vee c_{2}\right)\right]\right\}\right) .
\end{aligned}
$$

Prove that this identity holds in all linear lattices.
(b) (Research problem) Find lattice versions of higher-dimensional theorems in projective geometry.

### 3.4.10. Information theory and commuting equivalence relations.

(a) (Research problem) Stochastic independence for partitions or equivalence relations is a key notion in information theory (see Section 1.4). Find an interesting information-theoretic interpretation of two commuting equivalence relations.
(b) (Research problem) Another problem is to generalize the notion of commuting equivalence relations to more than two relations. Motivated by probability theory, define three partitions $\pi, \sigma$, and $\tau$ on the same set to be algebraically 3 -independent when for any three blocks $A \in \pi, B \in \sigma$, and $C \in \tau, A \cap B \cap C \neq \emptyset$ and 3-commuting when they are disjoint unions of algebraically 3-independent partitions. Is there a lattice-theoretic interpretation of 3-commuting equivalence relations?

### 3.4.11. Stochastic independence and commutativity. ${ }^{70}$

Stochastic independence is a strengthening of algebraic independence. Let ( $\Omega, \mathcal{F}, \operatorname{Pr}$ ) be a probability space, where $\mathcal{F}$ is a $\sigma$-algebra on $\Omega$ and $\operatorname{Pr}$ is the probability measure. Two $\sigma$-subalgebras $\mathcal{B}$ and $\mathcal{C}$ of $\mathcal{F}$ are stochastically independent if for subsets $B \in \mathcal{B}$ and $C \in \mathcal{C}, \operatorname{Pr}(B \cap C)=\operatorname{Pr}(B) \operatorname{Pr}(C)$. A $\sigma-$ subalgebra is strictly separable if it can be generated by a countable collection of subsets. If $\mathcal{A}$ is a $\sigma$-subalgebra of $\mathcal{F}$, let $M_{\mathcal{A}}$ be the probability space ( $\Omega, \mathcal{A}, \operatorname{Pr}$ ).

Two theorems due to Rohlin characterize the structure of pairs of stochastically independent $\sigma$-subalgebras.
(a) Show Rohlin's first theorem. Let $(\Omega, \mathcal{F}, \operatorname{Pr})$ be a probability space, $\mathcal{B}$ and $\mathcal{C}$ be two strictly separable $\sigma$-subalgebras of $\mathcal{F}$ and $\mathcal{A}$ be the $\sigma$-subalgebra generated by $\mathcal{B}$ and $\mathcal{C}$. Then up to a set of measure zero, the space $M_{\mathcal{A}}$ equals the direct product $M_{\mathcal{B}} \otimes M_{\mathcal{C}}$.

[^92](b) Show Rohlin's second theorem. Let $\mathcal{A}$ be a strictly separable $\sigma$ subalgebra of $\mathcal{F}$. If $\mathcal{A}$ is atomless, then $\mathcal{A}$ has a stochastically independent complement $\mathcal{B}$ and, up to a set of measure zero, the space $(\Omega, \mathcal{F}, \operatorname{Pr})$ equals the direct product $M_{\mathcal{A}} \otimes M_{\mathcal{B}}$.

The concept of commuting equivalence relations has a stochastic analog. The $\sigma$-subalgebras $\mathcal{B}$ and $\mathcal{C}$ commute stochastically if for subsets $B \in \mathcal{B}$ and $C \in \mathcal{C}$,

$$
\operatorname{Pr}_{\mathcal{D}}(B) \operatorname{Pr}_{\mathcal{D}}(C)=\operatorname{Pr}_{\mathcal{D}}(B \cap C)
$$

where $\mathcal{D}=\mathcal{B} \cap \mathcal{C}$ and $\operatorname{Pr}_{\mathcal{D}}$ is the conditional probability with respect to $\mathcal{D}$.
(c) Prove that the following statements are equivalent:

SC 1 . The $\sigma$-subalgebras $\mathcal{B}$ and $\mathcal{C}$ are stochastically commuting.
SC2. For all pairs of random variables $X$ and $Y$ measurable with respect to the $\sigma$-subalgebras $\mathcal{B}$ and $\mathcal{C}$,

$$
E(X \mid \mathcal{B} \cap \mathcal{C}) E(Y \mid \mathcal{B} \cap \mathcal{C})=E(X Y \mid \mathcal{B} \cap \mathcal{C})
$$

where $E(\cdot \mid \mathcal{B} \cap \mathcal{C})$ is the conditional expectation operator with respect to $\mathcal{B} \cap \mathcal{C}$. SC3. The conditional expectation operators $E(\cdot \mid \mathcal{B})$ and $E(\cdot \mid \mathcal{C})$ commute; that is, for any random variable $X$,

$$
E(E(X \mid \mathcal{B}) \mid \mathcal{C})=E(E(X \mid \mathcal{C}) \mid \mathcal{B})=E(X \mid \mathcal{B} \cap \mathcal{C})
$$

(d) Use Rohlin's theorems to prove the probabilistic analog of Theorem 3.4.8 for commuting equivalence relations: let $\mathcal{B}, \mathcal{C}$ be a pair of strictly separable $\sigma$-subalgebras which are stochastically commuting. Let $\mathcal{D}=\mathcal{B} \cap \mathcal{C}$ and $\mathcal{A}$ be the $\sigma$-subalgebra generated by $\mathcal{B}$ and $\mathcal{C}$. If $\mathcal{D}$ is atomless, then there exist strictly separable stochastically independent $\sigma$-subalgebras $\mathcal{S}$ and $\mathcal{T}$ such that the following decompositions hold, modulo sets of measure zero:

$$
M_{\mathcal{B}}=M_{\mathcal{D}} \otimes M_{\mathcal{S}}, \quad M_{\mathcal{C}}=M_{\mathcal{D}} \otimes M_{\mathcal{T}}, \quad \text { and } M_{\mathcal{A}}=M_{\mathcal{D}} \otimes M_{\mathcal{S}} \otimes M_{\mathcal{T}}
$$

### 3.5 Finite Modular and Geometric Lattices

In this section, we discuss the combinatorics of finite modular, semimodular, and geometric lattices. Our discussion is selective and will center on the following result.
3.5.1. Dilworth's covering theorem. Let $L$ be a finite modular lattice. Then the number of elements covering exactly $k$ elements equals the number of elements covered by exactly $k$ elements.

Finite atomic modular lattices are the key to proving Dilworth's theorem. It is slightly more difficult to study finite atomic semimodular lattices and we will take this option. A lattice $L$ is semimodular if for any two elements $x$ and $y, x$ covers $x \wedge y$ implies that $x \vee y$ covers $y$. By Dedekind's transposition principle (3.4.1), a modular lattice is semimodular.

A finite lattice satisfies the Jordan-Dedekind chain condition if for every pair $x$ and $y$ of elements such that $x<y$, every maximal chain from $x$ to $y$ has the same length.
3.5.2. Lemma. A finite semimodular lattice satisfies the Jordan-Dedekind chain condition.

Proof. We will prove the following assertion: if one maximal chain from $x$ to $y$ has length $n$, then every maximal chain from $x$ to $y$ has length $n$. We proceed by induction on $n$. The assertion holds if $y$ covers $x$, that is, when $n=1$. Suppose that there is a maximal chain

$$
x=x_{0}<x_{1}<x_{2}<\cdots<x_{n-1}<x_{n}=y
$$

of length $n$ from $x$ to $y$. Let

$$
x=y_{0}<y_{1}<y_{2}<\cdots<y_{m-1}<y_{m}=y
$$

be another maximal chain from $x$ to $y$. Finally, let

$$
x_{1} \vee y_{1}=z_{0}<z_{1}<\cdots<z_{k-1}<z_{k}=y
$$

be a maximal chain from $x_{1} \vee y_{1}$ to $y$. By semimodularity, $x_{1} \vee y_{1}$ covers $x_{1}$ and hence $x_{1}<z_{0}<z_{1}<\cdots<y$ is a maximal chain from $x_{1}$ to $y$. Since $x_{1}<x_{2}<\cdots<y$ is a maximal chain from $x_{1}$ to $y$ having length $n-1$, we conclude, by induction, that $k=n-2$. On the other hand, $y_{1}<z_{0}<z_{1}<$ $\cdots<z_{k-1}=z_{k}=y$ is a maximal chain from $y_{1}$ to $y$. Hence, by induction, $k+1=m-1$. All together, we conclude that $m=n$.

If $x$ is an element in a finite semimodular lattice $L$, let the rank function $\mathrm{rk}(x)$ be the length of a maximal chain from the minimum $\hat{0}$ to $x$. Thinking of rank as dimension, Lemma 3.5.2 asserts "invariance of dimension."
3.5.3. Lemma. The rank function of a finite semimodular lattice satisfies the submodular inequality

$$
\operatorname{rk}(x)+\operatorname{rk}(y) \geq \operatorname{rk}(x \vee y)+\operatorname{rk}(x \wedge y) .
$$

Proof. To see this, observe that $\operatorname{rk}(x)-\operatorname{rk}(x \wedge y)$ is the length of a maximal chain from $x \wedge y$ to $x$. Let

$$
x \wedge y=x_{0}<x_{1}<x_{2}<\cdots<x_{m-1}<x_{m}=x
$$

be such a maximal chain, where $m=\operatorname{rk}(x)-\operatorname{rk}(x \wedge y)$. Take the join of each element in the chain with $y$ to obtain

$$
y \leq x_{1} \vee y \leq x_{2} \vee y \leq \cdots \leq x_{m-1} \vee y \leq x \vee y
$$

Since $x_{i+1} \vee y$ covers or equals $x_{i} \vee y$, the length of a maximal chain from $y$ to $x \vee y$ is at most $m$. Hence, $\operatorname{rk}(x \vee y)-\operatorname{rk}(y) \leq m$.

A lattice is geometric if it is atomic and semimodular. A matroid $M$ on the finite set $S$ is defined by a closure operator $A \mapsto \bar{A}$ on the Boolean algebra $2^{S}$ of subsets of $S$ satisfying the (Mac Lane-Steinitz) exchange condition:

$$
\text { If } a, b \notin \bar{A} \text {, then } a \in \overline{A \cup\{b\}} \text { implies } b \in \overline{A \cup\{a\}} \text {. }
$$

A matroid is simple if the empty set and all one-element subsets are closed. The closed sets of a matroid are called flats. The flats form a lattice $L(M)$ under set-containment, with meet and join given by

$$
\bar{A} \wedge \bar{B}=\bar{A} \cap \bar{B} \quad \text { and } \quad \bar{A} \vee \bar{B}=\overline{A \cup B}
$$

3.5.4. Birkhoff's theorem. The lattice $L(M)$ of flats of a finite matroid is geometric. Conversely, given a geometric lattice $L$, there exists a unique simple matroid $M$ such that $L(M)$ is isomorphic to $L$.

Proof. Let $M$ be a matroid on the finite set $S$. Then it is easy to check that the flat $Y$ covers the flat $X$ if and only if there exists $a \in S$ such that $X \vee \overline{\{a\}}=Y$. Thus,

$$
\begin{aligned}
& X \text { covers } X \wedge Y \\
\Leftrightarrow & X=(X \wedge Y) \vee \overline{\{a\}} \text { for some } a \in S \\
\Rightarrow & X \vee Y=(X \wedge Y) \vee \overline{\{a\}} \vee Y=Y \vee \overline{\{a\}} \\
\Rightarrow & X \vee Y \text { covers } Y .
\end{aligned}
$$

We conclude that $L(M)$ is semimodular. In particular, the closure of a oneelement set $\{a\}$ either is the minimum flat $\bar{\emptyset}$ or covers $\bar{\emptyset}$. Let $X$ be a flat and let
$a_{1}, a_{2}, \ldots, a_{m}$ be all the elements in $X$ not in $\bar{\emptyset}$. Then

$$
X=\overline{\left\{a_{1}\right\}} \vee \overline{\left\{a_{2}\right\}} \vee \cdots \vee \overline{\left\{a_{m}\right\}} .
$$

We conclude that $L(M)$ is atomic.
Now let $L$ be a geometric lattice and $S$ be the set of atoms of $L$. It is routine that the function $A \mapsto \bar{A}$ on subsets of $S$ by

$$
\bar{A}=\left\{c: c \leq \bigvee_{a: a \in A} a\right\}
$$

is a closure operator and the lattice of closed sets of $A \rightarrow \bar{A}$ is isomorphic to $L$. To finish, we need to prove the exchange condition. Let $a, b \notin \bar{A}$ and $a \in \overline{A \cup\{b\}}$. Let $X=\bigvee_{e: e \in A} e$. Then $a \nsubseteq X$ but $a \leq X \vee b$. Since $b \not \leq X$, $b \wedge X=\hat{0}$, and hence, $b$ covers $b \wedge X$. By semimodularity, $X \vee b$ covers $X$. As $X<X \vee a \leq X \vee b$, we conclude that $X \vee a=X \vee b$; in other words, $b \in \overline{A \cup\{a\}}$.

We note that the rank function in the lattice $L(M)$ of flats of a matroid $M$ on a set $S$ induces a rank function on subsets $A$ of $S$ by $\operatorname{rk}(A)=\operatorname{rk}(\bar{A})$. By Lemma 3.5.3, this rank function satisfies the submodular inequality: for $A, B \subseteq S, \operatorname{rk}(A)+\operatorname{rk}(B) \geq \operatorname{rk}(A \cup B)+\operatorname{rk}(A \cap B)$. Thus, the lattice-induced rank function is a matroid rank function, as defined in Section 2.4.
3.5.5. Rota's positivity theorem. ${ }^{71}$ Let $L$ be a finite geometric lattice, $x$ and $y$ be elements such that $x \leq y$, and $\mu$ be the Möbius function of $L$. Then $\mu(x, y)$ is nonzero and has $\operatorname{sign}(-1)^{\operatorname{rk}(y)-\mathrm{rk}(x)}$.

Proof. We proceed by induction on $\operatorname{rk}(y)-\operatorname{rk}(x)$. To begin, observe that $\mu(x, x)=1$ and $\mu(x, y)=-1$ if $y$ covers $x$. For the induction step, we use Weisner's theorem (3.1.5). Choose an element $a$ covering $x$. Then

$$
\mu(x, y)=-\sum_{z: z \in[x, y], z \vee a=y, z \neq y} \mu(x, z) .
$$

By the submodular inequality,

$$
\operatorname{rk}(z)+\operatorname{rk}(a) \geq \operatorname{rk}(y)+\operatorname{rk}(x)
$$

and hence,

$$
\operatorname{rk}(z)-\operatorname{rk}(x) \geq \operatorname{rk}(y)-\operatorname{rk}(a)=[\operatorname{rk}(y)-\operatorname{rk}(x)]-1 .
$$

[^93]Since $z<y$, we have $\operatorname{rk}(z)-\operatorname{rk}(x)=[\operatorname{rk}(y)-\operatorname{rk}(x)]-1$. By induction, $\mu(x, z)$ is nonzero and has sign $(-1)^{\operatorname{rk}(y)-\mathrm{rk}(x)-1}$. We conclude that $\mu(x, y)$ is nonzero and has sign $(-1)^{\mathrm{rk}(y)-\mathrm{rk}(x)}$.

An easy way to prove Dilworth's covering theorem is to prove a more general result. ${ }^{72}$ Let $J$ and $M$ be subsets of a finite lattice $L$. The subset $J$ is concordant with the subset $M$ if for every element $x$ in $L$, either $x$ is in $M$ or there exists an element $x^{\dagger}$ such that

CS1. $\mu\left(x, x^{\dagger}\right) \neq 0$.
CS2. For every element $j$ in $J, x \vee j \neq x^{\dagger}$.
If $H$ and $K$ are subsets of a partially ordered set, the incidence matrix $\mathcal{I}(H \mid K)$ is the matrix with rows indexed by $H$ and columns indexed by $K$ with the $h k$-entry equal to 1 if $h \leq k$ and 0 otherwise.
3.5.6. Theorem. Let $J$ be concordant with $M$ in a finite lattice $L$. Then the incidence matrix $\mathcal{I}(M \mid J)$ has rank $|J|$. In particular, $|J| \leq|M|$.

Proof. Let $\mathbb{Q}$ be field of rational numbers, $\operatorname{Fun}(L, \mathbb{Q})$ be the vector space of functions defined from the set $L$ to $\mathbb{Q}$, and $\operatorname{Fun}(J, \mathbb{Q})$ be the subspace of functions supported on $J$, that is, functions such that $f(x)=0$ unless $x \in J$. If $a \in L$, the delta function $\delta_{a}: L \rightarrow \mathbb{Q}$ is the function defined by $\delta_{a}(x)=1$ if $x=a$ and 0 otherwise. The set $\left\{\delta_{a}: a \in L\right\}$ is a basis for $\operatorname{Fun}(L, \mathbb{Q})$ and the subset $\left\{\delta_{a}: a \in J\right\}$ is a basis for $\operatorname{Fun}(J, \mathbb{Q})$.

Let $T: \operatorname{Fun}(J, \mathbb{Q}) \rightarrow \operatorname{Fun}(L, \mathbb{Q})$ be the linear transformation defined by

$$
T f(x)=\sum_{z: z \leq x} f(z)
$$

Relative to the bases of delta functions, the matrix of $T$ is the incidence matrix $\mathcal{I}(L \mid J)$. The incidence matrix $\mathcal{I}(M \mid J)$ is a submatrix of $\mathcal{I}(L \mid J)$. We will show that $\mathcal{I}(M \mid J)$ has rank $|J|$ by showing that the linear transformation $T_{M}: \operatorname{Fun}(J, \mathbb{Q}) \rightarrow \operatorname{Fun}(M, \mathbb{Q})$ obtained by restricting $T f$ to the elements in $M$ is injective. This will be done by showing that one can reconstruct a function $f$ in $\operatorname{Fun}(J, \mathbb{Q})$ from the restriction $\left.T f\right|_{M}$ of $T f$ to $M$. We need the following lemma.

### 3.5.7. Lemma.

$$
\sum_{y: x \leq y \leq x^{\dagger}} \mu\left(y, x^{\dagger}\right) T f(y)=\sum_{z: z \vee x=x^{\dagger}} f(z)
$$

${ }^{72}$ Kung (1987).

Proof. Let $f_{x}:\left[x, x^{\dagger}\right] \rightarrow \mathbb{Q}$ be the function defined by

$$
f_{x}(y)=\sum_{z: z \vee x=y} f(z)
$$

Observe first that the elements in $L$ are partitioned into equivalence classes by the relation $a \sim b$ if and only if $a \vee x=b \vee x$, and second that $z \leq y$ for an element $y$ in $\left[x, x^{\dagger}\right]$ if and only if $z \vee x \leq y$. Hence,

$$
T f(y)=\sum_{z: z \leq y} f(z)=\sum_{z: x \leq z \leq y} f_{x}(z)
$$

Applying Möbius inversion to $f_{x}$ on the interval $\left[x, x^{\dagger}\right]$, we obtain

$$
\sum_{y: x \leq y \leq x^{\dagger}} \mu\left(y, x^{\dagger}\right) T f(y)=f_{x}\left(x^{\dagger}\right)=\sum_{z: z \vee x=x^{\dagger}} f(z) .
$$

To reconstruct a function $f: J \rightarrow \mathbb{Q}$, we first reconstruct the (unrestricted) function $T f: L \rightarrow \mathbb{Q}$ using as input the restriction $T f: M \rightarrow \mathbb{Q}$. Once we have done this, $f$ can be reconstructed using Möbius inversion over $L$.

To start the reconstruction of $T f$, we note that if $J$ is concordant with $M$, the maximum $\hat{1}$ must be in $M$. Hence, $T f(\hat{1})$ can be read off directly from the input. We now go down the lattice inductively. If $x \in M$, then $T f(x)$ is read off directly from the input. If $x \notin M$, then by CS2, for all $j \in J, x \vee$ $j \neq x^{\dagger}$. Hence, $f_{x}\left(x^{\dagger}\right)=0$ and rearranging the equation in Lemma 3.5.7, we have

$$
\mu\left(x, x^{\dagger}\right) T f(x)=-\sum_{y: x<y \leq x^{\dagger}} \mu\left(y, x^{\dagger}\right) T f(y) .
$$

By induction, since $y>x$, all the values $T f(y)$ have already been reconstructed. Hence, as $\mu\left(x, x^{\dagger}\right) \neq 0$, the equation yields the value of $T f(x)$. This completes the proof of Theorem 3.5.6.

There are many examples of concordant sets.
3.5.8. The Dowling-Wilson inequalities. ${ }^{73}$ Let $L$ be a rank- $n$ geometric lattice, and

$$
\begin{aligned}
B_{k} & =\{x: x \in L \text { and } \operatorname{rk}(x) \leq k\}, \\
T^{k} & =\{x: x \in L \text { and } n-\operatorname{rk}(x) \leq k\} .
\end{aligned}
$$

[^94]Then $B_{k}$ is concordant with $T^{k}$. In particular, if $W_{r}$ is the number of rank-r elements in $L$ and $k<n / 2$, then

$$
W_{0}+W_{1}+W_{2}+\cdots+W_{k} \leq W_{n-k}+W_{n-k+1}+\cdots+W_{n-1}+W_{n}
$$

Equality holds if and only if $L$ is modular.
Proof. For all elements $x$ in $L$, let $x^{\dagger}=\hat{1}$. Then if $\operatorname{rk}(j) \leq k$ and $x \notin T^{k}$ (that is, $\operatorname{rk}(x) \leq n-k)$, then the submodular inequality implies that $\operatorname{rk}(x \vee j)<n$. Thus, CS2 holds. CS1 holds by Rota's positivity theorem.

We shall not need the characterization of those geometric lattices in which equality holds and refer the reader to the paper of Dowling and Wilson.

Dilworth's covering theorem (3.5.1) is another consequence of Theorem 3.5.6. If $x$ is an element in a finite lattice $L$, let $x^{*}$ be the join of all the elements covering $x$. If $L$ is semimodular, then the interval $\left[x, x^{*}\right]$ is a geometric lattice. Dually, let $x_{*}$ be the meet of all the elements covered by $x$.
3.5.9. Theorem. Let $k$ be a positive integer and $L$ be a finite modular lattice.
(a) Let $J_{k}$ be the set of elements in $L$ covered by $k$ or fewer elements and $M_{k}$ be the set of elements in $L$ covering $k$ or fewer elements. Then $J_{k}$ is concordant with $M_{k}$, with $x^{\dagger}=x^{*}$.
(b) Let $D_{k}$ be the set of elements $x$ in $L$ such that $\operatorname{rk}(x)-\operatorname{rk}\left(x_{*}\right) \leq k$ and $U_{k}$ be the set of elements $x$ in $L$ such that $\operatorname{rk}\left(x^{*}\right)-\operatorname{rk}(x) \leq k$. Then $D_{k}$ is concordant with $U_{k}$, with $x^{\dagger}=x^{*}$.

Proof. If $x \notin M_{k}$, then the interval $\left[x, x^{*}\right]$ has at least $k+1$ atoms and contains the atomic geometric lattice $L^{x}$ generated by the atoms in $\left[x, x^{*}\right]$. The lattice $L^{x}$ has maximum $x^{*}$, and by the Dowling-Wilson inequalities, $x^{*}$ covers at least $k+1$ elements.

Suppose that $j \in J_{k}$ and $x \in L$. If $x \vee j=x^{*}$, then by Dedekind's transposition principle, the intervals $[x \wedge j, j]$ and $\left[x, x^{*}\right]$ are isomorphic. However, since $x^{*}$ covers at least $k+1$ elements, the isomorphism implies that $j$ covers at least $k+1$ elements, contradicting the assumption that $j \in J_{k}$. We conclude that for all $j \in J_{k}, x^{*} \neq x \vee j$. This verifies CS2. CS1 follows from Rota's positivity theorem.

We note that there are other, perhaps shorter, arguments to prove part (a). One could use the fact that $\left[x, x^{*}\right]$ is a finite atomic modular lattice, and in such lattices, the number of atoms equals the number of coatoms.

To prove part (b), we use a similar argument, using the fact that if $[x \wedge j, j]$ and $\left[x, x^{*}\right]$ are isomorphic, then $j_{*} \leq x \wedge j$.

We end this section by remarking that a modular lattice is consistent in the sense given in Exercise 1.3.6. Hence, a discussion of the Kurosh-Ore theorem for decompositions of elements into join-irreducibles in modular lattices can be found there.

## Exercises

### 3.5.1. A lattice-theoretic version of the fundamental theorem of geometry.

A lattice $L$ is reducible if $L$ is isomorphic to the Cartesian product $L_{1} \times L_{2}$, where both factors $L_{1}$ and $L_{2}$ have at least two elements. A lattice is irreducible if it is not reducible. Show that if $n \geq 4$, then an irreducible finite rank- $n$ atomic modular lattice is isomorphic to the lattice of subspace of a dimension- $n$ vector space over a finite field, and if $n=3$, such a lattice is the lattice of subspaces of a projective plane.

### 3.5.2. The cycle matroid of a graph.

Let $\Gamma$ be a graph with vertex set $V$ and edge set $E$. For a subset $T \subseteq E$, let $\bar{T}$ be the subset

$$
T \cup\{e \text { : for some subset } D \subseteq T, D \cup\{e\} \text { is a cycle in } \Gamma\}
$$

(a) Show that each closed set $X$ of edges determines a partition of the vertex set. A block of this partition consists of the vertices in a connected component of the edge subgraph $\left.\Gamma\right|_{X}$ on $V$ with edge set $X$.
(b) Show that $T \mapsto \bar{T}$ is a closure operator on $E$ satisfying the exchange condition.

The closure operator $T \mapsto \bar{T}$ defines the cycle matroid of the graph $\Gamma$. Let $L(\Gamma)$ be the lattice of flats and rk its rank function.
(c) Show that $\operatorname{rk}(X)=|V|-c(X)$, where $c(X)$ is the number of connected components in $\left.\Gamma\right|_{X}$.

If $\lambda$ is a positive integer, a (proper) $\lambda$-coloring of $\Gamma$ is a function $h: V \rightarrow$ $\{1,2, \ldots, \lambda\}$ such that $h(u) \neq h(v)$ whenever $\{u, v\}$ is an edge of $\Gamma$.
(d) Show that the number of proper $\lambda$-colorings of $\Gamma$ equals a polynomial $P(\Gamma ; \lambda)$ of degree $|V|$. In fact,

$$
P(\Gamma ; \lambda)=\sum_{X: X \in L(\Gamma)} \mu(\bar{\emptyset}, X) \lambda^{c(X)} .
$$

The polynomial $P(\Gamma ; \lambda)$ is the chromatic polynomial of $\Gamma$.
(e) Show that the lattice of flats of the cycle matroid of the complete graph $K_{n}$ on the vertex set $\{1,2, \ldots, n\}$ is isomorphic to the lattice of partitions on
$\{1,2, \ldots, n\}$. Show that

$$
P\left(K_{n} ; \lambda\right)=\lambda(\lambda-1)(\lambda-2) \cdots(\lambda-n+1) .
$$

Hence, conclude that if $\mu$ is the Möbius function of the lattice $\Pi(\{1,2, \ldots, n\})$ of partitions, then

$$
\mu(\hat{0}, \hat{1})=(-1)^{n-1}(n-1)!
$$

(f) Using Exercise 3.1.11, show that

$$
\operatorname{det}\left[\lambda^{\mathrm{rk}(X \vee Y)}\right]_{X, Y \in L(G)}=\prod_{X: X \in L(G)} P(G / X ; \lambda),
$$

where $G / X$ is the graph $G$ with the edges in $X$ contracted. Extend this theorem to matroids and their characteristic polynomials.

### 3.5.3. Sperner theory. ${ }^{74}$

(a) Show that the lattice $L(V)$ of subspaces of a finite vector space $V$ is Sperner.
(b) Find an explicit symmetric chain decomposition of $L(V)$.
(c) Show that for sufficiently large $n$, the lattice of partitions of $\{1,2, \ldots, n\}$ is not Sperner.
(d) Find other examples of geometric lattices which are not Sperner.
(e) Find continuous analogs of Sperner's theorem for lattices of subspaces over the reals.

### 3.5.4. Dilworth-Hall gluing. ${ }^{75}$

Let $L_{1}$ be a lattice with maximum $u$ and $L_{2}$ be a lattice with a minimum $z$. Suppose that there exist elements $a_{1} \in L_{1}$ and $a_{2} \in L_{2}$ such that the upper interval $\left[a_{1}, u\right]$ in $L_{1}$ is isomorphic to the lower interval $\left[z, a_{2}\right]$ in $L_{2}$. The Dilworth-Hall union $L_{1} \sqcup L_{2}$ (over the intervals $\left[a_{1}, u\right]$ and $\left[z, a_{2}\right]$ ) is the lattice obtained by taking the union of $L_{1}$ and $L_{2}$ and identifying isomorphic elements in $\left[a_{1}, u\right]$ and $\left[z, a_{2}\right]$, with join defined by $x \vee y$ equals $x \vee y$ in $L_{i}$ if both $x$ and $y$ are in $L_{i}$ and $x \vee y=\left(x \vee a_{1}\right) \vee y$ if $x \in L_{1}$ and $y \in L_{2}$. The meet is defined dually.
(a) Show that $L_{1} \sqcup L_{2}$ is indeed a lattice.
(b) Show that $L_{1} \sqcup L_{2}$ is modular if and only if $L_{1}$ and $L_{2}$ are modular.

[^95](c) Using this construction, show that there exists a finite modular lattice which is not a sublattice of any complemented modular lattice.
3.5.5. Show that the following are equivalent for a finite lattice $L$ :
(a) $L$ is semimodular.
(b) $x$ and $y$ cover $x \wedge y$ implies $x \vee y$ covers $x$ and $y$.
(c) $x$ covers $y$ implies that $x \vee z$ covers or equals $y \vee z$ for every element $z$ in $L$.
(d) Let $\operatorname{rk}(x)$ be the minimum length of a maximal chain from $0 \hat{0}$ to $x$. Then
$$
\operatorname{rk}(x)+\operatorname{rk}(y) \geq \operatorname{rk}(x \vee y)+\operatorname{rk}(x \wedge y)
$$
3.5.6. A finite lattice is coatomic if every element is a meet of coatoms (that is, elements covered by the maximum $\hat{1}$ ).
(a) Show that a finite geometric lattice is coatomic.
(b) Is it true that if a finite semimodular lattice is coatomic, then it is atomic?
3.5.7. An element $x$ in a semimodular lattice $L$ is modular if for all elements $y$ in $L$,
$$
\operatorname{rk}(x)+\operatorname{rk}(y)=\operatorname{rk}(x \vee y)+\operatorname{rk}(x \wedge y)
$$

Let $L$ be a finite geometric lattice and $M_{k}$ be the number of rank- $k$ modular elements in $L$.
(a) Show that

$$
W_{0}+W_{1}+W_{2}+\cdots+W_{k} \geq M_{n-k}+M_{n-k+1}+\cdots+M_{n-1}+M_{n}
$$

(b) (Research problem) Prove the unimodality conjecture. There exists an index $m$ such that

$$
W_{0} \leq W_{1} \leq W_{2} \leq \cdots \leq W_{m} \text { and } W_{m+1} \geq W_{m+2} \geq \cdots \geq W_{n-1} \geq W_{n}
$$

This conjecture was made by Rota in 1970, but almost no progress has been made since then. A more tractable conjecture is $W_{1}<W_{2}<\cdots<W_{k}$, where $k=\left\lfloor\frac{n}{2}\right\rfloor$.
(c) (Research problem) Show that if $k \leq n / 2$, then $W_{k} \leq W_{n-k}$. This "topheaviness" conjecture was made by Dowling and Wilson. It has proved to be just as intractable as the unimodality conjecture.

### 3.5.8. Consistent lattices.

Let $L$ be a finite lattice. Recall from Exercise 1.3.4 that a join-irreducible $j$ in a finite lattice $L$ is consistent if for all elements $x$ in $L, x \vee j$ equals $x$ or is a join-irreducible in the upper interval $[x, \hat{1}]$. Let $C$ be the set of consistent join-ireducibles and $M$ the set of meet-irreducibles.
(a) Show that $C \cup\{\hat{0}\}$ is concordant with $M \cup\{\hat{1}\}$.

A lattice is consistent if every join-irreducible is consistent. Part (a) implies that in a finite consistent lattice, the number of join-irreducibles is at most the number of meet-irreducibles.

Let $G$ be a finite group. A subgroup $H$ of $G$ is subnormal if there exists a chain $G=N_{0} \supset N_{1} \supset N_{2} \supset \cdots \supset N_{r-1} \supset N_{r}=H$ such that $N_{i+1}$ is a normal subgroup in the subgroup $N_{i}$.
(b) Show that the subnormal subgroups form a sublattice of the lattice of subgroups of a finite group $G$. ${ }^{76}$
(c) Let $W(G)$ be the lattice of subnormal subgroups of $G$. Show that $W(G)$ is consistent and dually semimodular.

### 3.6 Valuation Rings and Möbius Algebras

The basic construction in this section is the $\wedge$-semigroup algebra of a lattice $L$. Let $L$ be a lattice, $\mathbb{A}$ be a commutative ring, and $M(L, \mathbb{A})$ be the $\mathbb{A}$ algebra consisting of (formal) linear combinations of the form $\sum a_{x} x$, where $a_{x} \in \mathbb{A}$ and $x \in L$, with all but finitely many coefficients $a_{x}$ equal to zero. Multiplication in $M(L, \mathbb{A})$ is defined by $x y=x \wedge y$ if $x$ and $y$ are in $L$ and extended by linearity and distributivity. Explicitly,

$$
\left[\sum_{x: x \in L} a_{x} x\right]\left[\sum_{y: y \in L} b_{y} y\right]=\sum_{z: z \in L}\left(\sum_{x, y: x \wedge y=z} a_{x} b_{y}\right) z .
$$

If $L$ has a maximum $\hat{1}$, then $M(L, \mathbb{A})$ has an identity and it equals $\hat{1}$.
An $\mathbb{A}$-valuation $v$ on the lattice $L$ is a function $L \rightarrow \mathbb{A}$ satisfying

$$
v(x \vee y)+v(x \wedge y)=v(x)+v(y)
$$

for all elements $x$ and $y$ in $L$. Constant functions are valuations. However, unless a lattice is distributive, it does not have many valuations.

Valuations have been largely studied on Boolean algebras, where they are called measures. Although measures and valuations are defined by the same equation, the theory of valuations is richer and ranges wider. As is done in functional analysis, the study of measures can be reduced to the study of linear functionals or abstract integrals on function spaces. In analogy, we reduce the

[^96]study of valuations on a distributive lattice to the study of linear functionals on a ring constructed from the lattice. ${ }^{77}$

Let $S$ be the submodule in $M(L, \mathbb{A})$ of linear combinations of elements of the form

$$
x \vee y+x \wedge y-x-y
$$

Then $S$ is an ideal of $M(L, \mathbb{A})$. To prove this, consider the expression

$$
\begin{equation*}
z \wedge(x \vee y+x \wedge y-x-y) \tag{E}
\end{equation*}
$$

which equals

$$
z \wedge(x \vee y)+z \wedge(x \wedge y)-z \wedge x-z \wedge y
$$

Using the distributive axioms, idempotency and commutativity, we can rewrite the first two terms to obtain

$$
(z \wedge x) \vee(z \wedge y)+(z \wedge x) \wedge(z \wedge y)-z \wedge x-z \wedge y
$$

Thus, the expression (E) is in $S$. Since we include all linear combinations in the construction, we conclude that $S$ is an ideal. The valuation $\operatorname{ring} \operatorname{Val}(L, \mathbb{A})$ of the distributive lattice $L$ over the ring $\mathbb{A}$ is the quotient ring $M(L, \mathbb{A}) / S$.
3.6.1. Lemma. Let $L$ be a distributive lattice and $\mathbb{A}$ a commutative ring. Then there is a natural bijection between valuations $L \rightarrow \mathbb{A}$ and $\mathbb{A}$-linear functionals $\operatorname{Val}(L, \mathbb{A}) \rightarrow \mathbb{A}$.

Proof. If $v: L \rightarrow \mathbb{A}$ is a valuation, we can extend $v$ to a $\mathbb{A}$-linear functional on $M(L, \mathbb{A})$ by linearity; that is,

$$
v\left(\sum_{x: x \in L} a_{x} x\right)=\sum_{x: x \in L} a_{x} v(x)
$$

As a linear functional, $v(e)=0$ for every element $e$ in the ideal $S$. Hence, $v$ is defined as a linear functional on $\operatorname{Val}(L, \mathbb{A})$.

Conversely, let $u: \operatorname{Val}(L, \mathbb{A}) \rightarrow \mathbb{A}$ be a linear functional. Then define a valuation $\tilde{u}$ on $L$ by setting $\tilde{u}(x)=u(x)$, where $x$ on the right side is the linear

[^97]combination with one term $x$ itself. Since $u$ is zero for any element in the ideal $S, \tilde{u}$ is a valuation on $L$.

The two constructions are inverses, and hence they are both bijections.
Let $S^{+}$be the ideal generated by $S$ and $\hat{0}$ and $\operatorname{Val}_{0}(L, \mathbb{A})=M(L, \mathbb{A}) / S^{+}$. An analog of Lemma 3.6.1, in which a valuation $v$ is required to satisfy $v(\hat{0})=0$, holds for $\operatorname{Val}_{0}(L, \mathbb{A})$.

We will identify an element $x \in L$ with the linear combination $x$ in $\operatorname{Val}(L, \mathbb{A})$. We will also assume that $L$ has a maximum $\hat{1}$. Since any finite calculation in the valuation ring involves a finite number of elements in a distributive lattice, we can work in the (finite) sublattice generated by the elements occurring in the calculation. This sublattice always has a (relative) maximum.

In $\operatorname{Val}(L, \mathbb{A})$, we have the identity

$$
x \vee y=x+y-x y=\hat{1}-(\hat{1}-x)(\hat{1}-y) .
$$

Iterating this, we have

$$
\begin{aligned}
x_{1} \vee x_{2} \vee \cdots \vee x_{m} & =\hat{1}-\left(\hat{1}-x_{1}\right)\left(\hat{1}-x_{2}\right) \cdots\left(\hat{1}-x_{m}\right) . \\
& =\sum_{i_{1}, i_{2}, \ldots, i_{k}}(-1)^{k-1} x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}},
\end{aligned}
$$

the sum ranging over all nonempty subsets $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ of $\{1,2, \ldots, m\}$. This is an algebraic version of the principle of inclusion-exclusion.

We return to the study of the $\wedge$-semigroup algebra $M(L, \mathbb{A})$, where $L$ is a finite lattice. Wedderburn's theory of algebras suggests that one looks for idempotents. An element $t$ in an algebra $M$ is idempotent if $t^{2}=t$. A set $\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}$ is a set of orthogonal idempotents if

$$
t_{i}^{2}=t_{i} \text { and } t_{i} t_{j}=0 \text { whenever } i \neq j
$$

A set of orthogonal idempotents cannot satisfy any nontrivial linear relation. The set $\left\{t_{i}\right\}$ is complete if it spans $M$.

If $x \in L$, let $e_{x}$ be the linear combination in $M(L, \mathbb{A})$ defined by

$$
\begin{equation*}
e_{x}=\sum_{a: a \leq x} \mu(a, x) a \tag{ID}
\end{equation*}
$$

3.5.6. Solomon's theorem. ${ }^{78}$ The sums $e_{x}, x \in L$, form a complete set of orthogonal idempotents for the $\wedge$-semigroup algebra $M(L, \mathbb{A})$.

[^98]Proof. Let $\bar{e}_{x}$ be basis elements, one for each element $x$ in $L$. Let $\bar{M}(L, \mathbb{A})$ be the $\mathbb{A}$-algebra of all formal linear combinations $\sum_{x: x \in L} a_{x} \bar{e}_{x}$, with multiplication defined by

$$
\begin{equation*}
\bar{e}_{x}^{2}=\bar{e}_{x} \quad \text { and } \quad \bar{e}_{x} \bar{e}_{y}=0 \text { if } x \neq y \tag{M}
\end{equation*}
$$

and extended by linearity. Let $\varphi: M(L, \mathbb{A}) \rightarrow \bar{M}(L, \mathbb{A})$ be the $\mathbb{A}$-linear map defined by

$$
\varphi(x)=\sum_{a: a \leq x} \bar{e}_{a} .
$$

Then since

$$
\begin{aligned}
\varphi(x) \varphi(y) & =\left(\sum_{a: a \leq x} \bar{e}_{a}\right)\left(\sum_{b: b \leq y} \bar{e}_{b}\right) \\
& =\sum_{a: a \leq x \text { and } a \leq y} \bar{e}_{a}=\varphi(x y),
\end{aligned}
$$

$\varphi$ is an $\mathbb{A}$-algebra homomorphism. By Möbius inversion, $\varphi$ has an inverse, defined by

$$
\varphi^{-1}\left(\bar{e}_{x}\right)=\sum_{a: a \leq x} \mu(a, x) a .
$$

We conclude that $M(L, \mathbb{A})$ and $\bar{M}(L, \mathbb{A})$ are isomorphic. In particular, the elements $e_{x}$ in $M(L, \mathbb{A})$ satisfy the same multiplication rule as their images $\bar{e}_{x}$ in $\bar{M}(L, \mathbb{A})$.

It may seem strange to introduce a new algebra $\bar{M}(L, \mathbb{A})$ in the proof of Solomon's theorem. The orthogonality relation $e_{x} e_{y}=0$ can also be proved by induction.

Many Möbius function identities follow from expanding expressions in the basis $\{x\}$ in the basis $\left\{e_{x}\right\}$. We give an example.

Suppose $a<\hat{1}$. Then

$$
a e_{\hat{\imath}}=\left(\sum_{x: x \leq a} e_{x}\right) e_{\hat{\imath}}=0
$$

because $x \leq a<\hat{1}$, and hence, $e_{x} e_{\hat{1}}=0$. On the other hand,

$$
a e_{\hat{\imath}}=a\left(\sum_{x: x \leq \hat{\imath}} \mu(x, \hat{1}) x\right)=\sum_{x: x \in L} \mu(x, \hat{1})(x \wedge a)
$$

Equating coefficients of $\hat{0}$ (which equals $e_{\hat{0}}$ ), we obtain

$$
\sum_{x: x \wedge a=\hat{0}} \mu(x, \hat{1})=0
$$

This gives another proof of Weisner's theorem (3.1.5).
Using Solomon's theorem, we can define the Möbius algebra for any finite partially ordered set $P$ over a commutative ring $\mathbb{A}$ with identity. ${ }^{79}$ The Möbius algebra $M(P, \mathbb{A})$ over the ring $\mathbb{A}$ is the dimension- $|P| \mathbb{A}$-algebra with basis $x, x \in P$, with multiplication

$$
x y=\sum_{u: u \in P}\left[\sum_{v: v \leq x \text { and } v \leq y} \mu(u, v)\right] u .
$$

With this multiplication, it is easy to check that the elements $e_{x}$, defined by $e_{x}=\sum_{u: u \leq x} \mu(u, x) u$, form a complete set of orthogonal idempotents.
3.5.4. Theorem. ${ }^{80}$ Let $L$ be a finite distributive lattice and $J$ the partially ordered set of join-irreducibles of $L$. Then the valuation ring $\operatorname{Val}_{0}(L, \mathbb{A})$ is isomorphic to the Möbius algebra $M(J, \mathbb{A})$.

Proof. By Birkhoff's theorem (1.3.3), $L$ is isomorphic to the lattice $\mathcal{D}(J)$ of order ideals of $P$. Let $w: L \rightarrow M(J, \mathbb{A})$ be the function

$$
w(x)=\sum_{j: j \in J, j \leq x} e_{j},
$$

the sum ranging over all join-irreducibles $j$ in the order ideal in $J$ associated with $x$. Then $w$ is a valuation with $w(\hat{0})=0$. By Lemma 3.5.1, $w$ extends to a $\mathbb{A}$-algebra homomorphism $\tilde{w}: \operatorname{Val}_{0}(L, \mathbb{A}) \rightarrow M(J, \mathbb{A})$. Further, $\tilde{w}$ is surjective and both $\operatorname{Val}_{0}(L, \mathbb{A})$ and $M(J, \mathbb{A})$ have dimension $|J|$. Hence, $\tilde{w}$ is an isomorphism.

## Exercises

3.6.1. Show that if $a_{1}, a_{2}, \ldots, a_{n}$ are real numbers, then

$$
\begin{aligned}
& \max \left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \\
& =\sum_{i} a_{i}-\sum_{\{i, j\}} \min \left\{a_{i}, a_{j}\right\}+\sum_{\{i, j, k\}} \min \left\{a_{i}, a_{j}, a_{k}\right\}-\cdots \\
& \quad \pm \min \left\{a_{1}, a_{2}, \ldots, a_{n}\right\} .
\end{aligned}
$$

${ }^{79}$ Greene (1973). ${ }^{80}$ Davies (1970).
3.6.2. Let $L$ be an indecomposable finite-rank modular lattice. Show that if $v: L \rightarrow \mathbb{Z}$ satisfies $v(x)+v(y)=v(x \vee y)+v(x \wedge y)$ for all $x$ and $y$ in $L$, then

$$
v(x)=a+b \operatorname{rk}(x)
$$

where rk is the rank function of $L$ and $a, b$ are integers.

### 3.6.3. Prove Theorem 3.1.7 using Möbius algebras.

### 3.6.4. Residuated maps and homomorphisms of Möbius algebras. ${ }^{81}$

Let $P$ and $Q$ be partially ordered sets. A function $\varphi: P \rightarrow Q$ is (upper) residuated if the inverse image of a principal filter is a (nonempty) principal filter.
(a) Show that $\varphi$ is order-preserving.

The adjoint $\varphi^{\Delta}: Q \rightarrow P$ is the function defined by the following: if $y \in Q$, then $\varphi^{\Delta}(y)$ is the generator of the principal filter $\varphi^{-1}(F(y))$, where $F(y)=$ $\{z: z \in Q, z \geq y\}$.
(b) Show that $\varphi^{\Delta}$ is order-preserving.
(c) Show that $\varphi: P \rightarrow Q$ and $\varphi^{\Delta}: Q \rightarrow P$ form a Galois coconnection.
(d) Prove Greene's theorem. Let $\varphi: P \rightarrow Q$ be a function between finite partially ordered sets. Then $\varphi$ extends to an $\mathbb{A}$-algebra homomorphism $M(P, \mathbb{A}) \rightarrow M(Q, \mathbb{A})$ if and only if the inverse image of a principal filter in $Q$ is a principal filter or empty.

### 3.7 Further Reading

The following is a selection of books or surveys on Dilworth's chain partition theorem, Sperner theory, and extremal set theory.
I. Anderson, Combinatorics of Finite Sets, Clarendon Press, Oxford, 1987.
K.P. Bogart, C. Greene, and J.P.S. Kung, The impact of the chain decomposition theorem on classical combinatorics, in K.P. Bogart, R. Freese, and J.P.S. Kung, eds., The Dilworth Theorems, Birkhäuser, Boston, 1990, pp. 1929.
C. Greene and D.J. Kleitman, Proof techniques in the theory of finite sets, in G.-C. Rota, ed., Topics in Combinatorics, Mathematical Association of America, Washington, DC, 1978, pp. 22-79.
K. Engel, Sperner Theory, Cambridge University Press, Cambridge, 1997.

[^99]There seems to be no book devoted to algebraic aspects of modular lattices. The book by von Neumann is a classic and full of ideas. Stern's book is a comprehensive survey of (nonatomic) semimodular lattices.
J. von Neumann, Continuous Geometry, Princeton University Press, Princeton, NJ, 1960.
M. Stern, Semimodular Lattices. Theory and Applications, Cambridge University Press, Cambridge, 1999.

# Generating Functions and the Umbral Calculus 

### 4.1 Generating Functions

There are many theories of generating functions, among them that proposed in Foundations VI. Many of these theories have received excellent expositions elsewhere. We will give an informal minimalist exposition. ${ }^{1}$

The idea of ordinary generating functions is due to Laplace. For example, Laplace used the following argument: ${ }^{2}$

On forming the product of the binomials $(1+a),(1+b), \ldots,(1+n)$, we obtain, on subtracting 1 from the expansion of this product, the sum of the combinations of all these letters taken one at a time, two at a time, three at a time, \&c., each combination having 1 as coefficient. To get the number of combinations of these $n$ letters taken $s$ at a time, notice that if one supposes that all these letters are the same, the preceding product becomes $(1+a)^{n}$, and so the number of combinations of $n$ letters taken $s$ at a time will be the coefficient of $a^{s}$ in the expansion of the binomial. This number is then given by the well-known binomial formula.

In modern terms, we think of each element of a set $A$ as a variable and define the ordinary generating function $\operatorname{gf}(A)$ of the set $A$ to be the sum

$$
\sum_{a: a \in A} a .
$$

Then, the product formula

$$
\operatorname{gf}(A \times B)=\operatorname{gf}(A) \operatorname{gf}(B)
$$

where $A \times B$ is the Cartesian product of $A$ and $B$, is certainly true, especially if we regard it as a definition of multiplication. Note that it is not necessary to assume that this multiplication is commutative.

[^100]In the spirit of Laplace, we use the product formula to derive the binomial distribution. If a coin is tossed, then there are two outcomes, head $H$ and tail $T$, giving the generating function $H+T$. Hence, if a coin is tossed $n$ times, the generating function is $(H+T)^{n}$. For example,

$$
\begin{aligned}
(H+T)^{3}= & H H H+H H T+H T H+H T T+T H H+T H T \\
& +T T H+T T T .
\end{aligned}
$$

Thus, the generating function "generates" all possible outcomes. Setting $H=$ $p t$ and $T=q$, where $t$ is a variable, $p$ the probability of a head, and $q$ the probability of a tail, then we obtain the generating function for the probability distribution of the number $X$ of heads:

$$
\sum_{k=0}^{n} \operatorname{Pr}(X=k) t^{k}=(p t+q)^{n}=\sum_{k=0}^{n}\binom{n}{k} p^{k} q^{n-k} t^{k}
$$

The random variable $X$ is the sum $X_{1}+X_{2}+\cdots+X_{n}$, where $X_{i}$ is the random variable that equals 1 if the $i$ th toss is a head and 0 otherwise. Since the distribution of the sum of two random variables is the convolution of their distribution, taking the generating function converts convolution to multiplication. For continuous random variables, this conversion is done by Laplace or Fourier transforms. In this sense, (ordinary) generating functions are Laplace transforms in disguise.

The best way to introduce exponential generating functions is to discuss the exponential formula. ${ }^{3}$ Let $\mathcal{C}_{n}$ be a finite set of "irreducible" labeled structures or atoms which can be put on a nonempty finite set of size $n$. Let $\mathcal{C}=\bigcup_{n=1}^{\infty} \mathcal{C}_{n}$. Using atoms, we can assemble a molecule on a finite set $S$ as follows: choose a partition of $S$ and on each block $B$, put an atom from $\mathcal{C}_{|B|}$. Formally, we define a molecule with c components on the set $S$ to be a set $\left\{\left(B_{1}, \alpha_{1}\right),\left(B_{2}, \alpha_{2}\right), \ldots,\left(B_{c}, \alpha_{c}\right)\right\}$ of $c$ pairs, where $B_{1}, B_{2}, \ldots, B_{c}$ is a partition of $S$ and $\alpha_{i}$ is an atom on $B_{i}$.

The exponential generating function $f(\mathcal{C} ; t)$ of the set $\mathcal{C}$ of atoms is defined by

$$
f(\mathcal{C} ; t)=\sum_{n=1}^{\infty}\left|\mathcal{C}_{n}\right| \frac{t^{n}}{n!}
$$

[^101]
### 4.1.1. Theorem

(a) Another product formula: The coefficient of $t^{n} / n$ ! in the power series

$$
\frac{1}{c!} f(\mathcal{C} ; t)^{c}
$$

is the number of molecules on a set of size $n$ with $c$ components.
(b) The exponential formula: Let $a_{n c}$ be the number of molecules with $c$ components on a set of size $n$ and $a_{n}(x)$ be the polynomials defined by $a_{0}(x)=1$, and if $n \geq 1$,

$$
a_{n}(x)=\sum_{c=1}^{n} a_{n c} x^{c} .
$$

Then

$$
\sum_{n=0}^{\infty} a_{n}(x) \frac{t^{n}}{n!}=\exp (x f(\mathcal{C} ; t))
$$

Proof. Let $n_{1}, n_{2}, \ldots, n_{c}$ be positive integers such that $n_{1}+n_{2}+\cdots+n_{c}=n$. The number of ways to choose an ordered partition $B_{1}, B_{2}, \ldots, B_{c}$ of $\{1,2, \ldots, n\}$ such that $\left|B_{i}\right|=n_{i}$ is $n!/ n_{1}!n_{2}!\cdots n_{c}!$. On the block $B_{i}$, there are $\left|\mathcal{C}_{n_{i}}\right|$ ways of putting an atom. Hence, the total number of ordered $c$-tuples $\left(\left(B_{1}, \alpha_{1}\right),\left(B_{2}, \alpha_{2}\right), \ldots,\left(B_{c}, \alpha_{c}\right)\right)$ is

$$
\sum_{n_{1}, n_{2}, \ldots, n_{c}} \frac{n!}{n_{1}!n_{2}!\cdots n_{c}!}\left|\mathcal{C}_{n_{1}}\right|\left|\mathcal{C}_{n_{2}}\right| \cdots\left|\mathcal{C}_{n_{c}}\right|
$$

Dividing by $c$ !, we obtain the number of molecules with $c$ components. The product formula now follows from the multinomial formula. The exponential formula also follows formally from

$$
\begin{aligned}
\exp (x f(\mathcal{C} ; t)) & =\sum_{c=0}^{\infty} \frac{x^{c} f(\mathcal{C} ; t)^{c}}{c!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{c=1}^{n} a_{n c} x^{c}\right) \frac{t^{n}}{n!} .
\end{aligned}
$$

The simplest case of the exponential formula is when there is exactly one atom for each finite set. Then a molecule is a partition and we have the generating
functions

$$
\begin{aligned}
\sum_{n=1}^{\infty} S(n, c) \frac{t^{n}}{n!} & =\frac{\left(e^{x}-1\right)^{c}}{c!} \\
\sum_{n=0}^{\infty}\left(\sum_{c=1}^{n} S(n, c) x^{c}\right) \frac{t^{n}}{n!} & =e^{x\left(e^{t}-1\right)}, \\
\sum_{n=0}^{\infty} B_{n} \frac{t^{n}}{n!} & =e^{\left(e^{t}-1\right)},
\end{aligned}
$$

where $S(n, c)$, a Stirling number of the second kind, is the number of partitions of a set of size $n$ with $c$ blocks and $B_{n}$, a Bell number, is the number of (all) partitions of a set of size $n .{ }^{4}$

Another classical application is in graphical enumeration. ${ }^{5}$ Let $\mathcal{C}_{n}$ be the set of connected graphs on a vertex set of size $n$. Then a molecule is a graph on a finite vertex set. Graphs on the vertex set $\{1,2, \ldots, n\}$ are in bijection with subsets of the set of 2 -subsets of $\{1,2, \ldots, n\}$. Hence, by the exponential formula,

$$
\sum_{n=0}^{\infty} 2^{\binom{n}{2}} \frac{t^{n}}{n!}=\exp \left(\sum_{n=1}^{\infty} c_{n} \frac{t^{n}}{n!}\right)
$$

where $c_{n}$ is the number of connected graphs on the vertex set $\{1,2, \ldots, n\}$.
The last application is also classical. Let $\mathcal{C}_{n}$ be the set of cyclic permutations on a set of size $n$. Then $\left|\mathcal{C}_{n}\right|=(n-1)$ ! and

$$
f(\mathcal{C} ; t)=\sum_{n=0}^{\infty} t^{n} / n=-\log (1-t)
$$

The exponential formula yields

$$
1+\sum_{n=1}^{\infty}\left(\sum_{k=1}^{n}(-1)^{k} s(n, k) x^{k}\right) \frac{t^{n}}{n!}=\exp (-x \log (1-t))=(1-t)^{-x}
$$

where $s(n, k)$ is the number of permutations on $\{1,2, \ldots, n\}$ with exactly $k$ cycles in its cycle decomposition. The numbers $s(n, k)$ are the (unsigned) Stirling numbers of the first kind. Since

$$
(1-t)^{-x}=\sum_{n=0}^{\infty}(-1)^{n}\binom{-x}{n} t^{n}=\sum_{n=0}^{\infty} x_{(n)} \frac{t^{n}}{n!}
$$

[^102]where $x_{(n)}$ is the falling factorial $x(x-1)(x-2) \cdots(x-n+1)$, we have
$$
x(x-1)(x-2) \cdots(x-n+1)=x_{(n)}=\sum_{k=1}^{n}(-1)^{k} s(n, k) x^{k} .
$$

## Exercises

4.1.1. Let $S$ be a finite set and $x_{a}$ be a set of variables, one for each element $a$ of $A$. Show that

$$
\prod_{a: a \in S} x_{a}=\sum_{B: B \subseteq S} \prod_{b: b \in B}\left(x_{b}-1\right) .
$$

For example, if $S=\{a, b\}$,

$$
x_{a} x_{b}=\left(x_{a}-1\right)\left(x_{b}-1\right)+\left(x_{a}-1\right)+\left(x_{b}-1\right)+1 .
$$

### 4.1.2. H. Potter's $q$-binomial theorem. ${ }^{6}$

Let $x$ and $y$ be variables and $q$ a parameter or "quantum" satisfying the commutation relations $y x=q x y, q x=x q$, and $q y=y q$. Then

$$
(x+y)^{n}=\sum_{k=0}^{n}\binom{n}{k}_{q} x^{n-k} y^{k}
$$

where

$$
\binom{n}{k}_{q}=\frac{n!_{q}}{k!_{q}(n-k)!_{q}}
$$

and

$$
n!_{q}=(1+q)\left(1+q+q^{2}\right) \cdots\left(1+q+q^{2}+\cdots+q^{n-1}\right)
$$

### 4.1.3. Formal power series and $\Delta$-matrices.

Let $\mathbb{F}$ be a field, $\mathbb{F}[[t]]$ be the algebra of (formal) power series in the variable $t$ with coefficients in $t$ (under multiplication of power series), and $T_{\infty}(\mathbb{F})$ be the algebra of countably infinite square upper triangular matrices with entries in the field $\mathbb{F}$. A matrix $\left(a_{i j}\right)_{0 \leq i, j<\infty}$ is a $\Delta$-matrix if row $k$ is obtained by shifting row 0 to the right by $k$ entries and filling out the first $k$ entries by zeros; that is,

[^103]$\left(a_{i j}\right)$ has the form
\[

\left($$
\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & a_{3} & \ldots \\
0 & a_{0} & a_{1} & a_{2} & \ldots \\
0 & 0 & a_{0} & a_{1} & \\
\vdots & \vdots & & \ddots & \ddots
\end{array}
$$\right)
\]

If $a_{0}, a_{1}, a_{2}, \ldots$ is a sequence, let $\Delta\left(a_{0}, a_{1}, a_{2}, \ldots\right)$ be the $\Delta$-matrix with zeroth row equal to $a_{0}, a_{1}, a_{2}, \ldots$.
(a) Show that the function $\Delta: \mathbb{F}[[t]] \rightarrow T_{\infty}(\mathbb{F})$ sending $\sum_{i=0}^{\infty} a_{i} t^{i}$ to $\Delta\left(a_{0}, a_{1}, a_{2}, \ldots\right)$ is an injective $\mathbb{F}$-algebra homomorphism with image equal to the set $T_{\infty}^{\Delta}(\mathbb{F})$ of $\Delta$-matrices. In particular, $T_{\infty}^{\Delta}(\mathbb{F})$ is a subalgebra and $\mathbb{F}[[t]]$ is isomorphic to $T_{\infty}^{\Delta}(\mathbb{F})$.
(b) Show that if $f(t)$ has an multiplicative inverse, then $\Delta\left(f(t)^{-1}\right)=$ $\Delta(f(t))^{-1}$. Hence, $\sum_{i=0}^{\infty} a_{i} t^{i}$ has a multiplicative inverse if and only if $a_{0} \neq 0$. Show that if $\sum_{i=0}^{\infty} b_{i} t^{i}$ is the inverse of $\sum_{i=0}^{\infty} a_{i} t^{i}$, then

$$
b_{n}=\frac{(-1)^{n}}{a_{0}^{n+1}} \operatorname{det}\left|\begin{array}{cccccc}
a_{1} & a_{2} & a_{3} & \ldots & a_{n-1} & a_{n} \\
a_{0} & a_{1} & a_{2} & \ldots & a_{n-2} & a_{n-1} \\
0 & a_{0} & a_{1} & \ldots & a_{n-3} & a_{n-2} \\
0 & 0 & a_{0} & \ldots & a_{n-4} & a_{n-3} \\
\vdots & \vdots & & \ddots & & \\
0 & 0 & 0 & \ldots & a_{0} & a_{1}
\end{array}\right| .
$$

(The determinant on the right is an $n \times n$ determinant.)
(c) If $f(t)$ and $g(t)$ are power series and $f(t)=\sum_{n=0}^{\infty} a_{n} t^{n}$, the composition $f(g(t))$ is the power series defined by

$$
f(g(t))=\sum_{n=0}^{\infty} a_{n} g(t)^{n}
$$

Show that $f(t)$ has a compositional inverse $h(t)$; that is, there exists a power series $h(t)$ such that $f(h(t))=t$, if and only if the constant term $f(0)$ is zero and the coefficient $f^{\prime}(0)$ of $t$ is nonzero.

### 4.1.4. Lambert series. ${ }^{7}$

Let $\ell(z)=\sum_{m=1}^{\infty} l_{i} z^{i}$. A generalized Lambert series based on $\ell(z)$ is a power series of the form

$$
\sum_{n=1}^{\infty} a_{n} \ell\left(z^{n}\right)
$$

When $\ell(z)=z /(1-z)$, we retrieve the classical Lambert series:

$$
\sum_{n=1}^{\infty} a_{n} \frac{z^{n}}{1-z^{n}}
$$

Show that

$$
\sum_{n=1}^{\infty} a_{n} \ell\left(z^{n}\right)=\sum_{s=1}^{\infty} b_{s} z^{s}
$$

if and only if for all $s, b_{s}=\sum_{n: n \mid s} a_{n} l_{s / n}$. Thus, for classical Lambert series, the three conditions are equivalent:

$$
\begin{aligned}
& \sum_{n=1}^{\infty} a_{n} \frac{z^{n}}{1-z^{n}}=\sum_{s=1}^{\infty} b_{s} z^{s}, \\
& b_{s}=\sum_{n: n \mid s} a_{n} \quad \text { for all } s, \\
& a_{n}=\sum_{s: s \mid n} \mu\left(\frac{n}{s}\right) b_{s} \quad \text { for all } n .
\end{aligned}
$$

In particular,

$$
z=\sum_{n=1}^{\infty} \mu(n) \frac{z^{n}}{1-z^{n}}
$$

### 4.1.5. Cyclotomic products. ${ }^{8}$

A cyclotomic product is a formal product of the form

$$
C(z)=\prod_{n=1}^{\infty}\left(1-z^{n}\right)^{-a_{n}}
$$

(a) Show that

$$
C(z)=\exp \left(\sum_{s=1}^{\infty} b_{s} z^{s}\right)
$$

[^104]where
$$
b_{s}=\frac{1}{s} \sum_{n: n \mid s} n a_{n} \quad \text { and } \quad a_{n}=\frac{1}{n} \sum_{s: s \mid n} \mu\left(\frac{n}{s}\right) s b_{s} .
$$

In particular, show that

$$
\exp (z)=\prod_{n=1}^{\infty}\left(1-z^{n}\right)^{-\mu(n) / n}
$$

and

$$
\frac{1}{1-\alpha z}=\prod_{n=1}^{\infty}\left(1-z^{n}\right)^{-M(\alpha ; n)}, \quad \text { where } M(\alpha ; n)=\frac{1}{n} \sum_{d: d \mid n} \mu\left(\frac{n}{d}\right) \alpha^{d}
$$

(b) Develop a combinatorial theory of cyclotomic products.

### 4.2 Elementary Umbral Calculus

The umbral or symbolic method began as a heuristic device for deriving formulas or identities. A typical example is the following inverse relation.
4.2.1. Proposition. Let $\left(a_{n}\right)_{0 \leq n<\infty}$ and $\left(b_{n}\right)_{0 \leq n<\infty}$ be sequences. Then

$$
b_{n}=\sum_{i=0}^{n}\binom{n}{i} a_{i} \text { for all } n \Leftrightarrow a_{n}=\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} b_{i} \text { for all } n .
$$

The inverse relation is motivated and, if one is optimistic, is proved by the following argument. Raising subscripts, we obtain, for all $n$,

$$
b^{n}=\sum_{i=0}^{n}\binom{n}{i} a^{i}=(a+1)^{n}
$$

Hence, for all $n$,

$$
a^{n}=(b-1)^{n}=\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} b^{i} .
$$

Lowering exponents, we obtain the inverse relation.
Using linear functionals on polynomial algebras, we will put such calculations on a rigorous basis. ${ }^{9}$ For our example, we work over the ring $\mathbb{F}[\alpha]$ of

[^105]polynomials over a field $\mathbb{F}$ in the variable $\alpha$. The variable $\alpha$ is thought of as a "shadow variable" or umbra. We consider $\mathbb{F}[\alpha]$ as a vector space and define the linear functional $U: \mathbb{F}[\alpha] \rightarrow \mathbb{F}$ by
$$
U\left(\alpha^{n}\right)=a_{n},
$$
and extended to all of $\mathbb{F}[\alpha]$ by linearity. Then
\[

$$
\begin{aligned}
b_{n} & =\sum_{i=0}^{n}\binom{n}{i} U\left(\alpha^{i}\right) \\
& =U\left(\sum_{i=0}^{n}\binom{n}{i} \alpha^{i}\right)=U\left((\alpha+1)^{n}\right) .
\end{aligned}
$$
\]

On the other hand,

$$
\begin{aligned}
a_{n}=U\left(\alpha^{n}\right) & \left.=U((\alpha+1)-1)^{n}\right) \\
& =U\left(\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i}(\alpha+1)^{i}\right) \\
& =\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} U\left((\alpha+1)^{i}\right)=\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} b_{i} .
\end{aligned}
$$

This gives a rigorous proof of Proposition 4.1.1.
A somewhat deeper application of the umbral calculus is a rederivation of the exponential generating function for the Bell numbers $B_{n}$.
4.2.2. Theorem. Let $t$ be another variable. Then

$$
\sum_{n=0}^{\infty} \frac{B_{n} t^{n}}{n!}=e^{e^{t}-1}
$$

Proof. We begin with a combinatorial observation. Let $X$ be a finite set of size $x$. If $f: S \rightarrow X$ is a function, then those inverse images $f^{-1}(x)$ that are nonempty give a partition of $S$. This partition is the coimage of $f$ defined in Section 1.4. If $\pi$ is a partition of $S$ into $c(\pi)$ blocks, then the number of functions with coimage equal to $\pi$ equals $x_{(c(\pi))}$, where $x_{(k)}$ is a falling factorial. Since the total number of functions $S \rightarrow X$ is $x^{n}$, we have the combinatorial version of Stirling's identity

$$
\sum_{\pi} x_{(c(\pi))}=x^{n}
$$

the sum ranging over all the partitions $\pi$ of $S$.
Let $\mathbb{Q}[\beta]$ be the ring of polynomials with rational coefficients. Then as the set $\left\{\beta_{(k)}: 0 \leq k<\infty\right\}$ is a basis for $\mathbb{Q}[\beta]$, there is a linear functional
$L: \mathbb{Q}[\beta] \rightarrow \mathbb{Q}$ such that

$$
L(1)=1, \quad L\left(\beta_{(i)}\right)=1 \text { for } i \geq 1 .
$$

By Stirling's identity,

$$
B_{n}=\sum_{\pi} 1=\sum_{\pi} L\left(\beta_{(c(\pi))}\right)=L\left(\beta^{n}\right) .
$$

### 4.2.3. Lemma.

$$
B_{n+1}=\sum_{i=0}^{n}\binom{n}{i} B_{n-i}
$$

or $L\left(\beta^{n+1}\right)=L\left((\beta+1)^{n}\right)$.
Proof. We have, for every nonnegative integer $k, \beta(\beta-1)_{(k)}=\beta_{(k)}$ and $L\left(\beta(\beta-1)_{(k)}\right)=L\left(\beta_{(k)}\right)$. Since $\left\{\beta_{(k)}: 0 \leq k<\infty\right\}$ is a basis, we also have, by linearity,

$$
L(\beta p(\beta-1))=L(p(\beta))
$$

for every polynomial $p(\beta)$. In particular,

$$
L\left(\beta \beta^{n}\right)=L\left(\beta^{n+1}\right)=L\left((\beta+1)^{n}\right)
$$

This is the required formula in umbral form.
Next, write

$$
\sum_{n=0}^{\infty} \frac{g_{n} t^{n}}{n!}=e^{e^{t}-1}
$$

and let $M: \mathbb{Q}[\beta] \rightarrow \mathbb{Q}$ be the linear functional defined by $M\left(\beta^{n}\right)=g_{n}$. We will show that the linear functionals $L$ and $M$ are identical. We begin by observing that

$$
e^{e^{t}-1}=\sum_{n=0}^{\infty} \frac{M\left(\beta^{n}\right) t^{n}}{n!}=M\left(e^{\beta t}\right)
$$

Differentiating formally relative to $t$, we obtain

$$
e^{t} e^{e^{t}-1}=M\left(\beta e^{\beta t}\right) ;
$$

that is,

$$
e^{t} M\left(e^{\beta t}\right)=M\left(e^{(\beta+1) t}\right)=M\left(\beta e^{\beta t}\right)
$$

Expanding as Taylor series,

$$
\sum_{n=0}^{\infty} \frac{M\left((\beta+1)^{n}\right) t^{n}}{n!}=\sum_{n=0}^{\infty} \frac{M\left(\beta^{n+1}\right) t^{n}}{n!}
$$

We conclude that $M\left((\beta+1)^{n}\right)=M\left(\beta^{n+1}\right)$ and by linearity, $M(p(\beta+1))=$ $M(\beta p(\beta))$. Hence, $M=L$ and $g_{n}=B_{n}$.

### 4.2.4. Dobinski's formula.

$$
\begin{aligned}
B_{n+1} & =\frac{1}{e} \sum_{j=0}^{\infty} \frac{(j+1)^{n}}{j!} \\
& =\frac{1}{e}\left(1^{n}+\frac{2^{n}}{1!}+\frac{3^{n}}{2!}+\frac{4^{n}}{3!}+\cdots\right)
\end{aligned}
$$

Proof. If $n$ and $k$ are nonnegative integers, then $k_{(n)}=0$ if $k<n$ and $k_{(n)} / k!=$ $1 /(k-n)!$. Thus,

$$
L\left(\beta_{(n)}\right)=1=\frac{1}{e} \sum_{k=0}^{\infty} \frac{k_{(n)}}{k!},
$$

and hence, since $\left\{\beta_{(n)}\right\}$ is a basis,

$$
L(p(\beta))=\frac{1}{e} \sum_{k=0}^{\infty} \frac{p(k)}{k!}
$$

Dobinski's formula now follows by putting $p(\beta)=\beta^{n+1}$.

## Exercises

4.2.1. Give a combinatorial proof of Lemma 4.2.3.
4.2.2. Find an umbral calculus proof of the exponential formula.
4.2.3. (Research problem) A random variable $X$ defines a sequence $E\left(X^{n}\right)$, its sequence of moments, while an umbra $\alpha$ represents a sequence $U\left(\alpha^{n}\right)$. Explain or develop this analogy.

### 4.3 Polynomial Sequences of Binomial Type

In the next three sections, we give a short introduction to polynomial sequences of binomial type. We will use the finite operator calculus developed in

Foundations III and VIII. Let $\mathbb{F}$ be a field of characteristic zero and $\mathbb{F}[x]$ be the $\mathbb{F}$-algebra of polynomials with coefficients in $\mathbb{F}$ in the variable $x$.

A polynomial sequence $\left(p_{n}(x)\right)_{n=0}^{\infty}$ in $\mathbb{F}[x]$ is a sequence of polynomials such that $p_{n}(x)$ has degree (exactly) $n$. A polynomial sequence $\left(p_{n}(x)\right.$ ) has binomial type if it satisfies the (generalized) binomial identities: for all $n$,

$$
p_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} p_{k}(x) p_{n-k}(y) .
$$

The binomial identities are assumed to hold as polynomial identities in the variables $x$ and $y$.

An operator on polynomials is a linear transformation defined from $\mathbb{F}[x]$ to $\mathbb{F}[x]$. Since a polynomial sequence $\left(p_{n}(x)\right)$ gives a basis of $\mathbb{F}[x]$, an operator $Q$ is determined by the (labeled) values $Q p_{n}(x)$. The identity operator I sends every polynomial to itself and if $T$ is an operator, $T^{0}=I$ by convention. If $a$ is an element in $\mathbb{F}$, then $E^{a}$ is the shift operator sending a polynomial $p(x)$ to $p(x+a)$. We write $E^{1}$ simply as $E$. We will also use the linear functional $\epsilon(a): \mathbb{F}[x] \rightarrow \mathbb{F}, p(x) \mapsto p(a)$ that evaluates $p(x)$ at $a$, as well as the notation $[p(x)]_{x=a}=p(a)$.

### 4.3.1. Boole's formula. ${ }^{10}$

$$
E^{a}=e^{a D}=\sum_{k=0}^{\infty} \frac{a^{k}}{k!} D^{k}
$$

Proof. Since $x^{n}$ is a basis for $\mathbb{F}[x]$, Boole's formula is a consequence of the equations: for all nonnegative integers $n$,

$$
E^{a} x^{n}=(x+a)^{n}=\sum_{k=0}^{n} \frac{a^{k}}{k!} n_{(k)} x^{n-k}=e^{a D} x^{n}
$$

The proof of Boole's formula used the following fact: if $\left(a_{n}\right)_{n=0}^{\infty}$ is a sequence of elements in $\mathbb{F}$ and $T$ is any operator such that for all polynomials $p(x), T p(x)$ has degree strictly less than the degree of $p(x)$, then the formal sum

$$
\sum_{n=0}^{\infty} a_{n} T^{n}
$$

is a well-defined operator. The reason is that when the infinite sum is applied to a given polynomial, only a finite number of terms are nonzero.

[^106]An operator $Q$ is shift-invariant if $Q E^{a}=E^{a} Q$ for any element $a$ in $\mathbb{F}$. The most familiar shift-invariant operator is the differentiation operator $D$, defined by $D x^{n}=n x^{n-1}$. Operators of the form $\sum_{n=0}^{\infty} a_{n} D^{n}$ are also shift-invariant.

An operator $Q: \mathbb{F}[x] \rightarrow \mathbb{F}[x]$ is a delta operator if $Q$ is shift-invariant and $Q x=c$, where $c$ is a nonzero constant.
4.3.2. Lemma. Let $Q$ be a delta operator and $p(x)$ a polynomial of degree $n$. Then $Q p(x)$ is a polynomial of degree (exactly) $n-1$.

Proof. Since $\left\{x^{n}: 0 \leq n<\infty\right\}$ is a basis for $\mathbb{F}[x]$, it suffices to prove the lemma for $x^{n}$. We begin with the constant polynomial 1. By linearity, $Q E x=$ $Q(x+1)=Q x+Q 1=c+Q 1$. By shift-invariance, $Q E x=E Q x=E c=$ $c$. Hence, $c+Q 1=c$ or $Q 1=0$.

Next suppose that $n \geq 1$. Let $r(x)=Q x^{n}$. By the binomial theorem and shift-invariance,

$$
\begin{aligned}
\sum_{k=0}^{n}\binom{n}{k} a^{k} Q x^{n-k} & =Q(x+a)^{n} \\
& =Q E^{a} x^{n} \\
& =E^{a} Q x^{n}=r(x+a)
\end{aligned}
$$

Setting $x=0$, we have

$$
r(a)=\sum_{k=0}^{n}\binom{n}{k} a^{k}\left[Q x^{n-k}\right]_{x=0}
$$

The coefficient of $a^{n}$ is $\left[Q x^{0}\right]_{x=0}$. Since $x^{0}=1$, the coefficient of $a^{n}$ is zero by the first part. Further, the coefficient of $a^{n-1}$ is $n[Q x]_{x=0}$. This equals $n c$ and is nonzero. Hence, $r(a)$ is a polynomial in $a$ of degree exactly $n-1$.

A polynomial sequence $\left(p_{n}(x)\right)$ is a basic sequence for the delta operator $Q$ if $p_{0}(x)=1, p_{n}(0)=0$ whenever $n \geq 1$, and $Q p_{n}(x)=p_{n-1}(x)$.

Polynomial sequences of binomial type can be described in many different equivalent ways.
4.3.3. Theorem. Let $\left(p_{n}(x)\right)$ be a polynomial sequence and $Q: \mathbb{F}[x] \rightarrow \mathbb{F}[x]$ be the operator defined by $Q p_{n}(x)=n p_{n-1}(x)$. Then the following are equivalent:

BT1. The sequence $\left(p_{n}(x)\right)$ is of binomial type.
BT2. The operator $Q$ is a delta operator.

BT3. The operator $Q$ has a formal expansion:

$$
Q=q(D)=\sum_{n=1}^{\infty} a_{n} \frac{D^{n}}{n!}
$$

where $D$ is differentiation and $q(t)$ is a power series with zero constant term and $a_{1} \neq 0$.

BT4. The following two equivalent formal power series relations hold:

$$
e^{x t}=\sum_{n=0}^{\infty} p_{n}(x) \frac{q(t)^{n}}{n!}, \quad \sum_{n=0}^{\infty} p_{n}(x) \frac{t^{n}}{n!}=\exp (x f(t))
$$

where $f(t)$ and $q(t)$ are power series with zero constant term that are compositional inverses of each other in the sense that $f(q(t))=q(f(t))=t$.

The power series $f(t)$ is the indicator of the polynomial sequence $\left(p_{n}(x)\right)$.
We begin the proof of Theorem 4.3 .3 by showing that BT1 is equivalent to BT2. Suppose that $\left(p_{n}(x)\right)$ is the basic sequence for the delta operator $Q$. Then

$$
Q^{k} p_{n}(x)=n_{(k)} p_{n-k}(x)
$$

where $n_{(k)}=n(n-1) \cdots(n-k+1)$. Hence, $\epsilon(0) Q^{n} p_{n}(x)=n!$ and $\epsilon(0)$ $Q^{k} p_{n}(x)=0$ if $k<n$. Thus,

$$
p_{n}(x)=\sum_{k=0}^{n} \frac{p_{k}(x)}{k!} \epsilon(0) Q^{k} p_{n}(x)
$$

Since $\left\{p_{n}(x)\right\}$ is a basis of $\mathbb{F}[x]$ and $\epsilon(0) Q^{k}$ is a linear functional,

$$
p(x)=\sum_{k=0}^{n} \frac{p_{k}(x)}{k!} \epsilon(0) Q^{k} p(x)
$$

for every polynomial $p(x)$. In particular, if $p(x)=p_{n}(x+y)$, then

$$
p_{n}(x+y)=\sum_{k=0}^{n} \frac{p_{k}(x)}{k!} \epsilon(0) Q^{k} p(x) .
$$

Since

$$
\begin{aligned}
\epsilon(0) Q^{k} p(x+y) & =\epsilon(0) Q^{k} E^{y} p(x) \\
& =\epsilon(0) E^{y} Q^{k} p(x) \\
& =\epsilon(y) n_{(k)} p_{n-k}(x) \\
& =n_{(k)} p_{n-k}(y),
\end{aligned}
$$

we conclude that

$$
p_{n}(x+y)=\sum_{k=0}^{n} \frac{n_{(k)}}{k!} p_{k}(x) p_{n-k}(y) .
$$

Now suppose that the polynomial sequence $\left(p_{n}(x)\right)$ has binomial type. Setting $y=0$ in the generalized binomial identities, we obtain

$$
p_{n}(x)=p_{n}(x) p_{0}(0)+n p_{n-1}(x) p_{1}(0)+\binom{n}{2} p_{n-2}(x) p_{2}(0)+\cdots
$$

Since we are hypothesizing that $p_{k}(x)$ has degree exactly $k$, it follows that $p_{0}(x)=p_{0}(0)=1$ and $p_{k}(0)=0$ if $k \geq 1$.

There is only one choice for the delta operator: $Q$ must send $p_{0}(x)$ to 0 and $p_{n}(x)$ to $n p_{n-1}(x)$ if $n \geq 1$. Since $p_{1}(x)=x, Q x=Q p_{1}(x)=p_{0}(x)=1$, it remains to show that $Q$ is shift-invariant. To do this, write the binomial identity in the form

$$
p_{n}(x+y)=\sum_{k=0}^{n} \frac{p_{k}(x)}{k!} Q^{k} p_{n}(y)
$$

Since $\left\{p_{n}(x)\right\}$ is a basis, we obtain, by linearity,

$$
p(x+y)=\sum_{k=0}^{n} \frac{p_{k}(x)}{k!} Q^{k} p(y)
$$

Replacing $p$ by $Q p$ and exchanging $x$ and $y$, we have

$$
(Q p)(x+y)=\sum_{k=0}^{n} \frac{p_{k}(y)}{k!} Q^{k+1} p(x)
$$

Further,

$$
\begin{aligned}
E^{y} Q p(x) & =(Q p)(x+y) \\
& =Q\left[\sum_{k=0}^{n} \frac{p_{k}(y)}{k!} Q^{k} p(x)\right] \\
& =Q p(x+y)=Q E^{y} p(x) .
\end{aligned}
$$

We conclude that $E^{y} Q=Q E^{y}$; that is, $Q$ is shift-invariant. We have now proved that BT1 and BT2 are equivalent.

To prove BT2 implies BT3, we need the following result.
4.3.4. The first expansion theorem. Let $T$ be a shift-invariant operator and $Q$ be a delta operator with basic sequence $\left(p_{n}(x)\right)$. Then

$$
T=\sum_{k=0}^{\infty} \frac{\left[T p_{k}(x)\right]_{x=0}}{k!} Q^{k}
$$

Proof. Since the sequence $\left(p_{n}(x)\right)$ has binomial type,

$$
p_{n}(x+y)=\sum_{k=0}^{n} \frac{p_{k}(y)}{k!} Q^{k} p_{n}(x) .
$$

Regard both sides as polynomials in $y$ and apply $T$ to obtain

$$
T p_{n}(x+y)=\sum_{k=0}^{n} \frac{T p_{k}(y)}{k!} Q^{k} p_{n}(x)
$$

Since $\left\{p_{n}(x)\right\}$ is a basis, we have, by linearity,

$$
T p(x+y)=\sum_{k=0}^{n} \frac{T p_{k}(y)}{k!} Q^{k} p(x) .
$$

Setting $y=0$, we conclude that

$$
T p(x)=\sum_{k=0}^{n} \frac{\left[T p_{k}(y)\right]_{y=0}}{k!} Q^{k} p(x) .
$$

Now assume BT2. Then since $Q$ is shift-invariant, we can expand $Q$ in terms of the differentiation operator $D$ with basic sequence $x^{n}$. We conclude that $Q=q(D)$, where

$$
q(t)=\sum_{n=0}^{\infty}\left[Q x^{n}\right]_{x=0} \frac{t^{n}}{n!}
$$

Since $Q 1=0$ and $Q x=c$, where $c$ is a nonzero constant, $q(t)$ is the form described in BT3.

To prove BT3 implies BT4, we need an isomorphism theorem. The operators on the polynomial algebra $\mathbb{F}[x]$ form an $\mathbb{F}$-algebra under composition. The shiftinvariant operators form a commutative subalgebra $\mathcal{S}$ of this algebra. This is easy to prove formally from the definition and also follows from the next result. Let $\mathbb{F}[[t]]$ be the $\mathbb{F}$-algebra of formal power series with coefficients in $\mathbb{F}$ in the variable $t$.
4.3.5. The isomorphism theorem. Let $Q$ be a delta operator with basic sequence $\left(q_{n}(x)\right)$. Then the function $\mathcal{S} \rightarrow \mathbb{F}[[t]]$ given by

$$
T \mapsto \sum_{k=0}^{\infty}\left[T q_{k}(x)\right]_{x=0} \frac{t^{k}}{k!}
$$

is an $\mathbb{F}$-algebra isomorphism from $\mathcal{S}$ onto $\mathbb{F}[[t]]$.
Proof. The function is $\mathbb{F}$-linear because $(T+S) q_{k}(x)=T q_{k}(x)+S q_{k}(x)$ by definition. It is injective by the first expansion theorem and surjective because operators of the form $\sum_{n=0}^{\infty} a_{n} Q^{n}$ are shift-invariant.

It remains to check that it sends composition to multiplication. Let $S$ and $T$ be shift-invariant operators and

$$
f(t)=\sum_{k=0}^{\infty}\left[S q_{k}(x)\right]_{x=0} \frac{t^{k}}{k!}, \quad g(t)=\sum_{n=0}^{\infty}\left[T q_{n}(x)\right]_{x=0} \frac{t^{n}}{n!} .
$$

We will show that

$$
f(t) g(t)=\sum_{k=0}^{\infty}\left[T S q_{k}(x)\right]_{x=0} \frac{t^{k}}{k!}
$$

by looking at the coefficients. Specifically, we use the fact that

$$
\left[T S q_{r}(x)\right]_{x=0}=\left[\sum_{k, n=1}^{\infty} \frac{\left[T q_{k}(x)\right]_{x=0}\left[S q_{n}(x)\right]_{x=0}}{k!n!} Q^{k+n} q_{r}(x)\right]_{x=0}
$$

Since $q_{n}(0)=0$ if $n>0$ and $q_{0}(0)=1$, a summand is nonzero only if $n=$ $r-k$. Further, if $r=k+n$, then $Q^{k+n} q_{r}(x)=r!=\left[Q^{k+n} q_{r}(x)\right]_{x=0}$. Hence,

$$
\begin{aligned}
{\left[T S q_{r}(x)\right]_{x=0} } & =\sum_{k=1}^{\infty} \frac{\left[T q_{k}(x)\right]_{x=0}\left[S q_{r-k}(x)\right]_{x=0}}{k!(r-k)!} r! \\
& =\sum_{k=1}^{\infty}\binom{r}{k}\left[T q_{k}(x)\right]_{x=0}\left[S q_{r-k}(x)\right]_{x=0} .
\end{aligned}
$$

4.3.6. Corollary. A shift-invariant operator $T$ has a compositional inverse if and only if $T 1 \neq 0$.
4.3.7. Proposition. Let $Q$ be a delta operator with basic sequence $\left(q_{n}(x)\right)$. If $Q=q(D)$, then

$$
\sum_{n=0}^{\infty} q_{n}(x) \frac{t^{n}}{n!}=\exp (x f(t))
$$

where $f(t)$ is the compositional inverse of $q(t)$.

Proof. Expand the shift operator $E^{a}$ in terms of $Q$, obtaining

$$
E^{a}=\sum_{n=0}^{\infty}\left[q_{n}(x+a)\right]_{x=0} \frac{Q^{n}}{n!}=\sum_{n=0}^{\infty} q_{n}(a) \frac{Q^{n}}{n!}
$$

By the isomorphism theorem and Boole's formula (4.3.1) that $E^{a}=e^{a D}$, we have the power series identity

$$
e^{a u}=\sum_{n=0}^{\infty} q_{n}(a) \frac{q(u)^{n}}{n!}
$$

Making the changes of variables $a=x, t=q(u)$, and $u=q^{-1}(t)=f(t)$, we obtain the required formula.

Finally, we show that BT4 implies BT1. This follows from the formal power series calculation

$$
\begin{aligned}
\sum_{n=0}^{\infty} p_{n}(x+y) \frac{t^{n}}{n!} & =\exp ((x+y) f(t)) \\
& =\exp (x f(t)) \exp (y f(t)) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\binom{n}{k} p_{k}(x) p_{n-k}(x)\right) \frac{t^{n}}{n!}
\end{aligned}
$$

This completes the proof of Theorem 4.3.2.
We conclude the theoretical part of this section with a discussion of closed forms. A "closed form" is a formula that appears to be simple (and may in fact be simple). To obtain closed forms, we need a lemma, a definition, and then another lemma.
4.3.8. Lemma. An operator $Q$ is a delta operator if and only if $Q=D P$, where $P$ is an invertible shift-invariant operator.

Proof. By BT3, $Q=q(D)$. Writing $q(t)=t f(t)$ and setting $P=f(D)$, we obtain $Q=D P$, where $P$, being a power series in $D$ with nonzero constant term, is shift-invariant and invertible. Conversely, if $Q=D P$, then $Q$ is a delta operator by BT3.

If $T: \mathbb{F}[x] \rightarrow \mathbb{F}[x]$ is an operator, then its Pincherle derivative ${ }^{11} T^{\prime}$ is the operator

$$
T \mathbf{x}-\mathbf{x} T
$$

where $\mathbf{x}$ is the multiplication-by- $x$ operator $p(x) \mapsto x p(x)$. The Pincherle derivative is a derivation; that is, $(T S)^{\prime}=T^{\prime} S+T S^{\prime}$.
4.3.9. Lemma. If $Q$ is a delta operator with basic sequence $\left(p_{n}(x)\right), Q=$ $q(D)$, and $Q^{\prime}$ is the Pincherle derivative of $Q$, then $Q^{\prime}=q^{\prime}(D)$, where $q^{\prime}(t)$ is the derivative of the formal power series $q(t)$. In particular, $Q^{\prime}$ is an invertible shift-invariant operator.

Proof. Use the fact that

$$
\left[(Q \mathbf{x}-\mathbf{x} Q) x^{n}\right]_{x=0}=\left[Q x^{n+1}-x Q x^{n}\right]_{x=0}=\left[Q x^{n+1}\right]_{x=0} .
$$

4.3.10. Proposition. Let $Q$ be a delta operator, $Q=D P,\left(p_{n}(x)\right)$ be the basic sequence of $Q$, and $n \geq 1$. Then,
(a) $p_{n}(x)=Q^{\prime} P^{-(n+1)} x^{n}$,
(b) $p_{n}(x)=P^{-n} x^{n}-\left(P^{-n}\right)^{\prime} x^{n-1}$,
(c) $p_{n}(x)=x P^{-n} x^{n-1}$,
(d) $p_{n}(x)=x\left(Q^{\prime}\right)^{-1} p_{n-1}(x)$.

Proof. We begin by showing that the right sides of the first three formulas are equal. We begin with

$$
\begin{aligned}
Q^{\prime} P^{-(n+1)} & =(D P)^{\prime} P^{-(n+1)}=\left(D^{\prime} P+D P^{\prime}\right) P^{-(n+1)} \\
& =P^{-n}+P^{\prime} P^{-(n+1)} D=P^{-n}-\frac{1}{n}\left(P^{-n}\right)^{\prime} D,
\end{aligned}
$$

where we have used $D^{\prime}=I$ and the chain rule for derivations. Applied to $x^{n}$, we obtain

$$
Q^{\prime} P^{-(n+1)} x^{n}=P^{-n} x^{n}-\frac{1}{n}\left(P^{-n}\right)^{\prime} D x^{n}=P^{-n} x^{n}-\left(P^{-n}\right)^{\prime} x^{n-1}
$$

We also have

$$
P^{-n} x^{n}-\left(P^{-n}\right)^{\prime} D x^{n-1}=P^{-n} x^{n}-\left(P^{-n} \mathbf{x}-\mathbf{x} P^{-n}\right) x^{n-1}=x P^{-n} x^{n-1} .
$$

This shows that the first three formulas are equivalent.

[^107]Next, let $\tilde{p}_{n}(x)=Q^{\prime} P^{-(n+1)} x^{n}$. First, as $Q=D P$ and shift-invariant operators commute,

$$
Q \tilde{p}_{n}(x)=D P Q^{\prime} P^{-(n+1)} x^{n}=Q^{\prime} P^{-n} D x^{n}=n\left(Q^{\prime} P^{-n}\right) x^{n-1}=n \tilde{p}_{n-1}(x) .
$$

Second, by the third formula, $\tilde{p}_{n}(x)=x P^{-n} x^{n-1}$, and hence if $n \geq 1, \tilde{p}_{n}(0)=$ 0 . Thus, $\tilde{p}_{n}(x)$ is the basic sequence for $Q$, and hence $\tilde{p}_{n}(x)=p_{n}(x)$. We have now proved the first three formulas.

To prove the fourth formula, we invert the first formula, obtaining

$$
x^{n}=\left(Q^{\prime}\right)^{-1} P^{n+1} p_{n}(x) .
$$

Substituting this into the third formula, we obtain

$$
p_{n}(x)=x P^{-n}\left(Q^{\prime}\right)^{-1} P^{n} p_{n-1}(x)=x\left(Q^{\prime}\right)^{-1} p_{n-1}(x)
$$

This proves the fourth formula.

We will show how the theory developed so far works with two classical polynomial sequences. We begin with the delta operator $E^{a} D$. By Lemma 4.3.10(c), the degree- $n$ polynomial $A_{n}(x ; a)$ can be calculated as follows:

$$
A_{n}(x ; a)=x E^{-n a} x^{n-1}=x(x-n a)^{n-1} .
$$

The polynomials $A_{n}(x ; a)$ are the Abel polynomials. The generalized binomial identity yields Abel's binomial identity:

$$
(x+y)(x+y-n a)^{n-1}=\sum_{k=0}^{n}\binom{n}{k} x(x-k a)^{k-1} y(y-(n-k) a)^{n-k-1} .
$$

BT4 yields another identity of Abel:

$$
e^{x t}=\sum_{k=0}^{\infty} \frac{x(x-k a)^{k-1}}{k!} t^{k} e^{k a t}
$$

Next, we consider the Laguerre operator $L: \mathbb{F}[x] \rightarrow \mathbb{F}[x]$ defined by

$$
L p(x)=-\int_{0}^{\infty} e^{-u} p^{\prime}(x+u) d u
$$

The Laguerre operator seems to be analytic, but it can be rewritten algebraically using integration by parts. To see this, note that

$$
\int_{0}^{\infty} e^{-u} f(x+u) d u=\left[e^{-u} f(x+u)\right]_{u=0}^{u=\infty}+\int_{0}^{\infty} e^{-u} f^{\prime}(x+u) d u
$$

Hence, if $f$ is a polynomial, we can iterate the integration-by-parts formula to obtain

$$
-\int_{0}^{\infty} e^{-u} f(x+u) d u=-\left[f(x)+D f(x)+D^{2} f(x)+\cdots\right] .
$$

Thus,

$$
L=\frac{D}{D-I}
$$

Hence, by Proposition 4.3.10(c), the degree-n polynomial $L_{n}(x)$ in the basic sequence of $L$ can be calculated as follows:

$$
\begin{aligned}
L_{n}(x)=x(D-I)^{n} x^{n-1} & =\sum_{k=1}^{n}(-1)^{n-k}\binom{n}{k}(n-1)(n-2) \cdots(n-k) x^{n-k} \\
& =\sum_{k=1}^{n} \frac{n!}{k!}\binom{n-1}{k-1}(-x)^{k}
\end{aligned}
$$

where, in the last step, we change the index of summation from $k$ to $n-k$. It is easy to check formally that $e^{x} D e^{-x}=D-I$; thus, we have Rodrigues' formula, ${ }^{12}$

$$
L_{n}(x)=x e^{x} D^{n} e^{-x} x^{n-1}
$$

By BT4 and the fact that $q(t)=t /(t-1)$ is its own compositional inverse, we have the following identities:

$$
\exp (x t)=\sum_{n=0}^{\infty} L_{n}(x) \frac{t^{n}}{n!(t-1)^{n}}, \quad \exp \left(\frac{x t}{t-1}\right)=\sum_{n=0}^{\infty} L_{n}(x) \frac{t^{n}}{n!}
$$

The Abel and Laguerre polynomials have similar combinatorial interpretations. Let $S$ and $X$ be disjoint finite sets, with $|S|=n$ and $|X|=x$. A reluctant function $f: S \Rightarrow X$ from $S$ to $X$ is a function $f: S \rightarrow S \cup X$ satisfying the following property: for each $a$ in $S$, there is a positive integer $k$ (depending on a) such that the image $f^{k}(a)$, when $f$ is applied $k$ times, is in $X$. Intuitively, a reluctant function drags every element $a$ in $S$ to $X$. The graph of a reluctant function $f: S \Rightarrow X$ is the directed graph on the vertex set $S \cup X$ with a directed edge $(a, b)$ if $f(a)=b$. The condition on reluctant functions implies that the graph of a reluctant function is a disjoint union or forest of $x$ directed trees, with all edges in each tree directed to the unique vertex, the root, in $X$. Conversely, a forest of rooted trees, with a total of $|S|$ nonroot vertices labeled by $S$ and roots labeled by a subset of $X$, determines a reluctant function.

[^108]4.3.11. Theorem. Let $t_{n k}$ be the number of forests of rooted labeled trees with $n$ vertices and $k$ connected components. Then
$$
\sum_{k=1}^{n} t_{n k} x^{k}=x(x+n)^{n-1}
$$

In particular, the number $t_{n 1}$ of rooted labeled trees on $n$ vertices is $n^{n-1}$. To prove this, we use the following lemma.
4.3.12. Lemma. Let $P$ be an invertible shift-invariant operator and $\left(p_{n}(x)\right)$ a basic sequence satisfying

$$
\left[x^{-1} p_{n}(x)\right]_{x=0}=n\left[P^{-1} p_{n-1}(x)\right]_{x=0}
$$

for $n \geq 1$. Then $\left(p_{n}(x)\right)$ is the basic sequence for the delta operator $D P$.

Proof. Let $Q$ be the delta operator for $\left(p_{n}(x)\right)$. If $p(0)=0,\left[x^{-1} p(x)\right]_{x=0}=$ $[D p(x)]_{x=0}$, and hence,

$$
\begin{equation*}
[D p(x)]_{x=0}=\left[P^{-1} Q p(x)\right]_{x=0} . \tag{Z}
\end{equation*}
$$

In addition, when $p(x)$ is a constant, both sides of $(\mathrm{Z})$ equal zero. Hence, by linearity, $(\mathrm{Z})$ holds for all polynomials $p(x)$. Setting $p(x)=q(x+a)$ and using shift-invariance, we have

$$
D q(a)=\left[P^{-1} Q E^{a} q(x)\right]_{x=0}=\left[E^{a} P^{-1} Q q(x)\right]_{x=0}=P^{-1} Q q(a) .
$$

This relation holds for all polynomials $q(x)$ and all constants $a$. We conclude that $D=P^{-1} Q$.

Returning to the proof of Theorem 4.3.11, let $\tilde{A}_{n}(x)=\sum_{k=1}^{n} t_{n k} x^{k}$. Then,

$$
t_{n 1}=n \sum_{k=1}^{n} t_{n-1, k}=n \tilde{A}_{n-1}(1)
$$

To see this, observe that we can construct a rooted tree on the vertex set $\{1,2, \ldots, n\}$ by taking a forest of rooted trees on the vertex set $\{1,2, \ldots, n-1\}$ and joining all the roots to a new root by edges. The new root can be labeled in $n$ ways by the new label $n$ or by transferring one of the $n-1$ old labels from an old vertex to the new root and relabeling that old vertex by the new label $n$. This construction is reversible. Hence,

$$
\left[x^{-1} \tilde{A}_{n}(x)\right]_{x=0}=t_{n 1}=n \tilde{A}_{n-1}(1)=n\left[E \tilde{A}_{n-1}(x)\right]_{x=0} .
$$

By Lemma 4.3.12, we conclude that $\tilde{A}_{n}(x)$ is the Abel polynomial $A_{n}(x ;-1)$. This completes the proof of Theorem 4.3.11.

Reluctant functions also offer a counting interpretation for Laguerre polynomials. If $f: S \Rightarrow X$ is a reluctant function, let the (rooted) forest of $f$ be the rooted forest obtained when the vertices in $X$ (and edges incident on them) are deleted from the graph of $f$. Let $\mathcal{L}(S, X)$ be the set of reluctant functions $f: S \Rightarrow X$ such that the forest of $f$ is a disjoint union of directed paths. If $|S|=n$ and $|X|=x$, then

$$
\begin{equation*}
|\mathcal{L}(S, X)|=L_{n}(-x) \tag{LG}
\end{equation*}
$$

where $L_{n}(x)$ is a Laguerre polynomial. For a proof, see Exercise 4.3.4. We end with the remark that reluctant functions were the motivation for species. ${ }^{13}$

## Exercises

4.3.1. Show that if $p(x)$ is a polynomial with nonzero constant term and $g(x)$ is any polynomial, then there exists a unique polynomial $y(x)$ such that

$$
p(D) y=g(x)
$$

4.3.2. Find an explicit formula for the coefficients $a_{n}$ in the power series relation ${ }^{14}$

$$
\sin x t=\sum_{n=1}^{\infty} \frac{a_{n}}{n!}[t(1-t)]^{n}
$$

### 4.3.3. Rising and falling factorials.

(a) Show that the degree- $n$ term in the basic sequence of the forward difference operator $\Delta$, defined equivalently by $\Delta=E-I$ or $\Delta: p(x) \mapsto$ $p(x+1)-p(x)$, is the falling factorial $x_{(n)}$, where $x_{(n)}=x(x-1)$ $(x-2) \cdots(x-n+1)$. Hence, deduce

$$
(x+y)_{(n)}=\sum_{k=0}^{n}\binom{n}{k} x_{(k)} y_{(n-k)} .
$$

(b) Show that the degree- $n$ term in the basic sequence of the backward difference operator $\nabla$, defined equivalently by $\nabla=I-E^{-1}$ or $\nabla$ : $p(x) \mapsto p(x)-p(x-1)$, is the rising factorial $x^{(n)}$, where $x^{(n)}=x(x+1)$ $(x+2) \cdots(x+n-1)$.

[^109]4.3.4. Let $\left(p_{n}(x)\right)$ be a sequence of binomial type and when $n \geq 1$, let
$$
p_{n}(x)=\sum_{k=1}^{n} c_{n k} x^{k} .
$$
(a) Show that
$$
\sum_{n=0}^{\infty} p_{n}(x) \frac{t^{n}}{n!}=\exp \left(x \sum_{j=1}^{\infty} c_{j 1} t^{j} / j!\right)
$$

In particular, the sequence $\left(p_{n}(x)\right)$ is determined by the sequence $\left(c_{n 1}\right)$, where $c_{n 1}=p_{n}^{\prime}(0)$.
(b) Prove Equation (LG).
(c) (Research problem) Study polynomial sequences enumerating other kinds of reluctant functions, for example, the reluctant functions whose rooted forests are binary trees or plane binary trees.

### 4.3.5. Euler's summation of alternating series.

Prove the formal identity:

$$
\sum_{n=0}^{\infty}(-1)^{n} f(n)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{2^{n+1}}\left[\Delta^{n} f(x)\right]_{x=0}
$$

### 4.3.6. Abstract Poisson processes. ${ }^{15}$

Let $\Sigma$ be a field of subsets on the set $S$. A subset $R$ of $S$ is rare if the intersection $R \cap A$ is finite for every subset $A$ in $\Sigma$. Let $\mathcal{R}$ be a collection of rare subsets of $\mathbb{R}$. If $A \in \Sigma$ and $k$ is a nonnegative integer, let

$$
[A \mid k]=\{R: R \in \mathcal{R},|R \cap A|=k\} .
$$

The Poisson algebra $\mathcal{P}$ of the probability space $S$ is the field of subsets consisting of finite unions and intersections of all subsets in $2^{\mathcal{R}}$ of the form $[A \mid k]$ or $[A \mid k]^{c}$, where $A \in \Sigma$ and $0 \leq k<\infty$.
(a) Show that if $A$ and $B$ are disjoint subsets in $\Sigma$,

$$
[A \cup B \mid n]=\bigcup_{k=0}^{n}[A \mid k] \cap[B \mid n-k]
$$

A Poisson valuation $\pi$ on the Poisson algebra is a valuation $P \rightarrow \mathbb{R}$ that is normalized, $\pi([\emptyset \mid 0])=1$, and satisfies the independence property

$$
\pi([A \mid k] \cap[B \mid l])=\pi([A \mid k]) \pi([B \mid l])
$$

for disjoint subsets $A$ and $B$ in $\Sigma$.

[^110](b) Let $v: \Sigma \rightarrow \mathbb{R}$ be a real valuation on $\Sigma$ and let $I$ be the image $\{r: r=$ $\nu(A)$ for some $A \in \Sigma\}$. Suppose that the image $I$ of $v$ is infinite. A Poisson valuation is homogeneous (relative to $\nu$ ) if $\pi([A \mid n])$ depends only on $n$ and $\nu(A)$. From a homogeneous Poisson valuation, we obtain a sequence $\pi_{n}: I \rightarrow$ $\mathbb{R}$ of functions defined by $\pi_{n}(x)=\pi([A \mid n])$, where $A$ is a subset in $\Sigma$ such that $x=v(A)$. The homogeneous Poisson measure $\pi$ is equicontinuous if for all $x_{0}$ in $I$ and $\epsilon>0$, there exists a positive real number $\delta$ such that for all $n$,
$$
\left|x-x_{0}\right|<\delta \text { and } x \in I \text { imply }\left|\pi_{n}(x)-\pi_{n}\left(x_{0}\right)\right|<\epsilon
$$

Show that if $\pi$ is an equicontinuous homogeneous Poisson measure, then

$$
\pi([A \mid n])=\frac{e^{-\lambda v(A)} p_{n}(\lambda \nu(A))}{n!}
$$

where $\lambda$ is a real number and $\left(p_{n}(x)\right)$ is a sequence of polynomials of binomial type.
(c) If $\pi$ is a Poisson valuation, let

$$
v(A)=\sum_{k=0}^{\infty} \pi([A \mid k]) t^{k}
$$

Show that $\pi$ is a Poisson valuation if and only if it is consistent, that is, $v(A)$ is a polynomial of degree at most $|A|$ when $A$ is finite, and multiplicative, that is, for subsets $A$ and $B$ in $\Sigma$,

$$
v(A) v(B)=v(A \cup B) v(A \cap B)
$$

This result gives a pointless description of inhomogeneous Poisson processes.

### 4.3.7. Coalgebras. ${ }^{16}$

We give an informal introduction to coalgebras in enumerative combinatorics. Much of algebra is about multiplications on a set $A$, that is, binary operations $A \times A \rightarrow A$ that give rules for combining two elements. The opposite of multiplication is comultiplication, which gives a rule for breaking up an element. Comultiplication is by nature many valued; one way to express this is by formal sums in tensor products. We will illustrate this with three examples. Some familiarity with tensor products is required for this exercise (see Section 2.8 for an introduction to tensor algebra).

The first example is the polynomial coalgebra. Let $\mathbb{F}[x]$ be the algebra of polynomials over a field $\mathbb{F}$ in the variable $x$. Then $\mathbb{F}[x]$ is a coalgebra by the

[^111]comultiplication $\Delta: \mathbb{F}[x] \rightarrow \mathbb{F}[x] \otimes \mathbb{F}[x]$ defined by
$$
\Delta x^{n}=\sum_{i=0}^{n} x^{i} \otimes x^{n-i}
$$
and extended by linearity. Intuitively, $\Delta x^{n}$ is the formal sum over all possible ways of breaking up a sequence of $n x$ 's into two segments: the initial segment with $k x$ 's and the final segment with $n-k x$ 's.

Another example is the Boolean coalgebra. Let $S$ be a finite set, $A$ be a set of symbols, one for each subset $A$ of $S$, and $\mathbb{F}(S)$ be the vector space of formal $\mathbb{F}$-linear combinations $\sum_{A: A \in S} c_{A} A$. The comultiplication $\Delta: \mathbb{F}(S) \rightarrow$ $\mathbb{F}(S) \otimes \mathbb{F}(S)$ is defined by

$$
\Delta A=\sum_{B: B \subseteq A} B \otimes(A \backslash B)
$$

and extended by linearity. Intuitively, $\Delta A$ is the formal sum of all possible ways of breaking up $A$ into an ordered pair of subsets.

Many combinatorial identities say that a counting process "commutes" with comultiplication. The classic example is an identity of Tutte. ${ }^{17}$ Let $P(\Gamma ; x)$ be the chromatic polynomial of the graph $\Gamma$ (see Exercise 3.5.2). If $A$ is a subset of the vertex set $V(\Gamma)$ of $\Gamma$, then $\Gamma \mid A$ is the graph on the vertex set $A$ with all the edges of $\Gamma$ with both endpoints in $A$. Then

$$
P(\Gamma ; x+y)=\sum_{A: A \subseteq V(\Gamma)} P(\Gamma \mid A ; x) P(\Gamma \mid(V \backslash A) ; y) .
$$

If we replace a subset $A$ by $x^{|A|}$ in the Boolean coalgebra, we obtain the binomial coalgebra with comultiplication

$$
\Delta x^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{k} \otimes x^{n-k}
$$

The relation of this comultiplication with binomial identities is clear. An alternate theory of polynomial sequences of binomial type can be constructed starting with a bilinear pairing between the algebra of formal power series and the binomial coalgebra. ${ }^{18}$

With the examples in mind, we can now define a combinatorial coalgebra. A system of section coefficients on a set $\mathcal{P}$ of pieces is a system of numbers

$$
\left[\begin{array}{c}
a \\
a_{1}, a_{2}, \ldots, a_{m}
\end{array}\right]
$$

where $a, a_{1}, a_{2}, \ldots, a_{m}$ are pieces satisfying the following axioms:

[^112]Consistency: For $a, a_{1} \in \mathcal{P}$,

$$
\left[\begin{array}{c}
a \\
a_{1}
\end{array}\right]= \begin{cases}1 & \text { if } a=a_{1} \\
0 & \text { otherwise }\end{cases}
$$

Finiteness: For each piece $a$,

$$
\left[\begin{array}{c}
a \\
a_{1}, a_{2}, \ldots, a_{m}
\end{array}\right] \neq 0
$$

for only finitely many sequences $a_{1}, a_{2}, \ldots, a_{m}$.
Coassociativity: For positive integer $m$ and $k$ such that $k \leq m$,

$$
\begin{aligned}
{\left[\begin{array}{c}
a \\
a_{1}, a_{2}, \ldots, a_{m}
\end{array}\right] } & =\sum_{p: p \in \mathcal{P}}\left[\begin{array}{c}
a \\
a_{1}, a_{2}, \ldots, a_{k}, p
\end{array}\right]\left[\begin{array}{c}
p \\
a_{k+1}, a_{k+2}, \ldots, a_{m}
\end{array}\right] \\
& =\sum_{p: p \in \mathcal{P}}\left[\begin{array}{c}
p \\
a_{1}, a_{2}, \ldots, a_{k}
\end{array}\right]\left[\begin{array}{c}
a \\
p, a_{k+1}, a_{k+2}, \ldots, a_{m}
\end{array}\right] .
\end{aligned}
$$

Section coefficients define a coalgebra on the vector space $\mathcal{C}$ of (finite) formal linear combinations of pieces by the comultiplication $\Delta: \mathcal{C} \rightarrow \mathcal{C} \otimes \mathcal{C}$ given by

$$
\Delta a=\sum_{\left(a_{1}, a_{2}\right)}\left[\begin{array}{c}
a \\
a_{1}, a_{2}
\end{array}\right] a_{1} \otimes a_{2}
$$

When $\Delta$ is iterated, we need to choose one component of the tensor product to apply $\Delta$. Specifically, we can do it in the two possible ways:

$$
\mathcal{C} \xrightarrow{\Delta} \mathcal{C} \otimes \mathcal{C} \xrightarrow{\Delta \otimes I}(\mathcal{C} \otimes \mathcal{C}) \otimes \mathcal{C} \quad \text { and } \quad \mathcal{C} \xrightarrow{\Delta} \mathcal{C} \otimes \mathcal{C} \xrightarrow{I \otimes \Delta} \mathcal{C} \otimes(\mathcal{C} \otimes \mathcal{C}) .
$$

Coassociativity says that the two ways yield the same answer. In general, coassociativity says that

$$
\Delta^{m-1} a=\sum_{\left(a_{1}, a_{2}, \ldots, a_{m}\right)}\left[\begin{array}{c}
a \\
a_{1}, a_{2}, \ldots, a_{m}
\end{array}\right] a_{1} \otimes a_{2} \otimes \cdots \otimes a_{m},
$$

an expression independent of the choices made when iterating $\Delta$.

### 4.4 Sheffer Sequences

A polynomial sequence $\left(s_{n}(x)\right)$ is a Sheffer sequence ${ }^{19}$ for the delta operator $Q$ if $s_{0}(x)=c$, where $c$ is a nonzero constant, and for $n \geq 1, Q s_{n}(x)=n s_{n-1}(x)$. Like sequences of binomial type, Sheffer sequences can be described in several equivalent ways.
4.4.1. Theorem. Let $Q$ be a delta operator with basic sequence $\left(p_{n}(x)\right)$ and indicator function $q(t)$ (so that $Q=q(D)$ ). Let $\left(s_{n}(x)\right)$ be a polynomial sequence. Then the following statements are equivalent:

SS1. The sequence $\left(s_{n}(x)\right)$ is a Sheffer sequence for $Q$.
SS2. There exists a (unique) invertible shift-invariant operator $S$ such that

$$
p_{n}(x)=S s_{n}(x) \text { or } s_{n}(x)=S^{-1} p_{n}(x)
$$

SS3. The following two equivalent power series relations hold:

$$
\frac{e^{x t}}{s(t)}=\sum_{n=0}^{\infty} s_{n}(x) \frac{q(t)^{n}}{n!} \quad \text { and } \quad \sum_{n=0}^{\infty} s_{n}(x) \frac{t^{n}}{n!}=\frac{\exp (x f(t))}{s(f(t))}
$$

where $f(t)$ and $q(t)$ are power series with zero constant term that are compositional inverses of each other.

SS4. The binomial identities hold: for all nonnegative integers $n$,

$$
s_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} s_{k}(x) p_{n-k}(y)
$$

as a polynomial identity in the variables $x$ and $y$.
We first prove that SS2 implies SS1. Suppose that $s_{n}(x)=S^{-1} p_{n}(x)$. Then by Corollary 4.3.6, $s_{0}(x)=S^{-1} 1 \neq 0$. If $n \geq 1$, then as shift-invariant operators commute,

$$
Q s_{n}(x)=Q S^{-1} p_{n}(x)=S^{-1} Q p_{n}(x)=S^{-1} n p_{n-1}(x)=n s_{n-1}(x)
$$

This verifies SS1.
Next, we prove that SS1 implies SS2. Suppose $\left(s_{n}(x)\right)$ is a Sheffer sequence for the delta operator $Q$. Define the operator $S$ by $s_{n}(x) \mapsto p_{n}(x)$ and extending $S$ by linearity. Since the polynomials $s_{n}(x)$ and $p_{n}(x)$ have the same degree $n$ and $s_{0}(x) \neq 0$ and $p_{0}(x)=1$, the operator $S$ is invertible. It remains to show that $S$ is shift-invariant. Note first that $S$ commutes with $Q$. Indeed,

$$
S Q s_{n}(x)=n S s_{n-1}(x)=n p_{n-1}(x)=Q p_{n}(x)=Q S s_{n}(x) .
$$

[^113]Since $\left\{s_{n}(x)\right\}$ is a basis, $S Q=Q S$, whence $S Q^{n}=Q^{n} S$. Now by the first expansion theorem (4.3.3), we can write $E^{a}$ as a power series in $Q$. From this, we conclude that $Q$ commutes with $E^{a}$.

We have now proved that SS1 and SS2 are equivalent. We say that a polynomial sequence $\left(s_{n}(x)\right)$ is ( $Q, S$ )-Sheffer if the sequence $\left(s_{n}(x)\right.$ ), the delta operator $Q$, and the invertible shift-invariant operator $S$ are related as described in SS1 and SS2. Next, we prove that SS2 implies SS3. By the first expansion theorem (4.3.4),

$$
E^{x}=\sum_{n=0}^{\infty} \frac{p_{n}(x)}{n!} Q^{n} .
$$

Hence,

$$
S^{-1} E^{x}=\sum_{n=0}^{\infty} \frac{S^{-1} p_{n}(x)}{n!} Q^{n}=\sum_{n=0}^{\infty} \frac{s_{n}(x)}{n!} Q^{n}
$$

By Boole's formula, $E^{x}=\exp (x D)$. Hence, by the isomorphism theorem (4.3.5),

$$
\frac{e^{x t}}{s(t)}=\sum_{n=0}^{\infty} \frac{s_{n}(x)}{n!} q(t)^{n}
$$

To prove SS3 implies SS4, we can use the generating function argument used to prove that BT4 implies BT1. Alternatively, we can use the following argument: since $p_{n}(x)$ is of binomial type, we have

$$
p_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} p_{k}(x) p_{n-k}(y) .
$$

Let $S$ be the operator defined by $S\left(s_{n}(x)\right)=p_{n}(x)$. Applying $S^{-1}$, with $x$ as the variable, we obtain

$$
S^{-1} p_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} s_{k}(x) p_{n-k}(y) .
$$

Since

$$
S^{-1} p_{n}(x+y)=S^{-1} E_{n}^{y}(x)=E^{y} S^{-1} p_{n}(x)=E^{y} s_{n}(x)=s_{n}(x+y),
$$

the binomial identity follows.
Setting $x=0$ in SS4, we obtain

$$
s_{n}(y)=\sum_{k=0}^{n}\binom{n}{k} s_{k}(0) p_{n-k}(y)
$$

Thus, a Sheffer sequence $\left(s_{n}(x)\right)$ is determined by the sequence of constant terms $\left(s_{n}(0)\right)$ and the basic sequence $\left(p_{n}(x)\right)$.

We will now close the circle of implication in the proof of Theorem 4.4.1 by showing that SS4 implies SS1. Exchanging the variables $x$ and $y$ and setting $y=0$ in the binomial identity, we obtain

$$
s_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} s_{k}(0) p_{n-k}(x) .
$$

Then

$$
\begin{aligned}
Q s_{n}(x) & =\sum_{k=0}^{n}\binom{n}{k} s_{k}(0) Q p_{n-k}(x) \\
& =n \sum_{k=0}^{n}\binom{n-1}{k} s_{k}(0) p_{(n-1)-k}(x)=n s_{n-1}(x) .
\end{aligned}
$$

Thus, SS1 holds and the proof of Theorem 4.4.1 is complete.
We end with the Sheffer sequence analog of the first expansion theorem (4.3.4).
4.4.2. Second expansion theorem. Let $Q$ be a delta operator with basic sequence $\left(p_{n}(x)\right), S$ be an invertible shift-invariant operator, and $\left(s_{n}(x)\right)$ be a ( $Q, T$ )-Sheffer. If $T$ is any shift-invariant operator and $p(x)$ is any polynomial, the following identity holds, as a polynomial identity in the variables $x$ and $y$ :

$$
T p(x+y)=\sum_{n=0}^{\infty} \frac{s_{n}(y)}{n!} Q^{n} \operatorname{STp}(x)
$$

In particular,

$$
S^{-1}=\sum_{n=0}^{\infty} \frac{s_{n}(0)}{n!} Q^{n}
$$

Conversely, let $S$ be an invertible shift-invariant operator, $Q$ a delta operator, and $\left(s_{n}(x)\right)$ a polynomial sequence. If

$$
\begin{equation*}
E^{a} f(x)=\sum_{n=0}^{\infty} \frac{s_{n}(a)}{n!} Q^{n} S f(x) \tag{C}
\end{equation*}
$$

for all polynomials $f(x)$ and constants $a$, then $\left(s_{n}(x)\right)$ is $(Q, S)$-Sheffer.
Proof. By Theorem 4.3.4,

$$
E^{a}=\sum_{n=0}^{\infty} \frac{p_{n}(a)}{n!} Q^{n} .
$$

Applied to the polynomial $p(y)$, we obtain

$$
p(x+y)=E^{x} p(y)=\sum_{n=0}^{\infty} \frac{p_{n}(x)}{n!} Q^{n} p(y) .
$$

Next, we apply $S^{-1}$ as an operator on polynomials in the variable $x$ and obtain

$$
\left(S^{-1} p\right)(x+y)=\sum_{n=0}^{\infty} \frac{S^{-1} p_{n}(x)}{n!} Q^{n} p(y)=\sum_{n=0}^{\infty} \frac{s_{n}(x)}{n!} Q^{n} p(y)
$$

This identity holds as a polynomial in the variable $y$. Hence, we may interchange $x$ and $y$ to get

$$
\left(S^{-1} p\right)(x+y)=\sum_{n=0}^{\infty} \frac{s_{n}(y)}{n!} Q^{n} p(x) .
$$

To finish, regard $x$ as the variable and apply $T S$ and use the fact that shiftinvariant operators commute to conclude that

$$
\operatorname{Tp}(x+y)=\sum_{n=0}^{\infty} \frac{s_{n}(y)}{n!} Q^{n} \operatorname{STp}(x)
$$

The special case now follows by setting $T=S^{-1}$ and $y=0$.
To prove the converse, regard $x$ as the variable and $a$ as a parameter in Equation (C) and apply $S^{-1}$ to both sides. Then

$$
S^{-1} E^{a} f(x)=\sum_{n=0}^{\infty} \frac{s_{n}(a)}{n!} Q^{n} f(x)
$$

for all constants $a$. Since $S^{-1}$ is shift-invariant,

$$
S^{-1} E^{a} f(x)=S^{-1} f(x+a)=E^{a} S^{-1} f(x)
$$

Hence, we can exchange the variables $x$ and $a$ to obtain

$$
S^{-1} E^{a} f(x)=\sum_{n=0}^{\infty} \frac{s_{n}(x)}{n!} Q^{n} f(a)
$$

We next apply $S$ on both sides and exchange $x$ and $a$ again, obtaining

$$
f(x+a)=E^{a} f(x)=\sum_{n=0}^{\infty} \frac{\left(S s_{n}\right)(a)}{n!} Q^{n} f(x)
$$

Setting $f(x)=p_{m}(x)$, this equation becomes

$$
p_{m}(x+a)=\sum_{n=0}^{\infty}\binom{m}{n}\left(S s_{n}\right)(a) p_{m-n}(x)
$$

Finally, set $x=0$ and observe that $p_{m-n}(0)=0$ except when $m=n$. Hence, $p_{m}(a)=\left(S s_{m}\right)(a)$ for all constants $a$, and hence, $p_{m}(x)=S s_{m}(x)$. By SS2, $\left(s_{n}(x)\right)$ is $(Q, S)$-Sheffer.

The simplest Sheffer sequences $\left(s_{n}(x)\right)$ are those with delta operator $D$. These have generating function $e^{x t} / s(t)$. Hence, if

$$
\frac{1}{s(t)}=\sum_{n=0}^{\infty} a_{n} \frac{t^{n}}{n!}
$$

then

$$
s_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} a_{n-k} x^{k}
$$

Such Sheffer sequences were studied by Appell. ${ }^{20}$ Two natural examples, Hermite and Bernoulli polynomials, are discussed in the exercises.

## Exercises

### 4.4.1. Recurrences.

Let $\left(s_{n}(x)\right)$ be a polynomial sequence with $s_{0}(x)=1$. If $\left(s_{n}(x)\right)$ is a Sheffer sequence, then for every delta operator $A$, there exists a sequence of constants $a_{n}$ such that for all nonnegative integers $n$,

$$
A s_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} a_{k} s_{n-k}(x) .
$$

Conversely, if the recurrence holds for some delta operator $A$ and sequence $\left(a_{n}\right)$, then $\left(s_{n}(x)\right)$ is a Sheffer sequence for a delta operator $Q$ (where $Q$ may be different from $A$ ).

### 4.4.2. Hermite polynomials of variance $v$.

Let $W_{v}$ be the Weierstrass operator defined by

$$
W_{v} p(x)=\frac{1}{\sqrt{2 \pi v}} \int_{-\infty}^{\infty} e^{-u^{2} / 2 v} p(x+u) d u
$$

Define the Hermite polynomials $H_{n}^{(v)}(x)$ of variance $v$ by

$$
H_{n}^{(v)}(x)=W_{v}^{-1} x^{n} .
$$

[^114]The Hermite polynomials of variance $v$ are $\left(D, W_{v}\right)$-Sheffer. We write $H_{n}(x)=$ $H_{n}^{(1)}(x)$.
(a) Show that

$$
\begin{aligned}
W_{v} & =\sum_{m=0}^{\infty} \frac{v^{m}(2 m-1)!!}{(2 m)!} D^{2 m} \\
& =\sum_{m=0}^{\infty} \frac{v^{m}}{2^{m} m!} D^{2 m} \\
& =\exp \left(v D^{2} / 2\right),
\end{aligned}
$$

where $(2 m-1)!!=(2 m-1)(2 m-3) \cdots 5 \cdot 3 \cdot 1$ if $m \geq 1$, and $0!!=1$.
(b) Derive formulas for Hermite polynomials from the theory of Sheffer sequences. In particular, derive

$$
\begin{aligned}
H_{n}^{(v)}(x) & =\sum_{k=0}^{\lfloor n / 2\rfloor}\binom{n}{2 k}(-v)^{k}(2 k-1)!!x^{n-2 k}, \\
e^{-v t^{2} / 2} e^{x t} & =\sum_{n=0}^{\infty} H_{n}^{(v)}(x) \frac{t^{n}}{n!}, \\
H_{n}^{(v)}(x) & =v^{n / 2} H_{n}(x / \sqrt{v}) .
\end{aligned}
$$

(c) Prove identities for Hermite polynomials from the literature. For example, show that for $k \geq j$,

$$
H_{j}(x) H_{k}(x)=\sum_{n} \frac{j!k!}{\left(\frac{n+j-k}{2}\right)!\left(\frac{n+k-j}{2}\right)!\left(\frac{k+j-n}{2}\right)!} H_{n}(x),
$$

where the sum ranges over integers $n$ such that $k-j \leq n \leq k+j$ and $n \equiv$ $k+j \bmod 2$.
(d) (Research problem) Using the theory of Sheffer sequences, prove Mehler's formula: ${ }^{21}$

$$
1+\sum_{n=1}^{\infty} H_{n}(x) H_{n}(y) \frac{t^{n}}{n!}=\frac{1}{\sqrt{1-4 t^{2}}} \exp \left(\frac{4 x y t-4\left(x^{2}+y^{2}\right) t^{2}}{1-4 t^{2}}\right)
$$

Are there similar formulas for other Sheffer sequences?

[^115]
### 4.4.3. Bernoulli polynomials.

Let $J^{r}$ be the operator defined by

$$
J^{r} p(x)=\int_{x}^{x+r} p(u) d u
$$

and $J=J^{1}$. Then $D J=\Delta$ and

$$
J^{r}=\left(\frac{\Delta}{D}\right)^{r}=\left(\frac{e^{D}-I}{D}\right)^{r}
$$

The Bernoulli polynomials $B_{n}^{(r)}(x)$ are defined by $B_{n}^{(r)}(x)=J^{-r} x^{n}$. For $r=1$, we have the generating function

$$
\sum_{n=0}^{\infty} B_{n}(x) \frac{t^{n}}{n!}=\frac{t e^{x t}}{e^{t}-1}
$$

The Bernoulli number $B_{n}$ is the constant term $B_{n}(0)$.
Show the formal Euler-MacLaurin summation formula. If $f(x)$ is a polynomial, then

$$
\sum_{j=a}^{b} f(j)=\int_{a}^{b} f(x) d x+\sum_{k=1}^{\infty} \frac{B_{k}\left[D^{k-1} f(b)-D^{k-1} f(a)\right]}{k!}
$$

### 4.5 Umbral Composition and Connection Matrices

An operator $U: \mathbb{F}[x] \rightarrow \mathbb{F}[x]$ is an umbral operator if there are two basic sequences $\left(p_{n}(x)\right)$ and $\left(q_{n}(x)\right)$ such that for all $n, U p_{n}(x)=q_{n}(x)$. An umbral operator is invertible, but it is usually not shift-invariant. If $\left(a_{n}(x)\right)$ and $\left(b_{n}(x)\right)$ are polynomial sequences with

$$
a_{n}(x)=\sum_{k=0}^{n} a_{n k} x^{k}
$$

then the umbral composition is the sequence $\left(c_{n}(x)\right)$ defined by

$$
c_{n}(x)=\sum_{k=0}^{n} a_{n k} b_{k}(x) .
$$

Put another way, $c_{n}(x)=U a_{n}(x)$, where $U$ is the umbral operator defined by $U: x^{n} \mapsto b_{n}(x)$. We will use the following notation: $c_{n}(x)=a_{n}(\underline{b}(x))$ if $c_{n}(x)=U a_{n}(x)$. In particular, $b_{n}(x)=\underline{b}(x)^{n}$. In this notation, the two binomial identities can be written

$$
\underline{p}(x+y)^{n}=[\underline{p}(x)+\underline{p}(y)]^{n} \quad \text { and } \quad \underline{s}(x+y)^{n}=[\underline{s}(x)+\underline{p}(y)]^{n} .
$$

4.5.1. The automorphism theorem. Let $U$ be an umbral operator.
(a) The function $S \mapsto U S U^{-1}$ is an automorphism of the algebra $\mathcal{S}$ of shift-invariant operators. If $Q$ is a delta operator, then $U Q U^{-1}$ is a delta operator. If $S=s(Q)$, where $s(t)$ is a formal power series, then $U S U^{-1}=$ $s\left(U Q U^{-1}\right)$.
(b) If $\left(r_{n}(x)\right)$ is a basic sequence, then $\left(U r_{n}(x)\right)$ is a basic sequence.
(c) If $\left(s_{n}(x)\right)$ is a Sheffer sequence, then $\left(U s_{n}(x)\right)$ is a Sheffer sequence.

Proof. Let $\left(p_{n}(x)\right)$ and $\left(q_{n}(x)\right)$ be basic sequences for the delta operators $P$ and $Q$ and $U$ be the umbral operator defined by $U p_{n}(x)=q_{n}(x)$. To prove (a), observe that

$$
U P p_{n}(x)=U n p_{n-1}(x)=n U p_{n-1}(x)=n q_{n-1}(x)=Q q_{n}(x)=Q U p_{n}(x) .
$$

As $\left\{p_{n}(x)\right\}$ is a basis, $U P p(x)=Q U p(x)$ for all polynomials, and hence, $U P=Q U$ as operators on $\mathbb{F}[x]$. In particular, $U P U^{-1}=Q$ and $U P^{n} U^{-1}=$ $Q^{n}$. Let $S$ be a shift-invariant operator. Expand $S$ as a power series in $P$, obtaining

$$
S=\sum_{n=0}^{\infty} \frac{a_{n}}{n!} P^{n} .
$$

Then

$$
U S U^{-1}=\sum_{n=0}^{\infty} \frac{a_{n}}{n!} U P^{n} U^{-1}=\sum_{n=0}^{\infty} \frac{a_{n}}{n!} Q^{n} .
$$

As $Q$ is shift-invariant, $U S U^{-1}$ is shift-invariant. By the first expansion theorem (4.3.4), every shift-invariant operator can be expanded as a power series in $Q$. Hence, $S \mapsto U S U^{-1}$ is surjective. Since $S \mapsto U^{-1} S U$ is the inverse of $S \mapsto U S U^{-1}$, the function is an automorphism of the algebra $\mathcal{S}$.

Since $S$ is a delta operator if and only if $a_{0}=0$ and $a_{1} \neq 0, T S T^{-1}$ is a delta operator if and only if $S$ is a delta operator. The final assertion in (a) follows from the isomorphism theorem (4.3.5).

To prove (b), let $\left(r_{n}(x)\right)$ be the basic sequence for the delta operator $R$. Then $T R T^{-1}$ is a delta operator and it is routine to show that $\left(\operatorname{Tr}_{n}(x)\right)$ is its basic sequence. The proof of (c) is similar.

Parts (b) and (c) say that the umbral composition of two basic sequences is basic, and the umbral composition of two Sheffer sequences is Sheffer. The next result shows how this happens when the delta and shift-invariant operators are expressed as power series in $D$.
4.5.2. The umbral composition lemma. Let $\left(p_{n}(x)\right)$ and $\left(q_{n}(x)\right)$ be basic sequences with delta operators $p(D)$ and $q(D)$. Let $\left(s_{n}(x)\right)$ be $(q(D), s(D))$ Sheffer and $\left(t_{n}(x)\right)$ be $(p(D), t(D))$-Sheffer.
(a) The umbral composition $\left(q_{n}(\underline{p}(x))\right.$ is basic with delta operator $q(p(D))$.
(b) The umbral composition $\left(s_{n}(\underline{t}(x))\right)$ is $(q(p(D)), t(D) s(p(D))$-Sheffer.

Proof. Let $U$ be the umbral operator defined by $U x^{n}=p_{n}(x)$. If $q_{n}(x)=$ $\sum_{k=1}^{n} b_{n k} x^{k}$, then

$$
U q_{n}(x)=\sum_{k=1}^{n} b_{n k} U x^{k}=\sum_{k=1}^{n} b_{n k} p_{n}(x)=q_{n}(\underline{p}(x)) .
$$

By Theorem 4.5.1, $q_{n}(p(x))$ is basic with delta operator $T q(D) T^{-1}$. By the automorphism theorem (4.5.1), $T q(D) T^{-1}=q(p(D))$. This proves (a). The proof of (b) is similar.

Let $\left(p_{n}(x)\right)$ and $\left(q_{n}(x)\right)$ be two polynomial sequences. The sequence $\left(q_{n}(x)\right)$ is inverse to the polynomial sequence $\left(p_{n}(x)\right)$ if the umbral composition ( $p_{n}(\underline{q}(x))$ is the sequence $x^{n}$. Suppose that $p_{0}(x)=c$, where $c$ is a nonzero constant, so that $\left(p_{n}(x)\right)$ gives a basis for $\mathbb{F}[x]$. The connection matrix $\left(c_{n k}\right)_{0 \leq n, k<\infty}$ connecting $\left(p_{n}(x)\right)$ to $\left(q_{n}(x)\right)$ is the matrix whose entries are defined by

$$
q_{n}(x)=\sum_{k=0}^{n} c_{n k} p_{k}(x)
$$

Lemma 4.5.2 gives recipes for calculating inverse sequences and connection matrices.
4.5.3. Corollary. Let $\left(p_{n}(x)\right)$ and $\left(q_{n}(x)\right)$ be basic with delta operators $p(D)$ and $q(D)$.
(a) The sequence $\left(q_{n}(x)\right)$ is inverse to $\left(p_{n}(x)\right)$ if and only if $p(q(t))=t$; that is, the power series $q(t)$ is the compositional inverse of $p(t)$.
(b) Let $\left(c_{n k}\right)$ be the matrix connecting $\left(p_{n}(x)\right)$ and $\left(q_{n}(x)\right)$, and $\left(r_{n}(x)\right)$ be the polynomial sequence defined by

$$
r_{n}(x)=\sum_{k=0}^{n} c_{n k} x^{k} .
$$

Then $\left(r_{n}(x)\right)$ is a basic sequence with delta operator $q\left(p^{-1}(D)\right)$.

Proof. Part (a) is immediate from Lemma 4.5.2 (a). To prove (b), consider the umbral operator $U$ defined by $U x^{n}=p_{n}(x)$. Then $q_{n}(x)=U r_{n}(x)=r_{n}(\underline{p}(x))$.

By Theorem 4.5.1, $\left(r_{n}(x)\right)$ is basic, and if $r(D)$ is the delta operator of $\left(r_{n}(x)\right)$, then $q(t)=r(p(t))$ or $r(t)=q\left(p^{-1}(t)\right)$.

We end this section with some examples. Since the power series $t /(1-t)$ is its own compositional inverse, the Laguerre polynomials are self-inverse. Explicitly,

$$
\sum_{k=1}^{n}(-1)^{k} \frac{n!}{k!}\binom{n-1}{k-1} L_{k}(x)=x^{n}
$$

The sequence $\left(\varphi_{n}(x)\right)$ of exponential polynomials ${ }^{22}$ is the basic sequence for the delta operator $\log (I+D)$. Since $\exp (t)-1$ is the compositional inverse of $\log (1+t)$ and $\Delta=e^{D}-I$, the exponential polynomials are inverse to the falling factorials; that is, in umbral notation,

$$
\underline{\varphi}(\underline{\varphi}-1)(\underline{\varphi}-2) \cdots(\underline{\varphi}-n+1)=x^{n}
$$

and, explicitly,

$$
\sum_{k=1}^{n}(-1)^{k} s(n, k) \varphi_{k}(x)=x^{n}
$$

where $s(n, k)$ are (unsigned) Stirling numbers of the first kind. By BT4, we have

$$
\sum_{n=0}^{\infty} \varphi_{n}(x) \frac{t^{n}}{n!}=\exp \left(x\left(e^{t}-1\right)\right)
$$

Thus, by the exponential formula (4.1.1),

$$
\varphi_{n}(x)=\sum_{k=1}^{n} S(n, k) x^{k}
$$

where $S(n, k)$ is a Stirling number of the second kind. The inverse relation implies the matrix relation

$$
\sum_{k=1}^{n}(-1)^{k} s(n, k) S(k, m)=\delta_{n m},
$$

where $\delta_{n m}=0$ if $m \neq n$ and 1 if $m=n$.

[^116]Consider now the basic sequence $\left(\varphi_{n}(-x)\right)$. This has delta operator $\log (I-$ $D)$. Let $f(t)=1-e^{-t}$. Then

$$
f(\log (1-t))=1-\frac{1}{1-t}=\frac{t}{1-t} .
$$

Since the rising factorials $x(x+1)(x+2) \cdots(x+n-1)$ form the basic sequence for the backward difference operator $I-E^{-1}$, we have the following expansions for the Laguerre polynomials:

$$
L_{n}(x)=\underline{\varphi}(\underline{\varphi}+1)(\underline{\varphi}+2) \cdots(\underline{\varphi}+n-1)=\sum_{k=1}^{n} s(n, k) \varphi_{k}(x) .
$$

## Exercises

### 4.5.1. The Gould or difference-Abel polynomials. ${ }^{23}$

Consider the delta operator $E^{-b} \Delta$ and let $\left(G_{n}(x ; b)\right)$ be its basic sequence. Show that

$$
\begin{aligned}
G_{n}(x ; b) & =x(x+b n-1)(x+b n-2) \cdots(x+b n-n+1) \\
& =x(x+b n-1)_{(n-1)}=n!\frac{x}{x+b n}\binom{x+b n}{n} .
\end{aligned}
$$

The polynomials $G_{n}(x ; b)$ are the Gould polynomials. Hence, derive the convolution

$$
\begin{aligned}
& \frac{x+y}{x+y+b n}\binom{x+y+b n}{n} \\
& =\sum_{k=0}^{n} \frac{x}{x+b k}\binom{x+b k}{k} \frac{y}{y+b(n-k)}\binom{y+b(n-k)}{n-k} .
\end{aligned}
$$

4.5.2. A polynomial sequence $\left(p_{n}(x)\right)$ is permutable if for all nonnegative integers $k$ and $n,{ }^{24}$

$$
p_{n}(k)=p_{k}(n)
$$

(a) Show that $\left(p_{n}(x)\right)$ is permutable if and only if there is a sequence $\left(\lambda_{j}\right)$ of nonzero constants such that

$$
p_{n}(x)=\sum_{j=0}^{n}\binom{n}{j} \lambda_{j} x_{(j)} .
$$

[^117](b) Show that a polynomial sequence $\left(s_{n}(x)\right)$ is permutable and Sheffer if and only if it is $\left(\Delta,(I-a \Delta)^{-1}\right)$-Sheffer; that is,
\[

$$
\begin{aligned}
s_{n}(x)= & a^{n} x_{(n)}+\binom{n}{1} a^{n-1} x_{(n-1)}+\binom{n}{2} a^{n-2} x_{(n-2)}+\cdots \\
& +\binom{n}{n-1} a^{n-1} x_{(1)}+1
\end{aligned}
$$
\]

4.5.3. Prove the following duplication formula for Laguerre polynomials:

$$
L_{n}(a x)=\sum_{k=1}^{n} \frac{n!}{k!}\binom{n-1}{k-1}(1-a)^{n-k} a^{k} L_{k}(x)
$$

### 4.5.4. Sequences of higher type. ${ }^{25}$

A sequence $\left(h_{n}(x)\right)$ of polynomials has Sheffer type $k$ if

$$
\sum_{n=0}^{\infty} h_{n}(x) \frac{t^{n}}{n!}=g(t) \exp \left(x f_{1}(t)+x^{2} f_{2}(t)+\cdots+x^{k+1} f_{k+1}(t)\right)
$$

where $g(t)$ is a power series with $g(0) \neq 0$ and $f_{j}(t)$ is a power series such that the coefficients of $1, x, x^{2}, \ldots, x^{j-1}$ are zero and the coefficient of $x^{j}$ is nonzero.
(Research problem) Study sequences of polynomials of higher type.
4.5.5. (Research problem posed by Sheffer) Characterize the Sheffer sequences that are sequences of orthogonal polynomials.

### 4.5.6. Sequences of biorthogonal polynomials. ${ }^{26}$

Let $\phi_{s}(D), s=0,1,2, \ldots$, be a sequence of linear operators on $\mathbb{F}[x]$ of the form

$$
\phi_{s}(D)=D^{s} \sum_{r=0}^{\infty} b_{s r} D^{r}
$$

where the coefficients $b_{s, 0}$ are assumed to be nonzero.
(a) Prove that there exists a unique polynomial sequence $\left(p_{n}(x)\right)$ such that

$$
\epsilon(0) \phi_{s}(D) q_{n}(x)=n!\delta_{s n},
$$

[^118]where $\delta_{s n}$ equals 1 if $s=n$ and 0 if $s \neq n$. In particular, $q_{n}(x)$ has the following explicit determinant formula:
\[

p_{n}(x)=\frac{n!}{b_{00} b_{10} \cdots b_{n 0}}\left|$$
\begin{array}{cccccc}
b_{00} & b_{01} & b_{02} & \ldots & b_{0, n-1} & b_{0, n} \\
0 & b_{10} & b_{11} & \ldots & b_{1, n-2} & b_{1, n-1} \\
0 & 0 & b_{20} & \ldots & b_{2, n-3} & b_{2, n-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & b_{n-1,0} & b_{n-1,1} \\
1 & x & x^{2} / 2! & \ldots & x^{n-1} /(n-1)! & x^{n} / n!
\end{array}
$$\right| .
\]

The polynomial sequence $\left(p_{n}(x)\right)$ is said to be biorthogonal to the sequence $\phi_{s}(D)$ of operators or the sequence $\epsilon(0) \phi_{s}(D)$ of linear functionals.
(b) Prove the following formulas:

The expansion formula. Let $p(x)$ be a degree- $n$ polynomial. Then

$$
p(x)=\sum_{k=0}^{n} \frac{\epsilon(0) \phi_{k}(D) p(x)}{k!} p_{k}(x) .
$$

The interpolation formula. Given a sequence $d_{0}, d_{1}, \ldots, d_{n}$ of numbers, then $p(x)=\sum_{k=0}^{n} d_{k} p_{k}(x) / k!$ is the unique degree- $n$ polynomial satisfying

$$
\epsilon(0) \phi_{k}(D) p(x)=d_{k}, \quad 0 \leq k \leq n .
$$

The Appell relation.

$$
e^{x t}=\sum_{n=0}^{\infty} \frac{p_{n}(x) \phi_{n}(t)}{n!}, \text { where } \phi_{n}(t)=t^{s} \sum_{r=0}^{\infty} b_{s r} t^{r} .
$$

(c) Show that a polynomial sequence $\left(p_{n}(x)\right)$ has binomial type if and only if it is biorthogonal to an operator sequence of the form

$$
\phi_{s}(D)=[f(D)]^{s},
$$

where $f(t)$ is a formal power series with $f(0)=0$ and $f^{\prime}(0) \neq 0$.
(d) (Research problem) Let $\nabla$ be the backward difference operator. Develop a theory of biorthogonality with operators that are power series in $\nabla$.

### 4.5.7. Gončarov polynomials.

Let $\left(a_{0}, a_{1}, a_{2}, \ldots\right)$, be a sequence of numbers. The sequence of Gončarov polynomials $\left(g_{n}\left(x ; a_{0}, a_{1}, \ldots, a_{n-1}\right)\right)_{n=0}^{\infty}$ is the sequence of polynomials biorthogonal to the operators

$$
\phi_{s}(D)=E^{a_{s}} D^{s}=D^{s} \sum_{r=0}^{\infty} \frac{a_{s}^{r} D^{r}}{r!}
$$

When all the terms $a_{i}$ are equal to a number $a$, then $g_{n}(x ; a, a, \ldots, a)$ is the Abel polynomial $x(x-n a)^{n-1}$.
(a) Prove that the Gončarov polynomials are determined by the differential relations

$$
D g_{n}\left(x ; a_{0}, a_{1}, \ldots, a_{n-1}\right)=n g_{n-1}\left(x ; a_{1}, a_{2}, \ldots, a_{n-1}\right)
$$

and the initial conditions

$$
g_{n}\left(a_{0} ; a_{0}, a_{1}, \ldots, a_{n-1}\right)=\delta_{0, n} .
$$

(b) Show that

$$
g_{n}\left(x+y ; a_{0}, a_{1}, \ldots, a_{n-1}\right)=\sum_{k=0}^{n}\binom{n}{k} g_{n-k}\left(y ; a_{k}, a_{k+1}, \ldots, a_{n-1}\right) x^{k}
$$

(c) If $\underline{x}$ is the finite length- $n$ sequence $x_{1}, x_{2}, \ldots, x_{n}$, the sequence of order statistics is the sequence $x_{(1)}, x_{(2)}, \ldots, x_{(n)}$ obtained from $\underline{x}$ by rearranging it in nondecreasing order. Let $\underline{u}$ be a given infinite sequence $u_{1}, u_{2}, u_{3}, \ldots$ of nondecreasing positive integers. A length-n $\underline{u}$-parking function is a sequence $x_{1}, x_{2}, \ldots, x_{n}$ such that its order statistics satisfy $x_{(i)} \leq u_{i}, 1 \leq i \leq n$. Let $P_{n}\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ be the number of length- $n \underline{u}$-parking functions. Show that

$$
P_{n}\left(u_{1}, u_{2}, \ldots, u_{n}\right)=(-1)^{n} g_{n}\left(0 ; u_{1}, u_{2}, \ldots, u_{n}\right) .
$$

In particular, show that

$$
P_{n}(a, a+b, a+2 b, \ldots, a+(n-1) b)=a(a+n b)^{n-1}
$$

(d) Show that $P_{n}\left(u_{1}, u_{2}, \ldots, u_{n}\right)=n!\operatorname{det} \mathcal{D}$, where $\mathcal{D}$ is the matrix with $i j$-entry equal to

$$
\frac{u_{i}^{j-i+1}}{(j-i+1)!}
$$

if $j-i+1 \geq 0$ and 0 otherwise. ${ }^{27}$

### 4.6 The Riemann Zeta Function

The Riemann zeta function is the Dirichlet series $\sum_{n=1}^{\infty} n^{-s}$. It is the obscure object of desire in analytic number theory. In this section, we sketch a combinatorial interpretation of the zeta function. ${ }^{28}$

[^119]Let $C_{N}$ be the cyclic group of order $N$. A character $\chi$ of $C_{N}$ is a homomorphism from $C_{N}$ to the complex numbers $\mathbb{C}$. The kernel $\operatorname{ker} \chi$ of a character $\chi$ is a subgroup of $C_{N}$. If $\left(\chi_{1}, \chi_{2}, \ldots, \chi_{s}\right)$ is an $s$-tuple of characters, then we define their joint kernel to be the intersection ker $\chi_{1} \cap$ ker $\chi_{2} \cap \cdots \cap$ ker $\chi_{s}$.
4.6.1. Lemma. Let $n$ divides $N, C_{n}$ be the subgroup of order $n$ in $C_{N}$, and $\operatorname{Pr}_{s}\left(C_{n}\right)$ be the probability that the joint kernel of an $s$-tuple $\chi_{1}, \chi_{2}, \ldots, \chi_{s}$ of characters, chosen independently and at random, equals $C_{n}$. Then

$$
\operatorname{Pr}_{s}\left(C_{n}\right)=\sum_{d: n \mid d \text { and } d \mid N} \mu(d / n) d^{-s},
$$

where $\mu$ is the number-theoretic Möbius function.
Proof. The probability that the kernel of a random character $\chi$ contains the subgroup $C_{n}$ equals $1 / n$, because there are $N$ characters of the group $C_{N}$ and $N / n$, such characters will vanish on $C_{n}$. Therefore, the probability that the joint kernel of a randomly and independently chosen $s$-tuple ( $\chi_{1}, \chi_{2}, \ldots, \chi_{s}$ ) contains the subgroup $C_{n}$ equals $(1 / n)^{s}$. Let $\operatorname{Pr}_{s}\left(C_{n}\right)$ be the probability that the joint kernel a randomly and independently chosen $s$-tuple of characters equals the subgroup $C_{n}$. Then using the fact that the lattice of subgroups of the cyclic group $C_{N}$ is isomorphic to the partially ordered set of divisors of the integer $N$, ordered by divisibility, we have

$$
n^{-s}=\sum_{d: n \mid d \text { and } d \mid N} \operatorname{Pr}_{s}\left(C_{d}\right) .
$$

The lemma now follow by Möbius inversion.
Using the change of variable $d=n j$, we obtain

$$
\operatorname{Pr}_{s}\left(C_{n}\right)=n^{-s} \sum_{j} \mu(j) j^{-s},
$$

where the variable $j$ on the right ranges over some subset of divisors of the integer $N$, about which we will be deliberately vague. By the Möbius inversion formula,

$$
\zeta(s)\left(\sum_{j=1}^{\infty} \mu(j) j^{-s}\right)=1
$$

If we could change our combinatorial problem to get an unrestricted sum on the right-hand side, then we would have a probabilistic interpretation of $1 / \zeta(s)$. We propose doing this by replacing the finite cyclic group $C_{n}$ by a profinite cyclic group. The group $C_{\infty}$ of rational numbers modulo 1 is such
a profinite group. Every finitely generated subgroup of $C_{\infty}$ is a finite cyclic group $C_{n}$. The character group $C_{\infty}^{*}$ of $C_{\infty}$ is a compact group. It has a Haar measure which can be normalized to be a probability measure Pr. The set of all characters of the group $C_{\infty}$ that vanish on a subgroup $C_{n}$ has Haar measure equal to $1 / n$. Thus, if we choose a sequence of $s$ characters of $C_{\infty}$ independently and at random, the probability that their joint kernel contains the group $C_{n}$ equals $(1 / n)^{s}$. Denoting again by $\operatorname{Pr}_{s}\left(C_{n}\right)$ the probability that the joint kernel of an $s$-tuple of characters equals the subgroup $C_{n}$, then we have the identity

$$
\frac{1}{n^{s}}=\sum_{d: n \mid d} \operatorname{Pr}_{s}\left(C_{d}\right)
$$

where the sum on the right is now infinite. By Möbius inversion, we obtain

$$
\operatorname{Pr}_{s}\left(C_{n}\right)=\sum_{d: n \mid d} \mu(d / n) \frac{1}{d^{s}}=\frac{1}{n^{s}} \sum_{d=1}^{\infty} \frac{\mu(d)}{d^{s}}=\frac{1}{n^{s} \zeta(s)}
$$

This yields a probabilistic interpretation of the reciprocal of the Riemann zeta function for positive integers $s$.

## Exercises

### 4.6.1. The zeta function as a probability distribution.

Let $s$ be a real number exceeding 1 . Define a probability $\operatorname{Pr}_{s}$ on the set $\{1,2,3, \ldots\}$ of positive integers as follows: if $A \subseteq\{1,2,3, \ldots\}$, then

$$
\operatorname{Pr}_{s}(A)=\frac{1}{\zeta(s)} \sum_{n: n \in A} n^{-s}
$$

(a) Show that if $A_{r}=\{m r: 1 \leq m<\infty\}$, and $p$ and $q$ are distinct primes, then

$$
\operatorname{Pr}_{s}\left(A_{p} \cap A_{q}\right)=\operatorname{Pr}_{s}\left(A_{p}\right) \operatorname{Pr}_{s}\left(A_{q}\right)=\frac{1}{p q}
$$

that is, the events that a random integer $n$ is divisible by either of two primes $p$ and $q$ are independent relative to the probability $\operatorname{Pr}_{s}$.

Subject to technical assumptions on the set $A$,

$$
\lim _{s \rightarrow 1} \operatorname{Pr}_{s}(A)=\lim _{t \rightarrow \infty} \frac{|A \cap\{1,2, \ldots, t\}|}{t}
$$

The quantity on the right is the arithmetic density of $A$. This shows that although arithmetic density is not a probability, it is, when restricted to suitable sets, the limit of probabilities.
(b) (Research problem) Find the technical assumptions.
4.6.2. (Research problem) Do the second half of this section rigorously. Find combinatorial interpretations of other results, for example, the functional equation, about the Riemann zeta function.

## 5

## Symmetric Functions and Baxter Algebras

### 5.1 Symmetric Functions

The theory of symmetric functions is both a classical area of algebra and an active area of current research. ${ }^{1}$ We will not follow well-trodden paths. Rather, we will focus on three topics: the interpretation of symmetric functions as generating functions of classes of functions, the theory of Baxter algebras, and the study of symmetric polynomials as polynomial functions over finite fields. Thus, our point of view is decidedly eccentric, at least at present. We remark that there are many conflicting notations for families of symmetric functions. We have chosen a notation that is closest to the earlier papers in the area.

Let $\mathbb{F}$ be a field and $x_{1}, x_{2}, \ldots, x_{n}$ be a set of $n$ variables. A polynomial $f$ in the variables $x_{1}, x_{2}, \ldots, x_{n}$ is a symmetric polynomial if it is an absolute invariant of the symmetric group $\mathfrak{S}_{n}$; that is, for all permutations $\gamma$ of $\{1,2, \ldots, n\}$,

$$
f\left(x_{\gamma(1)}, x_{\gamma(2)}, \ldots, x_{\gamma(n)}\right)=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

To avoid iterated subscripts or superscripts, we use letter-place notation: $x_{i}^{\lambda}$ is written $(i \mid \lambda)$, so that

$$
\left(i_{1} \mid \lambda_{1}\right)\left(i_{2} \mid \lambda_{2}\right) \cdots\left(i_{s} \mid \lambda_{s}\right)=x_{i_{1}}^{\lambda_{1}} x_{i_{2}}^{\lambda_{2}} \cdots x_{i_{s}}^{\lambda_{s}},
$$

where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{s}$ is a sequence of nonnegative integers and $i_{1}, i_{2}, \ldots, i_{s}$ are integers in $\{1,2, \ldots, n\}$.

Let $\lambda$ be the sequence $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{s}$ with positive integer terms. Then $\lambda$ is a partition of the positive integer $n$ into $s$ parts, briefly $\lambda \vdash n$, if $\lambda_{1} \geq \lambda_{2} \geq$ $\cdots \geq \lambda_{s}>0$ and $\lambda_{1}+\lambda_{2}+\cdots+\lambda_{s}=n$. Let $a_{i}$ be the number of parts equal

[^120]to $i$ in $\lambda$, so that $a_{1} 1+a_{2} 2+\cdots=n$. We define $|\lambda|$ by
$$
|\lambda|=a_{1}!a_{2}!\cdots a_{n}!.
$$

Let $\lambda \vdash m$ and $\lambda=\lambda_{1}, \lambda_{2}, \ldots, \lambda_{s}$. The monomial symmetric polynomial $k_{\lambda}$ indexed by $\lambda$ is defined by

$$
k_{\lambda}=\sum\left(i_{1} \mid \lambda_{1}\right)\left(i_{2} \mid \lambda_{2}\right) \cdots\left(i_{s} \mid \lambda_{s}\right),
$$

where the sum ranges over all distinct monomials of the form $\left(i_{1} \mid \lambda_{1}\right)\left(i_{2} \mid \lambda_{2}\right) \cdots\left(i_{s} \mid \lambda_{s}\right)$. For example, $(1 \mid 3)(2 \mid 1)(3 \mid 1)$ and $(1 \mid 3)(3 \mid 1)(2 \mid 1)$ define the same monomial and $k_{3,1,1}\left(x_{1} \cdot x_{2}, x_{3}\right)=x_{1}^{3} x_{2} x_{3}+x_{2}^{3} x_{1} x_{3}+x_{3}^{3} x_{1} x_{2}$.
5.1.1. Lemma. The monomial symmetric polynomials $k_{\lambda}$, where $\lambda \vdash n$, form a basis for all homogeneous symmetric polynomials of total degree $n$.

Proof. We use a Gröbner basis argument. Let $f$ be a homogeneous symmetric polynomial of total degree $n$. Order the partitions of $n$ lexicographically and let $\lambda$ be the leading partition, that is, the maximum partition $\lambda \vdash n$ so that a monomial of the form $\left(i_{1} \mid \lambda_{1}\right)\left(i_{2} \mid \lambda_{2}\right) \cdots\left(i_{s} \mid \lambda_{s}\right)$ occurs with nonzero coefficient $C$ in $f$. Since $f$ is symmetric, the monomial $\left(\gamma\left(i_{1}\right) \mid \lambda_{1}\right)\left(\gamma\left(i_{2}\right) \mid \lambda_{2}\right) \cdots\left(\gamma\left(i_{s}\right) \mid \lambda_{s}\right)$ occurs with the same coefficient $C$ for any permutation $\gamma$ in $\mathfrak{S}_{n}$. Hence, the leading partition of the difference $f-C k_{\lambda}$ is lexicographically smaller than $\lambda$. Repeating the process on $f-C k_{\lambda}$, we can write $f$ as a linear combination of monomial symmetric functions $k_{\tau}$, where $\tau$ is a partition of $n$.

If we have a fixed finite number $x_{1}, x_{2}, \ldots, x_{n}$ of variables, then $k_{\lambda}$ would depend on the number $n$ of variables. This can be avoided by taking an infinite set of variables and extending the definition of symmetric polynomials to symmetric formal power series. A symmetric function is a formal power series in countably many variables $x_{1}, x_{2}, \ldots$, which is an absolute invariant of the "small" infinite symmetric group $\mathfrak{S}_{\infty}$ of all permutations on $\{1,2, \ldots\}$ that fix all but finitely many elements. The algebra of symmetric functions $\mathcal{A}$ over a field $\mathbb{F}$ is the subalgebra of the algebra $\mathbb{F}\left[\left[x_{1}, x_{2}, \ldots\right]\right]$ of formal power series consisting of symmetric functions. If we set $x_{i}=0$ for all $i>n$, then a symmetric function specializes to a symmetric polynomial in $x_{1}, x_{2}, \ldots, x_{n}$. The algebra $\mathcal{A}$ is graded by total degree, so that

$$
\mathcal{A}=\mathcal{A}_{0} \oplus \mathcal{A}_{1} \oplus \cdots \oplus \mathcal{A}_{d} \oplus \cdots,
$$

where $\mathcal{A}_{d}$ is the vector space of homogeneous symmetric functions of total degree $d$.

The monomial symmetric function $k_{\lambda}$ is defined as before, except that the sequences $i_{1}, i_{2}, \ldots, i_{s}$ in the monomials in the sum have terms in the set
$\{1,2,3, \ldots\}$. The argument in the proof of Lemma 5.1.1 extends and the set $\left\{k_{\lambda}: \lambda \vdash d\right\}$ is a basis for $\mathcal{A}_{d}$. In particular, the subspace $\mathcal{A}_{d}$ has dimension $p(d)$, the number of partitions of $d$.

There are several families of symmetric functions. Many of them can be defined using monomial symmetric functions. We begin with the elementary symmetric functions. If $m$ is a nonnegative integer and $11 \ldots 1$ is the partition of $m$ into $m$ parts (all equal to 1 ), then $a_{m}=k_{11 \ldots 1}$ or, equivalently,

$$
a_{m}=\sum\left(i_{1} \mid 1\right)\left(i_{2} \mid 1\right) \cdots\left(i_{m} \mid 1\right),
$$

the sum ranging over all subsets $\left\{i_{1}, i_{2}, \ldots, i_{m}\right\}$ of size $m$ of $\{1,2,3, \ldots\}$. Note that $a_{0}$ is the sum of one monomial, the empty product, and so $a_{0}=1$. The elementary symmetric functions are extended to partition indices multiplicatively: if $\lambda \vdash n$, then

$$
a_{\lambda}=a_{\lambda_{1}} a_{\lambda_{2}} \cdots a_{\lambda_{s}} .
$$

Two other families are defined in a similar way. First, we define the complete homogeneous symmetric functions $h_{\lambda}$. If $m$ is a nonnegative integer, then

$$
h_{m}=\sum_{\lambda: \lambda \vdash m} k_{\lambda},
$$

and if $\lambda$ is a partition,

$$
h_{\lambda}=h_{\lambda_{1}} h_{\lambda_{2}} \cdots h_{\lambda_{s}} .
$$

Next, we define the power-sum symmetric functions $s_{\lambda}$. If $m$ is a nonnegative integer, then

$$
s_{m}=k_{m}=\sum_{i=1}^{\infty}(i \mid m),
$$

and if $\lambda$ is a partition, then

$$
s_{\lambda}=s_{\lambda_{1}} s_{\lambda_{2}} \cdots s_{\lambda_{s}} .
$$

Perhaps the most important family of symmetric functions are the Schur functions. We will discuss them peripherally as quotients of alternants in the exercises. This is not to ignore them. Although much has been done, we do not truly understand their combinatorics. In particular, why they are generating functions of character values of irreducible representations of the symmetric group remains as mysterious as ever.

## Exercises

### 5.1.1. Euler's partition formula.

Show that

$$
\prod_{i=1}^{\infty} \frac{1}{1-q^{i}}=\sum_{d=0}^{\infty} p(d) q^{d}
$$

Euler's formula gives a product formula for the Hilbert function $\sum_{d=0}^{\infty} \operatorname{dim}\left(\mathcal{A}_{d}\right)$ $q^{d}$ of the algebra of symmetric functions.

### 5.2 Distribution, Occupancy, and the Partition Lattice

Partitions of integers occur in most definitions of symmetric functions. As integer partitions arise from set partitions, the partition lattice plays an important role in the theory of symmetric functions.

Let $\Pi_{n}$ be the lattice of all partitions of the set $\{1,2, \ldots, n\}$ ordered by reverse refinement. Let $\pi$ be a partition of $\{1,2, \ldots, n\}$ with blocks $B_{1}, B_{2}, \ldots, B_{c}$, listed so that the sizes $\left|B_{i}\right|$ are nonincreasing. The type $\lambda(\pi)$ of $\pi$ is the integer partition $\left|B_{1}\right|,\left|B_{2}\right|, \ldots,\left|B_{c}\right|$ of $n$. If $\lambda$ is the integer partition with parts $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{c}$, then the number of set partitions of $\{1,2, \ldots, n\}$ having type $\lambda$ equals

$$
\frac{n!}{\lambda_{1}!\lambda_{2}!\cdots \lambda_{c}!a_{1}!a_{2}!\cdots a_{n}!}
$$

where $a_{i}$ is the number of parts equal to $i$ in $\lambda$; that is,

$$
\begin{equation*}
\frac{1}{|\lambda|}\binom{n}{\lambda} \tag{N}
\end{equation*}
$$

where $\binom{n}{\lambda}$ is a multinomial coefficient and $|\lambda|=a_{1}!a_{2}!\cdots a_{n}!$.
The lattice $\Pi_{n}$ is a geometric lattice of rank $n-1$. The minimum $\hat{0}$ is the partition $\{\{1\},\{2\}, \ldots,\{n\}\}$ into $n$ blocks (all having size 1 ). The maximum $\hat{1}$ is the partition $\{\{1,2, \ldots, n\}\}$ into one block. The points or atoms are partitions into $n-1$ blocks, with one block of size 2 and $n-2$ blocks of size 1 . In particular, there are $\binom{n}{2}$ atoms. The copoints are partitions into two blocks. There are $2^{n-1}-1$ copoints. The rank function is given by $\operatorname{rank}(\sigma)=n-c(\sigma)$, where $c(\sigma)$ is the number of blocks in $\sigma$. An upper interval $[\sigma, \hat{1}]$ in $\Pi_{n}$ is isomorphic to $\Pi_{n-c(\sigma)}$. To see this, think of each block $B_{i}$ in $\sigma$ as a single element. If $\sigma=\left\{B_{1}, B_{2}, \ldots, B_{c}\right\}$, then the lower interval $[\hat{0}, \sigma]$ is isomorphic
to the Cartesian product

$$
\Pi_{\left|B_{1}\right|} \times \Pi_{\left|B_{2}\right|} \times \cdots \times \Pi_{\left|B_{c}\right|} .
$$

In particular, the Möbius function in $\Pi_{n}$ can be computed if one knows $\mu(\hat{0}, \hat{1})$ in $\Pi_{n}$ for all $n$.
5.2.1. Theorem. ${ }^{2}$ In the partition lattice $\Pi_{n}$,

$$
\mu(\hat{0}, \hat{1})=(-1)^{n-1}(n-1)!
$$

Proof. We induct on $n$. The assertion is true for $\Pi_{1}$, the lattice with one element $\{\{1\}\}$, and $\Pi_{2}$, the lattice with two elements $\{\{1\},\{2\}\}$ and $\{\{1,2\}\}$. For the induction step, we use Weisner's theorem (3.1.6), choosing $\alpha$ to be the rank- $(n-2)$ partition consisting of the two blocks $\{1,2, \ldots, n-1\}$ and $\{n\}$. Then

$$
\mu(\hat{0}, \hat{1})=-\sum_{\pi: \pi \wedge \alpha=\hat{0}, \pi \neq \hat{0}} \mu(\pi, \hat{1}) .
$$

Next, observe that $\pi \wedge \alpha=\hat{0}$ and $\pi \neq \hat{0}$ if and only if $\pi$ is a rank- 1 partition of the form with a two-element block $\{j, n\}$ and $n-2$ one-element blocks, there are $n-1$ such partitions and the upper interval $[\pi, \hat{1}]$ is isomorphic to $\Pi_{n-1}$. Hence, by induction,

$$
\mu(\hat{0}, \hat{1})=-(n-1)\left[(-1)^{n-2}(n-2)!\right]=(-1)^{n-1}(n-1)!.
$$

Another proof can be found in Exercise 3.5.2.

Most of the classical symmetric functions have interpretations as generating functions of classes of functions. Many of these classes are defined by conditions on their coimages.

Let $D$ be a finite set and $X=\left\{x_{1}, x_{2}, x_{3}, \ldots\right\}$ be a countable set indexed by the positive integers, thought of as both a set of elements and a set of independent variables. Recall that the coimage of a function $f: D \rightarrow X$ is the partition of $D$ whose blocks are those inverse images $f^{-1}\left(x_{i}\right)$ that are nonempty. For example, if $D=\{1,2,3,4,5,6\}$ and $f(1)=f(3)=f(4)=x_{2}, f(5)=f(6)=x_{3}$, and $f(2)=x_{8}$, then coimage $(f)=\{\{1,3,4\},\{2\},\{5,6\}\}$. The image monomial Gen $(f)$ of a function $f: D \rightarrow X$ is defined by

$$
\operatorname{Gen}(f)=\prod_{i: i \in D} f(i)
$$

[^121]For our example, $\operatorname{Gen}(f)=x_{2}^{3} x_{3}^{2} x_{8}$. If $\mathcal{F}$ is a family of functions, then its generating function $\operatorname{Gen}(\mathcal{F})$ is defined by

$$
\operatorname{Gen}(\mathcal{F})=\sum_{f: f \in \mathcal{F}} \operatorname{Gen}(f)
$$

5.2.2. Theorem. Let $\pi$ be a partition of $D$ having type $\lambda=\lambda_{1}!\lambda_{2}!\cdots, \lambda_{c}!$, and

$$
\begin{aligned}
k_{\pi} & =\operatorname{Gen}\{f: \operatorname{coimage}(f)=\pi\}, \\
s_{\pi} & =\operatorname{Gen}\{f: \operatorname{coimage}(f) \geq \pi\}, \\
a_{\pi} & =\operatorname{Gen}\{f: \operatorname{coimage}(f) \wedge \pi=\hat{0}\} .
\end{aligned}
$$

Then

$$
k_{\pi}=|\lambda| k_{\lambda}, \quad s_{\pi}=s_{\lambda}, \quad a_{\pi}=\lambda_{1}!\lambda_{2}!\cdots \lambda_{c}!a_{\lambda}
$$

Proof. Let $B_{1}, B_{2}, \ldots, B_{c}$ be the blocks of $\pi$. Then coimage $(f)=\pi$ if and only if the restriction of $f$ to $B_{i}$ is constant and $f(x) \neq f(y)$ if $x$ and $y$ are in different blocks. Thus, coimage $(f)=\pi$ if and only if

$$
\begin{equation*}
\operatorname{Gen}(f)=\left(i_{1} \mid \lambda_{1}\right)\left(i_{2} \mid \lambda_{2}\right) \cdots\left(i_{c} \mid \lambda_{c}\right), \tag{M}
\end{equation*}
$$

where $i_{1}, i_{2}, \ldots, i_{c}$ are distinct indices. There are $|\lambda|$ distinct functions satisfying (M). Hence, $k_{\pi}=|\lambda| k_{\lambda}$.

Next, observe that coimage $(f) \geq \pi$ if and only if

$$
\operatorname{Gen}(f)=\left(i_{1} \mid \lambda_{1}\right)\left(i_{2} \mid \lambda_{2}\right) \cdots\left(i_{c} \mid \lambda_{c}\right)
$$

where the indices $i_{1}, i_{2}, \ldots, i_{c}$ are not necessarily distinct. Hence,

$$
\operatorname{Gen}\{f: \operatorname{coimage}(f) \geq \pi\}=\prod_{i=1}^{c}\left[\left(1 \mid \lambda_{i}\right)+\left(2 \mid \lambda_{i}\right)+\left(3 \mid \lambda_{i}\right)+\cdots\right]=s_{\lambda}
$$

Finally, observe that coimage $(f) \wedge \pi=\hat{0}$ if and only if the intersection of a block in coimage $(f)$ and a block in $\pi$ has size 0 or 1 ; that is to say, the restriction $f \mid B$ to a block $B$ in $\pi$ is injective (or one to one). Hence,

$$
\text { Gen }\{f: \text { coimage }(f) \wedge \pi=\hat{0}\}=\prod_{i=1}^{c} \operatorname{Gen}\left\{f: B_{i} \rightarrow X, f \text { is injective }\right\}
$$

A function $f: B \rightarrow X$ is injective if and only if $\operatorname{Gen}(f)=\left(i_{1} \mid 1\right)$ $\left(i_{2} \mid 1\right) \cdots\left(i_{|B|} \mid 1\right)$, where the indices $i_{1}, i_{2}, \ldots, i_{|B|}$ are distinct. Hence,

$$
\text { Gen }\left\{f: B_{i} \rightarrow X, f \text { is injective }\right\}=|B|!a_{|B|}
$$

and the last equation follows by multiplicativity.

From Theorem 5.2.2, it follows immediately that

$$
\begin{aligned}
& s_{\pi}=\sum_{\sigma: \sigma \geq \pi} k_{\sigma}, \\
& a_{\pi}=\sum_{\sigma: \sigma \wedge \pi=\hat{0}} k_{\sigma} .
\end{aligned}
$$

By Theorem 5.2.1 and the inversion formulas in Theorem 3.1.2 and Exercises 3.1.13, we obtain explicit formulas for $k_{\pi}$ as linear combinations of $s_{\pi}$ and $a_{\pi}$.

### 5.2.3. Theorem.

$$
\begin{aligned}
& k_{\pi}=\sum_{\sigma: \sigma \geq \pi} \mu(\pi, \sigma) s_{\sigma}, \\
& k_{\pi}=\sum_{\sigma}\left(\sum_{\tau: \tau \geq \pi \vee \sigma} \frac{\mu(\pi, \tau) \mu(\sigma, \tau)}{\mu(\hat{0}, \tau)}\right) a_{\sigma} .
\end{aligned}
$$

The next theorem gives the relationship between elementary and power-sum symmetric functions.

### 5.2.4. Theorem.

$$
a_{\pi}=\sum_{\sigma: \sigma \leq \pi} \mu(\hat{0}, \sigma) s_{\sigma}, \quad s_{\pi}=\frac{1}{\mu(\hat{0}, \pi)} \sum_{\sigma: \sigma \leq \pi} \mu(\sigma, \pi) a_{\sigma}
$$

Proof. The second formula is a Möbius inversion of the first. The first formula is proved by the following calculation:

$$
\begin{aligned}
a_{\pi} & =\sum_{\sigma: \sigma \wedge \pi=\hat{0}} k_{\sigma} \\
& =\sum_{\sigma}\left(\sum_{\tau: \tau \leq \sigma \wedge \pi} \mu(\hat{0}, \tau)\right) k_{\sigma} \\
& =\sum_{\tau: \tau \leq \pi} \mu(\hat{0}, \tau)\left(\sum_{\sigma: \sigma \geq \tau} k_{\sigma}\right)=\sum_{\tau: \tau \leq \pi} \mu(\hat{0}, \tau) s_{\tau} .
\end{aligned}
$$

### 5.2.5. Waring's formula.

$$
\sum_{m=0}^{\infty} a_{m} t^{m}=\exp \left(\sum_{k=1}^{\infty} \frac{(-1)^{k-1} s_{k} t^{k}}{k}\right)
$$

Proof. By Theorems 5.2.1 and 5.2.4,

$$
n!a_{n}=\sum_{\sigma} \prod_{B: B \in \sigma}(-1)^{|B|-1}(|B|-1)!s_{|B|},
$$

the sum ranging over all partitions $\sigma$ of $\{1,2, \ldots, n\}$. Waring's formula now follows from the exponential formula (Theorem 4.1.1).

Next, we discuss the two "fundamental" theorems of symmetric polynomials.
5.2.6. First fundamental theorem. Every symmetric polynomial can be written as a polynomial in the elementary symmetric polynomials.

First proof. By Lemma 5.1.1, it suffices to show that the monomial symmetric polynomials can be expressed as polynomials in the elementary symmetric functions. This is done explicitly in Theorem 5.2.3.

Second proof. Apply the Gröbner basis argument directly to the elementary symmetric polynomials. Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{s}$ be the leading partition of a symmetric polynomial $f$ and $C$ be the coefficient of a monomial with that partition. Then

$$
f-C a_{1}^{\lambda_{1}-\lambda_{2}} a_{2}^{\lambda_{2}-\lambda_{3}} \cdots a_{s-1}^{\lambda_{s-1}-\lambda_{s}} a_{s}^{\lambda_{s}}
$$

has smaller leading partition. Iterating this, we construct an expression of $f$ as a polynomial in the elementary symmetric polynomials.
5.2.7. Second fundamental theorem. There is no nonzero polynomial $P\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ in the elementary symmetric polynomials such that the polynomial

$$
\begin{equation*}
P\left(a_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right), a_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \ldots, a_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right) \tag{I}
\end{equation*}
$$

is identically zero as a polynomial in the variables $x_{1}, x_{2}, \ldots, x_{n}$.

We will give three proofs:

First proof. The theorem is equivalent to the statement that the set of partitionindexed elementary symmetric functions $a_{\pi}$ is a basis. Thus, it follows from Lemma 5.1.1 and Theorem 5.2.3.

Second proof. Suppose such a polynomial exists. Let $N$ be the largest index so that $X_{N}$ occurs in $P$ and $d$ be the highest exponent of $X_{N}$. Expand $P$ as a polynomial

$$
\begin{aligned}
& P_{d}\left(X_{1}, X_{2}, \ldots, X_{N-1}\right) X_{N}^{d}+P_{d-1}\left(X_{1}, X_{2}, \ldots, X_{N-1}\right) X_{N}^{d-1}+\cdots \\
& \quad+P_{0}\left(X_{1}, X_{2}, \ldots, X_{N-1}\right)
\end{aligned}
$$

in $X_{N}$. Dividing by a power of $X_{N}$ if necessary, we may assume that $P_{0}\left(X_{1}, X_{2}, \ldots, X_{N-1}\right)$ is not identically zero.

Substitute in $a_{N}=x_{1} x_{2} \cdots x_{N}$ and set $x_{N}=0$. This gives a relation

$$
P_{0}\left(a_{1}, a_{2}, \ldots, a_{N-1}\right)=0
$$

among the smaller set $\left\{a_{1}, a_{2}, \ldots, a_{N-1}\right\}$. Since the single symmetric function $a_{1}$ in one variable equals $x_{1}$ and satisfies no nontrivial relations, the theorem follows by induction.

Third proof. The last proof formalizes a philosophical argument and is valid only over an infinite field $\mathbb{F}$. There cannot be any nontrivial identities among the elementary symmetric polynomials; otherwise, only those polynomials with coefficients satisfying those identities can have zeros.

Suppose, for contradiction, that $P\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is a nonzero polynomial such that Equation (I) holds. Let $A_{1}, A_{2}, \ldots, A_{n}$ be elements in the infinite field $\mathbb{F}$ such that $P\left(A_{1}, A_{2}, \ldots, A_{n}\right) \neq 0$. In the algebraic closure of $\mathbb{F}$, the polynomial $x^{n}-A_{1} x^{n-1}+A_{2} x^{n-2}-\cdots \pm A_{n}$ has $n$ zeros $z_{1}, z_{2}, \ldots, z_{n}$. Then, as Equation (I) holds,

$$
\begin{aligned}
& P\left(A_{1}, A_{2}, \ldots, A_{N}\right) \\
& \quad=P\left(a_{1}\left(z_{1}, z_{2}, \ldots, z_{n}\right), a_{2}\left(z_{1}, z_{2}, \ldots, z_{n}\right), \ldots, a_{n}\left(z_{1}, z_{2}, \ldots, z_{n}\right)\right)=0
\end{aligned}
$$

a contradiction.
We end this section with one of the earliest theorems in the theory of symmetric polynomials.

### 5.2.8. Newton's identities. Let $m \geq 1$. Then

$$
s_{m}-a_{1} s_{m-1}+a_{2} s_{m-2}-\cdots+(-1)^{m-1} a_{m-1} s_{1}=(-1)^{m} m a_{m},
$$

where $a_{m}$ equals 0 if the index $m$ is greater than the number $n$ of variables.
Proof. Let $t$ be another variable. Then

$$
\sum_{j=1}^{n} \frac{x_{j}}{1-x_{j} t}=\sum_{i=0}^{\infty}\left[x_{1}^{i+1}+x_{2}^{i+1}+\cdots+x_{n}^{i+1}\right] t^{i}=\sum_{i=0}^{\infty} s_{i+1} t^{i}
$$

and

$$
f(t)=\prod_{k=1}^{n}\left(1-x_{k} t\right)=\sum_{i=0}^{n}(-1)^{i} a_{i} t^{i} .
$$

We multiply these equations. On the left side,

$$
f(t) \sum_{j=1}^{n} \frac{x_{j}}{1-x_{j} t}=\sum_{j=1}^{n} x_{j} \frac{f(t)}{1-x_{j} t}=-f^{\prime}(t)
$$

where $f^{\prime}(t)$ is the derivative of $f(t)$. Multiplying the power series and the polynomial on the right side and equating coefficients of powers of $t$, we obtain

$$
a_{1}=s_{1},-2 a_{2}=s_{2}-a_{1} s_{1}, \quad 3 a_{3}=s_{3}-a_{1} s_{2}+a_{2} s_{1}
$$

and so on.
Newton's identities give an explicit algorithm for writing the power-sum symmetric polynomial $s_{j}$ as a polynomial with integer coefficients in the elementary symmetric polynomial $a_{1}, a_{2}, \ldots, a_{j}$. For example, $s_{1}=a_{1}, s_{2}=a_{1}^{2}-2 a_{2}$, and

$$
s_{3}=a_{1}\left(a_{1}^{2}-2 a_{2}\right)-a_{2} a_{1}+3 a_{3}=a_{1}^{3}-3 a_{2} a_{1}+3 a_{3} .
$$

## Exercises

### 5.2.1. Complete homogeneous symmetric functions.

In this problem, we need the notion of a reluctant function (introduced in Section 4.3). A reluctant function $f: D \Rightarrow X$ is a placing if the connected component rooted at $x_{i}$ of the graph of $f$ is a union $P_{i, 1} \cup P_{i, 2} \cup \cdots \cup P_{i, s}$ of paths, such that each path has the root $x_{i}$ at an endpoint and two paths have no vertices in common except for the root $x_{i}$. For example, if $D=\{1,2,3,4,5,6\}$, then the functions $f, g: D \rightarrow D \cup X$ defined by

$$
\begin{aligned}
& f(3)=4, f(4)=x_{2}, f(1)=x_{2}, f(5)=6, f(6)=x_{3}, f(2)=x_{6}, \\
& g(1)=4, g(4)=3, g(3)=x_{2}, g(5)=x_{3}, g(6)=x_{3}, g(2)=x_{6}
\end{aligned}
$$

give placings. Both placings have coimage $\{\{1,3,4\},\{5,6\},\{2\}\}$.
Let $\pi$ be a partition of a subset $D^{\prime}$ of $D$. Then $\mathcal{H}_{\pi}$ is the set of placings $f: D^{\prime} \Rightarrow X$ such that for each block $B$ of $\pi$ and each nonempty inverse image $f^{-1}\left(x_{i}\right)$, either $B \cap f^{-1}\left(x_{i}\right)=\emptyset$ or $B \cap f^{-1}\left(x_{i}\right)$ equals the set of nonroot vertices in one of the paths $P_{i, j}$ in $\operatorname{graph}(f)$. For example, if $\pi=\{\{2,3,4\},\{1,5,6\}\}$, then the first placing $f$ is in $\mathcal{H}_{\pi}$ but the second placing $g$ is not.
(a) Show that $\lambda(\pi)!h_{\lambda(\pi)}=\operatorname{Gen}\left(\mathcal{H}_{\pi}\right)$.
(b) Show that $h_{\pi}=\sum_{\sigma} \lambda(\sigma \wedge \pi)!k_{\sigma}$.
(c) Show that

$$
1+\sum_{n=1}^{\infty} h_{n} t^{n}=\exp \left(\sum_{n=1}^{\infty} \frac{s_{n} t^{n}}{n}\right)
$$

### 5.2.2. Alternating functions and alternants. ${ }^{3}$

A polynomial $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is an alternating function if for all permutations $\sigma \in \mathfrak{S}_{n}$,

$$
f\left(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}\right)=\operatorname{sign}(\sigma) f\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

The van der Monde determinant $V$, defined by

$$
V=V\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\operatorname{det}\left(x_{i}^{j-1}\right)_{1 \leq i, j \leq n},
$$

is an alternating function. The alternant $\left(x_{1}, x_{2}, \ldots, x_{n} \mid \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is defined by

$$
\left(x_{1}, x_{2}, \ldots, x_{n} \mid \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)=\operatorname{det}\left(x_{i}^{\alpha_{j}}\right)_{1 \leq i, j \leq n},
$$

where $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ is a sequence of nonnegative integers.
(a) Show that an alternating polynomial $f$ has the van der Monde determinant as a factor. Hence, $f$ is alternating if and only if it equals $V g$, where $g$ is a symmetric polynomial.
(b) Show that every alternating polynomial is a linear combination of alternants.
(c) Let $A$ be the $n \times n$ matrix whose $i$ th row is

$$
1 \quad x_{i} \quad x_{i}^{2} \quad \ldots \quad x_{i}^{n-2} \quad \phi\left(x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots x_{n}\right) \text {, }
$$

where $\phi\left(x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots x_{n}\right)$ is a function in $n-1$ variables, with $x_{i}$ omitted. Show that

$$
\operatorname{det} A=c V\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

if and only if $\phi$ is a symmetric function in $n-1$ variables having total degree $n-1$.
(d) Let $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, where $\lambda_{i}$ is a sequence of nondecreasing nonnegative integers. The Schur function $S_{\lambda}$ is defined to be the following quotient of alternants:

$$
\frac{\left(x_{1}, x_{2}, \ldots, x_{n} \mid \lambda_{1}+n-1, \lambda_{2}+n-2, \ldots, \lambda_{n-1}+1, \lambda_{n}\right)}{V\left(x_{1}, x_{2}, \ldots, x_{n}\right)} .
$$

Show that $S_{\lambda}$ equals the sum of monomials, one for each way of filling in the Young diagram of $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ so that rows are nondecreasing and columns are strictly increasing.

[^122]5.2.3. Define the discriminant $D\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ by
$$
D\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\prod_{i: 1 \leq i<j \leq n}\left(x_{i}-x_{j}\right)^{2}
$$

Express $D$ as a polynomial in the elementary symmetric function.

### 5.2.4. Crapo's formula for the permanent.

This is a continuation of Exercise 3.1.9. Let $\left(x_{i j}\right)_{1 \leq i, j \leq n}$ be an $n \times n$ matrix. If $R \subseteq\{1,2, \ldots, n\}$ is a subset of row indices, let

$$
\Phi(R)=\sum_{j=1}^{n}\left[\prod_{i: i \in R} x_{i j}\right]
$$

If $\sigma$ is a partition of $\{1,2, \ldots, n\}$ with blocks $B_{1}, B_{2}, \ldots, B_{c}$, then

$$
\Phi(\sigma)=\prod_{i=1}^{c} \Phi\left(B_{i}\right)
$$

For example, if $n=3$, then $\Phi(\{1,2\},\{3\})$ equals

$$
\left(x_{11} x_{21}+x_{12} x_{22}+x_{13} x_{23}\right)\left(x_{31}+x_{32}+x_{33}\right) .
$$

Show that

$$
\operatorname{per} A=\sum_{\sigma: \sigma \in \Pi_{n}} \mu(\hat{0}, \sigma) \Phi(\sigma)
$$

### 5.2.5. Laws of symmetry. ${ }^{4}$

(a) Let $a_{\gamma}=\sum_{\delta} c_{\gamma \delta} k_{\delta}$, where $\gamma$ and the indices $\delta$ of summation are integer partitions. Show that $c_{\gamma \delta}=c_{\delta \gamma}$.
(b) Let $h_{\gamma}=\sum_{\delta} d_{\gamma \delta} k_{\delta}$, where $\gamma$ and the indices $\delta$ of summation are integer partitions. Show that $d_{\gamma \delta}=d_{\delta \gamma}$.

### 5.2.6. A theorem of Laguerre. ${ }^{5}$

Show that the elementary symmetric polynomials $a_{1}, a_{2}, \ldots, a_{n}$ can be expressed as rational functions in the power-sum symmetric polynomials $s_{1}, s_{3}, s_{5}, \ldots, s_{2 n-1}$ having odd degree.

### 5.2.7. The co-invariant algebra. ${ }^{6}$

Let $\mathbb{F}$ be an infinite field of characteristic 0 or positive characteristic greater than $n$ and $I$ be the ideal generated by the nonconstant elementary

[^123]symmetric polynomials $a_{i}\left(x_{1}, x_{2}, \ldots, x_{n}\right), 1 \leq i \leq n$, in the polynomial ring $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. The co-invariant algebra is the quotient $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right] / I$.

Show Chevalley's theorem for the symmetric group. The co-invariant algebra $\mathcal{C}$ is a finite-dimensional algebra of dimension $n!$. In greater detail, the action of the symmetric group on $\mathcal{C}$ is isomorphic to the regular representation; $\mathcal{C}$ is graded by total degree (modulo $I$ ) and can be decomposed into $\bigoplus_{d} \mathcal{C}_{d}$, where $\mathcal{C}_{d}$ is the subspace of homogeneous polynomials of total degree $d$; its Hilbert function is given by the equation

$$
\sum_{d=0}^{n(n-1) / 2} \operatorname{dim}\left(\mathcal{C}_{d}\right) q^{d}=(1+q)\left(1+q+q^{2}\right) \cdots\left(1+q+q^{2}+\cdots+q^{n-1}\right)
$$

### 5.2.8. Modularly complemented geometric lattices. ${ }^{7}$

A geometric lattice $L$ is modularly complemented if for every point $p$ in $L$, there exists a modular copoint $c$ such that $p \not \leq c$. A geometric lattice $L$ splits if there are proper flats $X$ and $Y$ such that for every point $p, p \leq X$ or $p \leq Y$.
(a) Show that a partition $\sigma$ is modular in $\Pi_{n}$ if and only if $\sigma$ has at most one block of size greater than 1 ; that is, $\sigma=\{S\} \cup\{\{a\}: a \notin S\}$. Conclude that $\Pi_{n}$ is modularly complemented.
(b) Show that if a rank- $n$ geometric lattice $L$ is modularly complemented and does not split, then there exists a subset of atoms such that the $\vee$-sublattice generated by the subset is isomorphic to the partition lattice $\Pi_{n+1}$. In this sense, the rank- $n$ partition lattice is the minimal rank- $n$ nonsplitting modularly complemented geometric lattice.

### 5.2.9. Arrangements of hyperplanes. ${ }^{8}$

Let $\mathcal{A}$ be a set of hyperplanes (that is, subspaces of dimension $n-1$ ) in the vector space $\mathbb{F}^{n}$, where $\mathbb{F}$ is a field. The lattice $L(\mathcal{A})$ of intersections consists of all subspaces in $\mathbb{F}^{n}$ formed by taking intersections of all subsets of $\mathcal{A}$, ordered by reverse set-containment. Denote by $\left[a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}\right]$ the hyperplane

$$
\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=0\right\}
$$

(a) Show that $L(\mathcal{A})$ is a geometric lattice.
(b) Let $\mathcal{A}_{n-1}$ be the set of hyperplanes $\left\{\left[x_{i}-x_{j}\right]: 1 \leq i<j \leq n\right\}$. Show that $L\left(\mathcal{A}_{n-1}\right)$ is isomorphic to $\Pi_{n}$.

[^124](c) Let $\mathcal{H}_{n}(q)$ be the set of hyperplanes
$$
\left\{\left[x_{i}\right]: 1 \leq i \leq n\right\} \cup\left\{\left[x_{i}-\alpha x_{j}\right]: 1 \leq i<j \leq n, \alpha \in \operatorname{GF}(q) \backslash\{0\}\right\}
$$
in $\operatorname{GF}(q)^{n}$ and the Dowling lattice $Q_{n}(q)$ be the lattice of intersections of $\mathcal{H}_{n}(q)$. Show that $Q_{n}(q)$ is modularly complemented. If $\mu$ is the Möbius function of $Q_{n}(q)$, show that
$$
\mu(\hat{0}, \hat{1})=(-1)^{n} \prod_{i=0}^{n-1}((q-1) i+1)
$$

### 5.3 Enumeration Under a Group Action

Let $G$ be a group of permutations acting on a set $S$. Then $G$ acts on the set Fun $(S, X)$ of functions from $S$ to another set $X$ by the action: if $\gamma: S \rightarrow S$ is a permutation in $G$ and $f: S \rightarrow X$ is a function, then $\gamma$ sends $f$ to the function $f \gamma$. The objective of Pólya enumeration theory, in its abstract form, is to derive information about the $G$-action on the function space $\operatorname{Fun}(S, X)$ from information about the $G$-action on the domain $S$.

We begin this section by setting up a framework for studying the combinatorics of group actions using concepts and results about Galois connections and incidence algebras from Sections 1.5 and 3.1. Using this framework, we develop an abstract Pólya enumeration theory from which classical Pólya theory is derived as a special case. ${ }^{9}$

We begin by defining a Galois coconnection (orb, per) between $L(G)$, the lattice of subgroups of a group $G$ acting on a set $S$, and $\Pi(S)$, the lattice of partitions of $S$, under reverse refinement. If $H$ is a subgroup of $G$, let $\operatorname{orb}(H)$ be the partition of $S$ whose blocks are the orbits of $H$. More permutations make bigger orbits. Hence, orb: $L(G) \rightarrow \Pi(S)$ is an order-preserving function. If $\pi$ is a partition of $S$, let $\operatorname{per}(\pi)$ be the subgroup of (all) permutations in $G$ leaving the blocks of $\pi$ invariant. A coarser partition has bigger blocks and is left invariant by more permutations. Hence, per: $\Pi(S) \rightarrow L(G)$ is orderpreserving. Moreover, it is easy to check that

$$
H \subseteq \operatorname{per}(\operatorname{orb}(H)) \text { and } \pi \geq \operatorname{orb}(\operatorname{per}(\pi))
$$

The functions (orb, per) form a Galois coconnection between $L(G)$ and $\Pi(S)$, and the composition orb $\circ$ per is a coclosure operator $\pi \mapsto \operatorname{ccl}(\pi)$ on $\Pi(S)$. A partition $\pi$ is closed precisely when $\pi$ equals orb $(H)$ for some subgroup $H$ of $G$. The closed partitions are called periods. Under the partial order of reverse refinement, the periods form a lattice $\mathcal{P}(G, S)$, the lattice of periods of $G$ on $S$.

[^125]For example, let $G$ be the symmetric group $\mathfrak{S}(S)$ of all permutations on the set $S$. If $\pi$ is the partition $\left\{B_{1}, B_{2}, \ldots, B_{c}\right\}$ of $S$, then the Young subgroup $\mathfrak{S}(\pi)$ is the direct product defined by

$$
\mathfrak{S}(\pi)=\mathfrak{S}\left(B_{1}\right) \times \mathfrak{S}\left(B_{2}\right) \times \cdots \times \mathfrak{S}\left(B_{c}\right)
$$

By construction, $\mathfrak{S}(\pi)$ is the biggest subgroup $H$ of $\mathfrak{S}(S)$ such that orb $(H)=\pi$. In particular, $\operatorname{orb}(S(\pi))=\pi$, every partition $\pi$ is a period, and the lattice of periods of $\mathfrak{S}(S)$ is $\Pi(S)$.

Functions define partitions of $S$. If $f: S \rightarrow X$ is a function, then coimage $(f)$ is the partition whose blocks are the nonempty sets among the inverse images $f^{-1}(x), x \in X$. If $\gamma$ is a permutation, then $\operatorname{cycle}(\gamma)$ is the partition whose blocks are the orbits of $\gamma$ on $S$. A permutation $\gamma$ fixes $f$ if $f=f \gamma$ or, equivalently, cycle $(\gamma) \leq \operatorname{coimage}(f)$. The stabilizer $\operatorname{stab}(f)$ is the subgroup of permutations in $G$ fixing $f$. The period $\operatorname{per}(f)$ of a function $f$ is the partition $\operatorname{orb}(\operatorname{stab}(f))$, the partition whose blocks are the orbits of $\operatorname{stab}(f)$; in other words, $\operatorname{per}(f)$ is the coclosure of coimage $(f)$.

Let $x_{i j}$ be a set of variables, where $i$ ranges over $S$ and $j$ ranges over $X$. The coding monomial $\operatorname{Mon}(f)$ is defined by

$$
\operatorname{Mon}(f)=\prod_{i: i \in S} x_{i, f(i)}
$$

The coding monomial retains all the information about the function $f$. If $\mathcal{F} \subseteq$ $\operatorname{Fun}(S, X)$, then

$$
\operatorname{Mon}(\mathcal{F})=\sum_{f: f \in \mathcal{F}} \operatorname{Mon}(f)
$$

A subset $\mathcal{F}$ of $\operatorname{Fun}(S, X)$ is $G$-closed if $f \in \mathcal{F}$ and $\gamma \in G$ imply that $f \gamma$ is in $\mathcal{F}$.

Let $\mathcal{F}$ be a $G$-closed subset of functions in $\operatorname{Fun}(S, X)$. If $\pi$ is a partition of $S$, let

$$
\begin{aligned}
A(\mathcal{F}, \pi) & =\operatorname{Mon}\{f: f \in \mathcal{F}, \operatorname{coimage}(f)=\pi\}, \\
A(G, \mathcal{F}, \pi) & =\operatorname{Mon}\{f: f \in \mathcal{F}, \operatorname{per}(f)=\pi\}, \\
B(\mathcal{F}, \pi) & =\operatorname{Mon}\{f: f \in \mathcal{F}, \operatorname{coimage}(f) \geq \pi\} . \\
B(G, \mathcal{F}, \pi) & =\operatorname{Mon}\{f: f \in \mathcal{F}, \operatorname{per}(f) \geq \pi\} .
\end{aligned}
$$

In general, these generating functions are formal power series in the variables $x_{i j}$. If $X$ is finite, then they are polynomials.
5.3.1. Lemma. Let $\mathcal{F}$ be a $G$-closed class of functions and $\pi$ be a period in $\Pi(S)$. Then
$A(G, \mathcal{F}, \pi)=\sum_{\sigma: \sigma \geq \pi \text { in } \mathcal{P}(G S)} \mu_{\mathcal{P}(G, S)}(\pi, \sigma) B(\mathcal{F}, \sigma)=\sum_{\tau: \operatorname{ccl}(\tau)=\pi \text { in } \Pi(S)} A(\mathcal{F}, \tau)$.
Proof. In the lattice $\mathcal{P}(G, S)$ of periods,

$$
B(G, \mathcal{F}, \pi)=\sum_{\sigma: \sigma \geq \pi} A(G, \mathcal{F}, \sigma)
$$

By Möbius inversion,

$$
A(G, \mathcal{F}, \pi)=\sum_{\sigma: \sigma \geq \pi} \mu_{\mathcal{P}(G, S)}(\pi, \sigma) B(G, \mathcal{F}, \sigma)
$$

Now note that if $\sigma$ is a period, then coimage $(f) \geq \sigma$ implies that $\operatorname{per}(f) \geq \sigma$. Hence, for periods $\sigma, B(G, \mathcal{F}, \sigma)=B(\mathcal{F}, \sigma)$. The first part of the equation now follows.

Since $\operatorname{per}(f)$ is the coclosure of coimage $(f)$,

$$
\begin{aligned}
A(G, \mathcal{F}, \pi) & =\sum_{f: \operatorname{per}(f)=\pi} \operatorname{Mon}(f) \\
& =\sum_{\tau: \operatorname{ccl}(\tau)=\pi}\left(\sum_{f: \operatorname{coimage}(f)=\tau} \operatorname{Mon}(f)\right) \\
& =\sum_{\tau: \operatorname{ccl}(\tau)=\pi} A(\mathcal{F}, \tau)
\end{aligned}
$$

This proves the second part.

Next, we derive Pólya's enumeration theorem. ${ }^{10}$ Let $x_{j}$ be new variables, one for each element $j$ in $X$ and $\tilde{A}(G, \mathcal{F}, \pi)$ be the formal power series obtained from $A(G, \mathcal{F}, \pi)$ by the substitutions $x_{i j}=x_{j}$. Under these substitutions, Mon $(f)$ becomes $\operatorname{Gen}(f)$, where $\operatorname{Gen}(f)=\prod_{i: i \in S} x_{f(i)}$, the image monomial defined in Section 5.2. In particular,

$$
\tilde{A}(G, \mathcal{F}, \pi)=\sum_{f: f \in \mathcal{F}, \operatorname{per}(f)=\pi} \operatorname{Gen}(f)
$$

The formal power series $\tilde{A}(\mathcal{F}, \pi), \tilde{B}(\mathcal{F}, \pi)$, and $\tilde{B}(G, \mathcal{F}, \pi)$ are defined analogously.

The $G$-action on a $G$-closed subset $\mathcal{F}$ of functions partitions $\mathcal{F}$ into orbits. If two functions $f_{1}$ and $f_{2}$ are in the same orbit, then $\operatorname{Gen}\left(f_{1}\right)=\operatorname{Gen}\left(f_{2}\right)$. If

[^126]$\mathcal{O}$ is an orbit, we define $\operatorname{Gen}(\mathcal{O})$ to equal $\operatorname{Gen}(f)$, where $f$ is any function in $\mathcal{O}$. The inventory $\operatorname{Inv}(G, \mathcal{F})$ of the $G$-action on $\mathcal{F}$ is the generating function defined by
$$
\operatorname{Inv}(G, \mathcal{F})=\sum_{\mathcal{O}} \operatorname{Gen}(\mathcal{O})
$$
where the sum ranges over all orbits in $\mathcal{F}$.
The inventory of $\mathcal{F}$ can be expressed as a linear combination in $\tilde{A}(G, \pi)$. To do this, we need the orbit-stabilizer lemma ${ }^{11}$ from elementary group theory: if $f$ is a function in the orbit $\mathcal{O}$, then $|\mathcal{O}|=|G| /|\operatorname{stab}(f)|$. In particular, if $\pi=\operatorname{per}(f)$, then $\operatorname{per}(\pi)=\operatorname{stab}(f)$. Hence, if $\mathcal{O}$ is the orbit containing $f$, then
$$
|\mathcal{O}|=|G| /|\operatorname{per}(\pi)|
$$
and the size of the orbit of $f$ depends only on the partition $\operatorname{per}(f)$. Hence,
\[

$$
\begin{aligned}
\operatorname{Gen}(\mathcal{O}) & =\frac{1}{|\mathcal{O}|} \sum_{f: f \in \mathcal{O}} \operatorname{Gen}(f) \\
& =\frac{1}{|G|} \sum_{f: f \in \mathcal{O}}|\operatorname{stab}(f)| \operatorname{Gen}(f)
\end{aligned}
$$
\]

From this, we conclude that

$$
\begin{aligned}
\operatorname{Inv}(G, \mathcal{F}) & =\sum_{\mathcal{O}}\left(\frac{1}{|G|} \sum_{f: f \in \mathcal{O}}|\operatorname{stab}(f)| \operatorname{Gen}(f)\right) \\
& =\frac{1}{|G|} \sum_{f: f \in \mathcal{F}}|\operatorname{stab}(f)| \operatorname{Gen}(f) \\
& =\frac{1}{|G|} \sum_{\pi: \pi \in \mathcal{P}(G, S)}|\operatorname{per}(\pi)|\left(\sum_{f: \operatorname{per}(f)=\pi} \operatorname{Gen}(f)\right) \\
& =\frac{1}{|G|} \sum_{\pi: \pi \in \mathcal{P}(G, S)}|\operatorname{per}(\pi)| \tilde{A}(G, \mathcal{F}, \pi)
\end{aligned}
$$

To state the next theorem, we need one more definition. If $\sigma$ is a partition, let

$$
\phi(\sigma)=|\{\gamma: \gamma \in G, \operatorname{cycle}(\gamma)=\sigma\}|
$$

Recalling that $\operatorname{per}(\sigma)=\{\gamma: \gamma \in G, \operatorname{cycle}(\gamma) \leq \sigma\}$, we have

$$
|\operatorname{per}(\sigma)|=\sum_{\pi: \pi \leq \sigma} \phi(\pi)
$$

[^127]By Möbius inversion, if $\sigma \in \mathcal{P}(G, S)$, then

$$
\phi(\sigma)=\sum_{\pi: \pi \leq \sigma}|\operatorname{per}(\pi)| \mu_{\mathcal{P}(G, S)}(\pi, \sigma) .
$$

### 5.3.2. Theorem.

$$
\sum_{\pi: \pi \in \mathcal{P}(G, S)}|\operatorname{per}(\pi)| \tilde{A}(G, \mathcal{F}, \pi)=\sum_{\sigma: \sigma \in \mathcal{P}(G, S)}|\phi(\sigma)| \tilde{B}(\mathcal{F}, \sigma) .
$$

Proof.

$$
\begin{aligned}
\sum_{\pi: \pi \in \mathcal{P}(G, S)}|\operatorname{per}(\pi)| \tilde{A}(G, \mathcal{F}, \pi) & =\sum_{\pi: \pi \in \mathcal{P}(G, S)} \sum_{\sigma: \sigma \geq \pi}|\operatorname{per}(\pi)| \mu_{\mathcal{P}(G, S)}(\pi, \sigma) \tilde{B}(\mathcal{F}, \sigma) \\
& =\sum_{\sigma: \sigma \in \mathcal{P}(G, S)} \sum_{\pi: \pi \leq \sigma}|\operatorname{per}(\pi)| \mu_{\mathcal{P}(G, S)}(\pi, \sigma) \tilde{B}(\mathcal{F}, \sigma) \\
& =\sum_{\sigma: \sigma \in \mathcal{P}(G, S)} \phi(\sigma) \tilde{B}(\mathcal{F}, \sigma)
\end{aligned}
$$

The right side of the equation in Theorem 5.3.2 is relatively easy to calculate from the group $G$. In particular, since $\phi(\sigma)=0$ unless $\sigma$ equals cycle $(\gamma)$ for a permutation $\gamma$ in $G$, it is not necessary to know what other partitions are periods. Also, although the proof involves a Möbius inversion, the Möbius function involved is transferred from one function to another and does not appear in the final result. Thus, the chore of calculating a Möbius function explicitly is avoided.
5.3.3. Corollary. Let $\mathcal{F}$ be a $G$-closed subset of functions. Then

$$
\operatorname{Inv}(G, \mathcal{F})=\frac{1}{|G|} \sum_{\gamma: \gamma \in G} \tilde{B}(\mathcal{F}, \operatorname{cycle}(\gamma))
$$

Proof. As observed earlier, $\phi(\sigma)=0$ unless there is a permutation $\gamma$ in $G$ such that $\operatorname{cycle}(\gamma)=\sigma$. Hence,

$$
\sum_{\sigma: \sigma \in \mathcal{P}(G, S)}|\phi(\sigma)| \tilde{B}(\mathcal{F}, \operatorname{cycle}(\gamma))=\sum_{\gamma: \gamma \in G} \tilde{B}(\mathcal{F}, \operatorname{cycle}(\gamma)) .
$$

If $X=\{1,2, \ldots, m\}, \mathcal{F}=\operatorname{Fun}(S, X)$, and $a_{i}(\gamma)$ is the number of cycles of length $i$ in the cycle decomposition of $\gamma$, then

$$
\tilde{B}(\mathcal{F}, \operatorname{cycle}(\gamma))=\prod_{i=1}^{n}\left[x_{1}^{i}+x_{2}^{i}+\cdots+x_{m}^{i}\right]^{a_{i}(\gamma)}
$$

Hence, we obtain Pólya's enumeration theorem as a consequence of Corollary 5.3.3.

### 5.3.4. Pólya's enumeration theorem.

$$
\operatorname{Inv}(G, \operatorname{Fun}(S, X))=\frac{1}{|G|} \sum_{\gamma: \gamma \in G} \prod_{i=1}^{n}\left[x_{1}^{i}+x_{2}^{i}+\cdots+x_{m}^{i}\right]^{a_{i}(\gamma)}
$$

Pólya's theorem is usually stated in terms of cycle indices. If $G$ is a permutation group acting on a finite set $S$ of size $n$, then its cycle index $P\left(G ; u_{1}, u_{2}\right.$, $\left.\ldots, u_{n}\right)$ is the polynomial, in yet another set of variables $u_{1}, u_{2}, \ldots, u_{n}$, defined by

$$
P\left(G ; u_{1}, u_{2}, \ldots, u_{n}\right)=\frac{1}{|G|} \sum_{\gamma: \gamma \in G} \prod_{i=1}^{n} u_{i}^{a_{i}(\gamma)}
$$

In this notation,

$$
\operatorname{Inv}(G, \operatorname{Fun}(S, X))=P\left(G ; \sum_{i=1}^{m} x_{i}, \sum_{i=1}^{m} x_{i}^{2}, \sum_{i=1}^{m} x_{i}^{3}, \ldots, \sum_{i=1}^{m} x_{i}^{n}\right)
$$

## Exercises

5.3.1. Describe the lattice of periods of the alternating group $\mathfrak{A}(S)$ of even permutations on a set $S$.
5.3.2. Let $S=\{1,2, \ldots, n\}$ and $C_{n}$ be the group generated by the cyclic permutation $1 \mapsto 2,2 \mapsto 3, \ldots, n-1 \mapsto n, n \mapsto 1$.
(a) Show that for each divisor $d$ of $n$, the partition with $n / d$ blocks

$$
\{i, i+n / d, i+2 n / d, \ldots, i+(d-1)(n / d)\}
$$

is a period and every period is of this form. Conclude that the lattice of periods is isomorphic to the lattice of divisors of $n$ (ordered by divisibility). Note that the lattice of subgroups of $C_{n}$ is also isomorphic to the lattice of divisors of $n$.

Since lattices of divisors are Cartesian product of chains, chains and product of chains are lattices of periods.
(b) Show that the Cartesian product of two lattices of periods is a lattice of periods.
(c) (Research problem) Is every finite lattice isomorphic to a lattice of periods?
5.3.3. (Research problem) Let $\operatorname{GF}(q)$ be a finite field. Consider the general linear group $\mathrm{GL}(n, q)$ as a permutation group on the vector space $\operatorname{GF}(q)^{n}$. Is there a good description of the lattice of periods?
5.3.4. (Research problem) Are the Dowling lattices in Exercise 5.2.9 "naturally" lattices of periods of a permutation group? Construct the lattice of periods of a wreath product of a permutation groups with another group.

### 5.3.5. The cycle index of the symmetric group.

Show that

$$
\sum_{n=0}^{\infty} P\left(\mathfrak{S}_{n} ; x_{1}, x_{2}, \ldots, x_{n}\right) t^{n}=\exp \left(\sum_{k=1}^{\infty} \frac{x_{k} t^{k}}{k}\right)
$$

5.3.6. Congruences from group actions. ${ }^{12}$

Let $S$ and $X$ be finite sets and $G$ be a permutation group acting on $S$.
(a) A function $f: S \rightarrow X$ is aperiodic if $\operatorname{per}(f)$ is the minimum partition $\hat{0}$. Show that the number of aperiodic functions is divisible by the order $|G|$ of the group $G$.
(b) Let $\mathcal{F}$ be a $G$-closed subset in $\operatorname{Fun}(S, X)$. Show that $\tilde{A}(G, \mathcal{F}, \hat{0}) \equiv$ $0 \bmod |G|$, and hence, by Theorem 5.3.1,

$$
\sum_{\sigma: \sigma \geq \pi \text { in } \mathcal{P}(G, S)} \mu_{\mathcal{P}(G, S)}(\pi, \sigma) \tilde{B}(\mathcal{F}, \sigma) \equiv 0 \bmod |G| .
$$

(c) Consider the case when $G$ is the cyclic group $C_{n}$ and $X=\{1,2, \ldots, m\}$. Using Exercise 5.3.2 and (b), show that

$$
\sum_{d: d \mid n} \mu(d)\left(x_{1}^{d}+x_{2}^{d}+\cdots+x_{m}^{d}\right)^{n / d} \equiv 0 \bmod n
$$

Conclude that for any $m$-tuple of nonnegative integers $i_{1}, i_{2}, \ldots, i_{m}$ such that $i_{1}+i_{2}+\cdots+i_{m}=n$,

$$
\sum_{d: d \mid n} \mu(d)\binom{n / d}{i_{1} / d, i_{2} / d, \ldots, i_{m} / d} \equiv 0 \bmod n
$$

where a multinomial coefficient is defined to be zero if any of its parameters is not an integer. In particular, conclude that

$$
\binom{p^{r}}{i_{1}, i_{2}, \ldots, i_{m}} \equiv\binom{p^{r-1}}{i_{1} / p, i_{2} / p, \ldots, i_{m} / p} \bmod p^{r}
$$

if $p$ divides each of the indices $i_{1}, i_{2}, \ldots, i_{m}$, and

$$
\binom{p^{r}}{i_{1}, i_{2}, \ldots, i_{m}} \equiv 0 \bmod p^{r}
$$

otherwise.
5.3.7. (Research problem) Find a vector space analog of abstract Pólya enumeration theory.

[^128]
### 5.4 Baxter Operators

In the next three sections, we shall give a selective account of the theory of Baxter algebras. ${ }^{13}$ The relevance of Baxter algebras to symmetric functions will become clear at the end of this section.

Let $\mathcal{B}$ be an algebra ${ }^{14}$ over a field $\mathbb{F}$ and $\vartheta$ be an element in $\mathbb{F}$. An $\mathbb{F}$-linear operator $P: \mathcal{B} \rightarrow \mathcal{B}$ is a Baxter operator (with parameter $\vartheta$ ) if it satisfies the Baxter identity: for all $x$ and $y$ in $\mathcal{B}$,

$$
(P x)(P y)+\vartheta P(x y)=P(x(P y))+P((P x) y)
$$

A Baxter algebra $(\mathcal{B}, P)$ is a pair, where $\mathcal{B}$ is an $\mathbb{F}$-algebra and $P$ is a Baxter operator on $\mathcal{B}$. Note that if $P$ is a Baxter operator with nonzero parameter $\vartheta$, then $-\vartheta^{-1} P$ is a Baxter operator with parameter -1 . Thus, if $\vartheta \neq 0$, we may choose the parameter $\vartheta$ to be -1 (and indeed, any convenient nonzero value). The theory when $\vartheta=0$ is slightly different.

A subset $\mathcal{D}$ of a Baxter algebra $(\mathcal{B}, P)$ is a Baxter subalgebra if $\mathcal{D}$ is an $\mathbb{F}$-subalgebra closed under $P$. (That is, if $x \in \mathcal{D}$, then $P x \in \mathcal{D}$.) A function $f$ from a Baxter algebra $(\mathcal{A}, Q)$ to a Baxter algebra $(\mathcal{B}, P)$ is a Baxter algebra homomorphism if $f$ is an algebra homomorphism and $f$ commutes with the Baxter operators; that is, $f Q=P f$.
5.4.1. Lemma. Let $E: \mathcal{A} \rightarrow \mathcal{A}$ be an endomorphism so that the endomorphism $I-E$ has an inverse and

$$
P=E(I-E)^{-1} .
$$

Then $P$ is a Baxter operator with parameter -1 .
Proof. Write $(I-E)^{-1}$ as the infinite sum $I+E+E^{2}+\cdots$, so that

$$
P=\sum_{i=1}^{\infty} E^{i}
$$

Then

$$
\begin{aligned}
P(x(P y)) & =P\left(\sum_{i=1}^{\infty} x E^{i}(y)\right) \\
& =\sum_{j=1}^{\infty} E^{j}(x)\left(\sum_{i=1}^{\infty} E^{j+i}(y)\right) \\
& =\sum_{i, j: j<i} E^{j}(x) E^{i}(y) .
\end{aligned}
$$

[^129]Similarly,

$$
\begin{aligned}
(P x)(P y) & =\sum_{i, j=1}^{\infty} E^{i}(x) E^{j}(y) \\
P(x y) & =\sum_{i=1}^{\infty} E^{i}(x) E^{i}(y) \\
P((P x) y) & =\sum_{i, j: j>i} E^{j}(x) E^{i}(y)
\end{aligned}
$$

and Baxter's identity follows.
A particularly important example of a Baxter algebra is the standard algebra. Let $\mathbb{F}$ be a field, $\mathcal{A}$ an $\mathbb{F}$-algebra, and $\mathcal{A}_{\infty}$ the $\mathbb{F}$-algebra of all sequences $\left(a_{i}\right)_{1 \leq i<\infty}$ with terms $a_{i}$ in $\mathcal{A}$, under termwise addition, multiplication, and scalar multiplication. Then the operator

$$
P:\left(a_{1}, a_{2}, a_{3}, \ldots\right) \mapsto\left(0, a_{1}, a_{1}+a_{2}, a_{1}+a_{2}+a_{3}, \ldots\right)
$$

is a Baxter operator with parameter -1 . This follows from Lemma 5.4.1, taking $E$ to be the shift

$$
\left(a_{1}, a_{2}, a_{3}, \ldots\right) \mapsto\left(0, a_{1}, a_{2}, a_{3}, \ldots\right)
$$

Let $x_{i j}, 1 \leq i \leq n, 1 \leq j<\infty$, be infinitely many indeterminates and $\mathbb{F}\left(x_{i j}\right)$ be the field of rational functions in the indeterminates $x_{i j}$. Let $\underline{x}_{i}$ be the sequence $\left(x_{i 1}, x_{i 2}, x_{i 3}, \ldots\right)$. The standard Baxter algebra $\left(\mathcal{S}_{n}, P\right)$ on $n$ generators is the intersection of all Baxter subalgebras in $\mathbb{F}\left(x_{i j}\right)_{\infty}$ containing the sequences $\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{n}$.

To see the connection with symmetric functions, do the following computation: let $n=1$ and $\underline{x}$ be the sequence $\left(x_{1}, x_{2}, x_{3}, \ldots\right)$. Then

$$
\begin{aligned}
& P \underline{x}=\left(0, x_{1}, x_{1}+x_{2}, x_{1}+x_{2}+x_{3}, x_{1}+x_{2}+x_{3}+x_{4}, \ldots\right), \\
& \underline{x}(P \underline{x})=\left(0, x_{1} x_{2}, x_{1} x_{3}+x_{2} x_{3}, x_{1} x_{4}+x_{2} x_{4}+x_{3} x_{4},\right. \\
&\left.x_{1} x_{5}+x_{2} x_{5}+x_{3} x_{5}+x_{4} x_{5}, \ldots\right), \\
& P(\underline{x} P(\underline{x}))=\left(0,0, x_{1} x_{2}, x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3},\right. \\
&\left.x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3}+x_{1} x_{4}+x_{2} x_{4}+x_{3} x_{4}, \ldots\right), \\
& \underline{x} P(\underline{x} P(\underline{x}))=\left(0,0, x_{1} x_{2} x_{3}, x_{1} x_{2} x_{4}+x_{1} x_{3} x_{4}+x_{2} x_{3} x_{4},\right. \\
&\left.x_{1} x_{2} x_{5}+x_{1} x_{3} x_{5}+x_{2} x_{3} x_{5}+x_{1} x_{4} x_{5}+x_{2} x_{4} x_{5}+x_{3} x_{4} x_{5}, \ldots\right), \\
& P(\underline{x} P(\underline{x} P(\underline{x})))=\left(0,0,0, x_{1} x_{2} x_{3}, x_{1} x_{2} x_{3}+x_{1} x_{2} x_{4}+x_{1} x_{3} x_{4}+x_{2} x_{3} x_{4}, \ldots\right),
\end{aligned}
$$

and so on. Thus, the $(j+1)$ st term in

$$
\underbrace{P(\underline{x} P(\underline{x} \cdots P(\underline{x} P(\underline{x}))))}_{m \text { times }}
$$

is the elementary symmetric polynomial $a_{m}\left(x_{1}, x_{2}, \ldots, x_{j}\right)$.

Similar computations show that if $\underline{y}_{i}$ are monomials in $\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{n}$, then in the sequence

$$
P\left(\underline{y}_{1}\left(P\left(\underline{y}_{2} \cdots P\left(\underline{y}_{m-1} P\left(\underline{y}_{m}\right)\right)\right)\right)\right)
$$

the first $m$ terms are zero, the $(m+1)$ st term is a nonzero polynomial in the indeterminates $x_{i j}, 1 \leq i \leq n, 1 \leq j<m+1$, and in general, if $l \geq m+1$, the $l$ th term is a nonzero polynomial in $x_{i j}, 1 \leq i \leq n, 1 \leq j<l$.

## Exercises

5.4.1. Give a proof of Lemma 5.4.1 not using an infinite expansion.

### 5.4.2. Integration by parts. ${ }^{15}$

Let $\mathcal{C}(0, \infty)$ be the algebra of all real-valued continuous functions on the real half-line $[0, \infty)$ and let

$$
P f(x)=\int_{0}^{x} f(\xi) d \xi
$$

Then the integration-by-parts formula

$$
\int u d v=u v-\int v d u
$$

applied to $u=P f$ and $v=P g$, implies that $P$ satisfies the Baxter identity

$$
(P f)(P g)=P((P f) g)+P(f(P g))
$$

with parameter 0 .
Consider the initial value problem

$$
\frac{d y}{d x}=\lambda \varphi(x) y, \quad y(0)=1
$$

where $\varphi(x)$ is a continuous function. Then by a simple integration, the solution is given by

$$
y=\exp (\lambda P(\varphi))=1+\lambda P(\varphi)+\frac{1}{2!} \lambda^{2} P(\varphi)^{2}+\frac{1}{3!} \lambda^{3} P(\varphi)^{3}+\cdots .
$$

Another way to obtain a solution is to integrate both sides of the differential equation, obtaining the operator equation

$$
y=1+\lambda \int_{0}^{x} \varphi(\xi) y(\xi) d \xi=1+\lambda P(\varphi y)
$$

${ }^{15}$ Baxter (1960).

This equation can be iterated, obtaining

$$
\begin{aligned}
y & =1+\lambda P(\varphi[1+\lambda P(\varphi y)] \\
& =1+\lambda P(\varphi)+\lambda^{2} P(\varphi P(\varphi[1+\lambda P(\varphi y)]) \\
& =1+\lambda P(\varphi)+\lambda^{2} P(\varphi P(\varphi))+\lambda^{3} P(\varphi(P(\varphi[1+\lambda P(\varphi y)]) \\
& \vdots \\
& =1+\lambda P(\varphi)+\lambda^{2} P(\varphi P(\varphi))+\lambda^{3} P(\varphi(P(\varphi P(\varphi))+\cdots
\end{aligned}
$$

Since the initial value problem has a unique solution, the two solutions are equal. Equating coefficients of powers of $\lambda$, we obtain a sequence of identities:

$$
\begin{equation*}
P(\varphi)^{n}=n!P(\varphi P(\varphi P(\cdots \varphi P(\varphi)))) \tag{B}
\end{equation*}
$$

The case $n=2$ is

$$
2 P(\varphi P(\varphi))=P(\varphi)^{2}
$$

the special case of the Baxter identity with $\vartheta=0$ and $x=y=\varphi$.
Show that all the identities (B) are implied by special case $n=2$.

### 5.4.3. Shuffle identities and convolutional algebras.

Let $(\mathcal{A}, P)$ be a Baxter algebra with parameter 0 .
(a) Show that $P$ satisfies the shuffle identities: for elements $f_{1}, f_{2}, \ldots$, $f_{n}, g_{1}, g_{2}, \ldots, g_{m}$ in $\mathcal{A}$,

$$
\begin{aligned}
& P\left(f_{1}\left(P\left(f_{2} P\left(f_{3}\left(P\left(\cdots P f_{n}\right)\right)\right)\right)\right)\right) P\left(g_{1}\left(P\left(g_{2} P\left(g_{3}\left(P\left(\cdots P g_{m}\right)\right)\right)\right)\right)\right) \\
& \quad=\sum P\left(h_{1}\left(P\left(h_{2} P\left(h_{3}\left(P\left(\cdots P h_{n+m}\right)\right)\right)\right)\right)\right)
\end{aligned}
$$

where the sum ranges over all shuffles, that is, a sequence $h_{k}$ of length $m+n$ so that each $f_{i}$ and $g_{j}$ occurs exactly once and the subsequence formed by restricting $h_{k}$ to the terms $f_{i}$ (respectively, $g_{j}$ ) is the sequence $f_{1}, f_{2}, \ldots, f_{n}$ (respectively, $g_{1}, g_{2}, \ldots, g_{m}$ ) in the original order.

The shuffle identity is satisfied by the integral operator $P$ defined in Exercise 5.4.2. Although the study of derivations, that is, differential algebra, has been much studied, the countertheory, integration algebra or the theory of indefinite integration, has been neglected, except by pioneers like K.-T. Chen. ${ }^{16}$
(b) (Research problem) Find an elementary proof of the Titchmarsh convolution theorem: let $f(x)$ and $k(x)$ be real-valued integrable functions on the interval $(0, \gamma)$ and

$$
\int_{0}^{\gamma} f(y) k(x-y) d y=0
$$

[^130]for almost all $x$ in $(0, \gamma)$. Then there exist $\alpha$ and $\beta$ such that $f(x)=0$ for almost all $x$ in $(0, \alpha)$ and $k(x)=0$ for almost all $x$ in $(0, \beta)$, where $\alpha+\beta=\gamma$.

Titchmarsh's theorem implies that the ring of continuous real-valued function on $(0, \infty)$ is an integral domain. An elementary proof would be a good test case for the theory of indefinite integration. ${ }^{17}$

### 5.5 Free Baxter Algebras

The main result in this section is a description of free Baxter algebras. We begin with an informal discussion of free algebras. If $\mathbb{F}$ is a field, then the free (commutative) $\mathbb{F}$-algebra on $n$ generators is the polynomial algebra $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. The polynomial algebra is free in two senses. It is the algebra of all possible expressions constructed from the generators $x_{i}$ using the three algebra operations: addition, multiplication, and scalar multiplication. The polynomial algebra also satisfies a universal property: if $\mathcal{R}$ is an $\mathbb{F}$-algebra which can be generated by $n$ generators $a_{1}, a_{2}, \ldots, a_{n}$, then the function $x_{i} \mapsto a_{i}$ extends to an $\mathbb{F}$-algebra homomorphism $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right] \rightarrow \mathcal{R}$. The universal property is easily shown in this case. The homomorphism property forces us to send a polynomial $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ to $f\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. Since polynomials satisfy no relations (other than those implied by the $\mathbb{F}$-algebra axioms), this extension is a well-defined homomorphism.

From this example, we see that there are two ways to explicitly describe free algebras: by construction, that is, finding a way to write down "all possible elements," or by showing that a specific concretely defined algebra satisfies the universal property. Roughly speaking, the first approach focuses on the syntax and the second focuses on a particular semantics or a specific model.

The construction of the free Baxter algebra over a field $\mathbb{F}$ begins with the construction of the free algebra $\mathcal{F}_{n}$ with a linear operator $T$ (not satisfying any identity) on $n$ generators $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$. The elements in $\mathcal{F}_{n}$ can be defined recursively by
(1) The elements in $\mathbb{F}$ and the generators $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ are in $\mathcal{F}_{n}$.
(2) If $u$ and $v$ are in $\mathcal{F}_{n}$, then $u+v, u v$, and $T u$ are in $\mathcal{F}_{n}$.

The recursive definition certainly produces all possible expressions, but an element is always produced several times. For example, the element $T\left(\left(T \xi_{1}\right) \xi_{2}+T\left(\xi_{1} \xi_{4}\right) T\left(\xi_{1}\right) \xi_{5}\right)$ is produced. Since $T$ is linear, this element equals $T\left(\left(T \xi_{1}\right) \xi_{2}\right)+T\left(T\left(\xi_{1} \xi_{4}\right) T\left(\xi_{1}\right) \xi_{5}\right)$. The same "crisis" occurs for polynomials and is resolved by a tacit agreement as to when two expressions specify the

[^131]same polynomial (see Exercise 1.3.8 for a formal treatment of "equality" in the case of lattice polynomials).

A monomial in $\mathcal{F}_{n}$ is an expression obtained using only multiplication and the operator $T$. The occurrence $\operatorname{occ}(m)$ of the monomial $m$ is the number of times $T$ occurs in it. For example, $\operatorname{occ}\left(T\left(\xi_{1}^{2} T\left(\xi_{1} \xi_{2}^{5} \xi_{3} T\left(\xi_{3} \xi_{2}^{2}\right)\right)\right)\right)=3$. If $t \in \mathcal{F}_{n}$, then $t$ can be written (irredundantly) as a linear combination $\sum \lambda_{i} a_{i}$ of monomials $a_{i}$ with coefficients $\lambda_{i}$ in $\mathbb{F}$. We define $\operatorname{occ}(t)$ to be the maximum of the occurrences occ $\left(a_{i}\right)$.

A subset $I$ in $\mathcal{F}_{n}$ is a $T$-ideal if it is an ideal and closed under the operator $T$. (That is, if $u \in I$, then $T u \in I$.) The free Baxter algebra $\left(\mathcal{B}_{n}, T\right)$ on $n$ generators with parameter $\vartheta$ can be defined as the quotient of $\mathcal{F}_{n}$ by the $T$-ideal $H$ generated by all elements of the form

$$
(T x)(T y)+\vartheta T(x y)-T(x(T y))-T((T x) y)
$$

where $x, y \in \mathcal{F}_{n}$. By slightly more general versions of the homomorphism theorems for $\mathbb{F}$-algebras, $\left(\mathcal{B}_{n}, T\right)$ satisfies the universal property. Hence, it is indeed free.

Having defined the free Baxter algebra, we will provide two descriptions. We begin with a concrete description due to Rota.
5.5.1. Theorem. The standard Baxter algebra $\left(\mathcal{S}_{n}, P\right)$ is isomorphic to the free Baxter algebra $\left(\mathcal{B}_{n}, T\right)$ with parameter -1 .

Proof. The assignment $\xi_{i} \mapsto \underline{x}_{i}$ extends to a homomorphism $\varphi$ from the free algebra $\mathcal{F}_{n}$ with operator $T$ onto the standard algebra $\left(\mathcal{S}_{n}, P\right)$ satisfying $\varphi T=$ $P \varphi$. Since $\left(\mathcal{S}_{n}, P\right)$ is a Baxter algebra, the kernel of $\varphi$ contains the $T$-ideal $H$ (with $\vartheta=-1$ ). We will prove the theorem by showing that the kernel of $\varphi$ equals $H$.
5.5.2. Proposition. For all $t$ in $\mathcal{F}_{n}, \varphi(t)=0$ implies that $t \in H$.

To do this, we proceed by induction on $\operatorname{occ}(t)$. We begin with a lemma.
5.5.3. Lemma. Every element $t$ of $\mathcal{F}_{n}$ can be written as a sum $r+s$, where $r$ is in the $T$-ideal $H$ and $s$ is a linear combination of monomials of the form

$$
a T b, a, T b
$$

with $a$ and $b$ monomials, $\operatorname{occ}(a)=0$, and $\operatorname{occ}(b)<\operatorname{occ}(t)$.
Proof. It suffices to prove the lemma for a monomial $t$. We argue by induction. The lemma holds trivially if $\operatorname{occ}(t)=0$. If $t$ has two factors of the form $T c$
and $T d$, then, choosing $c$ and $d$ suitably, we can write $t=e(T c)(T d)$. Then $t=r+s$, where

$$
r=e[(T c)(T d)-T(c d)-T(c(T d))-T((T c) d)]
$$

is in the $T$-ideal $H$ and

$$
s=e T(c d)+e c(T d)+e d(T c)
$$

In addition, $\operatorname{occ}(e), \operatorname{occ}(c d), \operatorname{occ}(e c), \operatorname{occ}(d) \operatorname{occ}(e d)$, and $\operatorname{occ}(c)$ are all strictly smaller than $\operatorname{occ}(t)-1$. The lemma now follows by induction.

By the lemma, each element $t$ of $\mathcal{F}_{n}$ can be written as a sum $r+s$, with $r \in H$ and

$$
\begin{equation*}
s=\sum_{i} \alpha_{i} a_{i} T b_{i}+\sum_{j} \beta_{j} T c_{j}+\sum_{k} \gamma_{k} d_{k}=u+v+w \tag{S}
\end{equation*}
$$

where $u, v$, and $w$ denote the three linear combinations, and $a_{i}$ and $d_{k}$ are monomials in $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ formed using only multiplication. To show that $\operatorname{ker} \varphi=H$, it suffices to show that whenever $s$ has the special form $(\mathrm{S}), \varphi(s)=0$ implies that $s \in H$.

Since $\varphi T=P \varphi$, we have

$$
\begin{aligned}
\varphi(s)= & \sum_{i} \alpha_{i} \varphi\left(a_{i}\right) P \varphi\left(b_{i}\right)+\sum_{j} \beta_{j} P \varphi\left(c_{j}\right)+\sum_{k} \gamma_{k} \varphi\left(d_{k}\right)=\varphi(u)+\varphi(v) \\
& +\varphi(w)
\end{aligned}
$$

We will now show that $\varphi(s)=0$ implies that $w=0$. To do this, we need two observations: First, each monomial $d_{k}$ in $w$ is formed using only multiplication. Thus, the $j$ th term in $\varphi(w)$ equals $p\left(x_{1 j}, x_{2 j}, \ldots, x_{n j}\right)$ for some polynomial $p$ (not depending on $j$ ). Second, the image of $P$ is contained in the set of sequences with first term equal to 0 . Since the monomials in both $u$ and $v$ use $P$ at least once and $\varphi(s)=0$, the first term of the sequence $\varphi(w)$ is 0 . These two observations imply that $p\left(x_{11}, x_{21}, \ldots, x_{n 1}\right)=0$, where $x_{11}, x_{21}, \ldots, x_{n 1}$ are indeterminates; that is, $p$ is the zero polynomial. We conclude that $w=0$.

We note that if $\operatorname{occ}(t)=0$, then $u=v=0$. Thus, we have also established the case $\operatorname{occ}(t)=0$ of Proposition 5.5.2.

We can now write $t=r+s$, where $s=u+v$. We can also assume, by induction, that if $\operatorname{occ}\left(t^{\prime}\right)<\operatorname{occ}(t)$, then $\varphi\left(t^{\prime}\right)=0$ implies that $t^{\prime} \in H$.

Let $\operatorname{term}_{m}(\underline{y})$ be the $m$ th term in a sequence $\underline{y}$ in $\left(\mathcal{S}_{n}, P\right)$. Observe that if term ${ }_{m}(\underline{y})$ is the first nonzero term in $\underline{y}$, then the $(m+1)$ st term in $P \underline{y}$ equals $y_{m}$ and is nonzero. Hence, in $\mathcal{S}_{n}, P \underline{y}=0$ implies that $\underline{y}=0$. In particular, since $\varphi(T b)=P(\varphi b), \varphi(T b)=0$ implies that $\varphi(b)=0$.

We apply this argument to a monomial $c_{j}$ in $v$. If $\varphi\left(T c_{j}\right)=0$, then $\varphi\left(c_{j}\right)=0$. Since $\operatorname{occ}\left(c_{j}\right)<\operatorname{occ}(t)$, this implies that $c_{j} \in H$. Similarly, consider a monomial $a_{i} T b_{i}$ in $u$. Since $\operatorname{occ}\left(a_{i}\right)=0, a_{i}$ is a nonzero ordinary monomial in $\xi_{i}$ and the $j$ th term in $\varphi\left(a_{i}\right)$ is the same nonzero monomial, with $x_{i j}$ substituted for $\xi_{i}$. As $\varphi$ is a homomorphism, $\varphi\left(a_{i} T b_{i}\right)=\varphi\left(a_{i}\right) P \varphi\left(b_{i}\right)$. Suppose that $\varphi\left(a_{i} T b_{i}\right)=0$. Then since $\varphi\left(a_{i}\right)$ has no nonzero terms, $P \varphi\left(b_{i}\right)=0$, and we can conclude, as earlier, that $b_{i} \in H$.

The preceding argument allows us to tidy up and assume that

$$
s=\sum_{i} \alpha_{i} a_{i} T b_{i}+\sum_{j} \beta_{j} T c_{j}=u+v
$$

where the monomials $a_{i}$ are nonconstant, the terms $a_{i} T b_{i}$ and $T c_{j}$ are distinct, and none of the terms is in the $T$-ideal $H$.

The next step is to show that $\varphi(s)=0$ implies that $\varphi(u)=0$ and $\varphi(v)=0$ separately, or, put another way, there is no cancellation of terms in $\varphi(u)$ and $\varphi(v)$.

We first show that $\varphi(u)$ cannot be nonzero. Suppose the contrary, that

$$
\sum_{i} \alpha_{i} \varphi\left(a_{i}\right) P \varphi\left(b_{i}\right) \neq 0
$$

Let $m$ be the index of the first nonzero term in the sequence $\varphi(u)$ and $\operatorname{term}_{m}\left(\varphi\left(a_{i}\right) P \varphi\left(b_{i}\right)\right)$ be a summand from the linear combination contributing nontrivially to term $m_{m}(\varphi(u))$. Since $a_{i}$ is a nonconstant monomial, term ${ }_{m}\left(\varphi\left(a_{i}\right)\right)$ uses at least one of the indeterminates $x_{l m}$. Hence, $\operatorname{term}_{m}(\varphi(u))$ is a nonzero polynomial using at least one of the indeterminate $x_{l m}$. As $\varphi(s)$ is assumed to be zero, term ${ }_{m}(\varphi(v))=-\operatorname{term}_{m}(\varphi(u))$. However, because $P$ is applied to all the terms in $\varphi(v), \operatorname{term}_{m}(\varphi(v))$ is a polynomial using only the indeterminates $x_{l j}, j \leq m-1$, a contradiction. We conclude that $\varphi(u)=0$, and hence, $\varphi(v)=0$ as well.

Next, we show that $\varphi(v)=0$ implies $v \in H$. But since

$$
\varphi(v)=\sum_{j} \beta_{j} P \varphi\left(c_{j}\right)=P \varphi\left(\sum_{j} \beta_{j} c_{j}\right)=0
$$

$\varphi\left(\sum_{j} \beta_{j} c_{j}\right)=0$. As $\operatorname{occ}\left(c_{j}\right)<\operatorname{occ}(t)$, we conclude, by induction, that $\sum_{j} \beta_{j} c_{j} \in H$, and hence, $v \in H$.

The final task is to show that $\varphi(u)=0$ implies $u \in H$. To do this, we regroup the linear combination $u$ according to the monomials $a_{i}$ and redefine $a_{i}$ and $b_{i}$ so that

$$
u=\sum a_{i} T b_{i}
$$

where the monomials $a_{i}$ are distinct (and nonconstant) and $b_{i}$ are linear combinations of a monomials. For each index $m$, $\operatorname{term}_{m}\left(\varphi\left(a_{i}\right)\right)$ is a monomial in $x_{i m}$, whereas $\operatorname{term}_{m}\left(P \varphi\left(b_{i}\right)\right)$ is polynomial in $x_{l j}, j<m$. Since the monomials $\operatorname{term}_{m}\left(\varphi\left(a_{i}\right)\right)$ are distinct, this implies that term ${ }_{m}\left(P \varphi\left(b_{i}\right)\right)=0$; otherwise, we have a nontrivial algebraic relation among the indeterminates $x_{l j}$. Thus, $P \varphi\left(b_{i}\right)$ is the zero sequence. As in the earlier cases, this implies that each $b_{i}$ is in $H$, and hence, $u \in H$.

We can now conclude that $s$ and, thus, $t$ are in $H$.

We remark that we have restricted our discussion to standard algebras $\left(\mathcal{S}_{n}, P\right)$ with a finite number of generators. This was done to keep the notation simple. Standard algebras can be defined verbatim for any set of generators. Theorem 5.5.1 and its proof are valid with minor changes.

The second description of the free Baxter algebra is due to Cartier. ${ }^{18}$ Cartier introduced a square bracket notation for calculations in Baxter algebras. Let $(\mathcal{B}, P)$ be a Baxter algebra. Recursively, we define $[a]=P(a)$, and if $n \geq 2$,

$$
\left[a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right]=P\left(a_{1}\left[a_{2}, a_{3}, \ldots, a_{n}\right]\right)
$$

where $a$ and $a_{n}$ are elements in $\mathcal{B}$ and $a_{1}, a_{2}, \ldots, a_{n-1}$ may be an element in $\mathcal{B}$ or the empty element $\mid$. The empty element acts like an identity, but is not allowed at the extreme right of a bracket. The recursive definition specifies that for every square bracket, an application of $P$ is made. For example,

$$
\left[a_{1}, a_{2}, a_{3}\right]=P\left(a_{1}\left[a_{2}, a_{3}\right]\right)=P\left(a_{1} P\left(a_{2}\left[a_{3}\right]\right)=P\left(a_{1} P\left(a_{2} P\left(a_{3}\right)\right)\right.\right.
$$

$\left[a_{1}, \mid, a_{3}\right]=P\left(a_{1} P^{2}\left(a_{3}\right)\right)$, and $[||, a]=,P^{3}(a)$. In this notation, the Baxter identity becomes

$$
[a][b]=-\vartheta[a b]+[a, b]+[b, a] .
$$

The next lemma allows us to express a product of brackets as a linear combination of brackets.

### 5.5.4. Cartier's identity.

$$
\prod_{j=1}^{m}\left[a_{j 1}, a_{j 2}, \ldots, a_{j r_{j}}\right]=\sum_{n, I_{1}, I_{2}, \ldots, I_{m}}(-\vartheta)^{r_{1}+r_{2}+\cdots+r_{m}-n}\left[c_{1}, c_{2}, \ldots, c_{n}\right],
$$

${ }^{18}$ Cartier (1972).
where the sum ranges over all $n, I_{1}, I_{2}, \ldots, I_{m}$, where $n$ is an integer such that $1 \leq n \leq r_{1}+r_{2}+\cdots+r_{m},\left|I_{j}\right|=r_{j}, I_{1} \cup I_{2} \cup \cdots \cup I_{m}=\{1,2, \ldots, n\}$, and

$$
c_{k}=\prod_{l: k \in I_{l}} a_{l \alpha_{l}}
$$

where the product is taken over all $l$ such that $k \in I_{l}$ and $k$ is the $\alpha_{l}$ th number in $I_{l}$ when $I_{l}$ is put in increasing order.

The following example, involving the triple product $\left[a_{1}, a_{2}, a_{3}, a_{4}\right]\left[b_{1}, b_{2}\right.$, $\left.b_{3}\right]\left[c_{1}, c_{2}\right]$, where we write, say, $b_{3}$ instead of $a_{23}$, shows how a term in the sum on the right is formed. In this case, $m=3, r_{1}=4, r_{2}=3$, and $r_{3}=2$. Taking $n=6, I_{1}=\{1,3,4,5\}, I_{2}=\{2,4,6\}$, and $I_{3}=\{4,6\}$, we obtain the term

$$
(-\vartheta)^{3}\left[a_{1}, b_{1}, a_{2}, a_{3} b_{2} c_{1}, a_{4}, b_{3} c_{2}\right]
$$

on the right-hand side.
We sketch the proof of Cartier's identity. By induction on number of brackets, it suffices to prove the lemma for two brackets. Let

$$
Y=\left[a_{1}, a_{2}, \ldots, a_{r}\right]\left[b_{1}, b_{2}, \ldots, b_{s}\right]
$$

be a product of two brackets. We induct on the combined length $r+s$ of the two brackets. Write the product $Y$ as

$$
P\left(a_{1}\left[a_{2}, a_{3}, \ldots, a_{r}\right] P\left(b_{1}\left[b_{2}, b_{3}, \ldots, b_{s}\right]\right)\right.
$$

By Baxter's identity,

$$
\begin{aligned}
Y= & -\vartheta P\left(a_{1} b_{1}\left[a_{2}, a_{3}, \ldots, a_{r}\right]\left[b_{2}, b_{3}, \ldots, b_{s}\right]\right) \\
& +P\left(a_{1}\left[a_{2}, a_{3}, \ldots, a_{r}\right]\left[b_{1}, b_{2}, b_{3}, \ldots, b_{s}\right]\right) \\
& +P\left(b_{1}\left[a_{1}, a_{2}, a_{3}, \ldots, a_{r}\right]\left[b_{2}, b_{3}, \ldots, b_{s}\right]\right)
\end{aligned}
$$

The three products of two brackets on the right side all have combined length less than $r+s$. Hence by induction, they are linear combinations of brackets. Thus,

$$
\begin{aligned}
P\left(a_{1} b_{1}\left[a_{2}, a_{3}, \ldots, a_{r}\right]\left[b_{2}, b_{3}, \ldots, b_{s}\right]\right) & =P\left(\sum(-\vartheta)^{j} a_{1} b_{1}\left[c_{i 1}, c_{i 2}, \ldots, c_{i r_{i}}\right]\right) \\
& =\sum(-\vartheta)^{j}\left[a_{1} b_{1}, c_{i 1}, c_{i 2}, \ldots, c_{i r_{i}}\right]
\end{aligned}
$$

where the exponent $j$ in the coefficient $(-\vartheta)^{j}$ depends on the summand. Similar calculations show that the other two terms are linear combinations of brackets. Cartier's identity follows by induction and careful bookkeeping.

Cartier's identity says that in any Baxter algebra, the set of elements of the form

$$
a_{0}\left[a_{1}, a_{2}, \ldots, a_{n}\right]
$$

spans. This fact underlies Cartier's construction of free Baxter algebras. The free Baxter algebra $(\mathcal{C}(X), P)$ over the field $\mathbb{F}$ on the set $X$ of generators is defined in the following way: consider all expressions of the form $a_{0}\left[a_{1}, a_{2}, \ldots, a_{n}\right]$, where $a_{0}, a_{1}, \ldots, a_{n-1}$ are monomials (of positive degree) in the generators or the empty element, and $a_{n}$ is a positive-degree monomial. Form the vector space $\mathcal{C}(X)$ of all formal linear combinations of these expressions. Define a multiplication by

$$
\begin{aligned}
& a_{0}\left[a_{1}, a_{2}, \ldots, a_{r}\right] b_{0}\left[b_{1}, b_{2}, \ldots, b_{s}\right] \\
& \quad=\sum_{n, I_{1}, I_{2}, \ldots, I_{m}}(-\vartheta)^{r_{1}+r_{2}+\cdots+r_{m}-n} a_{0} b_{0}\left[c_{1}, c_{2}, \ldots, c_{n}\right]
\end{aligned}
$$

where the sum on the left is the same as in Cartier's identity. The Baxter operator $P$ on $\mathcal{C}(X)$ is defined by

$$
P\left(a_{0}\left[a_{1}, a_{2}, \ldots, a_{r}\right]\right)=\left[a_{0}, a_{1}, a_{2}, \ldots, a_{r}\right]
$$

on square brackets and extended by linearity. It is complicated but straightforward to show that $(\mathcal{C}(X), P)$ is free.

## Exercises

5.5.1. Show that

$$
\begin{aligned}
& {[a]\left[b_{1}, b_{2}, \ldots, b_{r}\right]=-\sum_{i=1}^{r} \vartheta\left[b_{1}, \ldots, b_{i-1}, a b_{i}, b_{i+1} \ldots, b_{r}\right]} \\
& \quad+\left[a, b_{1}, b_{2}, \ldots, b_{r}\right]+\sum_{i=2}^{r}\left[b_{1}, \ldots, b_{i-1}, a, b_{i}, \ldots, b_{r}\right] \\
& \quad+\left[b_{1}, b_{2}, \ldots, b_{r}, a\right] .
\end{aligned}
$$

5.5.2. Do the bookkeeping required to prove the exact form of Cartier's identity.

### 5.5.3. Free noncommutative Baxter algebras. ${ }^{19}$ <br> Find explicit descriptions of free noncommutative Baxter algebras.

5.5.4. (Research problem) Are there simple Baxter algebra expressions, perhaps in terms of Cartier brackets, for other classical symmetric functions?
${ }^{19}$ Aguiar and Moreira (2006) and Ebrahimi-Fard and Guo (2008).

### 5.6 Identities in Baxter Algebras

Since every Baxter algebra generated by $n$ elements is a homomorphic image of the standard algebra $\left(\mathcal{S}_{n}, P\right)$, Theorem 5.5.1 and the universal property for free algebras imply that if an identity holds in $\left(\mathcal{S}_{n}, P\right)$, then it holds (after renormalizing the parameter) in a Baxter algebra with nonzero parameter.
5.6.1. Theorem. Let $P$ be a Baxter operator with nonzero parameter $\vartheta$. Then

$$
\sum_{m=0}^{\infty} \underbrace{P(\underline{x} P(\underline{x} \cdots P(\underline{x} P(\underline{x}))))}_{m \text { times }} t^{m}=\exp \left(\sum_{k=1}^{\infty} \frac{\vartheta^{k-1} P\left(x^{k}\right) t^{k}}{k}\right)
$$

as a formal power series identity in the variable $t$.
Proof. We begin by proving this identity in the standard algebra $\left(\mathcal{S}_{1}, P\right)$. As observed at the end of Section 5.4, the $(j+1)$ st term in the sequence $P(\underline{x} \cdots P(\underline{x} P(\underline{x})))$, with $m$ occurrences of $P$, is the elementary symmetric polynomial $a_{m}\left(x_{1}, x_{2}, \ldots, x_{j}\right)$. Next, observe that

$$
P\left(\underline{x}^{k}\right)=\left(0, x_{1}^{k}, x_{1}^{k}+x_{2}^{k}, x_{1}^{k}+x_{2}^{k}+x_{3}^{k}, \ldots\right) ;
$$

that is, the $(j+1)$ st term in $P\left(\underline{x}^{k}\right)$ is the power-sum symmetric polynomial $S_{k}\left(x_{1}, x_{2}, \ldots, x_{j}\right)$.

By Waring's identity (5.2.5),
$\sum_{m=0}^{\infty} \operatorname{term}_{j+1}(P(\underline{x} \cdots P(\underline{x} P(\underline{x})))) t^{m}=\exp \left(\sum_{k=1}^{\infty} \frac{(-1)^{k-1} \operatorname{term}_{j+1}\left(P\left(\underline{x}^{k}\right)\right) t^{k}}{k}\right)$.
Thus, as a formal power series with coefficients which are sequences of polynomials,

$$
\sum_{m=0}^{\infty} P(\underline{x} \cdots P(\underline{x} P(\underline{x}))) t^{m}=\exp \left(\sum_{k=0}^{\infty} \frac{(-1)^{k-1} P\left(\underline{x}^{k}\right) t^{k}}{k}\right)
$$

The theorem when the parameter is -1 now follows from the universal property. To obtain the general case, replace $P$ by $-\vartheta^{-1} P$ and $t$ by $-\vartheta t$.

Two concrete instances of Theorem 5.6.1 are given in Exercises 5.6.1 and 5.6.2.
We turn now to identities obtained using the theory of group action developed in Section 5.3. Let $S=\{1,2, \ldots, n\}, G$ be a permutation group acting on $S$, and $X=\{1,2,3, \ldots\}$. Consider the generating functions $A(\mathcal{F}, \pi), A(G, \mathcal{F}, \pi)$, $B(\mathcal{F}, \pi)$, and $B(G, \mathcal{F}, \pi)$. As $X$ is infinite, they are formal power series. Define $\underline{A}(G, \mathcal{F}, \pi)$ to be the sequence whose $j$ th term is the polynomial $A_{j}(G, \mathcal{F}, \pi)$
obtained from $A(G, \mathcal{F}, \pi)$ by setting $x_{i k}=0, k \geq j$. The sequences $\underline{A}(\mathcal{F}, \pi)$, $\underline{B}(\mathcal{F}, \pi)$, and $\underline{B}(G, \mathcal{F}, \pi)$ are defined analogously.
5.6.2. Lemma. If the partition $\pi$ is a period, then the sequences $\underline{A}(\operatorname{Fun}(S, X), \pi), \quad \underline{A}(G, \operatorname{Fun}(S, X), \pi), \quad \underline{B}(\operatorname{Fun}(S, X), \pi), \quad$ and $\quad \underline{B}(G$, Fun $(S, X), \pi)$ are in the standard Baxter algebra $\left(\mathcal{S}_{n}, P\right)$.

Proof. If $D \subseteq S$, let

$$
\underline{x}(D)=\prod_{d: d \in D} \underline{x}_{d}
$$

If $\pi$ is the partition $\left\{D_{1}, D_{2}, \ldots, D_{c}\right\}$, then a straightforward calculation (similar to that at the end of Section 5.4) yields

$$
\begin{aligned}
& \underline{A}(\operatorname{Fun}(S, X), \pi) \\
& =\sum_{\gamma: \gamma \in \mathfrak{G}_{c}} P\left(\underline{x}\left(D_{\gamma(1)}\right) P \underline{x}\left(D_{\gamma(2)}\right) \cdots P\left(\underline{x}\left(D_{\gamma(c-1)}\right) P\left(\underline{x}\left(D_{\gamma(c)}\right)\right)\right)\right),
\end{aligned}
$$

the sum ranging over all permutations $\gamma$ of $\{1,2, \ldots, c\}$. Another calculation yields

$$
\underline{B}(\operatorname{Fun}(S, X), \pi)=P\left(\underline{x}\left(D_{1}\right)\right) P\left(\underline{x}\left(D_{2}\right)\right) \cdots P\left(\underline{x}\left(D_{c}\right)\right) .
$$

We conclude that $\underline{A}(\operatorname{Fun}(S, X), \pi), \underline{B}(\operatorname{Fun}(S, X), \pi)$, and hence, as $\pi$ is a period, $\underline{A}(G, \operatorname{Fun}(S, X), \pi)$ and $\underline{B}(G, \operatorname{Fun}(S, X), \pi)$ are in $\left(\mathcal{S}_{n}, P\right)$.

If $\pi$ is the partition $\left\{D_{1}, D_{2}, \ldots, D_{c}\right\}$ of $\{1,2, \ldots, n\}$ and $x_{1}, x_{2}, \ldots, x_{n}$ are elements in a Baxter algebra $(\mathcal{B}, P)$ with nonzero parameter $\vartheta$, let

$$
\begin{aligned}
& A\left(\pi, P ; x_{1}, x_{2}, \ldots, x_{n}\right) \\
& \left.\quad=\sum_{\gamma: \gamma \in \mathfrak{S}_{c}}(-\vartheta)^{n-c} P\left(x\left(D_{\gamma(1)}\right) P\left(x\left(D_{\gamma(2)}\right) \cdots P\left(x\left(D_{\gamma(c)}\right)\right)\right)\right)\right)
\end{aligned}
$$

and

$$
\left.B\left(\pi, P ; x_{1}, x_{2}, \ldots, x_{n}\right)=(-\vartheta)^{n-c} P\left(x\left(D_{1}\right)\right) P\left(x\left(D_{2}\right)\right)\right) \cdots P\left(x\left(D_{c}\right)\right),
$$

where $x_{D}=\prod_{d: d \in D} x_{d}$.
5.6.3. Theorem. Let $G$ be a permutation group acting on a finite set $S$ and $\pi$ be a partition in the lattice $\mathcal{P}(G, S)$ of periods. Then in a Baxter algebra with
nonzero parameter $\vartheta$,

$$
\begin{aligned}
& \quad \sum_{\tau: \operatorname{ccl}(\tau)=\pi \text { in } \Pi(S)} A\left(\tau, P ; x_{1}, x_{2}, \ldots, x_{n}\right) \\
& =\sum_{\sigma: \sigma \geq \pi} \mu_{\mathcal{P}(G, S)}(\pi, \sigma) B\left(\pi, P ; x_{1}, x_{2}, \ldots, x_{n}\right) .
\end{aligned}
$$

Proof. By Lemma 5.3.1, the identity holds in the standard algebra. By the universal property, these identities hold in all Baxter algebras with parameter -1 and after renormalization, in all Baxter algebras with nonzero parameter.

We note the following special case when $G$ is the symmetric group $\mathfrak{S}_{n}$ acting on $\{1,2, \ldots, n\}$ and $\pi$ is the minimum partition $\hat{0}$.
5.6.4. Corollary. In a Baxter algebra with nonzero parameter $\vartheta$,

$$
\begin{aligned}
& \sum_{\gamma: \gamma \in \mathfrak{S}_{n}} P\left(x_{\gamma(1)}\left(P x_{\gamma(2)} \cdots P\left(x_{\gamma(n)}\right)\right)\right) \\
& =\sum_{\left\{D_{1}, D_{2}, \ldots, D_{c}\right\}} \vartheta^{n-c} \prod_{j=1}^{c}\left(\left|D_{i}\right|-1\right)!P\left(x\left(D_{i}\right)\right), \\
& =\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} \vartheta^{n-c} \prod_{D: D \in \operatorname{cycle}(\gamma)} P(x(D)),
\end{aligned}
$$

where the second sum ranges over all partitions $\left\{D_{1}, D_{2}, \ldots, D_{c}\right\}$ of $\{1,2, \ldots, n\}$ and for a permutation $\gamma, \operatorname{cycle}(\gamma)$ is the partition given by the cycle decomposition of $\gamma$.

Proof. The lattice of periods of $\mathfrak{S}_{n}$ acting on $\{1,2, \ldots, n\}$ is the lattice of partitions $\Pi_{n}$. By Theorem 5.2.1,

$$
\mu\left(\hat{0},\left\{D_{1}, D_{2}, \ldots, D_{c}\right\}\right)=(-1)^{n-c} \prod_{i=1}^{c}\left(\left|D_{i}\right|-1\right)!.
$$

This proves the first equality. The second equality follows by observing that the number of permutations $\gamma$ such that $\operatorname{cycle}(\gamma)=\left\{D_{1}, D_{2}, \ldots, D_{c}\right\}$ equals $\prod_{i=1}^{c}\left(\left|D_{i}\right|-1\right)!$.

Theorem 5.6 .3 was motivated by an identity of Spitzer and Bohnenblust. ${ }^{20}$ To describe this identity, we need another Baxter algebra. Let $\mathcal{M}$ be the $\mathbb{R}$ algebra of functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with finite support (that is, $f(x)=0$ except

[^132]for a finite set of real numbers), with convolution
$$
f g(x)=\sum_{y: y \in \mathbb{R}} f(y) g(x-y)=\sum_{y, z: y+z=x} f(y) g(z)
$$
as the product. If $x$ is a real number, let
$$
x^{+}=\frac{|x|+x}{2}=\max \{0, x\}
$$

Let $P: \mathcal{M} \rightarrow \mathcal{M}$ be the linear operator

$$
P f(x)=\sum_{y: y^{+}=x} f(y)
$$

Put another way, $\operatorname{Pf}(x)=f(x)$ if $x$ is positive and $\operatorname{Pf}(0)=\sum_{y: y \leq 0} f(y)$.
5.6.5. Lemma. The operator $P: \mathcal{M} \rightarrow \mathcal{M}$ is a Baxter operator with parameter 1.

Proof. Observe that

$$
\begin{array}{r}
P(f P g+g P f)(x)=\sum_{y, z:\left(y^{+}+z\right)^{+}=x \text { or }\left(y+z^{+}\right)^{+}=x} f(y) g(z) \\
(P(f g)+(P g)(P f))(x)=\sum_{y, z:(y+z)^{+}=x \text { or } y^{+}+z^{+}=x} f(y) g(z) .
\end{array}
$$

Thus, Baxter's identity follows if for every pair $y, z$ of real numbers, the two multisets

$$
\left\{\left(y^{+}+z\right)^{+},\left(y+z^{+}\right)^{+}\right\}
$$

and

$$
\left\{(y+z)^{+}, y^{+}+z^{+}\right\}
$$

are equal. This can be easily seen by considering the possible cases.
Let $\underline{x}$ be the sequence $x_{1}, x_{2}, \ldots, x_{n}$ of real numbers. Let $S(\underline{x})$ and $T(\underline{x})$ be the multisets defined by

$$
\begin{aligned}
& S(\underline{x})=\left\{\left(\left(\left(\left(x_{\gamma(n)}^{+}+x_{\gamma(n-1)}\right)^{+}+\cdots\right)^{+}+x_{\gamma(2)}\right)^{+}+x_{\gamma(1)}\right)^{+}: \gamma \in \mathfrak{S}_{n}\right\}, \\
& T(\underline{x})=\left\{\sum_{D: D \in \operatorname{cycle}(\gamma)}\left(\sum_{i: i \in D} x_{i}\right)^{+}: \gamma \in \mathfrak{S}_{n}\right\} .
\end{aligned}
$$

Let $h_{i}: \mathbb{R} \rightarrow \mathbb{R}$ be the functions defined by $h_{i}(y)=1$ if $y=x_{i}$ and 0 otherwise. Then the value of the function

$$
\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} P\left(h_{\gamma(1)}\left(P h_{\gamma(2)} \cdots P\left(h_{\gamma(n-1)} P\left(h_{\gamma(n)}\right)\right)\right)\right)
$$

at the real number $x$ is the multiplicity of $x$ in the multiset $S(\underline{x})$. Similarly, the value of

$$
\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} \prod_{D: D \in \operatorname{cycle}(\gamma)} P(h(D))
$$

at $x$ is the multiplicity of $x$ in $T(\underline{x})$. Theorem 5.6.6 implies the following result.
5.6.7. The Bohnenblust-Spitzer identity. If $\underline{x}$ is a length- $n$ sequence of real numbers, then the two multisets $S(\underline{x})$ and $T(\underline{x})$ are equal.

## Exercises

5.6.1. $q$-Integration.

Let $q$ be another parameter, $\mathcal{A}$ be an algebra of functions in the variable $x$, and $E: \mathcal{A} \rightarrow \mathcal{A}$ be the endomorphism defined by

$$
E f(x)=f(q x)
$$

Then the operator $P=\sum_{i=1}^{\infty} E^{i}$, acting on functions by

$$
(P f)(x)=f(q x)+f\left(q^{2} x\right)+f\left(q^{3} x\right)+\cdots
$$

is a Baxter operator with parameter -1 called the $q$-integral.
(a) Use Theorem 5.6.1 to obtain a proof of Euler's identity

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n} t^{n} q^{n(n+1) / 2}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{n}\right)}=\prod_{k=1}^{\infty}\left(1+q^{k} t\right)
$$

(b) (Research problem) Is there a unified theory of hypergeometric and $q$-hypergeometric functions based on Baxter operators?

### 5.6.2. Spitzer's formula ${ }^{21}$

Let $\mathcal{A}$ be the Banach algebra of functions $\varphi(t)$ of the form

$$
\varphi(t)=\int_{-\infty}^{\infty} e^{i t x} d F(x)
$$

where $F$ is a function of bounded variation such that $\lim _{x \rightarrow \infty} F(x)$ exists. Let

$$
P \varphi(t)=\int_{0}^{\infty} e^{i t x} d F(x)+F(0)-\lim _{x \rightarrow \infty} F(x)
$$

(a) Show that $P$ is a Baxter operator with parameter 1 .

[^133]Note that if $X$ is a random variable and $\varphi(t)$ the characteristic function of $X$, then $P \varphi(t)$ is the characteristic function of $\max \{0, X\}$. Let $X_{1}, X_{2}, X_{3}, \ldots$ be a sequence of independent identically distributed random variables, $S_{n}=$ $X_{1}+X_{2}+\cdots+X_{n}$,

$$
M_{n}=\max \left\{0, S_{1}, S_{2}, \ldots, S_{n}\right\}
$$

$F_{n}(x)$ is the probability distribution function $\operatorname{Pr}\left(M_{n} \leq x\right)$, and $H_{k}(x)$ is $\operatorname{Pr}\left(\max \left(0, S_{k}\right)\right)$
(b) Prove Spitzer's formula:

$$
\sum_{n=0}^{\infty}\left(\int_{0}^{\infty} e^{i t x} d F_{n}(x)\right) \lambda^{n}=\exp \left(\sum_{k=1}^{\infty}\left(H_{k}(0)+\int_{0}^{\infty} e^{i t x} d H_{k}(x)\right) \frac{\lambda^{k}}{k}\right)
$$

5.6.3. Prove the combinatorial version of Spitzer's identity in Exercise 5.6.2: the multisets $T(\underline{x})$ and

$$
\left\{\max _{k: 1 \leq k \leq n}\left(\sum_{i=1}^{k} x_{\gamma(i)}\right)^{+}: \gamma \in \mathfrak{S}_{n}\right\}
$$

are equal.
5.6.4. If $\underline{x}$ is the sequence $x_{1}, x_{2}, \ldots, x_{n}$ of real numbers or points in $\mathbb{R}^{n}$, let $s_{0}(\underline{x})=0$ and $s_{k}(\underline{x})=x_{1}+x_{2}+\cdots+x_{k}$. If $\gamma \in \mathfrak{S}_{n}$, then $\gamma(\underline{x})$ is the sequence $x_{\gamma(1)}, x_{\gamma(2)}, \ldots, x_{\gamma(n)} .{ }^{22}$
(a) Prove Kac's identity:

$$
\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} \max _{k: 0 \leq k \leq n}\left\{s_{k}(\gamma(\underline{x}))\right\}=\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} x_{\gamma(1)} N(\gamma(\underline{x})),
$$

where $N(\gamma(\underline{x}))$ is the number of positive terms in the sequence $s_{1}(\gamma(\underline{x}))$, $s_{2}(\gamma(\underline{x})), \ldots, s_{n}(\gamma(\underline{x}))$.
(b) Prove that

$$
\sum_{\gamma: \gamma \in \mathfrak{S}_{n}}\left(\max _{k: 0 \leq k \leq n}\left\{s_{k}(\gamma(\underline{x}))\right\}-\min _{k: 0 \leq k \leq n}\left\{s_{k}(\gamma(\underline{x}))\right\}\right)=\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} \sum_{k=1}^{n} \frac{\left|s_{k}(\gamma(\underline{x}))\right|}{k} .
$$

(c) Let $\underline{u}$ be the sequence $u_{1}, u_{2}, \ldots, u_{n}$ of points in $\mathbb{R}^{2}$ and $L(\sigma(\underline{u}))$ be the length of the (piecewise linear) boundary of the convex hull of the points

[^134]$0, s_{1}(\sigma(\underline{u})), s_{2}(\sigma(\underline{u})), \ldots, s_{n}(\sigma(\underline{u}))$. Show that
$$
\sum_{\sigma: \sigma \in \mathfrak{S}_{n}} L(\sigma(\underline{u}))=2 \sum_{\sigma: \sigma \in \mathfrak{S}_{n}}\left(\sum_{k=1}^{n} \frac{1}{k}\left\|s_{k}(\sigma)\right\|\right) .
$$
(If $u$ is the vector $(x, y)$, then $\|u\|=\sqrt{x^{2}+y^{2}}$.)

### 5.7 Symmetric Functions Over Finite Fields

In this section, we find the algebraic dependencies among elementary symmetric polynomials, regarded as functions over a finite field of prime order. ${ }^{23}$

A polynomial $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with coefficients in a field $\mathbb{F}$ defines a function from $\mathbb{F}^{n}$ to $\mathbb{F}$ by evaluating a point $\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ in $\mathbb{F}^{n}$ to obtain the function value $f\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. If the field $\mathbb{F}$ is infinite (of any characteristic), then distinct polynomials define distinct functions. This is not hard to show from first principles. It also follows from the fact that the set of zeros of a nonzero polynomial has dimension strictly smaller than $n$. Hermann Weyl named this fact "the principle of the irrelevance of algebraic dependencies." In particular, in many cases, one may ignore polynomial conditions when giving a proof. However, when the field is finite, two distinct polynomials may define the same function.

Let $\operatorname{GF}(q)$ be the finite field of order $q$, where $q$ is a power of a prime $p$. We first show that all functions are polynomial functions.
5.7.1. Lemma. Let $f: \mathrm{GF}(q)^{n} \rightarrow \mathrm{GF}(q)$ be a function. Then there exists a polynomial $\hat{f}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with coefficients in $\operatorname{GF}(q)$ so that $f$ equals the function defined by evaluating the polynomial $\hat{f}$.

There are many ways to prove Lemma 5.7.1. Since the domain $\operatorname{GF}(q)^{n}$ is finite, one way is to use the standard proof of the Lagrange interpolation formula. If $\underline{b}$ is the $n$-tuple $\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ in $\mathrm{GF}(q)^{n}$, let

$$
\begin{aligned}
\ell_{\underline{b}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)= & \left(\prod_{a_{1}: a_{1} \neq b_{1}} \frac{x_{1}-a_{1}}{b_{1}-a_{1}}\right)\left(\prod_{a_{2}: a_{2} \neq b_{2}} \frac{x_{2}-a_{2}}{b_{2}-a_{2}}\right) \\
& \ldots\left(\prod_{a_{n}: a_{n} \neq b_{n}} \frac{x_{n}-a_{n}}{b_{n}-a_{n}}\right) .
\end{aligned}
$$

[^135]Then $\ell_{\underline{b}}$ behaves as a "delta" function: it equals 0 if $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \neq$ $\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ and 1 otherwise. In particular, for a function $f: \operatorname{GF}(q)^{n} \rightarrow$ $\mathrm{GF}(q)$,

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{\underline{b}: \underline{b} \in \operatorname{GF}(q)^{n}} f(\underline{b}) \ell_{\underline{b}}\left(x_{1}, x_{2}, \ldots, x_{n}\right) .
$$

Another polynomial expression for the function $\ell_{\underline{b}}$ can be obtained using Fermat's little theorem: that $x^{q-1}=1$ if and only if $x \neq 0$. Thus,

$$
\ell_{\underline{b}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\prod_{i=1}^{n}\left(1-\left(x_{i}-b_{i}\right)^{q-1}\right) .
$$

The two polynomial expressions for $\ell_{\underline{\underline{b}}}$ look quite different. The next lemma shows that they can be transformed into one another by algebraic relations implied by $x_{i}^{q}=x_{i}$. Let $\mathcal{F}$ be the set of functions $\mathrm{GF}(q)^{n} \rightarrow \mathrm{GF}(q)$. This forms a $\mathrm{GF}(q)$-algebra with multiplication given by $f \cdot g(x)=f(x) g(x)$.
5.7.2 Lemma. The algebra $\mathcal{F}$ is isomorphic to the quotient

$$
\mathrm{GF}(q)\left[x_{1}, x_{2}, \ldots, x_{n}\right] /\left(x_{1}^{p}-x_{1}, x_{2}^{q}-x_{2}, \ldots, x_{n}^{q}-x_{n}\right) .
$$

Proof. By Lemma 5.7.1, the evaluation $\epsilon$ defines a surjective $\mathrm{GF}(q)$-algebra homomorphism from $\operatorname{GF}(q)\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ to $\mathcal{F}$. By Fermat's little theorem, $b^{q}=b$ for every element $b$ in $\operatorname{GF}(q)$. Thus, the polynomials $x_{i}^{q}-x_{i}$ define the zero function and are in the kernel of $\epsilon$. Hence, $\epsilon$ defines a surjective homomorphism from the quotient $\operatorname{GF}(q)\left[x_{1}, x_{2}, \ldots, x_{n}\right] / I$ to $\mathcal{F}$, where $I$ is the ideal generated by $x_{1}^{q}-x_{1}, x_{2}^{q}-x_{2}, \ldots, x_{n}^{q}-x_{n}$. The relations $x_{i}^{q}=x_{i}$ allow us to reduce any monomial modulo $I$ to a monomial of the form $x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{n}^{a_{n}}$, where $0 \leq a_{i} \leq q-1$. In particular, these monomials span $\operatorname{GF}(q)\left[x_{1}, x_{2}, \ldots, x_{n}\right] / I$, implying that the quotient is finite and has size at most $q^{\left(q^{n}\right)}$. On the other hand, $|\mathcal{F}|=q^{\left(q^{n}\right)}$. Since $\epsilon$ is a surjective $\operatorname{GF}(q)$-algebra homomorphism, we conclude that $\mathrm{GF}(q)\left[x_{1}, x_{2}, \ldots, x_{n}\right] / I$ and $\mathcal{F}$ are isomorphic.

In the remainder of this section, we work over the finite field $\operatorname{GF}(p)$ of integers modulo a prime $p$. Let $e$ be an element in the field $\operatorname{GF}(p)$ and $\alpha_{e}: \operatorname{GF}(p)^{n} \rightarrow$ $\{0,1,2, \ldots\}$ be the function defined by

$$
\alpha_{e}\left(b_{1}, b_{2}, \ldots, b_{n}\right)=\left|\left\{j: b_{j}=e\right\}\right| ;
$$

that is, $\alpha_{i}(\underline{b})$ is the number of occurrences of $e$ in the $n$-tuple $\underline{b}$. Note that $\alpha_{0}(\underline{b})+\alpha_{1}(\underline{b})+\cdots+\alpha_{p-1}(\underline{b})=n$, and so $\alpha_{0}(\underline{b})$ is deducible from the other values $\alpha_{e}(\underline{b})$.

The functions $\alpha_{e}$ are integer-valued symmetric functions. If $f: \mathrm{GF}(p)^{n} \rightarrow$ $\mathrm{GF}(p)$ is a symmetric function, then the value of $f$ on an $n$-tuple $\underline{b}$ depends only on the $(p-1)$-tuple $\left(\alpha_{1}(\underline{b}), \alpha_{2}(\underline{b}), \ldots, \alpha_{p-1}(\underline{b})\right)$ of nonnegative integers. For example,

$$
a_{2}(\underline{b})=\sum_{e: e \in \operatorname{GF}(p)^{\times}}\binom{\alpha_{e}(\underline{b})}{2} e^{2}+\sum_{d, e: d \neq e, d, e \in \operatorname{GF}(p)^{\times}} \alpha_{d}(\underline{b}) \alpha_{e}(\underline{b}) d e
$$

where $\mathrm{GF}(p)^{\times}=\mathrm{GF}(p) \backslash\{0\}$.
5.7.3. Lemma. There is a bijection between the set of ( $p-1$ )-tuples $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p-1}\right)$ of integers satisfying $0 \leq \alpha_{e} \leq p-1$ and the set of $(p-1)$ tuples $\left(c_{1}, c_{2}, \ldots, c_{p-1}\right)$ of integers modulo $p$ so that

$$
\begin{align*}
& \prod_{e=1}^{p-1}(1+e X)^{\alpha_{e}}=1+c_{1} X+c_{2} X^{2}+\cdots+c_{p-1} X^{p-1}+c_{p} X^{p}+\cdots \\
& \quad+c_{(p-1)^{2}} X^{(p-1)^{2}} \tag{P}
\end{align*}
$$

as a polynomial in the indeterminate $X$ over $\operatorname{GF}(p)$. If $\alpha_{e}$ is regarded as an integer modulo $p$, then this bijection expresses $\alpha_{e}$ as a polynomial in $c_{1}, c_{2}, \ldots, c_{p-1}$. In addition, if $p \leq m \leq(p-1)^{2}$, then the coefficient $c_{m}$ in Equation $(\mathrm{P})$ is determined by the $n$-tuple $\left(c_{1}, c_{2}, \ldots, c_{p-1}\right)$. Specifically, there is a polynomial $R_{m}$ such that

$$
\begin{equation*}
c_{m}=R_{m}\left(c_{1}, c_{2}, \ldots, c_{p-1}\right) \tag{R}
\end{equation*}
$$

Proof. Expanding the product on the left, all the coefficients $c_{m}$ (and hence the first $p-1$ of them) are determined by $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p-1}\right)$. We will think of the coefficients as functions $c_{m}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p-1}\right)$. The functions $c_{m}$ are elementary symmetric functions, but with a different (and restricted) domain.

Next we will show that $\left(c_{1}, c_{2}, \ldots, c_{p-1}\right)$ determines $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p-1}\right)$. We use Newton's identities (5.2.8). When $1 \leq m \leq p-1$, these identities express the power-sum symmetric functions $s_{m}$ as polynomials with integer coefficients in the elementary symmetric functions. These expressions remain valid when reduced modulo $p$ and applied to $s_{m}$ and the coefficients $c_{m}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p-1}\right)$. Since

$$
s_{m}=\sum_{e=1}^{p-1} \alpha_{e} e^{m}
$$

we have

$$
\begin{aligned}
s_{1} & =\sum_{e=1}^{p-1} \alpha_{e} e=Q_{1}\left(c_{1}\right), \\
& \vdots \\
s_{m} & =\sum_{e=1}^{p-1} \alpha_{e} e^{m}=Q_{m}\left(c_{1}, c_{2}, \ldots, c_{m}\right), \\
& \vdots \\
s_{p-1} & =\sum_{e=1}^{p-1} \alpha_{e} e^{p-1}=Q_{p-1}\left(c_{1}, c_{2}, \ldots, c_{p-1}\right),
\end{aligned}
$$

where $Q_{m}\left(c_{1}, c_{2}, \ldots, c_{m}\right)$ is a polynomial in $c_{1}, c_{2}, \ldots, c_{m}$. These equations form a system of $p-1$ linear equations in the "unknowns" $\alpha_{e}$ over the field $\operatorname{GF}(p)$. The determinant of the coefficients on the left side is a van der Monde determinant. Hence, we can solve the system to obtain the integers $\alpha_{e}$ modulo $p$ as polynomials in the coefficients $c_{1}, c_{2}, \ldots, c_{p-1}$. Since we are assuming that $0 \leq \alpha_{e} \leq p-1$, the value of $\alpha_{e}$ modulo $p$ determines $\alpha_{e}$ as an integer. As we observed at the beginning, ( $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p-1}$ ) determines all the coefficients $c_{m}$ on the right. Hence, since $\left(c_{1}, c_{2}, \ldots, c_{p-1}\right)$ determines $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p-1}\right)$, the coefficient $c_{m}$ is a function of $\left(c_{1}, c_{2}, \ldots, c_{p-1}\right)$. By Lemma 5.7.1, there is a polynomial $R_{m}$ such that Equation (R) holds.

Let $L_{p}$ be the set of positive integers of the form $t p^{s}$, where $s$ and $t$ are integers such that $s \geq 0$ and $1 \leq t \leq p-1$; explicitly,

$$
L_{p}=\left\{1,2, \ldots, p-1, p, 2 p, \ldots,(p-1) p, p^{2}, 2 p^{2}, \ldots,(p-1) p^{2}, \ldots\right\}
$$

5.7.4. Theorem. Every symmetric function $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ over $\operatorname{GF}(p)$ can be expressed as a polynomial in the elementary symmetric functions $a_{m}$, where $m \in L_{p}$.

Proof. By the first fundamental theorem (5.2.6), it suffices to show that every elementary symmetric function $a_{m}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be expressed as a polynomial in $a_{j}\left(x_{1}, x_{2}, \ldots, x_{n}\right), j \in L_{p}$.

Let $\underline{b} \in \operatorname{GF}(p)^{n}$. Expand each function $\alpha_{e}(\underline{b})$ in base $p$ and let $\alpha_{e, k}(\underline{b})$ be the $k$ th $p$-ary digit, so that

$$
\alpha_{e}(\underline{b})=\alpha_{e, 0}(\underline{b})+\alpha_{e, 1}(\underline{b}) p+\alpha_{e, 2}(\underline{b}) p^{2}+\cdots,
$$

with $0 \leq \alpha_{e, k}(\underline{b}) \leq p-1$. Then for all $\underline{b} \in \operatorname{GF}(p)$,

$$
\begin{aligned}
& 1+a_{1}(\underline{b}) X+a_{2}(\underline{b}) X^{2}+\cdots+a_{m}(\underline{b}) X^{m}+\cdots \\
= & \prod_{\substack{p=1}}^{p-1}(1+e X)^{\alpha_{e}(\underline{b})} \\
= & \prod_{e=1}^{p-1}(1+e X)^{\alpha_{e, 0}(\underline{b})} \prod_{e=1}^{p-1}(1+e X)^{\alpha_{e, 1}(\underline{b}) p} \prod_{e=1}^{p-1}(1+e X)^{\alpha_{e, 2}(\underline{b}) p^{2}} \cdots,
\end{aligned}
$$

where $a_{m}$ are elementary symmetric functions. By the binomial theorem modulo $p$ and Fermat's little theorem,

$$
\prod_{e=1}^{p-1}(1+e X)^{\alpha_{e, i}(b) p^{i}}=\prod_{e=1}^{p-1}\left(1+e X^{p^{i}}\right)^{\alpha_{e, i}(b)} .
$$

The product on the right has the form given in Equation ( P ) in Lemma 5.7.2, with $Y=X^{p^{i}}$. Hence, we have

$$
\begin{aligned}
\prod_{e=1}^{p-1}\left(1+e X^{p^{i}}\right)^{\alpha_{e, i}(\underline{b})}= & 1+c_{1}^{(i)} X^{p^{i}}+c_{2}^{(i)} X^{2 p^{i}}+\cdots+c_{p-1}^{(i)} X^{(p-1) p^{i}} \\
& +c_{p}^{(i)} X^{p p^{i}}+c_{p+1}^{(i)} X^{(p+1) p^{i}}+\cdots+c_{(p-1)^{2}}^{(i)} X^{(p-1)^{2} p^{i}}
\end{aligned}
$$

If we define $c_{0}^{(i)}(\underline{b})$ to be the constant function 1 , then

$$
\begin{equation*}
a_{m}(\underline{b})=\sum_{\left(d_{1}, d_{2}, \ldots, d_{r}\right)} c_{d_{0}}^{(0)}\left(\alpha_{e, 0}(\underline{b})\right) c_{d_{1}}^{(1)}\left(\alpha_{e, 1}(\underline{b})\right) \cdots c_{d_{r}}^{(r)}\left(\alpha_{e, r}(\underline{b})\right), \tag{C}
\end{equation*}
$$

the sum ranging over all sequences $\left(d_{0}, d_{2}, \ldots, d_{r}\right)$ such that $d_{r} \neq 0,0 \leq d_{i} \leq$ $(p-1)^{2}$, and

$$
d_{0}+d_{1} p+d_{2} p^{2}+\cdots+d_{r} p^{r}=m
$$

If $p \leq m \leq(p-1)^{2}$, then by Lemma 5.7.3,

$$
\begin{equation*}
c_{m}^{(i)}=R_{m}\left(c_{1}^{(i)}, c_{2}^{(i)}, \ldots, c_{p-1}^{(i)}\right) \tag{1}
\end{equation*}
$$

Further, when $m=t p^{s}, 1 \leq t \leq p-1$, then one of the summands in Equation (C) is $c_{t}^{(i)}$. Thus, we can rewrite Equation (C) in the form

$$
\begin{equation*}
c_{t}^{(i)}=a_{t p^{s}}-\sum c_{d_{0}}^{(0)} c_{d_{1}}^{(1)} \cdots c_{d_{r}}^{(r)} \tag{2}
\end{equation*}
$$

the sum now ranging over all sequences $\left(d_{1}, d_{2}, \ldots, d_{r}\right)$ satisfying the three earlier conditions and the new condition, either $r<s$, or if $r=s, d_{r}<t$.

We can now apply Equations (1) and (2) repeatedly to write any elementary symmetric function $a_{m}$ as a polynomial in $a_{t p^{i}}, t p^{i} \in L_{p}$.

The next theorem is the analog of the second fundamental theorem.
5.7.5. Theorem. Let $k$ be a positive integer and $X_{s}$ be a set of variables indexed by integers $s$ in $L_{p} \cap\{1,2, \ldots, k\}$. Suppose the number $n$ of variables is at least $p^{k}$. Then there is no polynomial $P\left(X_{s}\right)$ which is not the zero function in the variables $X_{s}$ such that the polynomial $P\left(a_{s}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right)$ in the variables $x_{1}, x_{2}, \ldots, x_{n}$ is the zero function.

Proof. It suffices to show that when $n \geq p^{k}$, the set $\left\{\left(a_{s}(\underline{b})\right)_{s \in L_{p} \cap\{1,2, \ldots, n\}}: \underline{b} \in\right.$ $\left.\operatorname{GF}(p)^{n}\right\}$ is the set of all vectors of dimension $\left|L_{p} \cap\{1,2, \ldots, n\}\right|$. As in the proof of Theorem 5.7.3, we have

$$
\begin{aligned}
1+ & a_{1} X+a_{2} X^{2}+\cdots+a_{s} X^{s}+\cdots \\
= & \prod_{i=0}^{\infty}\left(1+c_{1}^{(i)} X^{p^{i}}+c_{2}^{(i)} X^{2 p^{i}}+\cdots+c_{p-1}^{(i)} X^{(p-1) p^{i}}+c_{p}^{(i)} X^{p p^{i}}+\cdots\right. \\
& \left.+c_{(p-1)^{2}}^{(i)} X^{(p-1)^{2} p^{i}}\right)
\end{aligned}
$$

On equating coefficients, $a_{1}=c_{1}^{(0)}, a_{2}=c_{2}^{(0)}, \ldots, a_{p-1}=c_{p-1}^{(0)}$,

$$
\begin{aligned}
a_{p} & =c_{p}^{(1)}+c_{p}^{(0)}, a_{2 p}=c_{2}^{(1)}+c_{p}^{(0)} c_{p}^{(1)}+c_{2 p}^{(0)}, \\
a_{3 p} & =c_{3}^{(1)}+c_{p}^{(0)} c_{2}^{(1)}+c_{2 p}^{(0)} c_{1}^{(1)}+c_{3 p}^{(0)}, \ldots
\end{aligned}
$$

In general,

$$
a_{t p^{i}}=c_{t}^{(i)}+c_{t-1}^{(i)} c_{p}^{(i-1)}+\cdots+c_{1}^{(i)} c_{(t-1) p}^{(i-1)}+\text { other terms },
$$

where the other terms involve $c_{k}^{(j)}$, where $j<i$.
Now suppose that a specific vector $\left(A_{s}\right)_{s \in L_{p} \cap\{1,2, \ldots, n\}}$ is given. Then, we can use Lemma 5.7.3 to find nonnegative integers $\left(\alpha_{e, 0}\right)$ so that

$$
a_{1}=c_{1}^{(0)}=A_{1}, a_{2}=c_{2}^{(0)}=A_{2}, \ldots, a_{p-1}=c_{p-1}^{(0)}=A_{p-1}
$$

Next, we substitute $c_{j}^{(0)}=A_{j}$ and $a_{s}=A_{s}$ into the equations for $a_{p}, a_{2 p}$, $\ldots, a_{(p-1) p}$, obtaining $p-1$ equations of the form

$$
c_{j}^{(1)}=C_{j}, \quad j=p, 2 p, \ldots,(p-1) p .
$$

Using Lemma 5.7.1, we can determine nonnegative integers $\alpha_{e, 1}$ so that $c_{j}^{(1)}=C_{j}$, and hence, $a_{j}=A_{j}$ for $j=p, 2 p, \ldots,(p-1) p$. Continuing, we obtain nonnegative integers $\alpha_{e, 0}, \alpha_{e, 1}, \ldots, \alpha_{e, m-1}$, so that $a_{s}=A_{s}, s \in$ $L_{p} \cap\{1,2, \ldots, m\}$. The specified vector $\left(A_{s}\right)$ can now be obtained as the vector $\left(a_{s}(\underline{b})\right)$, where $\underline{b}$ is a vector $\mathrm{GF}(p)^{n}$ satisfying $\alpha_{e}(\underline{b})=\alpha_{e, 0}+\alpha_{e, 1} p+\alpha_{e, 2} p^{2}$ $+\cdots$.

The simplest case of the theory discussed in this section is when $p=2$. In this case, there is only one nonzero element 1 and we write $\alpha_{i}$ instead of $\alpha_{1, i}(\underline{b})$. Since $(1+X)^{\alpha_{i}}=1+\alpha_{i} X$, we have

$$
\prod_{i=1}^{\infty}\left(1+X^{2^{i}}\right)^{\alpha_{i}}=\prod_{i=1}^{\infty}\left(1+\alpha_{i} X^{2^{i}}\right)=\sum_{m=0}^{\infty} \alpha_{k_{1}} \alpha_{k_{2}} \cdots \alpha_{k_{r}} X^{m}
$$

where $m=2^{k_{1}}+2^{k_{2}}+\cdots+2^{k_{r}}$ is the base-2 expansion of $m$. In this case, the elementary symmetric functions $a_{i}$ are directly related to the functions $\alpha_{i}$, and we do not need to go through the functions $c_{i}$. Hence, we conclude that $L_{2}=\left\{2^{j}: 0 \leq j<\infty\right\}$ and $a_{m}=a_{k_{1}} a_{k_{2}} \cdots a_{k_{r}}$.

## Exercises

5.7.1. (a) Prove Lucas' theorem:

$$
\binom{n}{m}=\binom{n_{0}}{m_{0}}\binom{n_{1}}{m_{1}}\binom{n_{2}}{m_{2}} \cdots \bmod p
$$

where $n=n_{0}+n_{1} p+n_{2} p^{2}+\cdots$ and $m=m_{0}+m_{1} p+m_{2} p^{2}+\cdots$ are the base- $p$ expansions of $n$ and $m$.
(b) Prove the case $p=2$ of Theorem 5.7.4 using Lucas's theorem.
5.7.2. Work out explicitly the case $p=3$ of Theorem 5.7.3.
5.7.3. Asymptotic distributions of elementary symmetric functions mod p. ${ }^{24}$

Let $P_{n}(m, e)$ be the number of $n$-tuples $\underline{b}$ in $\mathrm{GF}(p)^{n}$ such that $a_{m}(\underline{b})=e$.
(a) Show that $\lim _{n \rightarrow \infty} P_{n}(m, e)$ exists for all $m$ and $e$.

Let $P(m, e)=\lim _{n \rightarrow \infty} P_{n}(m, e)$.
(b) Show that

$$
\left(1-\frac{1}{p}\right)^{h} \leq 1-P(m, 0) \leq\left(1-\frac{1}{p^{2(p-1)}}\right)^{\lfloor(h+1) / 2\rfloor}
$$

where $h$ is the number of nonzero digits in the base- $p$ expansion of $m$. Using this, show that $\limsup _{n \rightarrow \infty} P(m, 0)=1$.
5.7.4. (Research problem) Extend Theorems 5.7.4 and 5.7.5 to arbitrary finite fields.
${ }^{24}$ Aberth (1964) and Fine (1950).
5.7.5. Let $\mathrm{GF}(q)$ be a finite field of order $q$ and $m$ be a positive integer. Then

$$
\sum_{e: e \in \operatorname{GF}(q)} e^{m}=\left\{\begin{array}{cc}
0 & \text { if } 1 \leq m<q-1 \\
-1 & \text { if } m=q-1
\end{array}\right.
$$

5.7.6. Permutation polynomials. ${ }^{25}$

Let $\mathrm{GF}(q)$ be a finite field of order $q$, where $q=p^{a}$. By Lemmas 5.7.1 and 5.7.2, a function $\mathrm{GF}(q) \rightarrow \mathrm{GF}(q), X \mapsto f(X)$ can be written as a polynomial $f(X)$ of degree at most $q-1$. A permutation polynomial is a polynomial of degree at most $q-1$ representing a permutation on $\mathrm{GF}(q)$.
(a) Show that $X^{m}$ is a permutation polynomial if and only if $m$ and $q-1$ are relatively prime.
(b) Prove Hermite's theorem. A polynomial $f(X)$ in $\operatorname{GF}(q)[X]$ of degree at most $q-1$ is a permutation polynomial if and only if the following two conditions hold:

H1. The polynomial $f(X)$ has exactly one zero in $\mathrm{GF}(q)$.
H2. If $t<q-2$ and $p$ do not divide $t$, then the $t$ th power $[f(X)]^{t}$ is equivalent to a polynomial of degree at most $q-2$ modulo $X^{q}-X$.
(c) Let $f(X)$ be a polynomial of degree strictly less than $m$ in $\operatorname{GF}\left(p^{a m}\right)[X]$ and

$$
\bar{f}(X)=f\left(X^{p^{a}}\right)
$$

Show that the polynomial $\bar{f}(X)$ is a permutation polynomial if and only if 0 is the only zero of $\bar{f}(X)$ in $\operatorname{GF}\left(p^{a m}\right)$.
(d) The polynomial

$$
f(X)=\sum_{i=0}^{m-1} A_{m-i} X^{p^{a i}}
$$

is a permutation polynomial in $\mathrm{GF}\left(p^{a m}\right)$ if and only if the determinant

$$
\left|\begin{array}{ccccc}
A_{1} & A_{2} & \ldots & A_{m-1} & A_{m} \\
A_{2}^{p^{a}} & A_{3}^{p^{a}} & \ldots & A_{m}^{p^{a}} & A_{1}^{p^{a}} \\
\vdots & \vdots & \ddots & & \vdots \\
A_{m}^{p^{a(m-1)}} & A_{1}^{p^{a(m-1)}} & \ldots & A_{m-2}^{p^{a(m-1)}} & A_{m-1}^{p^{a(m-1)}}
\end{array}\right|
$$

is nonzero.

[^136]
### 5.7.7. The Dickson invariants. ${ }^{26}$

Let $\operatorname{GL}(n, p)$ be the general linear group of $n \times n$ nonsingular matrices with entries in $\operatorname{GF}(p)$. A polynomial $f$ in $\operatorname{GF}(p)\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ is a relative invariant of weight $s$ if for all matrices $\left(a_{i j}\right)$ in $\operatorname{GL}(n, p)$,

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left(\operatorname{det}\left(a_{i j}\right)\right)^{s} f\left(\sum_{j=1}^{n} a_{1 j} x_{j}, \sum_{j=1}^{n} a_{2 j} x_{j}, \ldots, \sum_{j=1}^{n} a_{n j} x_{j}\right) .
$$

A Dickson invariant is a relative invariant of weight 0 , that is, an absolute invariant. For an $n$-tuple $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ of nonnegative integers, let

$$
\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]=\operatorname{det}\left(x_{i}^{p^{\alpha_{j}}}\right)_{1 \leq i, j \leq n}
$$

Such determinants are called p-alternants. For example,

$$
[3,0]=\left|\begin{array}{ll}
x_{1}^{p^{3}} & x_{1} \\
x_{2}^{p^{3}} & x_{2}
\end{array}\right|=x_{1} x_{2}\left(x_{1}^{p-1}-x_{2}^{p-1}\right)\left(x_{1}^{p^{2}+p+1}+x_{1}^{p^{2}+p} x_{2}+\cdots+x_{2}^{p^{2}+p+1}\right)
$$

Let $\left(a_{i j}\right)$ be a matrix in $\operatorname{GL}(n, p)$. By the binomial theorem modulo $p$ and Fermat's little theorem,

$$
\left(\sum_{j=1}^{n} a_{i j} x_{j}\right)^{p^{\alpha}}=\sum_{j=1}^{n} a_{i j} x_{j}^{p^{\alpha}}
$$

Thus,

$$
\operatorname{det}\left(\left(\sum_{k=1}^{n} a_{i k} x_{k}\right)^{p^{\alpha_{j}}}\right)=\operatorname{det}\left(a_{i j}\right)\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]
$$

In other words, a $p$-alternant is a weight-1 relative invariant of $\mathrm{GL}(n, p)$.
(a) Let $\ell\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be a nonzero linear form and $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ be an $n$-tuple of nonnegative integers. Then $\ell$ divides $\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]$.

Two linear forms $a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}$ and $b_{1} x_{1}+b_{2} x_{2}+\cdots+b_{n} x_{n}$ are projectively equivalent if there is a non-zero element $c$ in $\operatorname{GF}(p)$ such that $a_{i}=c b_{i}$ for all $i$. There are $p-1$ linear forms in each equivalence class and $p^{n-1}+p^{n-2}+\cdots+p+1$ equivalence classes.
(b) Show that

$$
[n-1, n-2, \ldots, 2,1,0]=C \prod \ell\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

[^137]where the product ranges over linear forms, one from each equivalence class, and $C$ is a nonzero constant.

For example, over GF(2),

$$
[2,1,0]=x_{1}\left(x_{1}+x_{2}\right)\left(x_{1}+x_{2}+x_{3}\right)\left(x_{1}+x_{3}\right) x_{2}\left(x_{2}+x_{3}\right) x_{3}
$$

The $p$-alternant $[n-1, n-2, \ldots, 2,1,0]$ is the nonzero $p$-alternant of minimum degree. It is an analog of the van der Monde determinant. From (a) and (b), it follows that $[n-1, n-2, \ldots, 2,1,0]$ divides the alternant $\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]$.

For a sequence $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ of integers such that $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq 0$, let

$$
D_{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{\left[\lambda_{1}+n-1, \lambda_{2}+n-2, \ldots, \lambda_{n-1}+1, \lambda_{n}\right]}{[n-1, n-2, \ldots, 2,1,0]}
$$

The polynomial $D_{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}}$ is a Dickson invariant of degree

$$
p^{n-1}\left(p^{\lambda_{n}}-1\right)+p^{n-2}\left(p^{\lambda_{n-1}}-1\right)+\cdots+p\left(p^{\lambda_{1}}-1\right)+\left(p^{\lambda_{n}}-1\right)
$$

Let $a_{m}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be defined by

$$
\begin{aligned}
& \left|\begin{array}{ccccc}
X & x_{1} & x_{2} & \ldots & x_{n} \\
X^{p} & x_{1}^{p} & x_{2}^{p} & \ldots & x_{n}^{p} \\
X^{p^{2}} & x_{1}^{p^{2}} & x_{2}^{p^{2}} & \ldots & x_{n}^{p^{2}} \\
\vdots & \vdots & & \ddots & \vdots \\
X^{p^{n}} & x_{1}^{p^{n}} & x_{2}^{p^{n}} & \ldots & x_{n}^{p^{n}}
\end{array}\right| \\
& =[0,1,2, \ldots, n-1]\left(X^{p^{n}}-a_{1} X^{p^{n-1}}+a_{2} X^{p^{n-2}}-\cdots \pm a_{n} X\right),
\end{aligned}
$$

or equivalently,

$$
a_{m}=D_{1,1, \ldots, 1,0,0, \ldots, 0}=\frac{[\widehat{n-m}]}{[n-1, n-2, \ldots, 1,0]}
$$

where $\widehat{n-m}$ is the length $n$ sequence obtained from $0,1,2, \ldots, n$ by omitting $n-m$.
(c) Show the following analogs of the first fundamental theorem: every relative invariant is a polynomial in $[n-1, n-2, \ldots, 2,1,0], a_{1}, a_{2}, \ldots, a_{n}$. Every Dickson invariant is a polynomial in $a_{1}, a_{2}, \ldots, a_{n}$.
(d) Show that the polynomials $D_{\lambda_{n}, \lambda_{n-1}, \ldots, \lambda_{1}}$ form a basis for the vector space of Dickson invariants on $n$ variables.
(e) Prove an analog of Chevalley's theorem (see Exercise 5.2.7) for Dickson invariants.
5.7.8. The ring of Ore polynomials. ${ }^{27}$ Let $\mathbb{F}$ be a field of positive characteristic $p$ with prime field $\mathbb{H}$ (which is a finite field of order $p$ ). An Ore polynomial over $\mathbb{F}$ is a polynomial of the form

$$
a_{0} x^{p^{n}}+a_{1} x^{p^{n-1}}+\cdots+a_{n-1} x^{p}+a_{n} x
$$

(a) Show that a polynomial in $\mathbb{F}[x]$ is an Ore polynomial if and only if its zeros form a vector subspace over the prime field $\mathbb{H}$.
(b) Let $f(x)$ and $g(x)$ be Ore polynomials. Show that the composition $f(g(x))$ is an Ore polynomial. Show that the Ore polynomials form a (noncommutative) ring under addition and composition.

### 5.7.9. Wronskians. ${ }^{28}$

Let $\mathcal{X}$ be the set $\left\{D^{k} x_{j}: 1 \leq j \leq n, 0 \leq k<\infty\right\}$ of indeterminates. For example, $x_{2}, D^{5} x_{3}, D^{101} x_{7}$ are in $\mathcal{X}$ if $n \geq 7$. A differential polynomial over an infinite field $\mathbb{F}$ is a polynomial with variables in $\mathcal{X}$. Differential polynomials form an $\mathbb{F}$-algebra $\mathbb{F}_{D}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. The field of differential rational functions is the field of fractions of $\mathbb{F}_{D}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. The differential operator $D$ is the linear operator on $\mathbb{F}_{D}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ defined on the variables in $\mathcal{X}$ by specifying

$$
D\left(D^{k} x_{j}\right)=D^{k+1} x_{j}
$$

for variables and extended to polynomials and rational functions by linearity, the product rule, and quotient rule,

$$
D(f g)=f(D g)+(D f) g, \quad D\left(\frac{f}{g}\right)=\frac{(D f) g-f(D g)}{g^{2}}
$$

The (generalized) Wronskians $W\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]$ are the differential polynomials defined by

$$
W\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]=\operatorname{det}\left[D^{\alpha_{i}} x_{j}\right]_{1 \leq i, j \leq n}=\left|\begin{array}{cccc}
D^{\alpha_{1}} x_{1} & D^{\alpha_{1}} x_{2} & \ldots & D^{\alpha_{1}} x_{n} \\
D^{\alpha_{2}} x_{1} & D^{\alpha_{2}} x_{2} & \ldots & D^{\alpha_{2}} x_{n} \\
\vdots & \vdots & \ddots & \vdots \\
D^{\alpha_{n}} x_{1} & D^{\alpha_{n}} x_{2} & \ldots & D^{\alpha_{n}} x_{n}
\end{array}\right| .
$$

The Wronskian (as Wronski defined it) is $W[n-1, n-2, \ldots, 2,1,0]$. We will denote this particular Wronskian by $W$.

To define differential symmetric functions, we need to divide by $W$. An easy way is to take the subalgebra $\mathcal{S}_{n}$ in the field of differential rational functions

[^138]consisting of differential rational functions of the form $f / W^{k}$, where $f$ is a differential polynomial. We can now define differential Schur functions $S_{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}}$ and differential elementary symmetric functions $a_{m}$ as in Exercise 5.7.8. Explicitly,
\[

$$
\begin{aligned}
& S_{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}}=\frac{W\left[\lambda_{1}+n-1, \lambda_{2}+n-2, \ldots, \lambda_{n-1}+1, \lambda_{n}\right]}{W}, \\
& a_{m}=S_{1,1, \ldots, 1,0,0, \ldots, 0}=\frac{W[\widehat{n-m}]}{W} .
\end{aligned}
$$
\]

The general linear group $\operatorname{GL}(n, \mathbb{F})$ acts on $\mathcal{S}_{n}$ in the following way: if $A=\left(a_{i j}\right)$ is a matrix in $\mathrm{GL}(n, \mathbb{F})$, then $A$ acts on $\mathcal{S}_{n}$ as follows: for $0 \leq k<\infty$,

$$
A D^{k} x_{i}=\sum_{j=1}^{n} a_{i j} D^{k} x_{i}
$$

on the variables, $A W^{-1}=(\operatorname{det} A)^{-1} W^{-1}$, and the action of $A$ is extended to $\mathcal{S}_{n}$ by requiring that $A$ acts as an $\mathbb{F}$-algebra homomorphism. A polynomial $f$ in $\mathcal{S}_{n}$ is a relative invariant (of weight $s$ ) if for any matrix $A$ in $\operatorname{GL}(n, \mathbb{F})$,

$$
A\left(f / W^{k}\right)=(\operatorname{det} A)^{s}\left(f / W^{k}\right)
$$

(a) Prove Appell's theorem. The ring of absolute invariants (that is, invariants of weight 0 ) is differentially generated by the differential elementary symmetric functions; explicitly, every absolute differential invariant can be written as $f\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, where $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a differential polynomial (and one makes the substitution $\left.D^{j} x_{i} \leftarrow D^{j} a_{i}\right)$.

It follows from Appell's theorem that a relative invariant of weight $s$ can be expressed as $W^{s} f\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, where $f$ is a differential polynomial.
(b) Show the following analog of the second fundamental theorem. Any relation among $W, a_{1}, a_{2}, \ldots, a_{n}$ can be deduced (algebraically and differentially) from Abel's identity: $D W=-a_{1} W$.
(c) Develop a comprehensive theory of differential symmetric functions.
(d) Find analogs of Chevalley's theorem (Exercise 5.2.7) for differential symmetric functions.

### 5.8 Historical Remarks and Further Reading

It is arguable that the theory of symmetric functions began with the quadratic formula. Let $x_{1}$ and $x_{2}$ be the two zeros of a quadratic polynomial. Then $x_{1}+x_{2}$ and $\left(x_{1}-x_{2}\right)^{2}$ are the two simplest symmetric polynomials of the zeros and
we have

$$
x_{1}+x_{2}=a_{1},\left(x_{1}-x_{2}\right)^{2}=a_{1}^{2}-4 a_{2}
$$

From this, the quadratic formula follows: one might try the same strategy for higher-degree polynomials. For example, for a cubic polynomial, one might try to find three independent algebraic expressions in $x_{1}+x_{2}+x_{3}$, $x_{1}+\omega x_{2}+\omega x_{3}$, and $x_{1}+\omega^{2} x_{2}+\omega x_{3}$ (where $\omega$ is a cube root of unity), which are symmetric in $x_{1}, x_{2}$, and $x_{3}$. This turns out to be reasonably easy to do for cubics, harder for quartics, and impossible for quintics. After Abel and Galois, symmetric functions played a supporting but indispensable role in the "theory of equations" until the emergence of representation theory. In the twentieth century, the theory of symmetric functions is regarded as part of the constructive theory of representations of the symmetric group.

For different views of the theory of symmetric functions, we recommend the following books and survey papers:
P. Hall, The algebra of partitions, in Proceedings of the 4th Canadian Mathematical Congress, Banff, pp. 147-59, reprinted in The Collected Works of Philip Hall, Oxford University Press, Oxford, 1988.
W. Ledermann, Introduction to Group Characters, 2nd edition, Cambridge University Press, Cambridge, 1987.
I.G. MacDonald, Symmetric Functions and Hall Polynomials, 2nd edition, Oxford University Press, New York, 1995.
P.A. MacMahon, Collected Papers, Vol. I, Combinatorics, Vol. 2, Number Theory, Invariants and Applications, G.E. Andrews, ed., M.I.T. Press, Cambridge, MA, 1978, 1986.
B.E. Sagan, The Symmetric Group, 2nd edition, Springer, New York, 2001.
R. Stanley, Theory and application of plane partitions, I and II, Stud. Appl. Math. 50 (1971) 167-188, 259-279.
R. Stanley, Enumerative Combinatorics II, Cambridge University Press, Cambridge, 1999.

## 6

## Determinants, Matrices, and Polynomials

### 6.1 Polynomials

Polynomials occur in all of combinatorics (and indeed, in all of mathematics). For example, the following theorem of Isaac Newton underlies many conjectures and theorems in combinatorics.

### 6.1.1. Newton's inequalities. Let

$$
p(x)=x^{n}+c_{1} x^{n-1}+c_{2} x^{n-2}+\cdots+c_{n-1} x^{n-1}+c_{n}
$$

where the coefficients $c_{i}$ are real numbers. If all the zeros of $p(x)$ are real numbers, then the coefficients $c_{i}$ satisfy the inequalities:

$$
c_{i-1} c_{i+1} \leq \frac{i(n-i)}{(i+1)(n-i+1)} c_{i}^{2}
$$

One way to prove Newton's inequalities uses binary forms. A binary form of degree $n$ (or an $n$-form) $f\left(x_{0}, x_{1}\right)$ on the variables $x_{0}$ and $x_{1}$ is a homogeneous polynomial of degree $n$ in $x_{0}$ and $x_{1}$; that is,

$$
\begin{aligned}
& f\left(x_{0}, x_{1}\right)=\sum_{i=0}^{n}\binom{n}{i} a_{i} x_{0}^{i} x_{1}^{n-i} \\
& =a_{0} x_{1}^{n}+\binom{n}{1} a_{1} x_{0} x_{1}^{n-1}+\binom{n}{2} a_{2} x_{0}^{2} x_{1}^{n-2}+\cdots+\binom{n}{n-1} a_{n-1} x_{0}^{n-1} x_{1} \\
& \quad+a_{n} x_{0}^{n} .
\end{aligned}
$$

The numbers $a_{i}$ are the normalized coefficients of the form. Over the real or complex numbers (or any field of characteristic zero), one can simply divide by a binomial coefficient. However, this is a problem over fields of positive characteristic. From an $n$-form $f\left(x_{0}, x_{1}\right)$, one obtains polynomials $f(1, x)$ and $f(x, 1)$ of degree at most $n$. Conversely, if $p(x)$ has degree at most $n$, then $x_{0}^{n} p\left(x_{1} / x_{0}\right)$ and $x_{1}^{n} p\left(x_{0} / x_{1}\right)$ are $n$-forms. Like polynomials, an $n$-form can be
factored into $n$ linear or 1-forms over an algebraically closed field. Two nonzero linear forms $a_{1} x_{0}+a_{0} x_{1}$ and $b_{1} x_{0}+b_{0} x_{1}$ are (projectively) distinct if one is not a constant multiple of the other, or equivalently, the $2 \times 2$ determinant $a_{1} b_{0}-a_{0} b_{1}$ is not zero.

Binary forms allow more possibilities for transformations than polynomials. The next lemma is a good example of this.
6.1.2. Lemma. Let $f\left(x_{0}, x_{1}\right)$ be an $n$-form, $j$ and $k$ be nonnegative integers such that $j+k \leq n$, and

$$
f_{j, k}\left(x_{0}, x_{1}\right)=\frac{\partial^{j+k}}{\partial x_{0}^{j} \partial x_{1}^{k}} f\left(x_{0}, x_{1}\right)
$$

Suppose that all the zeros of the polynomial $f(1, x)$ are real. Then all the zeros of $f_{j, k}(1, x)$ and $f_{j, k}(x, 1)$ are real.

Proof. If $\lambda$ is a nonzero zero of $f(1, x)$, then $1 / \lambda$ is a zero of $f(x, 1)$. If 0 occurs as a zero with multiplicity $m$ in $f(1, x)$, then $f(x, 1)$ has degree $n-m$, and conversely, it follows that all the zeros of $f(1, x)$ are real if and only if all the zeros of $f(x, 1)$ are also real.

The lemma now follows from Rolle's theorem: that if a degree- $n$ polynomial $p(x)$ has $n$ real zeros, then its derivative $p^{\prime}(x)$ has $n-1$ real zeros.

To prove Newton's inequalities, write the polynomial $p(x)$ as the binary form

$$
f\left(x_{0}, x_{1}\right)=\sum_{i=0}^{n}\binom{n}{i} a_{i} x_{0}^{i} x_{1}^{n-i}
$$

where

$$
c_{i}=\binom{n}{i} a_{i}
$$

Then

$$
\frac{2}{n!} \frac{\partial^{n-2}}{\partial x_{0}^{i-1} \partial x_{1}^{n-i-1}}=a_{i-1} x_{1}^{2}+2 a_{i} x_{0} x_{1}+a_{i+1} x_{0}^{2}
$$

By the lemma, the quadratic $a_{i-1}+2 a_{i} x+a_{i+1} x^{2}$ has two real zeros. We conclude that its discriminant is nonnegative; that is, $a_{i}^{2}-a_{i-1} a_{i+1} \geq 0$. Newton's inequalities now follow easily.

It is not hard to show that if a sequence $a_{0}, a_{1}, a_{2}, \cdots, a_{n}$ of real numbers is logarithmically concave, that is,

$$
a_{i-1} a_{i+1} \leq a_{i}^{2}
$$

then it is unimodal, that is, there exists an index $m$ such that

$$
a_{0} \leq a_{1} \leq a_{2} \leq \cdots \leq a_{m} \text { and } a_{m} \geq a_{m+1} \geq \cdots \geq a_{n-1} \geq a_{n} .
$$

Not all polynomials of interest in combinatorics have all zeros real, but many have been conjectured to have unimodal sequences of coefficients. Often, such conjectures seem to be made based on calculations of small cases.

The relation between reality of zeros and unimodality of the coefficient sequence suggests that theorems about location of zeros of polynomials in the complex plane might have combinatorial applications. In the first half of this chapter, we give a very selective exposition of this area. In addition to making the area better known, we hope that combinatorics, in particular, the umbral calculus, might be used in this area. We have deliberately avoided using complex analysis. Thus, our choice of topics is idiosyncratic. ${ }^{1}$

We end this section with a quick introduction to umbral notation for polynomials. As described in Section 4.2, the idea is to represent a sequence $a_{0}, a_{1}, a_{2}, \ldots$, where $a_{0}=1$, by the sequence $\alpha^{0}, \alpha^{1}, \alpha^{2}, \ldots$, or the umbra $\alpha$. If $p(x)$ is the degree- $n$ polynomial

$$
a_{0} x^{n}+\binom{n}{1} a_{1} x^{n-1}+\binom{n}{2} a_{2} x^{n-2}+\cdots+\binom{n}{n-1} a_{n-1} x+a_{n},
$$

(with $a_{0} \neq 0$ ), then we can represent $p(x)$ umbrally by

$$
a_{0}(x+\alpha)^{n},
$$

where the umbra $\alpha$ represents the sequence

$$
1, a_{1} / a_{0}, a_{2} / a_{0}, \ldots, a_{n} / a_{0}, 0,0, \ldots
$$

This works if we can specify the degree a priori. If we cannot, or do not wish to, then it is more convenient to use binary forms. We will represent the $n$-form $f\left(x_{0}, x_{1}\right)$ by the $n$th power

$$
\left(\alpha_{1} x_{0}+\alpha_{0} x_{1}\right)^{n} .
$$

To formalize these ideas, let $\mathcal{A}$ be a sufficiently large alphabet. Some of the letters in $\mathcal{A}$ will represent sequences and others will represent coefficients of forms. If a letter $\tau$ represents a sequence, then it is associated with one variable $\tau$. If a letter $\alpha$ represents the coefficients of an $n$-form, then it is associated with two variables $\alpha_{0}$ and $\alpha_{1}$. Let $\mathbb{F}\left[\mathcal{A}, x_{0}, x_{1}\right]$ be the algebra of polynomials over the field $\mathbb{F}$ with variables $\tau, \alpha_{0}, \alpha_{1}, x_{0}, x_{1}$, where $\tau$ and $\alpha$ are letters in $\mathcal{A}$. We

[^139]define the (umbral) evaluation operator eval : $\mathbb{F}\left[\mathcal{A}, x_{0}, x_{1}\right] \rightarrow \mathbb{F}\left[x_{0}, x_{1}\right]$ by the following rules:
(1) If $\tau$ represents the sequence $\left(t_{i}\right)$, then $\operatorname{eval}\left(\tau^{i}\right)=t_{i}$.
(2) If $\alpha$ represents (the normalized coefficients of) the $n$-form $f\left(x_{0}, x_{1}\right)=$ $\sum_{i=0}^{n}\binom{n}{i} a_{i} x_{0}^{i} x_{1}^{n-i}$, then
\[

\operatorname{eval}\left(\alpha_{0}^{i}, \alpha_{1}^{j}\right)=\left\{$$
\begin{array}{cc}
a_{i} & \text { if } j=n-i \\
0 & \text { otherwise }
\end{array}
$$\right.
\]

(3) If $\sigma^{i} \cdots \tau^{j} \alpha_{0}^{k_{0}} \alpha_{1}^{k_{1}} \cdots \beta_{0}^{k_{0}} \beta_{1}^{k_{1}}$ is a monomial, where $\sigma, \ldots, \tau$ are distinct letters representing sequences and $\alpha, \ldots, \beta$ are distinct letters representing forms, then

$$
\begin{aligned}
& \operatorname{eval}\left(\sigma^{i} \cdots \tau^{j} \alpha_{0}^{k_{0}} \alpha_{1}^{k_{1}} \cdots \beta_{0}^{l_{0}} \beta_{1}^{l_{1}}\right)=\operatorname{eval}\left(\sigma^{i}\right) \cdots \operatorname{eval}\left(\tau^{j}\right) \operatorname{eval}\left(\alpha_{0}^{k_{0}} \alpha_{1}^{k_{1}}\right) \\
& \quad \cdots \operatorname{eval}\left(\beta_{0}^{l_{0}} \beta_{1}^{l_{1}}\right)
\end{aligned}
$$

and extended to all of $\mathbb{F}\left[\mathcal{A}, x_{0}, x_{1}\right]$ by $\mathbb{F}\left[x_{0}, x_{1}\right]$-linearity. In terms of the umbral evaluation operator,

$$
f\left(x_{0}, x_{1}\right)=\operatorname{eval}\left(\left(\alpha_{1} x_{0}+\alpha_{0} x_{1}\right)^{n}\right)
$$

Similarly, any polynomial in normalized coefficients of forms can be umbrally represented. For example, if $g\left(x_{0}, x_{1}\right)=a_{0} x_{0}^{2}+2 a_{1} x_{0} x_{1}+a_{2} x_{1}^{2}$ and $\gamma$ and $\delta$ are two umbras representing $g$, then the discriminant of $g$ can be represented using

$$
a_{1}^{2}-a_{0} a_{2}=\operatorname{eval}\left(\gamma_{0} \gamma_{1} \delta_{0} \delta_{1}-\gamma_{0}^{2} \delta_{1}^{2}\right)
$$

or

$$
a_{1}^{2}-a_{0} a_{2}=\frac{1}{2} \operatorname{eval}\left(\left(\gamma_{0} \delta_{1}-\gamma_{1} \delta_{0}\right)^{2}\right)
$$

Many of the theorems in this chapter can be stated neatly using umbral notation, suggesting that combinatorial methods might be used. However, this remains a suggestion at present. The umbral notation is heavily used in nineteenth-century invariant theory. ${ }^{2}$
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## Exercises

### 6.1.1. Quermassintegrals of convex sets. ${ }^{3}$

Let $A$ and $B$ be subsets in $\mathbb{R}^{n}$ and $\alpha$ be a real number. The Minkowski sum $A+B$ is the set $\{a+b: a \in A, b \in B\}$ and $\alpha B$ is the set $\{\alpha b: b \in B\}$. If $C$ is a compact convex set in $\mathbb{R}^{n}$, let $\operatorname{Vol}(C)$ be the volume of $C$. Let $B_{n}$ be the unit ball

$$
\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): \sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}} \leq 1\right\}
$$

(a) If $A$ and $B$ are compact convex sets, show that $A+B$ is compact and convex.
(b) Let $A$ be a compact convex set in $\mathbb{R}^{n}$. Show that $\operatorname{Vol}\left(A+x B_{n}\right)$ is a polynomial of degree $n$ in $x$.

Write

$$
\operatorname{Vol}\left(A+x B_{n}\right)=\sum_{i=0}^{n}\binom{n}{i} W_{i}(A) x^{i}
$$

Then the normalized coefficients $W_{i}(A)$ are the quermassintegrals of $A$.
(c) Show that if $A$ is a rectangular two-dimensional rectangle in $\mathbb{R}^{2}$ with sides $a$ and $b$, then

$$
\operatorname{Vol}\left(A+x B_{2}\right)=a b+2(a+b) x+\pi x^{2} .
$$

Extend this result to all dimensions.
(d) Show that the quermassintegrals of a convex set $A$ are logarithmically concave; that is, $W_{i-1}(A) W_{i+1}(A) \leq W_{i}^{2}(A), 1 \leq i \leq n-1$.

We remark that the quermassintegrals are valuations on the ring of subsets generated by the compact convex sets in $\mathbb{R}^{n}$.
6.1.2. (Research problem) Prove or find counterexamples to the following famous conjectures:
(a) The coefficients of chromatic polynomials of graphs are unimodal.
(b) The Whitney numbers of the second kind of geometric lattices are logarithmically concave.

The second conjecture, made implicitly by Rota in Matching theory, was motivated by logarithmic concavity of the quermassintegrals. Most naturally occurring probability distributions are logarithmically concave or unimodal. Are there ways to prove logarithmic concavity or unimodality of sequences in combinatorics from this perspective? For example, if one can generate flats of

[^141]matroids in a randomly additive way, then one might obtain insight into the second conjecture.

### 6.1.3. The golden ratio and zeros of chromatic polynomials. ${ }^{4}$

Let $\Gamma$ be a triangulation of the 2 -sphere with $v$ vertices and $P(\Gamma ; x)$ its chromatic polynomial. Show that

$$
|P(\Gamma, 1+\tau)| \leq \tau^{5-v},
$$

where $\tau$ is the golden ratio $\frac{1}{2}(1+\sqrt{5})$. Thus, the chromatic polynomial of a triangulation "tends to" have a zero near $\tau$.

### 6.1.4. Three-term recurrences and interlacing of zeros. ${ }^{5}$

Let $\left(p_{n}(x)\right)_{n=0}^{\infty}$ be a sequence of polynomials with real coefficients such that $p_{n}(x)$ has degree $n$ and for $n \geq 1$,

$$
p_{n+1}(x)=\left(A_{n} x+B_{n}\right) p_{n}(x)-C_{n} p_{n-1}(x),
$$

where $A_{n}$ and $C_{n}$ are positive real numbers and $B_{n}$ is a real number. Show that $p_{n}(x)$ has $n$ distinct real zeros.
6.1.5. (Research problem) To use umbral notation for polynomials or forms, as defined in this section, one needs to assume that binomial coefficients are nonzero. Find a characteristic-free umbral notation, that is, a (useful) umbral notation valid over an infinite field of any characteristic. Alternately, find umbral notations valid over a field with a given positive characteristic.

### 6.1.6. An umbral notation for matrices. ${ }^{6}$

A rank-1 $n \times n$ matrix can be represented as the product of an $n \times 1$ column $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)^{T}$ and a $1 \times n$ row $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. The $i j$-entry is $\alpha_{i} a_{j}$. As in the umbral notation for forms, we can umbrally represent the entries of a general $n \times n$ matrix $\left(a_{i j}\right)$ by entries in a rank-1 matrix with Greco-Roman umbra $(\alpha, a)$, using the basic rule

$$
\operatorname{eval}\left(\alpha_{i} a_{j}\right)=a_{i j}
$$

(Research problem) Give umbral proofs of theorems in matrix theory.
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### 6.2 Apolarity

The set of binary forms of degree $n$ with complex coefficients forms a vector space $\mathbb{C}_{n}\left[x_{0}, x_{1}\right]$ over the complex numbers $\mathbb{C}$ of dimension $n+1$. We define the polar bilinear form $\{\cdot, \cdot\}: \mathbb{C}_{n}\left[x_{0}, x_{1}\right] \times \mathbb{C}_{n}\left[x_{0}, x_{1}\right] \rightarrow \mathbb{C}$ by

$$
\begin{aligned}
\{f, g\} & =a_{0} b_{n}-\binom{n}{1} a_{1} b_{n-1}+\binom{n}{2} a_{2} b_{n-2}-\cdots+(-1)^{n} a_{n} b_{0} \\
& =\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} a_{i} b_{n-i},
\end{aligned}
$$

where $f\left(x_{0}, x_{1}\right)=\sum_{i=0}^{n}\binom{n}{i} a_{i} x_{0}^{i} x_{1}^{n-i}$ and $g\left(x_{0}, x_{1}\right)=\sum_{i-0}^{n}\binom{n}{i} b_{i} x_{0}^{i} x_{1}^{n-i}$. Alternately, if $\alpha$ is an umbra representing $f$ and $\beta$ is an umbra representing $g$, then

$$
\{f, g\}=\left(\alpha_{0} \beta_{1}-\beta_{0} \alpha_{1}\right)^{n}
$$

Two forms $f$ and $g$ are apolar if $\{f, g\}=0$. We extend the notion of apolarity to forms of degree less than $n$ in the following way: if $m<n, f$ is an $n$ form, and $g$ is an $m$-form, then $g$ is apolar to $f$ if for all $(n-m)$-forms $h$, $\{f, g h\}=0$. Since the polar form is bilinear, $g$ is apolar to $f$ if and only if for $0 \leq i \leq n-m$,

$$
\left\{f\left(x_{0}, x_{1}\right), g\left(x_{0}, x_{1}\right) x_{0}^{i} x_{1}^{n-m-i}\right\}=0
$$

Let $T$ be the invertible $2 \times 2$ matrix

$$
\left(\begin{array}{ll}
t_{00} & t_{01} \\
t_{10} & t_{11}
\end{array}\right)
$$

Then $T$ defines the linear change of variables

$$
x_{0}=t_{00} \bar{x}_{0}+t_{01} \bar{x}_{1}, \quad x_{1}=t_{10} \bar{x}_{0}+t_{11} \bar{x}_{1} .
$$

If $f$ is the $n$-form $\sum_{i=0}^{n}\binom{n}{i} a_{i} x_{0}^{i} x_{1}^{n-i}$, then $T$ defines the form $\bar{f}\left(\bar{x}_{0}, \bar{x}_{1}\right)$ by

$$
\bar{f}\left(\bar{x}_{0}, \bar{x}_{1}\right)=\sum_{i=0}^{n}\binom{n}{i} a_{i}\left(t_{00} \bar{x}_{0}+t_{01} \bar{x}_{1}\right)^{i}\left(t_{10} \bar{x}_{0}+t_{11} \bar{x}_{1}\right)^{n-i} .
$$

Expanding and regrouping terms and writing

$$
\bar{f}\left(\bar{x}_{0}, \bar{x}_{1}\right)=\sum_{i=0}^{n}\binom{n}{i} \bar{a}_{i} \bar{x}_{0}^{i} \bar{x}_{1}^{n-i},
$$

we can express the coefficients $\bar{a}_{i}$ of $\bar{f}$ as polynomials in the coefficients $a_{i}$ of $f$ and the entries $t_{i j}$ of the matrix $T$. Let $I\left(f_{1}, f_{2}, \ldots, f_{s}, x_{0}, x_{1}\right)$ be a polynomial
in the normalized coefficients $a_{j i}$ of $f_{j}$ and the variables $x_{0}, x_{1}$. Then $T$ acts on I by

$$
T I\left(f_{1}, f_{2}, \ldots, f_{s}, x_{0}, x_{1}\right)=I\left(\bar{f}_{1}, \bar{f}_{2}, \ldots, \bar{f}_{s}, \bar{x}_{0}, \bar{x}_{1}\right)
$$

The next lemma says that the polar bilinear form is a "relative invariant" under linear changes of variables.
6.2.1. Lemma. If $T$ is an invertible $2 \times 2$ matrix and, $f$ and $g$ are $n$-forms, then

$$
(\operatorname{det} T)^{n}\{f, g\}=\{\bar{f}, \bar{g}\}
$$

The proof of Lemma 6.2.1 depends on a more general fact: that the action of a matrix $T$ almost commutes with umbral evaluation. Let $\alpha$ be an umbra representing $f$. Then

$$
\begin{aligned}
\bar{f} & =\operatorname{eval}\left(\alpha_{1}\left(t_{00} \bar{x}_{0}+t_{01} \bar{x}_{1}\right)+\alpha_{0}\left(t_{10} \bar{x}_{0}+t_{11} \bar{x}_{1}\right)\right)^{n} \\
& \left.=\operatorname{eval}\left(\left(t_{00} \alpha_{1}+t_{10} \alpha_{0}\right) \bar{x}_{0}+\left(t_{01} \alpha_{1}+t_{11} \alpha_{0}\right) \bar{x}_{1}\right)\right)^{n}
\end{aligned}
$$

Thus, $\bar{f}$ is represented umbrally by $\bar{\alpha}_{0}$ and $\bar{\alpha}_{1}$, where

$$
\bar{\alpha}_{0}=t_{11} \alpha_{0}+t_{01} \alpha_{1} \quad \text { and } \quad \bar{\alpha}_{1}=t_{10} \alpha_{0}+t_{00} \alpha_{1}
$$

or in matrix notation,

$$
\binom{\bar{\alpha}_{0}}{\bar{\alpha}_{1}}=\left(\begin{array}{ll}
t_{11} & t_{01} \\
t_{10} & t_{00}
\end{array}\right)\binom{\alpha_{0}}{\alpha_{1}} .
$$

Returning to the polar bilinear form and the proof of Lemma 6.2.1, let $\alpha$ and $\beta$ be umbras representing $f$ and $g$. Since $\alpha_{0} \beta_{1}-\beta_{0} \alpha_{1}$ is a determinant and hence,

$$
\bar{\alpha}_{0} \bar{\beta}_{1}-\bar{\beta}_{0} \bar{\alpha}_{1}=(\operatorname{det} T)\left(\alpha_{0} \beta_{1}-\beta_{0} \alpha_{1}\right)
$$

we conclude that

$$
\begin{aligned}
\{\bar{f}, \bar{g}\} & =\operatorname{eval}\left(\left(\bar{\alpha}_{0} \bar{\beta}_{1}-\bar{\beta}_{0} \bar{\alpha}_{1}\right)^{n}\right) \\
& =\operatorname{eval}\left(\left[(\operatorname{det} T)\left(\alpha_{0} \beta_{1}-\beta_{0} \alpha_{1}\right)\right]^{n}\right)=(\operatorname{det} T)^{n}\{f, g\}
\end{aligned}
$$

This completes the proof of Lemma 6.2.1.
6.2.2. Lemma. If $\left(\mu x_{0}-v x_{1}\right)^{m}$ is a factor of the $n$-form $f\left(x_{0}, x_{1}\right)$, then $f\left(x_{0}, x_{1}\right)$ is apolar to $\left(\mu x_{0}-v x_{1}\right)^{n-m+1}$.

Proof. By Lemma 6.2.1, it suffices to prove the lemma for the form $x_{0}^{m}$. By hypothesis, $f\left(x_{0}, x_{1}\right)=x_{0}^{m} g\left(x_{0}, x_{1}\right)$, where $g$ is an $(n-m)$-form. Thus, if $f$ has normalized coefficients $a_{i}$, then $a_{i}=0$ for $0 \leq i \leq m-1$. On the other
hand, all except one of the normalized coefficients of $x_{0}^{n-i} x_{1}^{i}$ are zero. Thus, if $0 \leq i \leq m-1,\left\{f\left(x_{0}, x_{1}\right), x_{0}^{n-i} x_{1}^{i}\right\}=0$.

Let $f$ be an $n$-form. Since the polar form is bilinear, the set $f^{\perp}$ of all $m$-forms apolar to $f$ is a subspace in $\mathbb{C}_{m}\left[x_{0}, x_{1}\right]$. Our next task is to describe such subspaces. There are two cases, depending on whether $n \geq m$ or $m<n$.

Before stating the theorems, it will be useful to write out explicitly the conditions for two forms to be apolar. Let $m \leq n, f\left(x_{0}, x_{1}\right)=\sum_{i=0}^{n}\binom{n}{i} a_{i} x_{0}^{i} x_{1}^{n-i}$, and $g\left(x_{0}, x_{1}\right)=\sum_{i=0}^{m}\binom{m}{i} b_{i} x_{0}^{i} x_{1}^{m-i}$. Then $f$ is apolar to $g$ if and only if

$$
\begin{aligned}
& \left\{f\left(x_{0}, x_{1}\right), g\left(x_{0}, x_{1}\right) x_{0}^{n-m}\right\}=0,\left\{f\left(x_{0}, x_{1}\right), g\left(x_{0}, x_{1}\right) x_{0}^{n-m-1} x_{1}\right\}=0, \ldots, \\
& \quad\left\{f\left(x_{0}, x_{1}\right), g\left(x_{0}, x_{1}\right) x_{0} x_{1}^{n-m-1}\right\}=0,\left\{f\left(x_{0}, x_{1}\right), g\left(x_{0}, x_{1}\right) x_{1}^{n-m}\right\}=0 .
\end{aligned}
$$

Explicitly, $g$ is apolar to $f$ if and only if the following system $(*)$ of $n-m+1$ linear equations holds:

$$
\begin{aligned}
b_{0} a_{n}-\binom{m}{1} b_{1} a_{n-1}+\binom{m}{2} b_{2} a_{n-2}-\cdots+(-1)^{m} b_{m} a_{n-m} & =0 \\
b_{0} a_{n-1}-\binom{m}{1} b_{1} a_{n-2}+\cdots+(-1)^{m} b_{m} a_{n-m-1} & =0 \\
\vdots & \vdots \\
b_{0} a_{m}-\binom{m}{1} b_{1} a_{m-1}+\cdots+(-1)^{m} b_{m} a_{0} & =0
\end{aligned}
$$

6.2.3. Theorem. Let $n \geq m$ and $g$ be a nonzero $m$-form. Then the subspace $g^{\perp}$ in $\mathbb{C}_{n}\left[x_{0}, x_{1}\right]$ has dimension (exactly) $m$. If

$$
g\left(x_{0}, x_{1}\right)=a\left(\mu_{1} x_{0}-v_{1} x_{1}\right)^{m_{1}}\left(\mu_{2} x_{0}-v_{2} x_{1}\right)^{m_{2}} \cdots\left(\mu_{s} x_{0}-v_{s} x_{1}\right)^{m_{s}}
$$

is a factorization of $g\left(x_{0}, x_{1}\right)$ into distinct linear forms, then the forms

$$
\left(\mu_{i} x_{0}-v_{i} x_{1}\right)^{n-m_{i}+1} x_{0}^{j} x_{1}^{m_{i}-j-1}, 0 \leq j \leq m_{i}-1
$$

as $i$ ranges from 1 to $s$, form a basis for the subspace $g^{\perp}$. In particular, if $g$ can be factored into $n$ distinct factors, then $g^{\perp}$ is the subspace of all forms

$$
c_{1}\left(\mu_{1} x_{0}-v_{1} x_{1}\right)^{n}+c_{2}\left(\mu_{2} x_{0}-v_{2} x_{1}\right)^{n}+\cdots+c_{m}\left(\mu_{m} x_{0}-v_{m} x_{1}\right)^{n}
$$

where $c_{i}$ are constants.
Proof. We can find all $n$-forms $f$ apolar to the given form $g$ by regarding $f$ as an "unknown" form and solving for the unknowns $a_{i}$ in $(*)$. The system $(*)$ is a triangular system of $n-m+1$ linear equations in $n+1$ unknowns. Hence, the subspace $g^{\perp}$ has dimension exactly $m$.

By Lemma 6.2.2, the $m_{i}$ forms $\left(\mu_{i} x_{0}-v_{i} x_{1}\right)^{n-m_{i}+1} x_{0}^{j} x_{1}^{m_{i}-j-1}$, where $0 \leq$ $j \leq m_{i}-1$, are in $g^{\perp}$. It is elementary to show they are linearly independent. Hence, the set of all such forms is a basis for $g^{\perp}$.
6.2.4. Theorem. Let $n \geq m$ and $f$ be a nonzero $n$-form. Then the subspace $f^{\perp}$ in $\mathbb{C}_{m}\left[x_{0}, x_{1}\right]$ has dimension at least $2 m-n$.

Proof. We can find all $m$-forms apolar to $f$ by solving the system ( $*$ ) with $n-m+1$ linear equations for the unknowns $b_{i}$. These equations need not be linearly independent. Hence the dimension of the solution space is at least $(m+1)-(n-m+1)$.

We shall now discuss the special case of a cubic form. Let

$$
f\left(x_{0}, x_{1}\right)=a_{0} x_{1}^{3}+3 a_{1} x_{0} x_{1}^{2}+3 a_{2} x_{0}^{2} x_{1}+a_{3} x_{0}^{3}
$$

The subspace $f^{\perp}$ in $\mathbb{C}_{2}\left[x_{0}, x_{1}\right]$ has dimension at least 1 . Let $g\left(x_{0}, x_{1}\right)=b_{0} x_{1}^{2}+$ $2 b_{1} x_{0} x_{1}+b_{2} x_{0}^{2}$. Then $g$ is apolar to $f$ if and only if

$$
\begin{aligned}
& a_{0} b_{2}+3 a_{1} b_{1}+3 a_{2} b_{0}=0 \\
& 3 a_{1} b_{2}+3 a_{2} b_{1}+a_{3} b_{0}=0
\end{aligned}
$$

Almost all the time, or "generically," 7 the 2-form $g\left(x_{0}, x_{1}\right)$ is the product of two distinct linear forms $\mu_{1} x_{0}-v_{1} x_{1}$ and $\mu_{2} x_{0}-v_{2} x_{1}$. In this case,

$$
f\left(x_{0}, x_{1}\right)=c_{1}\left(\mu_{1} x_{0}-v_{1} x_{1}\right)^{3}+c_{2}\left(\mu_{2} x_{0}-v_{2} x_{1}\right)^{3}
$$

In the case the linear forms in the factorization of $g$ are not distinct,

$$
f\left(x_{0}, x_{1}\right)=a\left(\mu x_{0}-v x_{1}\right)^{2}\left(\gamma x_{0}-\delta x_{1}\right)
$$

This gives an algorithm for solving the cubic polynomial by taking square roots and cube roots. Given a cubic polynomial $p(x)$, rewrite it as the 3 -form $x_{0}^{3} p\left(x_{1} / x_{0}\right)$. Then, generically,

$$
p(x)=c(x-\xi)^{3}+d(x-\eta)^{3}
$$

where $c$ and $d$ are nonzero. The numbers $\xi$ and $\eta$ can be found by solving the quadratic polynomial $g(1, x)$, where $g$ is a form apolar to $x_{0}^{3} p\left(x_{1} / x_{0}\right)$. The

[^143]zeros $p(x)$ can be found by solving the equation
$$
c(x-\xi)^{3}=-d(x-\eta)^{3}
$$
or, equivalently,
$$
x-\xi=-\omega(c / d)^{1 / 3}(x-\eta)
$$
where $\omega$ is a cube root of unity. The nongeneric cases have multiple zeros and can be solved by taking square or cube roots.

We end this section with a famous theorem of Sylvester. ${ }^{8}$
6.2.5. Sylvester's theorem. Almost all forms $f$ of odd degree $2 j+1$ can be written as a sum of $j+1$ or fewer $(2 j+1)$ th powers of linear forms.

Proof. Let $n=2 j+1$ and $m=j+1$. Since $2 m-n$ is positive, there exists an $m$-form $g$ apolar to $f$. For almost all forms $f, g$ has a factorization into $j+1$ distinct linear forms. The theorem now follows from Theorem 6.2.4.

## Exercises

### 6.2.1. The polar covariant.

Let $n \geq m$. The polar covariant is the bilinear function $\{\cdot, \cdot\}: \mathbb{C}_{n}\left[x_{0}, x_{1}\right] \times$ $\mathbb{C}_{m}\left[x_{0}, x_{1}\right] \rightarrow \mathbb{C}_{n-m}\left[x_{0}, x_{1}\right]$ defined by

$$
\left\{f\left(x_{0}, x_{1}\right), g\left(x_{0}, x_{1}\right)\right\}=\operatorname{eval}\left(\left(\alpha_{0} \beta_{1}-\alpha_{1} \beta_{0}\right)^{m}\left(\alpha_{1} x_{0}+\alpha_{0} x_{1}\right)^{n-m}\right),
$$

where $f$ is an $n$-form represented by the umbra $\alpha$ and $g$ is an $m$-form represented by $\beta$.
(a) Show that $f$ is apolar to $g$ (as defined in the text) if and only if the polar covariant $\{f, g\}$ is identically zero.
(b) Show that if $f$ is an $n$-form, $g$ is an $m_{1}$-form, $h$ is an $m_{2}$-form, and $n \geq m_{1}+m_{2}$, then

$$
\{f, g h\}=\{\{f, g\}, h\} .
$$

6.2.2. Show that up to a constant factor, the polar bilinear form is the only bilinear form $B(f, g)$ on $\mathbb{C}_{n}\left[x_{0}, x_{1}\right]$ such that for every invertible $2 \times 2$ matrix $T$,

$$
B(f, g)=(\operatorname{det} T)^{n} B(T f, T g)
$$

[^144]
### 6.2.3. The Gundelfinger invariants. ${ }^{9}$

Let $f\left(x_{0}, x_{1}\right)$ be an $n$-form and let $G_{k}(f)$ be the form defined by

$$
G_{k}(f)=\operatorname{det}\left(\frac{\partial^{2 k}}{\partial x_{0}^{2 k-i-j} \partial x_{1}^{i+j}} f\left(x_{0}, x_{1}\right)\right)_{0 \leq i, j \leq k}
$$

(a) Let $s$ be the minimum positive integer $s$ such that there exists an $s$-form apolar to $f$. Let $s^{\prime}$ be the minimum positive integer such that $G_{s}(f)$ is identically zero. Show that $s=s^{\prime}$.
(b) Let $s$ be as defined in part (a). Show that $f^{\perp}$ in $\mathbb{C}_{s}\left[x_{0}, x_{1}\right]$ is a onedimensional subspace spanned by

$$
\operatorname{det}\left(\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{s} \\
a_{1} & a_{2} & a_{3} & \ldots & a_{s+1} \\
\vdots & \vdots & \vdots & & \vdots \\
a_{s-2} & a_{s-1} & a_{s} & \ldots & a_{2 s-2} \\
a_{s-1+t} & a_{s+t} & a_{s+t+1} & \ldots & a_{2 s-1+t} \\
x_{0}^{s} & -x_{0}^{s-1} x_{1} & x_{0}^{s-2} x_{1}^{2} & \ldots & (-1)^{s} x_{1}^{s}
\end{array}\right),
$$

where $t$ is the minimum exponent such that the coefficient of $x_{0}^{t} x_{1}^{s(n-2 s-2)-t}$ in $G_{s-1}(f)$ is nonzero.
(c) Show that $f\left(x_{0}, x_{1}\right)$ equals an $n$th power if and only if its Hessian

$$
\frac{\partial^{2} f}{\partial x_{0}^{2}} \frac{\partial^{2} f}{\partial x_{1}^{2}}-\left(\frac{\partial^{2} f}{\partial x_{0} \partial x_{1}}\right)^{2}
$$

is zero.

### 6.3 Grace's Theorem

In this section, we consider polynomials in the complex variable $z$. Let $p(z)$ and $q(z)$ be polynomials of degree (exactly) $n$. We extend the polar bilinear form to such pairs of polynomials by

$$
\{p(z), q(z)\}=\left\{x_{0}^{n} p\left(x_{1} / x_{0}\right), x_{0}^{n} q\left(x_{1} / x_{0}\right)\right\} .
$$

In addition, we say that $p(z)$ and $q(z)$ are apolar if $\{p(z), q(z)\}=0$. In this section, we give two proofs of Grace's theorem relating the zeros of two polynomials apolar to each other. For the first proof, we begin with two lemmas: one analytic and the other algebraic.

[^145]6.3.1. Lucas' lemma. ${ }^{10}$ Let $p(z)$ be a nonconstant polynomial over the complex field. Then every zero of the derivative $p^{\prime}(z)$ lies inside the convex hull $C$ of the zeros of $p(z)$.

Proof. If $m>1$ and $\xi$ is a zero of multiplicity $m$ of $p(z)$, then $\xi$ is a zero of multiplicity $m-1$ of $p^{\prime}(z)$. Such a zero $\xi$ of $p^{\prime}(z)$ lies in the convex hull $C$. Thus, we may assume that all the zeros of $p(z)$ have multiplicity 1 . Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be the zeros of $p(z)$ and let $w$ be a zero of $p^{\prime}(z)$. Then for all $i$, $w \neq \xi_{i}$. By logarithmic differentiation,

$$
\frac{p^{\prime}(z)}{p(z)}=\sum_{i=1}^{n} \frac{1}{z-\xi_{i}}
$$

Setting $z=w$ and taking the complex conjugate, we obtain

$$
0=\sum_{i=1}^{n} \frac{1}{\overline{w-\xi_{i}}}=\sum_{i=1}^{n} \frac{w-\xi_{i}}{\left|w-\xi_{i}\right|^{2}}
$$

Thus,

$$
w=\sum_{i=1}^{n} \lambda_{i} \xi_{i}
$$

where

$$
\lambda_{i}=\frac{1}{\left|w-\xi_{i}\right|^{2}} / \sum_{i=1}^{n} \frac{1}{\left|w-\xi_{i}\right|^{2}}
$$

Since $\lambda_{i} \geq 0$ and $\sum_{i=1}^{n} \lambda_{i}=1$, we conclude that $w$ is in the convex hull of the zeros $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$.

A linear fractional transformation $\ell$ from the extended complex plane $\mathbb{C} \cup$ $\{\infty\}$ to itself is a function of the form

$$
\ell(z)=\frac{a z+b}{c z+d}
$$

where $a d-b c \neq 0$. We shall use the following properties of linear fractional transformations, familiar from a first course in complex analysis. ${ }^{11}$ First, linear fractional transformations send circles to circles, where straight lines are regarded as circles of infinite radius. Second, given any two triples $z_{1}, z_{2}, z_{3}$

[^146]and $z_{1}^{\prime}, z_{2}^{\prime}, z_{3}^{\prime}$ of complex numbers, there exists a (unique) linear fractional transformation $\ell$ such that $\ell\left(z_{1}\right)=z_{1}^{\prime}, \ell\left(z_{2}\right)=z_{2}^{\prime}$, and $\ell\left(z_{3}\right)=z_{3}^{\prime}$.
6.3.2. Lemma. The polar bilinear form for two degree- $n$ polynomials is a relative invariant under linear fractional transformations; that is, if
$$
\bar{p}(z)=(c z+d)^{n} p\left(\frac{a z+b}{c z+d}\right) \quad \text { and } \quad \bar{q}(z)=(c z+d)^{n} q\left(\frac{a z+b}{c z+d}\right)
$$
then
$$
\{\bar{p}(z), \bar{q}(z)\}=(a d-b c)^{n}\{p(z), q(z)\} .
$$

Proof. Let $f\left(x_{0}, x_{1}\right)=x_{0}^{n} p\left(x_{1} / x_{0}\right)$. Then

$$
\bar{p}(z)=(c z+d)^{n} p\left(\frac{a z+b}{c z+d}\right)=f(c z+d, a z+b) .
$$

Thus, $\bar{p}(z)=\bar{f}(1, z)$, where $\bar{f}\left(x_{0}, x_{1}\right)=f\left(\bar{x}_{0}, \bar{x}_{1}\right)$ under the linear change of variables

$$
\bar{x}_{0}=d x_{0}+c x_{1} \quad \text { and } \quad \bar{x}_{1}=b x_{0}+a x_{1}
$$

A similar relation holds between $q(z)$ and the form $g\left(x_{0}, x_{1}\right)$ defined by $g\left(x_{0}, x_{1}\right)=x_{0}^{n} q\left(x_{1} / x_{0}\right)$. By Lemma 6.2.1,

$$
\{\bar{p}, \bar{q}\}=\{\bar{f}, \bar{g}\}=(a d-b c)^{n}\{f, g\}=(a d-b c)^{n}\{p, q\} .
$$

6.3.3. Grace's theorem. ${ }^{12}$ Let $p(z)$ and $q(z)$ be two degree- $n$ polynomials apolar to each other. If the zeros of $p(z)$ are all contained in a disk $D$, then at least one zero of $q(z)$ is also in $D$.

Proof. We proceed by induction on the degree $n$. It is easy to check that $a_{0}+a_{1} z$ and $b_{0}+b_{1} z$ are apolar if and only if for some nonzero constant $c, a_{0}+a_{1} z=$ $c\left(b_{0}+b_{1} z\right)$. Hence, Grace's theorem holds when the degree equals 1 .

Now suppose that Grace's theorem holds when $p(z)$ and $q(z)$ have degree less than $n$. Let $p(z)$ and $q(z)$ be degree- $n$ polynomials, which we may assume to be monic, apolar to each other, $z_{1}, z_{2}, \ldots, z_{n}$ be the zeros of $p(z)$, and $w_{1}, w_{2}, \ldots, w_{n}$ be the zeros of $q(z)$. We may suppose that all the zeros $z_{1}, z_{2}, \ldots, z_{n}$ of $p(z)$ are inside $D$ and one of the zeros, $w_{n}$, say, is outside $D$.

Let

$$
e_{i}(\underline{t})=e_{i}\left(t_{1}, t_{2}, \ldots, t_{n}\right)=\sum_{\left\{j_{1}, j_{2}, \ldots, j_{i}\right\}} t_{j_{1}} t_{j_{2}} \cdots t_{j_{i}}
$$

[^147]where the sum ranges over all $i$-subsets of $\{1,2, \ldots, n\}$. The function $e_{i}$ is the $i$ th elementary symmetric function in the variables $t_{1}, t_{2}, \ldots, t_{n}$. (The notation is different from the notation in Chapter 5.)

If $p(z)=\sum_{i=0}^{n}\binom{n}{i} a_{i} z^{n-i}$ and $q(z)=\sum_{i=0}^{n}\binom{n}{i} b_{i} z^{n-i}$, with $a_{0}=1$ and $b_{0}=$ 1 , then

$$
(-1)^{i} e_{i}(\underline{z})=\binom{n}{i} a_{i}, \quad(-1)^{i} e_{i}(\underline{w})=\binom{n}{i} b_{i}
$$

Hence,

$$
(-1)^{n}\{p, q\}=e_{n}(\underline{w})-\frac{e_{n-1}(\underline{w}) e_{1}(\underline{z})}{\binom{n}{1}}+\frac{e_{n-2}(\underline{w}) e_{2}(\underline{z})}{\binom{n}{2}}-\cdots+(-1)^{n} e_{n}(\underline{z}) .
$$

We consider first the generic case, when the zero $w_{n}$ of $q(z)$ has multiplicity 1. In that case,

$$
\begin{aligned}
& e_{n}\left(w_{1}, w_{2}, \ldots, w_{n}\right)=w_{n} e_{n-1}\left(w_{1}, w_{2}, \ldots, w_{n-1}\right) \\
& e_{j}\left(w_{1}, w_{2}, \ldots, w_{n}\right)=w_{n} e_{j-1}\left(w_{1}, w_{2}, \ldots, w_{n-1}\right)+e_{j}\left(w_{1}, w_{2}, \ldots, w_{n-1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
0= & (-1)^{n}\{p, q\} \\
= & w_{n} X\left(w_{1}, w_{2}, \ldots, w_{n-1}, z_{1}, z_{2}, \ldots, z_{n}\right) \\
& +Y\left(w_{1}, w_{2}, \ldots, w_{n-1}, z_{1}, z_{2}, \ldots, z_{n}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& X\left(w_{1}, \ldots, w_{n-1}, z_{1}, \ldots, z_{n}\right) \\
& \quad=e_{n-1}\left(w_{1}, \ldots, w_{n-1}\right)-\frac{e_{n-2}\left(w_{1}, \ldots, w_{n-1}\right) e_{1}(\underline{z})}{\binom{n}{1}} \\
& \quad+\frac{e_{n-3}\left(w_{1}, \ldots, w_{n-1}\right) e_{2}(\underline{z})}{\binom{n}{2}}-\cdots+(-1)^{n-1} \frac{e_{n-1}(\underline{z})}{\binom{n}{n-1}}
\end{aligned}
$$

and

$$
\begin{aligned}
Y\left(w_{1}, \ldots, w_{n-1}, z_{1}, \ldots, z_{n}\right)= & -\frac{e_{n-1}\left(w_{1}, \ldots, w_{n-1}\right) e_{1}(\underline{z})}{\binom{n}{1}} \\
& +\frac{e_{n-2}\left(w_{1}, \ldots, w_{n-1}\right) e_{2}(\underline{z})}{\binom{n}{2}} \\
& -\cdots+(-1)^{n} e_{n}(\underline{z}) .
\end{aligned}
$$

Thus, we can rewrite the equation $\{p, q\}=0$ as

$$
X\left(w_{1}, \ldots, w_{n-1}, z_{1}, \ldots, z_{n}\right)=-\frac{1}{w_{n}} Y\left(w_{1}, \ldots, w_{n-1}, z_{1}, \ldots, z_{n}\right)
$$

We will now use the fact that there exists a linear fractional transformation $\ell$ such that $\ell(D)$ is the unit disk and $\ell\left(w_{n}\right)$ equals $\infty$; that is to say, $1 / \ell\left(w_{n}\right)=0$. Applying $\ell$, we obtain

$$
X\left(\ell\left(w_{1}\right), \ldots, \ell\left(w_{n-1}\right), \ell\left(z_{1}\right), \ldots, \ell\left(z_{n}\right)\right)=0
$$

The expression $X$ is in fact an evaluation of the polar bilinear form. To see this, consider the derivative $p^{\prime}(z)$. Then

$$
p^{\prime}(z)=n \sum_{i=0}^{n-1}\binom{n-1}{i} a_{i} z^{n-1-i}
$$

If $u_{1}, u_{2}, \ldots, u_{n-1}$ are the zeros of $p^{\prime}(z)$, then, for $0 \leq i \leq n-1$,

$$
e_{i}\left(u_{1}, u_{2}, \ldots, u_{n-1}\right)=(-1)^{i}\binom{n-1}{i} a_{i}
$$

It follows that

$$
(-1)^{i} \frac{e_{i}\left(z_{1}, z_{2}, \ldots, z_{n}\right)}{\binom{n}{i}}=a_{i}=(-1)^{i} \frac{e_{i}\left(u_{1}, u_{2}, \ldots, u_{n-1}\right)}{\binom{n-1}{i}} .
$$

Therefore,

$$
\begin{aligned}
X( & \left.w_{1}, w_{2}, \ldots, w_{n-1}, z_{1}, z_{2}, \ldots, z_{n}\right) \\
= & e_{n-1}\left(w_{1}, \ldots, w_{n-1}\right)-\frac{e_{n-2}\left(w_{1}, \ldots, w_{n-1}\right) e_{1}\left(u_{1}, \ldots, u_{n-1}\right)}{\binom{n-1}{1}} \\
& +\frac{e_{n-3}\left(w_{1}, \ldots, w_{n-2}\right) e_{2}\left(u_{1}, \ldots, u_{n-1}\right)}{\binom{n-1}{2}}-\cdots \\
& +(-1)^{n-1} e_{n-1}\left(u_{1}, \ldots, u_{n-1}\right) \\
= & \left\{p^{\prime}(z), \prod_{i=1}^{n-1}\left(z-w_{i}\right)\right\} .
\end{aligned}
$$

Since $X\left(\ell\left(w_{1}\right), \ldots, \ell\left(w_{n-1}\right), \ell\left(z_{1}\right), \ldots, \ell\left(z_{n}\right)\right)=0$ and the polar bilinear form is relatively invariant under linear fractional transformations, this implies that the derivative $p^{\prime}(z)$ is apolar to the polynomial $\prod_{i=1}^{n-1}\left(z-w_{i}\right)$. In addition, under $\ell$, the zeros of $p(z)$ are inside the unit disk. By Lucas' lemma, all the transformed zeros of $p^{\prime}(z)$ are inside the unit disk, and hence, by the inductive hypothesis, at least one of the transformed zeros $\ell\left(w_{1}\right), \ell\left(w_{2}\right), \ldots, \ell\left(w_{n-1}\right)$ lies inside the unit disk. Reversing the transformation $\ell$, we conclude that at least one of the zeros $w_{1}, w_{2}, \ldots, w_{n-1}$ lies inside the disk $D$. This verifies the induction step.

The nongeneric case is similar. When $w_{n}$ is a zero of multiplicity $v$ and $w_{n-v+1}=w_{n-v+2}=\cdots=w_{n}$, we have $e_{j}\left(w_{1}, \ldots, w_{n}\right)=w_{n}^{v} e_{j-v}\left(w_{1}, \ldots, w_{n-v}\right)+$ terms with lower powers of $w_{n}$. With these equations, we can proceed in a similar way to prove the induction step.
6.3.4. Corollary. Let $n \geq m, p(z)$ be a degree- $n$ polynomial, and $q(z)$ be a degree- $m$ polynomial. Suppose that the forms $x_{0}^{n} p\left(x_{1} / x_{0}\right)$ and $x_{0}^{m} q\left(x_{1} / x_{0}\right)$ are apolar to each other. Then a disk containing all the zeros of $p(z)$ contains at least one zero of $q(z)$.

Proof. Choose complex numbers $\xi_{1}, \ldots, \xi_{n-k}$ outside the disk. Since the associated forms are apolar,

$$
\left\{p(z), q(z) \prod_{i=1}^{n-k}\left(z-\xi_{i}\right)\right\}=0
$$

We can now apply Grace's theorem to finish the proof.
We note, for use in the next section, the following variation on Grace's theorem.
6.3.5. Proposition. Let $p(z)$ and $q(z)$ be two degree- $n$ polynomials apolar to each other. If the zeros of $p(z)$ are all contained in a half-plane $H$, then at least one zero of $q(z)$ is also in $H$.

This can be proved by imitating the proof of Theorem 6.3.3 or using the fact that one can transform a half-plane into a disk by a linear fractional transformation.

Our next topic is the polar derivative. Let $y$ be the point $\left(y_{0}, y_{1}\right)$ in $\mathbb{C}^{2}$. Then $D_{y x}: \mathbb{C}_{n}\left[x_{0}, x_{1}\right] \rightarrow \mathbb{C}_{n-1}\left[x_{0}, x_{1}\right]$ is the operator defined by

$$
D_{y x}=y_{0} \frac{\partial}{\partial x_{0}}+y_{1} \frac{\partial}{\partial x_{1}} .
$$

The operator $D_{y x}$ is a derivation; that is, $D_{y x}$ is linear, $D_{y x}(1)=0$, and

$$
D_{y x}(f g)=D_{y x}(f) g+f D_{y x}(g)
$$

The ( $n-1$ )-form $D_{y x} f\left(x_{0}, x_{1}\right)$ is the polar derivative of $f\left(x_{0}, x_{1}\right)$ at the point y. Explicitly,

$$
D_{y x} f\left(x_{0}, x_{1}\right)=n \sum_{i=0}^{n-1}\binom{n-1}{i} x_{0}^{i} x_{1}^{n-1-i}\left(y_{0} a_{i+1}+y_{1} a_{i}\right)
$$

The operator $D_{y x}$ is independent of the choice of coordinates. As in Section 6.2 , let $T$ be the linear change of variables

$$
x_{0}=t_{00} \bar{x}_{0}+t_{01} \bar{x}_{1}, \quad x_{1}=t_{10} \bar{x}_{0}+t_{11} \bar{x}_{1}
$$

defined by the $2 \times 2$ matrix $\left(t_{i j}\right)_{0 \leq i, j \leq 1}$. By the chain rule,

$$
\binom{\partial / \partial x_{0}}{\partial / \partial x_{1}}=\left(\begin{array}{ll}
t_{00} & t_{10} \\
t_{01} & t_{11}
\end{array}\right)\binom{\partial / \partial \bar{x}_{0}}{\partial / \partial \bar{x}_{1}}
$$

Hence,

$$
\begin{aligned}
\bar{y}_{0} \frac{\partial}{\partial \bar{x}_{0}}+\bar{y}_{1} \frac{\partial}{\partial \bar{x}_{1}} & =\left(\bar{y}_{0}, \bar{y}_{1}\right)\binom{\partial / \partial \bar{x}_{0}}{\partial / \partial \bar{x}_{1}} \\
& =\left(y_{0}, y_{1}\right)\left(\begin{array}{ll}
t_{00} & t_{10} \\
t_{01} & t_{11}
\end{array}\right)\left(\begin{array}{ll}
t_{00} & t_{10} \\
t_{01} & t_{11}
\end{array}\right)^{-1}\binom{\partial / \partial x_{0}}{\partial / \partial x_{1}} \\
& =\left(y_{0}, y_{1}\right)\binom{\partial / \partial x_{0}}{\partial / \partial x_{1}}=y_{0} \frac{\partial}{\partial x_{0}}+y_{1} \frac{\partial}{\partial x_{1}} .
\end{aligned}
$$

6.3.6. Lemma. Let $f\left(x_{0}, x_{1}\right)$ be an $n$-form, $g\left(x_{0}, x_{1}\right)$ be an $(n-1)$-form, and $y=\left(y_{0}, y_{1}\right)$. Then

$$
\left\{g\left(x_{0}, x_{1}\right), D_{y x} f\left(x_{0}, x_{1}\right)\right\}=n\left\{\left(y_{1} x_{0}-y_{0} x_{1}\right) g\left(x_{0}, x_{1}\right), f\left(x_{0}, x_{1}\right)\right\}
$$

Proof. The proof is a routine formal calculation, going through the formula

$$
D_{y x} f\left(x_{0}, x_{1}\right)=n \sum_{i=0}^{n-1}\binom{n-1}{i} x_{0}^{i} x_{1}^{n-1-i}\left(y_{0} a_{i+1}+y_{1} a_{i}\right) .
$$

If $\left(c x_{0}+d x_{1}\right)$ is a linear factor of the form $f\left(x_{0}, x_{1}\right)$, then we say that $(-d, c)$ is a homogeneous zero of $f\left(x_{0}, x_{1}\right)$. If $d \neq 0$, then $(-d, c)$ is a homogeneous zero of the form $f$ if and only if $-c / d$ is a zero of the polynomial $f(1, z)$. Two homogeneous zeros $(-d, c)$ and $\left(-d^{\prime}, c^{\prime}\right)$ are equivalent if $d c^{\prime}=c d^{\prime}$. Let $K$ be a subset of the extended complex plane $\mathbb{C} \cup\{\infty\}$. The homogeneous zero $(-d, c)$ is inside $K$ if the zero $-c / d \in K$ and outside $K$ if $-c / d \notin K$.
6.3.7. Laguerre's theorem. Let $f\left(x_{0}, x_{1}\right)$ be an $n$-form and $D$ be a disk in the complex plane. If all the homogeneous zeros of $f\left(x_{0}, x_{1}\right)$ are inside $D$ and $\left(y_{0}, y_{1}\right)$ is a point in $\mathbb{C}^{2}$ such that $y_{1} / y_{0} \notin D$, then all the homogeneous zeros of the polar derivative $D_{y x} f\left(x_{0}, x_{1}\right)$ are also inside $D$.

Proof. Since the operator $D_{y x}$ is independent of the choice of coordinates, we can make a linear change of variables and assume that $y=(0,1)$ and
$D_{y x}=\partial / \partial x_{1}$. In particular, the polynomial $D_{y x} f(1, z)$ is the derivative $p^{\prime}(z)$. Since $D$ is convex and all the zeros of $p(z)$ are inside $D$, we can apply Lucas' lemma to conclude that all the zeros of $p^{\prime}(z)$, and hence, all the homogeneous zeros of $D_{y x} f\left(x_{0}, x_{1}\right)$, lie inside $D$.

We will prove Grace's theorem in the following equivalent version.
6.3.8. Grace's theorem for forms. Let $f\left(x_{0}, x_{1}\right)$ and $g\left(x_{0}, x_{1}\right)$ be two $n$-forms, apolar to each other. Suppose that all the homogeneous zeros of $f$ are in a disk $D$. Then at least one homogeneous zero of $g$ is in $D$.

The proof uses polar derivatives and is similar in spirit to the first proof. Let

$$
g\left(x_{0}, x_{1}\right)=\prod_{i=1}^{n}\left(c_{i} x_{0}+d_{i} x_{1}\right)
$$

and $y_{i}=\left(-d_{i}, c_{i}\right)$. If the homogeneous zero $\left(-d_{1}, c_{1}\right)$ is outside $D$, then Laguerre's theorem implies that all the homogeneous zeros of the polar derivative $D_{y_{1} x} f\left(x_{0}, x_{1}\right)$ are inside $D$. By Lemma 6.2.6,

$$
\left\{\prod_{i=2}^{n}\left(c_{i} x_{0}+d_{i} x_{1}\right), D_{y_{1} x} f\left(x_{0}, x_{1}\right)\right\}=-n\left\{g\left(x_{0}, x_{1}\right), f\left(x_{0}, x_{1}\right)\right\}=0
$$

and hence, the $(n-1)$-forms $\prod_{i=2}^{n}\left(c_{i} x_{0}+d_{i} x_{1}\right)$ and $D_{y_{1}} f\left(x_{0}, x_{1}\right)$ are apolar.

If $\left(-d_{2}, c_{2}\right)$ is outside $D$, then we repeat the argument. Continuing in this way, either we have, for some $i<n,\left(-d_{i}, c_{i}\right) \in D$ (and the theorem is proved) or the argument is repeated $n-1$ times. In the latter case, the homogeneous zero of the 1 -form $D_{y_{n-1} x} \cdots D_{y_{2} x} D_{y_{1} x} f\left(x_{0}, x_{1}\right)$ lies inside $D$ and the 1 -forms $c_{n} x_{0}+d_{n} x_{1}$ and $D_{y_{n-1} x} \cdots D_{y_{2} x} D_{y_{1} x} f\left(x_{0}, x_{1}\right)$ are apolar. Recalling that two 1 -forms are apolar if and only if one is a constant multiple of the other, we conclude that the homogeneous zero $\left(-d_{n}, c_{n}\right)$ is in $D$.

## Exercises

6.3.1. Let $p(z)$ and $q(z)$ be degree- $n$ polynomials apolar to each other, $C_{1}$ be a convex set containing all the zeros of $p(z)$, and $C_{2}$ be a convex set containing all the zeros of $q(z)$. Show that $C_{1} \cap C_{2} \neq \emptyset$.
6.3.2. Let $y=\left(y_{0}, y_{1}\right)$. Show that

$$
D_{y x} f\left(x_{0}, x_{1}\right)=n \operatorname{eval}\left(\left(\alpha_{1} y_{0}+\alpha_{0} y_{1}\right)\left(\alpha_{1} x_{0}+\alpha_{0} x_{1}\right)^{n-1}\right)
$$

6.3.3. Let $\xi_{1}$ and $\xi_{2}$ be two distinct zeros of the polynomial $p(z)$. Show that $\left\{p^{\prime}(z),\left(z-\xi_{1}\right)^{n}-\left(z-\xi_{2}\right)^{n}\right\}=0$. Generalize this result.

### 6.3.4. The Lee-Yang circle theorem.

Let $x_{i j}, 1 \leq i, j \leq n$, be real numbers such that $\left|x_{i j}\right|<1$ and $x_{i j}=x_{j i}$. Let

$$
p(z)=\sum_{S: S \subseteq\{1,2, \ldots, n\}} z^{|S|} \prod_{i: i \in S, j \notin S} x_{i j}
$$

Then all the zeros of $p(z)$ lie on the unit circle.

### 6.3.5. Szegö's determinant theorem.

Let $D$ be a disk in the complex plane, $z_{1}, z_{2}, \ldots, z_{n}$ be $n$ distinct points inside $D$, and $w_{1}, w_{2}, \ldots, w_{n}$ be $n$ distinct points outside $D$. Then

$$
\operatorname{det}\left(\left(z_{i}-w_{j}\right)^{n}\right)_{1 \leq i, j \leq n} \neq 0
$$

### 6.4 Multiplier Sequences

A sequence of real numbers $\mu_{0}, \mu_{1}, \mu_{2}, \ldots$ is a multiplier sequence of the first kind if $\mu_{0}=1$ and whenever all the zeros of the polynomial

$$
a_{0} x^{n}+\binom{n}{1} a_{1} x^{n-1}+\cdots+\binom{n}{n-1} a_{n-1} x+a_{n}
$$

are real, then all the zeros of

$$
a_{0} \mu_{n} x^{n}+\binom{n}{1} a_{1} \mu_{n-1} x^{n-1}+\cdots+\binom{n}{n-1} a_{n-1} \mu_{1} x+a_{n} \mu_{0}
$$

are real. If we represent the sequence $\left(\mu_{i}\right)_{i=0}^{\infty}$ umbrally as $\left(\mu^{i}\right)_{i=0}^{\infty}$, then the main condition can be restated: whenever all the zeros of eval $\left(a_{0}(x+\alpha)^{n}\right)$ are real, then all the zeros of eval $\left(a_{0}(\mu x+\alpha)^{n}\right)$ are real. A sequence $\left(\mu_{i}\right)_{i=0}^{\infty}$ is a multiplier sequence of the second kind if whenever all the zeros of $a_{0}(x+$ $\alpha)^{n}$ are real and positive, then all the zeros of $a_{0}(\mu x+\alpha)^{n}$ are real (but not necessarily positive).

For example, if $v$ is a nonzero real number, then $1, v, v^{2}, \nu^{3}, \ldots$ is obviously a multiplier sequence of the first kind. Less obviously, if $w$ is a positive real number and $w^{(n)}$ is the rising factorial $w(w+1)(w+2) \cdots(w+n-1)$, then

$$
1,1 / w^{(1)}, 1 / w^{(2)}, 1 / w^{(3)}, \ldots
$$

is a multiplier sequence of the first kind. Finally, if $n$ is a (fixed) positive integer and $x_{(n)}$ is the falling factorial $x(x-1)(x-2) \cdots(x-n+1)$, then

$$
0_{(n)}, 1_{(n)}, 2_{(n)}, 3_{(n)}, \ldots
$$

is a multiplier sequence of the first kind. An example of a multiplier sequence of the second kind is

$$
\cos (\lambda), \cos (\lambda+\theta), \cos (\lambda+2 \theta), \cos (\lambda+3 \theta), \ldots
$$

The theory of multiplier sequences is a part of complex analysis, particularly the theory of Laguerre-Pólya classes. Our aim in this section is to present elementary characterizations of multiplier sequences.

Let $p(x)=\sum_{i=0}^{n}\binom{n}{i} a_{i} x^{n-i}$ and $q(x)=\sum_{i=0}^{n}\binom{n}{i} b_{i} x^{n-i}$. The Szegö composition $p * q(x)$ of $p(x)$ and $q(x)$ is the polynomial

$$
\sum_{i=0}^{n}\binom{n}{i} a_{i} b_{i} x^{n-i}
$$

Umbrally, the Szegö composition of $\operatorname{eval}\left(a_{0}(x+\alpha)^{n}\right)$ and $\operatorname{eval}\left(b_{0}(x+\beta)^{n}\right)$ is the polynomial eval $\left(a_{0} b_{0}(x+\alpha \beta)^{n}\right)$.
6.4.1. Szegö's theorem. ${ }^{13}$ Suppose that all the zeros of $p(x)$ are real and all the zeros of $q(x)$ are real and those that are nonzero have the same sign. Then all the zeros of the Szegö composition $p * q(x)$ are real.

The proof is in three steps.
6.4.2. Lemma. Suppose that $h(x)=p * q(x)$ and all the zeros of $p(x)$ lie in a disk $D$ or a half-plane $H$. Then for every zero $\xi$ of $h(x)$, there exists a complex number $\kappa$ in $D$ and a zero $\beta$ of $q(x)$ such that $\xi=-\beta \kappa$.

Proof. Since $\xi$ is a zero of $h(x)$, we have

$$
\sum_{i=0}^{n}\binom{n}{i} a_{i} b_{i} \xi^{n-i}=0
$$

Let

$$
\bar{q}(x)=x^{n} q(-\xi / x)=\sum_{i=0}^{n}(-1)\binom{n}{i} b_{i} \xi^{i} x^{n-i}
$$

Then $p(x)$ and $\bar{q}(x)$ are apolar. Let $D$ be a disk containing all the zeros of $p(x)$. By Grace's theorem (6.3.3), there is a zero $\kappa$ of $\bar{q}(x)$ in $D$. However, $-\xi / \kappa$ is a zero of $q(x)$. We conclude that $\xi=-\beta \kappa$, where $\beta$ is a zero of $q(x)$. The proof for a half-plane $H$ is similar.

[^148]In the proof of the next lemma, we need a simple fact: if $C$ is a convex set in $\mathbb{R}^{n}$ containing the origin and $\eta$ be a real number in the interval $[-1,0]$, then for every $x \in C$, the point $-\eta x$ is also in $C$. To see this, observe that since $C$ is convex and contains the origin and the point $x$, then it contains the line segment joining the origin and $x$. The point $-\eta x$ lies on this line segment and hence is in $C$.
6.4.3. Schur's lemma. ${ }^{14}$ Let $C$ be a convex set containing the origin in the complex plane. If all the zeros of $p(x)$ are in $C$ and all the zeros of $q(x)$ are real numbers in $[-1,0]$, then all the zeros of $p * q(x)$ are in $C$.

Proof. We will use the following fact: let $C$ be a compact convex set with a finite number of extreme points. Then $C$ is an intersection of a finite number of half-planes.

Let $C$ be the convex closure of the zeros of $p(x)$ and the origin, $C=$ $\bigcap_{i=1}^{t} H_{i}$, where $H_{i}$ are suitable half-planes. Each half-plane $H_{i}$ occurring in the intersection contains the origin and all the zeros of $p(x)=0$. Let $\xi$ be an arbitrary zero of $h(x)=p * q(x)$. Then by Szegö's theorem, $\xi$ can be written as $-\eta h$ for some $h \in H_{i}$ and $\eta$ is a zero of $q(x)$ in $(-1,0)$. By the half-plane version of Grace theorem (6.3.5), $\xi \in H_{i}$. Thus, $\xi$ lies in all the half-planes $H_{i}$ and hence lies in their intersection $C$.

Applying Schur's lemma to the real line in the complex plane, we conclude that if $p(x)$ has all real zeros and $q(x)$ has all zeros in $[-1,0]$, then $p * q(x)$ has all real zeros.

To finish the proof of Theorem 6.4.1, suppose that all the zeros of $q(x)$ are, say, nonnegative. Let $M$ be the maximum zero and $\hat{q}(x)=q(-x M)$. Then all the zeros of $\hat{q}(x)$ are in $[-1,0]$. Thus, all the zeros of $p * \hat{q}(x)$, and hence, $p * \hat{q}(-x / M)$, are real. Since $p * \hat{q}(-x / M)=p * q(x)$, this completes the proof of Theorem 6.4.1.

We now use Theorem 6.4.1 to characterize multiplier sequences. The $n$th Appell polynomial $g_{n}(\underline{\mu} ; x)$ of the sequence $\left(\mu_{i}\right)_{i=0}^{\infty}$ is the polynomial defined by

$$
g_{n}(\underline{\mu} ; x)=\mu_{0}+\binom{n}{1} \mu_{1} x+\binom{n}{2} \mu_{2} x^{2}+\cdots+\binom{n}{n-1} \mu_{n-1} x^{n-1}+\mu_{n} x^{n}
$$

6.4.4. Theorem. A sequence $\left(\mu_{i}\right)_{i=0}^{\infty}$ is a multiplier sequence of the second kind if and only if $\mu_{0}=1$ and for all $n, 1 \leq n<\infty$, all the zeros of the Appell polynomial $g_{n}(\underline{\mu} ; x)$ are real.

[^149]Proof. Apply the multiplier sequence $1, \mu_{1}, \mu_{2}, \ldots$ to the polynomial $(1-x)^{n}$. Then the polynomial
$\mu_{0}-\binom{n}{1} \mu_{1} x+\binom{n}{2} \mu_{2} x^{2}-\cdots+(-1)^{n-1}\binom{n}{n-1} \mu_{n-1} x^{n-1}+(-1)^{n} \mu_{n} x^{n}$
has all real zeros. Changing variables from $x$ to $-x$, we conclude that all the zeros of $g_{n}(\underline{\mu} ; x)$ are real.

Conversely, suppose that all the zeros of $g_{n}(\underline{\mu} ; x)$ are real. If $p(x)=$ $\sum_{i=0}^{n}\binom{n}{i} a_{i} x^{n-i}$ and all the zeros of $p(x)$ are positive, then, by Theorem 6.4.1, all the zeros of the polynomial

$$
\sum_{i=0}^{n}\binom{n}{i} a_{i} \mu_{n-i} x^{n-i}
$$

(obtained by taking the Szegö composition of $p(x)$ and $g_{n}(\underline{\mu} ; x)$ ) are real. Hence, $\left(\mu_{i}\right)_{i=0}^{\infty}$ is a multiplier sequence of the second kind.

Characterizing multiplier sequences of the first kind is more complicated and requires two preliminary results.
6.4.5. Lemma. A multiplier sequence $\left(\mu_{i}\right)$ of the first kind does not have a subsequence of the form $a, \underbrace{0,0, \ldots, 0}_{m}, b$, where $a, b \neq 0$ and $m \geq 1$.

Proof. Suppose that for some index $j, \mu_{j}=a, \mu_{j+1}=\mu_{j+2}=\cdots=\mu_{j+m}=$ 0 , and $\mu_{k}=b$. Let

$$
q(x)= \begin{cases}x^{j}(1+x)^{k-j} & \text { if } a \text { and } b \text { have the same sign } \\ x^{j}(1+x)^{k-j-1}(1-x) & \text { if } a \text { and } b \text { have opposite signs. }\end{cases}
$$

In both cases, all the zeros of $q(x)$ are real. If we apply the sequence $\left(\mu_{i}\right)$ as multipliers to $q(x)$, we obtain the polynomial

$$
x^{j}\left(a+b^{\prime} x^{k-j}\right)
$$

where $b^{\prime}= \pm b$, with the sign chosen so that $b^{\prime}$ has the same sign as $a$. However, since $k-j>1$, the polynomial $a+b^{\prime} x^{k-j}$ has complex (nonreal) zeros. We conclude that $\left(\mu_{i}\right)$ is not a multiplier sequence of the first kind.

Lemma 6.4.5 implies that none of the terms in a multiplier sequence of the first kind equals zero.
6.4.6. Lemma. Let $\left(\mu_{i}\right)$ be a multiplier sequence of the first kind. Then either all the terms $\mu_{i}$ have the same sign or the signs are alternating.

Proof. It suffices to show that for $i \geq 0, \mu_{i}$ and $\mu_{i+2}$ have the same sign. To do this, apply the multipliers $\left(\mu_{i}\right)$ to $x^{i+2}-x^{i}$. Then all the zeros of $x^{i}\left(\mu_{i+2} x^{2}-\right.$ $\left.\mu_{i}\right)=0$ are real and hence $\mu_{i} / \mu_{i+2}>0$.
6.4.7. Theorem. A sequence $1, \mu_{1}, \mu_{2}, \ldots$ is a multiplier sequence of the first kind if and only if all the zeros of the Appell polynomials $g_{n}(\underline{\mu} ; x)$ are real and have the same sign.

Proof. A multiplier sequence of the first kind is also one of the second kind. Hence, by Theorem 6.4.4, all the zeros of the Appell polynomials $g_{n}(\underline{\mu} ; x)$ are real.

By Lemma 6.4.6, the signs of the coefficients of polynomial $g_{n}(\underline{\mu} ; x)$ are either the same or alternating. If $\mu_{i}$ 's have the same sign, then $g_{n}(\underline{\mu} ; x)$ cannot have a positive zero. If $\mu_{i}$ 's have alternating signs, then $g_{n}(\underline{\mu} ; x)$ cannot have a negative zero.

The converse of the theorem follows from Szegö's theorem (6.4.1).

## Exercises

6.4.1. If the zeros of $p(x)$ lie in the interval $(-a, a)$ and the zeros of $q(x)$ lie in the interval $(-b, 0)$, where $a, b>0$, then the zeros of $p * q(x)$ lie in $(-a b, a b)$. 6.4.2. If the polynomial $\sum_{k=0}^{n} a_{k} z^{n-k}$ has all its zeros in unit disk, then so does

$$
\sum_{k=0}^{n} \frac{a_{k} z^{n-k}}{\binom{n}{k}}
$$

In particular, all the zeros of the polynomial

$$
\sum_{k=0}^{n} \frac{z^{n-k}}{\binom{n}{k}}
$$

lie inside the unit disk.
6.4.3. If $2 j+1$ is an odd positive integer, let

$$
(2 j+1)!!=(2 j+1)(2 j-1)(2 j-3) \cdots 5 \cdot 3 \cdot 1
$$

Show that

$$
1,0,-1!!, 0,3!!, 0,-5!!, 0,7!!, 0,-9!!, 0, \ldots
$$

is a multiplier sequence of the second kind.
6.4.4. If all the zeros of $p(x)=\sum_{k=0}^{s} a_{k} x^{k}$ are real and all the zeros of $q(x)=$ $\sum_{k=0}^{t} b_{k} x^{k}$ have the same sign, and $m=\min \{s, t\}$, then all the zeros of the polynomials

$$
\sum_{k=0}^{m} a_{k} b_{k} x^{k} \quad \text { and } \quad \sum_{k=0}^{m} k!a_{k} b_{k} x^{k}
$$

are real.

### 6.5 Totally Positive Matrices

The second half of Chapter 6 is about totally positive matrices. We give two families of examples and prove the Perron-Frobenius theorem in this section. In the next section, we introduce compound matrices and prove several determinantal formulas. Using compound matrices, we study three more advanced topics in Sections 6.7-6.9. ${ }^{15}$

We use the following notation and conventions: we usually work over the real field, with occasional excursions into the complex field. In particular, all matrices are assumed to have real entries unless specifically stated otherwise. We use the following notation: $\vec{x}$ is the column vector with coordinates $x_{i}$. Thus, if $\vec{x}$ is an $n$-dimensional vector, then $\vec{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$ and $\|\vec{x}\|=$ $\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}$.

A matrix is positive if every entry of $A$ is positive. It is nonnegative if every entry is nonnegative. Let $A$ be a matrix with rows labeled by the set $R$ and columns labeled by the set $C$, with a fixed linear order on the sets $R$ and $S$. If $I \subseteq R$ and $J \subseteq S$, the submatrix $A[I \mid J]$ is the matrix obtained by restricting $A$ to the rows $I$ and columns $J$, keeping the same order. When $|I|=|J|$, then minor (supported by rows $I$ and columns $J$ ) is the determinant det $A[I \mid J]$. For example, if $R=S=\{0,1,2, \ldots\}$ and $I=\{1,6,9\}$ and $J=\{2,6,7\}$, then the minor supported by these sequences is

$$
\operatorname{det}\left(\begin{array}{lll}
a_{12} & a_{16} & a_{17} \\
a_{62} & a_{66} & a_{67} \\
a_{92} & a_{96} & a_{97}
\end{array}\right) .
$$

A matrix is totally positive if every minor is positive. It is totally nonnegative if every minor is nonnegative. A line in a matrix is a row or a column.

[^150]6.5.1. Lemma. The set of totally positive (respectively, totally nonnegative) matrices is closed under the following operations:
(1) Deleting a line.
(2) Multiplying a line by a positive (respectively, nonnegative) constant.
(3) Adding a line to an adjacent line, where a line is a row or a column.

Proof. Closure under the first two operations is obvious. When a line is added to an adjacent line, a minor in the new matrix is either unchanged or the sum of two minors in the original matrix. Closure under the third operation follows from this.

Next we give two examples of totally positive matrices. The first is due to G. Pólya. ${ }^{16}$
6.5.2. Theorem. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ and $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ be two strictly increasing sequences of real numbers and $M$ be the matrix

$$
\left(e^{\alpha_{i} \beta_{j}}\right)_{1 \leq i, j \leq n} .
$$

Then $M$ is totally positive.

The proof is in four steps. We begin by observing that a submatrix of $M$ has the same form. Thus, to prove the theorem, it suffices to show that $\operatorname{det} M>0$.

Next, we recall the explicit formula for the van der Monde determinant. Let $x_{1}, x_{2}, \ldots, x_{n}$ be numbers and $V_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be the matrix whose $i j$ th entry is $x_{j}^{i-1}$. Then

$$
\operatorname{det}\left(V_{n}\right)=\operatorname{det}\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
x_{1} & x_{2} & \cdots & x_{n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}^{n-1} & x_{2}^{n-1} & \cdots & x_{n}^{n-1}
\end{array}\right)=\prod_{i, j: 1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)
$$

(To see this, regard $x_{1}, x_{2}, \ldots, x_{n}$ as variables. Observe that the determinant is zero if $x_{i}$ is set equal to $x_{j}$. Hence for any pair $i$ and $j$, the difference $x_{i}-x_{j}$ divides $V_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. We conclude that the product $\prod_{i, j: 1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)$ divides $V_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Comparing degrees and leading coefficients, we obtain the formula.) In particular, if $x_{1}<x_{2}<\cdots<x_{n}$, then $\operatorname{det} V_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)>0$.

In the third step, we prove a result of Sylvester.

[^151]6.5.3. Sylvester's lemma. Let $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ be a sequence of distinct real numbers and $c_{1}, c_{2}, \ldots, c_{n}$ be a sequence of real numbers, not all zero. Then the function
$$
c_{1} x^{\alpha_{1}}+c_{2} x^{\alpha_{2}}+\cdots+c_{n} x^{\alpha_{n}}
$$
(defined on the positive real axis) has at most $n-1$ distinct positive real zeros.
Proof. We induct on $n$, the length of the sequence. If $n=1$, the lemma holds. We show the induction step by contradiction. Modify the indexing so that $\alpha_{1}<\alpha_{2}<\cdots<\alpha_{n}$. Suppose that
$$
c_{1} x^{\alpha_{1}}+c_{2} x^{\alpha_{2}}+\cdots+c_{n} x^{\alpha_{n}}
$$
has $n$ distinct positive real zero. Then the function $f(x)$, defined by
$$
f(x)=c_{1}+c_{2} x^{\alpha_{2}-\alpha_{1}}+\cdots+c_{n} x^{\alpha_{n}-\alpha_{1}}
$$
also has $n$ distinct positive roots. By Rolle's theorem in calculus, between any two real zeros of $f(x)$ lies at least one real zero of the derivative $f^{\prime}(x)$. Hence, $f^{\prime}(x)$ has at least $n-1$ distinct positive roots; that is,
$$
c_{2}\left(\alpha_{2}-\alpha_{1}\right) x^{\alpha_{2}-\alpha_{1}-1}+c_{3}\left(\alpha_{3}-\alpha_{2}\right) x^{\alpha_{3}-\alpha_{2}-1}+\cdots+c_{n}\left(\alpha_{n}-\alpha_{1}\right) x^{\alpha_{n}-\alpha_{1}-1}
$$
has at least $n-1$ distinct positive roots. This contradicts the inductive hypothesis.

We are now ready to prove Theorem 6.5.2. Let $x_{j}=e^{\beta_{j}}$. Then $0<x_{1}<$ $x_{2}<\cdots<x_{n}$ and $M=\left(x_{j}^{\alpha_{i}}\right)$. Consider the system of linear equations in the unknowns $c_{1}, c_{2} \ldots, c_{n}$ :

$$
\left(\begin{array}{cccc}
x_{1}^{\alpha_{1}} & x_{1}^{\alpha_{2}} & \cdots & x_{1}^{\alpha_{n}} \\
\vdots & & \ddots & \vdots \\
x_{n}^{\alpha_{1}} & x_{n}^{\alpha_{2}} & \cdots & x_{n}^{\alpha_{n}}
\end{array}\right)\left(\begin{array}{c}
c_{1} \\
\vdots \\
c_{n}
\end{array}\right)=0 .
$$

If $\operatorname{det}\left(x_{j}^{\alpha_{i}}\right)=0$, then there exist real numbers $c_{1}, c_{2}, \ldots, c_{n}$, not all zero, such that

$$
c_{1} x_{j}^{\alpha_{1}}+c_{2} x_{j}^{\alpha_{2}}+\cdots+c_{n} x_{j}^{\alpha_{n}}=0
$$

for distinct positive real numbers $x_{1}, x_{2}, \ldots, x_{n}$, contradicting Lemma 6.5.3.
We have now proved that the determinant is nonzero for a given increasing sequence $x_{1}, x_{2}, \ldots, x_{n}$ of positive real numbers. It remains to determine the sign. Consider $\operatorname{det}\left(x_{j}^{\alpha_{i}}\right)$ as a function on $n$-tuples $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ of real numbers. Then $\operatorname{det}\left(x_{j}^{\alpha_{i}}\right)$ is nonzero unless for two distinct indices $i$ and $j, \alpha_{i}=\alpha_{j}$. Let $\mathcal{A}$ be the union of the hyperplanes $\left\{\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right): \alpha_{i}=\alpha_{j}\right\}$, where $i$ and
$j$ ranges over all pairs of distinct indices. In the complement $\mathbb{R}^{n} \backslash \mathcal{A}$, any $n$-tuple $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ such that $\alpha_{1}<\alpha_{2}<\cdots<\alpha_{n}$ lies in the same connected component as $(0,1,2, \ldots, n-1)$. Since the van der Monde determinant $\operatorname{det}\left(x_{j}^{i-1}\right)$ is positive, we conclude that the $\operatorname{sign}$ of $\operatorname{det}\left(x_{j}^{\alpha_{i}}\right)$ is also positive.

If $x_{1}, x_{2}, \ldots, x_{n}$ and $y_{1}, y_{2}, \ldots, y_{n}$ are sequences of numbers such that $x_{i}+$ $y_{j} \neq 0$ for every pair of indices $i, j$, let $N$ be the matrix $\left(1 /\left(x_{i}+y_{j}\right)\right)_{1 \leq i, j \leq n}$.
6.5.4. Theorem. If $x_{i}$ and $y_{j}$ are real numbers such that $x_{1}<x_{2}<\cdots<x_{n}$ and $y_{1}<y_{2}<\cdots<y_{n}$, then the matrix $N$ is totally positive.

Since the minors of $N$ have the same form, it suffices to show that $\operatorname{det} N>0$. This follows from a formula of Cauchy.

### 6.5.5. Cauchy's formula.

$$
\operatorname{det} N=\frac{\prod_{i, j: 1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)\left(y_{j}-y_{i}\right)}{\prod_{i, j: 1 \leq i<j \leq n}\left(x_{i}+y_{j}\right)} .
$$

Proof. We induct on $n$. The formula holds trivially when $n=1$. To prove the induction step, we perform column and row operations on $N$. First, subtract column $n$ from columns 1 to $n-1$ in $N$, obtaining a new matrix $N_{1}$. Noting that

$$
\frac{1}{x_{i}+y_{j}}-\frac{1}{x_{i}+y_{n}}=\frac{y_{n}-y_{j}}{\left(x_{i}+y_{j}\right)\left(x_{i}+y_{n}\right)},
$$

every entry in row $i$ of $N_{1}$ has the factor $1 /\left(x_{i}+y_{n}\right)$ and when $j<n$, every entry in column $j$ has the factor $y_{n}-y_{j}$. Taking out common factors, we obtain

$$
\operatorname{det} N=\operatorname{det} N_{1}=\frac{\prod_{i=1}^{n-1}\left(y_{n}-y_{i}\right)}{\prod_{i=1}^{n}\left(x_{i}+y_{n}\right)} \operatorname{det} N_{2},
$$

where

$$
N_{2}=\left(\begin{array}{cccc}
\frac{1}{x_{1}+y_{1}} & \cdots & \frac{1}{x_{1}+y_{n-1}} & 1 \\
\frac{1}{x_{2}+y_{1}} & \cdots & \frac{1}{x_{2}+y_{n-1}} & 1 \\
\vdots & \ddots & \vdots & \vdots \\
\frac{1}{x_{n}+y_{1}} & \cdots & \frac{1}{x_{n}+y_{n-1}} & 1
\end{array}\right)
$$

Now subtract row $n$ from rows 1 to $n-1$ in $N_{2}$. Then column $n$ becomes $(0,0, \ldots, 0,1)^{T}$, and if $i \neq n$ and $j \neq n$, the $i j$-entry can be simplified by the identity

$$
\frac{1}{x_{i}+y_{j}}-\frac{1}{x_{n}+y_{j}}=\frac{x_{n}-x_{i}}{\left(x_{i}+y_{j}\right)\left(x_{n}+y_{j}\right)}
$$

In particular, if $i \neq n$, every entry in row $i$ has the factor $x_{n}-x_{i}$, and if $j \neq n$, every entry in column $j$ has the factor $1 /\left(x_{n}+y_{j}\right)$. Taking out common factors and expanding the matrix along the last column, we obtain

$$
\operatorname{det} N_{2}=\frac{\prod_{i=1}^{n-1}\left(x_{n}-x_{i}\right)}{\prod_{j=1}^{n}\left(x_{n}+y_{j}\right)} \operatorname{det}\left(\begin{array}{cccc}
\frac{1}{x_{1}+y_{1}} & \frac{1}{x_{1}+y_{2}} & \cdots & \frac{1}{x_{1}+y_{n-1}} \\
\frac{1}{x_{2}+y_{1}} & \frac{1}{x_{2}+y_{2}} & \cdots & \frac{1}{x_{2}+y_{n-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{x_{n-1}+y_{1}} & \frac{1}{x_{n-1}+y_{2}} & \cdots & \frac{1}{x_{n-1}+y_{n-1}}
\end{array}\right)
$$

By induction, Cauchy's formula holds for the smaller $(n-1) \times(n-1)$ matrix, completing the proof.

We end this section with the Perron-Frobenius theorem on matrices with positive entries. We shall use the Brouwer fixed-point theorem in the proof.
6.5.6. The Perron-Frobenius theorem. Let $A$ be an $n \times n$ matrix with positive real entries $a_{i j}$. Then $A$ has at least one positive real eigenvalue. If the maximum positive eigenvalue is $r$ and $\lambda$ is another (real or complex) eigenvalue $A$, then $|\lambda|<r$. The eigenvalue $r$ has multiplicity 1 and there is an associated eigenvector $\vec{u}$ in which all entries are positive.

Proof. We show first that $A$ has a positive eigenvalue. Let

$$
S=\left\{\vec{x}: \vec{x} \in \mathbb{R}^{n},\|\vec{x}\|=1, \text { and } x_{i} \geq 0 \text { for all } i\right\}
$$

Consider the map $\phi: S \rightarrow S$ defined by

$$
\phi(\vec{x})=\frac{A \vec{x}}{\|A \vec{x}\|}
$$

The set $S$ is homeomorphic to the closed unit ball $B_{n-1}$ of dimension $n-1$. The Brouwer fixed-point theorem asserts that every continuous function from a closed unit ball to itself has a fixed point. Let $\vec{u}$ be a fixed point of $\phi$. Then $\phi(\vec{u})=\vec{u}$ or

$$
A \vec{u}=\|A \vec{u}\| \vec{u}
$$

We conclude that $\vec{u}$ is an eigenvector of $A$ with positive eigenvalue $\|A \vec{u}\|$. Since $\vec{u}$ is in $S$, all the coordinates $u_{i}$ of $\vec{u}$ are nonnegative. Since

$$
u_{i}=\frac{1}{r} \sum_{j=1}^{n} a_{i j} u_{j}
$$

where $u_{i}$ are not all zero and $a_{i j}$ are positive, we conclude that each $u_{i}$ is positive.

Let $r=\|A \vec{u}\|$. We will show that (I) $r$ is an eigenvalue of multiplicity 1 , and (II) for every other eigenvalue $\lambda$ of $A,|\lambda|<r$.

To show (I), we need to show that every vector $\vec{v}$ satisfying $A \vec{v}=r \vec{v}$ is a multiple of $\vec{u}$. We argue by contradiction. Suppose that $\vec{v}$ is a vector, not a multiple of $\vec{u}$, such that $A \vec{v}=r \vec{v}$. Let $\vec{w}=\vec{u}+\epsilon \vec{v}$, with $\epsilon$ chosen so that every entry of $\vec{w}$ is nonnegative and at least one entry of $\vec{w}, w_{i}$, say, is zero. However, $A \vec{w}=r \vec{w}$, and hence

$$
\sum_{j=1}^{n} a_{i j} w_{j}=0
$$

Since the left side is positive, this is a contradiction.
To show (II), note that an eigenvalue of $A$ is also an eigenvalue of the transpose $A^{T}$ with the same multiplicity. Hence, $r$ is a eigenvalue of $A^{T}$ of multiplicity 1 . Let $\vec{u}^{\prime}$ be an eigenvector of $A^{T}$ with eigenvalue $r$. Let $\lambda$ be another eigenvalue (not equal to $r$ ) of $A$. Then $\lambda$ is also an eigenvalue of $A^{T}$. Let $\vec{v}$ be an eigenvector of $A^{T}$ with eigenvalue $\lambda$. Suppose that $\vec{v}=\left(v_{1}, \ldots, v_{n}\right)^{T}$. Then since $A^{T} \vec{v}=\lambda \vec{v}$, we have, for $1 \leq i \leq n$,

$$
\begin{equation*}
\lambda v_{i}=\sum_{j=1}^{\bar{n}} a_{j i} v_{j} \tag{V}
\end{equation*}
$$

By the triangle inequality,

$$
\begin{equation*}
|\lambda|\left|v_{i}\right| \leq \sum_{j=1}^{n}\left|a_{j i}\right|\left|v_{j}\right|=\sum_{j=1}^{n} a_{j i}\left|v_{j}\right| \tag{T}
\end{equation*}
$$

On the other hand, for the positive eigenvalue $r$ and its eigenvector $\vec{u}$, we have

$$
r u_{i}=\sum_{j=1}^{n} a_{i j} u_{j}, \quad i=1,2, \ldots, n
$$

Multiplying the $i$ th equation by $\left|v_{i}\right|$ and summing over $i$, we obtain

$$
\begin{aligned}
r \sum_{i=1}^{n} u_{i}\left|v_{i}\right| & =\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} u_{j}\left|v_{i}\right| \\
& =\sum_{j=1}^{n} u_{j}\left(\sum_{i=1}^{n} a_{i j}\left|v_{i}\right|\right) \\
& \geq \sum_{j=1}^{n} u_{j}|\lambda|\left|v_{j}\right| \\
& =|\lambda| \sum_{j=1}^{n} u_{j}\left|v_{j}\right|
\end{aligned}
$$

It follows that $|\lambda| \leq r$.

It remains to prove that $|\lambda|=r$ implies $\lambda=r$. Suppose that $|\lambda|=r$. Then

$$
\sum_{j=1}^{n} u_{j}\left(\sum_{i=1}^{n} a_{i, j}\left|v_{i}\right|\right)=\sum_{j=1}^{n} u_{j}|\lambda|\left|v_{j}\right| .
$$

Since $u_{j}>0$, inequality ( $T$ ) implies that

$$
\sum_{i=1}^{n} a_{i j}\left|v_{i}\right|=r\left|v_{j}\right|
$$

Switching the roles of $i$ and $j$ in Equation (V) and taking absolute values, we obtain

$$
\left|\sum_{i=1}^{n} a_{i j} v_{i}\right|=r\left|v_{j}\right|
$$

Thus,

$$
\left|\sum_{i=1}^{n} a_{i j} v_{i}\right|=\sum_{i=1}^{n} a_{i j}\left|v_{i}\right|
$$

Using the fact that for complex numbers $b$ and $c,|b+c|=|b|+|c|$ if and only if $b$ and $c$ have the same angle as a vector in the complex plane, we conclude that $v_{i}=\left|v_{i}\right| \omega$, where $\omega$ is a root of unity and (reversing the roles of $i$ and j)

$$
r v_{i}=\sum_{j=1}^{n} a_{j i} v_{j}
$$

Thus, $\vec{v}$ is an eigenvector of $A^{T}$ with eigenvalue $r$. Since $r$ is an eigenvalue of $A^{T}$ of multiplicity $1, \vec{v}$ is a constant multiple of an eigenvector of $A^{T}$ with eigenvalue $r$. We conclude that $\lambda=r$.

## Exercises

6.5.1. Let $x_{1}, x_{2}, \ldots, x_{n}$ and $y_{1}, y_{2}, \ldots, y_{n}$ be sequences of real numbers such that for all pairs of indices $i$ and $j, x_{i} y_{j} \neq 1$. Let $P$ be the matrix $(1 /(1-$ $\left.\left.x_{i} y_{j}\right)\right)_{1 \leq i, j \leq n}$.
(a) Show that

$$
\operatorname{det} P=\frac{\prod_{i, j: 1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)\left(y_{j}-y_{i}\right)}{\prod_{i, j: 1 \leq i<j \leq n}\left(1-x_{i} y_{j}\right)}
$$

(b) Suppose that $x_{i}, y_{j}$ are real numbers such that $x_{1}<x_{2}<\cdots<x_{n}$, $y_{1}<y_{2}<\cdots<y_{n}$, and $0<x_{i} y_{j}<1$ for all pairs of indices $i$ and $j$. Show that the matrix $P$ is totally positive.
6.5.2. Let $A$ be a nonnegative matrix such that 1 is the maximum absolute value of the eigenvalues of $A$. Show that if $\lambda$ is an eigenvalue of $A$ with absolute value 1 , then $\lambda^{2}$ is also an eigenvalue of $A$.

### 6.6 Exterior Algebras and Compound Matrices

In this section, we examine the relation between totally positive matrices and positive matrices using compound matrices. The best way to introduce compound matrices is by exterior algebra. We begin with a brief introduction to exterior algebra.

Let $V$ be an $n$-dimensional vector space over a field $\mathbb{F}$ of characteristic not equal to 2 . The $k$ th exterior power $\bigwedge^{k}(V)$ is the vector space constructed in the following way: if $u_{1}, u_{2}, \ldots, u_{k}$ are $k$ vectors in $V$, their exterior product is the formal expression

$$
u_{1} \wedge u_{2} \wedge \cdots \wedge u_{k}
$$

An exterior product is also called a decomposable skew-symmetric tensor. The exterior power $\bigwedge^{k}(V)$ is the vector space of all linear combinations of exterior product, modulo the following relations:

$$
\begin{aligned}
& u_{1} \wedge u_{2} \wedge \cdots \wedge\left(a u_{i}+b u_{i}^{\prime}\right) \wedge \cdots \wedge u_{k} \\
& \quad=a u_{1} \wedge u_{2} \wedge \cdots \wedge u_{i} \wedge \cdots \wedge u_{k}+b u_{1} \wedge u_{2} \wedge \cdots \wedge u_{i}^{\prime} \wedge \cdots \wedge u_{k}
\end{aligned}
$$

and

$$
u_{1} \wedge \cdots \wedge u_{i} \wedge \cdots \wedge u_{j} \wedge \cdots \wedge u_{k}=-u_{1} \wedge \cdots \wedge u_{j} \wedge \cdots \wedge u_{i} \wedge \cdots \wedge u_{k}
$$

The first relation says that the exterior product $\wedge$ is multilinear. The second says that it is skew-symmetric or alternating. Skew-symmetry implies that if an exterior product has a repeated term, then it is zero. To see this, observe that if $u_{i}=u_{j}=u$, then

$$
u_{1} \wedge \cdots \wedge u \wedge \cdots \wedge u \wedge \cdots \wedge u_{k}=-u_{1} \wedge \cdots \wedge u \wedge \cdots \wedge u \wedge \cdots \wedge u_{k}
$$

and hence, as $\mathbb{F}$ is assumed to have characteristic not equal to 2 , the exterior product is zero.

Exterior products look complicated. However, if one chooses a standard ordered basis $e_{1}, e_{2}, \ldots, e_{n}$ for $V$, then the relations imply that the $\binom{n}{k}$ exterior
products

$$
e_{i_{1}} \wedge e_{i_{2}} \wedge \cdots \wedge e_{i_{k}},
$$

where $i_{1}<i_{2}<\cdots<i_{k}$, form a basis for $\bigwedge^{k}(V)$. We call this basis for $\bigwedge^{k}(V)$ the standard basis. In particular, $\bigwedge^{k}(V)$ is the $\binom{n}{k}$-dimensional vector space of all linear combinations

$$
\sum_{i_{1}, i_{2}, \ldots, i_{k}} a_{i_{1} i_{2}, . i_{k}} e_{i_{1}} \wedge e_{i_{2}} \wedge \cdots \wedge e_{i_{k}}
$$

The zeroth exterior product has dimension 1 and is spanned by the empty product 1 . In addition, if $k>n$, any exterior product in the basis vectors $e_{i}$ contains a repeated term and is hence zero. We will use the following compact notation: if $I$ is a $k$-subset of $\{1,2, \ldots, n\}$, then

$$
e_{I}=e_{i_{1}} \wedge e_{i_{2}} \wedge \cdots \wedge e_{i_{k}},
$$

where $i_{1}, i_{2}, \ldots, i_{k}$ are the elements of $I$, arranged in increasing order.
It is useful to put all the exterior powers into one structure. The exterior algebra $\bigwedge(V)$ is the $\mathbb{F}$-algebra on the direct sum $\bigoplus_{k=0}^{n} \bigwedge^{k}(V)$ with multiplication $\wedge$ defined formally on exterior products by

$$
\begin{aligned}
& \left(u_{1} \wedge u_{2} \wedge \cdots \wedge u_{j}\right) \wedge\left(v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}\right) \\
& \quad=u_{1} \wedge u_{2} \wedge \cdots \wedge u_{j} \wedge v_{1} \wedge v_{2} \wedge \cdots \wedge v_{k}
\end{aligned}
$$

and extended by linearity. The multiplication $\wedge$ is (by definition) associative. The exterior algebra is graded by its summands: if an element is in $\bigwedge^{k}(V)$, then it has step or grade $k$. The exterior algebra has dimension $2^{n}$. Philosophically, the exterior algebra is a "linearization" of the Boolean algebra of all subsets of $\{1,2, \ldots, n\}$.

The motivation for exterior powers is the following formula: if

$$
u_{i}=a_{i 1} e_{1}+a_{i 2} e_{2}+\cdots+a_{i n} e_{n}, \quad 1 \leq i \leq n,
$$

then

$$
u_{1} \wedge u_{2} \wedge \cdots \wedge u_{n}=(\operatorname{det} A) e_{1} \wedge e_{2} \wedge \cdots \wedge e_{n}
$$

where $A$ is the matrix $\left(a_{i j}\right)_{1 \leq i, j \leq n}$. This formula is purely formal. For example,

$$
\begin{aligned}
& \left(a_{11} e_{1}+a_{12} e_{2}\right)\left(a_{21} e_{1}+a_{22} e_{2}\right) \\
& \quad=a_{11} a_{21} e_{1} \wedge e_{1}+a_{11} a_{22} e_{1} \wedge e_{2}+a_{12} a_{21} e_{2} \wedge e_{1}+a_{12} a_{22} e_{2} \wedge e_{2} \\
& \quad=\left(a_{11} a_{22}-a_{12} a_{21}\right) e_{1} \wedge e_{2} .
\end{aligned}
$$

The case $n=2$ is typical and generalizes to all $n$. The next result extends this formula.

Recall from Section 6.5 that if $I$ and $J$ are $k$-subsets of $\{1,2, \ldots, n\}$, then $A[I \mid J]$ and det $A[I \mid J]$ are the submatrix and minor supported by $I$ and $J$.
6.6.1. Lemma. Let $k \leq n, u_{i}=a_{i 1} e_{1}+a_{i 2} e_{2}+\cdots+a_{i n} e_{n}, 1 \leq i \leq k$, and $A$ be the $k \times n$ matrix $\left(a_{i j}\right)_{1 \leq i \leq k, 1 \leq j \leq n}$. Then

$$
u_{1} \wedge u_{2} \wedge \cdots \wedge u_{k}=\sum_{J:|J|=k, J \subseteq\{1,2, \ldots, n\}} \operatorname{det} A[\{1,2, \ldots, k\} \mid J] e_{J}
$$

Proof. By multilinearity,

$$
u_{1} \wedge u_{2} \wedge \cdots \wedge u_{k}=\sum_{J:|J|=k, J \subseteq\{1,2, \ldots, n\}} a_{J} e_{J}
$$

where

$$
a_{J}=\sum_{\sigma} \operatorname{sign}(\sigma) a_{1, \sigma(1)} a_{2, \sigma(2)} \cdots a_{k, \sigma(k)}
$$

where $\sigma$ ranges over all bijections $\sigma$ from $\{1,2, \ldots, k\}$ to $J$, and if $j_{1}, j_{2}, \ldots, j_{k}$ are the indices in $J$ listed in increasing order, $\operatorname{sign}(\sigma)$ is the sign of the permutation $j_{i} \mapsto \sigma(i)$. Thus,

$$
\begin{aligned}
a_{J} & =\operatorname{det}\left(\begin{array}{cccc}
a_{1 j_{1}} & a_{1 j_{2}} & \cdots & a_{1 j_{k}} \\
\vdots & & \ddots & \vdots \\
a_{k j_{1}} & a_{k j_{2}} & \cdots & a_{k j_{k}}
\end{array}\right) \\
& =\operatorname{det} A[\{1,2, \ldots, k\} \mid J] .
\end{aligned}
$$

6.6.2. Corollary. The vectors $u_{1}, u_{2}, \ldots, u_{k}$ are linearly independent if and only if $u_{1} \wedge u_{2} \wedge \cdots \wedge u_{k} \neq 0$.

Proof. Use the fact that if $u_{i}=a_{i 1} e_{1}+a_{i 2} e_{2}+\cdots+a_{i n} e_{n}$, then $u_{1}, \ldots, u_{k}$ are linearly independent if and only if at least one $k \times k$ minor of the rectangular matrix $\left(a_{i j}\right)_{1 \leq i \leq k, 1 \leq j \leq n}$ is nonzero.

There is also an exterior product construction for linear transformations. Let $A: V \rightarrow V$ be a linear transformation. Then $A$ "lifts" to a linear transformation $\wedge^{k} A: \bigwedge^{k}(V) \rightarrow \bigwedge^{k}(V)$ defined by

$$
\left(\wedge^{k} A\right)\left(u_{1} \wedge u_{2} \wedge \cdots \wedge u_{k}\right)=A u_{1} \wedge A u_{2} \wedge \cdots \wedge A u_{k}
$$

and extended by linearity.
Let $A$ be the matrix $\left(a_{i j}\right)_{1 \leq j, k \leq n}$. The $k$ th compound matrix of $A$ is the $\binom{n}{k} \times\binom{ n}{k}$ matrix indexed by $k$-subsets of $\{1,2, \ldots, n\}$ (in some order) with $I J$-entry equal to $\operatorname{det} A[I \mid J]$.
6.6.3. Theorem. Let $\left(a_{i j}\right)$ be the matrix of the linear transformation $A: V \rightarrow$ $V$ relative to the basis $e_{1}, e_{2}, \ldots, e_{n}$. Then the $k$ th compound matrix $A^{(k)}$ is the matrix of $\wedge^{k} A: \bigwedge^{k}(V) \rightarrow \bigwedge^{k}(V)$ relative to the standard basis $e_{I}$ of $\bigwedge^{k}(V)$.

Proof. Since $A e_{i}=a_{i 1} e_{1}+a_{i 2} e_{2}+\cdots+a_{i n} e_{n}$, the argument in the proof of Lemma 6.6.1 gives

$$
\begin{aligned}
\left(\wedge^{k} A\right)\left(e_{i_{1}} \wedge e_{i_{2}} \wedge \cdots \wedge e_{i_{k}}\right) & =A e_{i_{1}} \wedge A e_{i_{2}} \wedge \cdots \wedge A e_{i_{k}} \\
& =\sum_{J:|J|=k, J \subseteq\{1,2, \ldots, n\}} \operatorname{det} A\left[\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \mid J\right] e_{J}
\end{aligned}
$$

The exterior product for linear transformations is 'functorial'; that is, it commutes with composition. Explicitly, if $A$ and $B$ are linear transformations from $V$ to $V$, then

$$
\wedge^{k}(A B)=\left(\wedge^{k} A\right)\left(\wedge^{k} B\right)
$$

This follows immediately from the construction. Putting this in terms of compound matrices, we obtain the following lemma.

### 6.6.4. Lemma.

$$
(A B)^{(k)}=A^{(k)} B^{(k)}
$$

From this lemma, we derive a formula for the determinant of the product of two matrices.
6.6.5. The Binet-Cauchy formula. Let $k \leq n, F$ be a $k \times n$ matrix, and $G$ be an $n \times k$ matrix. Then

$$
\operatorname{det} F G=\sum_{K:|K|=k, K \subseteq\{1,2, \ldots, n\}} \operatorname{det} F[\{1,2, \ldots, k\} \mid K] \operatorname{det} G[K \mid\{1,2, \ldots, k\}] .
$$

Proof. Extend $F$ to an $n \times n$ matrix $A$ so that $F$ is the first $k$ rows and $G$ to an $n \times n$ matrix $B$ so that $G$ is the first $n$ columns. Let $I=\{1,2, \ldots, k\}$. Then $\operatorname{det} F G$ equals the minor of $A B$ supported by $I$ and $I$. By Lemma 6.6.4, $\operatorname{det} F G$ is the $I J$-entry in the product $A^{(k)} B^{(k)}$. Explicitly,

$$
\operatorname{det} F G=\sum_{K:|K|=k, K \subseteq\{1,2, \ldots, n\}} \operatorname{det} A[I \mid K] \operatorname{det} B[K \mid I] .
$$

For the remainder of this section, we shall use the following notation: if $I \subseteq$ $\{1,2, \ldots, n\}$, then $I^{\prime}$ is the complement $\{1,2, \ldots, n\} \backslash I$. We will use also a simple fact about permutations. Let $i_{1}, i_{2}, \ldots, i_{k}$ be the elements of a $k$-subset
$I$, listed in increasing order. Define sum $(I)$ and $\operatorname{sign}(I)$ by

$$
\begin{aligned}
& \operatorname{sum}(I)=i_{1}+i_{2}+\cdots+i_{k}, \\
& \operatorname{sign}(I)=(-1)^{\sum_{j=1}^{k}\left(i_{j}-j\right)}=(-1)^{\left(\frac{k}{2}\right)+\operatorname{sum}(I)} .
\end{aligned}
$$

Let $\sigma_{I}$ be the permutation of $\{1,2, \ldots, n\}$ obtained by putting the elements of $I$ before those of $I^{\prime}$, keeping the same order internally in $I$ and $I^{\prime}$. Then

$$
\operatorname{sign}\left(\sigma_{I}\right)=\operatorname{sign}(I)
$$

To see this, note that we can rearrange $i_{1}, i_{2}, \ldots, i_{k}, i_{1}^{\prime}, i_{2}^{\prime} \ldots, i_{n-k}^{\prime}$ into 1,2 , $\ldots, n$ by moving $i_{j}$, which is in the $j$ th position, to the $i_{j}$ position. This takes $i_{j}-j$ adjacent transpositions.
6.6.6. The multiple Laplace expansion. Let $A$ be an $n \times n$ matrix, $I$ be a $k$-subset of $\{1,2, \ldots, n\}$, and $I^{\prime}$ be its complement. Then

$$
\operatorname{det} A=\sum_{J:|J|=k, J \in\{1,2, \ldots, n\}} \operatorname{sign}(I) \operatorname{sign}(J) \operatorname{det} A[I \mid J] \operatorname{det} A\left[I^{\prime} \mid J^{\prime}\right] .
$$

Proof. Let $i_{1}, i_{2}, \ldots, i_{k}$ and $i_{k+1}, i_{k+2}, \ldots, i_{n}$ be the elements of $I$ and its complement $I^{\prime}$, listed in increasing order. Let $A=\left(a_{i j}\right)$ and $\vec{u}_{i}=\sum_{j=1}^{n} a_{i j} e_{j}$. Using Lemma 6.6.1, we calculate det $A$ in two different ways:

$$
\begin{aligned}
& (\operatorname{det} A) e_{1} \wedge e_{2} \wedge \cdots \wedge e_{n} \\
& \quad=u_{1} \wedge u_{2} \wedge \cdots \wedge u_{n} \\
& \quad=\operatorname{sign}(I)\left(u_{i_{1}} \wedge u_{i_{2}} \wedge \cdots \wedge u_{i_{k}}\right) \wedge\left(u_{i_{k+1}} \wedge u_{i_{k+2}} \wedge \cdots \wedge u_{i_{n}}\right) \\
& \quad=\operatorname{sign}(I)\left(\sum_{J:|J|=k} \operatorname{det} A[I \mid J] e_{J}\right)\left(\sum_{K:|K|=n-k} \operatorname{det} A\left[I^{\prime} \mid K\right] e_{K}\right) \\
& \quad=\operatorname{sign}(I)\left(\sum_{J:|J|=k} \operatorname{sign}(J) \operatorname{det} A[I \mid J] \operatorname{det} A\left[I^{\prime} \mid J^{\prime}\right]\right) e_{1} \wedge e_{2} \wedge \cdots \wedge e_{n}
\end{aligned}
$$

The last step is obtained by multiplying out the product and using the fact that by skew-symmetry, $e_{J} \wedge e_{K}=0$ if $J \cap K \neq \emptyset$, and hence, because $|J|+|K|=$ $n, e_{J} \wedge e_{K}$ if and only if $K$ equals the complement $J^{\prime}$.
6.6.7. Jacobi's formula for compound matrices. Let $k \leq n, A$ be an $n \times n$ matrix, $A^{(k)}=\left(b_{I J}\right)_{I, J:|I|=|J|=k}$, and $C$ be the $\binom{n}{k} \times\binom{ n}{k}$ matrix indexed by $k$-subsets of $\{1,2, \ldots, n\}$ with $I J$-entry $c_{I J}$ given by

$$
c_{I J}=(-1)^{\operatorname{sum}(I)+\operatorname{sum}(J)} \operatorname{det} A\left[J^{\prime} \mid I^{\prime}\right] .
$$

Then

$$
B C=\operatorname{det}(A) I,
$$

where $I$ is the $\binom{n}{k} \times\binom{ n}{k}$ identity matrix.
Proof. We calculate the entries of the product $B C$. Let $I$ be a $k$-subset of $\{1,2, \ldots, n\}$. Then, the diagonal $I I$-entry of $B C$ equals

$$
\sum_{J:|J|=k} b_{I J} c_{J I}
$$

By the Laplace expansion,

$$
\begin{aligned}
\sum_{J:|J|=k} b_{I J} c_{J I} & =\sum_{J:|J|=k} \operatorname{det} A[I \mid J](-1)^{\operatorname{sum}(I)+\operatorname{sum}(J)} \operatorname{det} A\left[I^{\prime} \mid J^{\prime}\right] \\
& =\sum_{J:|J|=k} \operatorname{sign}(I) \operatorname{sign}(J) \operatorname{det} A[I \mid J] \operatorname{det} A\left[I^{\prime} \mid J^{\prime}\right] \\
& =\operatorname{det}(A)
\end{aligned}
$$

Next, let $I$ and $J$ be two distinct $k$-subsets of $\{1,2, \ldots, n\}$. Then

$$
\sum_{K:|K|=k} b_{I K} c_{K J}=\sum_{K:|K|=k} \operatorname{sign}(I) \operatorname{sign}(J) \operatorname{det} A[I \mid K] \operatorname{det} A\left[J^{\prime} \mid K^{\prime}\right] .
$$

By the Laplace expansion, the last sum equals det $D$, where $D$ is the matrix obtained by putting the rows in $I$ on top of the rows in $J^{\prime}$, keeping the same order in $I$ and $J^{\prime}$. Since $I \neq J, I \cap J^{\prime} \neq \emptyset$, and hence, $D$ has two equal rows. We conclude that det $D=0$ and all the off-diagonal entries of the product $B C$ are zero.

We shall now apply our results to positive and totally positive matrices. We need one last definition. If $A$ is the matrix $\left(a_{i j}\right)$, let $\tilde{A}$ be the matrix $\left(\tilde{a}_{i, j}\right)$, where $\tilde{a}_{i j}=(-1)^{i+j} a_{i j}$.

### 6.6.8. Theorem.

(a) An $n \times n$ matrix $A$ is totally positive if and only if for all $k, 0 \leq k \leq n$, the $k$ th compound matrix $A^{(k)}$ is positive.
(b) If $A$ and $B$ are totally positive, then $A B$ is totally positive.
(c) If $A$ is totally positive, then $\tilde{A}^{-1}$ is totally positive.

The analog for Theorem 6.6 .8 holds for total nonnegative matrices.
Proof. Part (a) is immediate from the definition of a compound matrix. Part (b) follows from the fact that products of positive matrices are positive.

To show part (c), let $B$ be the $k$ th compound matrix $\tilde{A}^{(k)}$ of $\tilde{A}$ and $C$ be the $\binom{n}{k}$ by $\binom{n}{k}$ matrix indexed by $k$-subsets of $\{1,2, \ldots, n\}$ with $I J$-entry

$$
(-1)^{\operatorname{sum}(I)+\operatorname{sum}(J)} \operatorname{det} \tilde{A}\left[J^{\prime} \mid I^{\prime}\right]
$$

Then by Jacobi's formula, $B C=\operatorname{det}(\tilde{A}) I$. Since $\tilde{a}_{i j}=(-1)^{i+j} a_{i, j}$,

$$
\begin{aligned}
\operatorname{det} \tilde{A}[I \mid J] & =\operatorname{det}\left((-1)^{i+j} a_{i j}\right)_{i \in I, j \in J} \\
& =(-1)^{\operatorname{sum}(I)+\operatorname{sum}(J)} \operatorname{det} A[I \mid J] .
\end{aligned}
$$

Noting that $\operatorname{sum}(I)+\operatorname{sum}\left(I^{\prime}\right)=\binom{n}{2}$, we have

$$
\begin{aligned}
c_{I J} & =(-1)^{\operatorname{sum}(I)+\operatorname{sum}(J)} \operatorname{det} \tilde{A}\left(J^{\prime} \mid I^{\prime}\right) \\
& =(-1)^{\operatorname{sum}(I)+\operatorname{sum}(J)+\operatorname{sum}\left(I^{\prime}\right)+\operatorname{sum}\left(J^{\prime}\right)} \operatorname{det} A\left(J^{\prime} \mid I^{\prime}\right) \\
& =\operatorname{det} A\left(J^{\prime} \mid I^{\prime}\right) .
\end{aligned}
$$

Since $A$ is totally positive, we conclude that $C$ is positive. Further, $C=$ $(\operatorname{det} A) B^{-1}$ and $\operatorname{det}(A)>0$. Hence, $B^{-1}$ is positive and by Lemma 6.6.4,

$$
B^{-1}=\left(\tilde{A}^{(k)}\right)^{-1}=\left(\tilde{A}^{-1}\right)^{(k)}
$$

We conclude that all the compound matrices of $\tilde{A}^{-1}$ are positive and, by part (a), $\tilde{A}^{-1}$ is totally positive.

We end this section with a description of the eigenvalues of compound matrices. We will assume that we are working over an algebraically closed field $\mathbb{F}$ of characteristic not equal to 2 .
6.6.9. Lemma. Let $A$ be a diagonalizable $n \times n$ matrix and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the eigenvalues of $A$ with corresponding eigenvectors $\vec{u}_{1}, \vec{u}_{2}, \ldots, \vec{u}_{n}$. If $I$ is a $k$-subset of $\{1,2, \ldots, n\}$ with elements $i_{1}, i_{2}, \ldots, i_{k}$ listed in increasing order, let $\lambda_{I}=\lambda_{i_{1}} \lambda_{i_{2}} \cdots \lambda_{i_{k}}$ and

$$
\vec{u}_{I}=\vec{u}_{i_{1}} \wedge \vec{u}_{i_{2}} \wedge \cdots \wedge \vec{u}_{i_{k}} .
$$

Then for all $k$-subsets $I$ of $\{1,2, \ldots, n\}, \lambda_{I}$ is an eigenvalue with corresponding eigenvector $\vec{u}_{I}$ of the $k$ th compound matrix $A^{(k)}$ and such eigenvalues are all the eigenvalues of $A^{(k)}$.

Proof. Observe that

$$
\begin{aligned}
\left(\wedge^{k} A\right) \vec{u}_{I} & =\left(\wedge^{k} A\right) \vec{u}_{i_{1}} \wedge \vec{u}_{i_{2}} \wedge \cdots \wedge \vec{u}_{i_{k}} \\
& =A \vec{u}_{i_{1}} \wedge A \vec{u}_{i_{2}} \wedge \cdots \wedge A \vec{u}_{i_{k}} \\
& =\lambda_{i_{1}} \lambda_{i_{2}} \cdots \lambda_{i_{k}} \vec{u}_{i_{1}} \wedge \vec{u}_{i_{2}} \wedge \cdots \wedge \vec{u}_{i_{k}} \\
& =\lambda_{I} \vec{u}_{I} .
\end{aligned}
$$

Since the exterior products $\vec{u}_{I}$ are $\binom{n}{k}$ linearly independent vectors, the lemma follows.

The preceding statement about eigenvalues of $A^{(k)}$ holds even when $A$ is not diagonalizable. In such cases, one uses the Jordan canonical form. We shall not need the more general case and can omit the details with good conscience.

## Exercises

6.6.1. From Lemma 6.6.9, it follows that if $A$ is diagonalizable,

$$
\operatorname{det} A^{(k)}=(\operatorname{det} A)^{(n-1} k=.
$$

Find a direct proof, not using the assumption that $A$ is diagonalizable.

### 6.6.2. The Orlik-Solomon algebra of a geometric lattice. ${ }^{17}$

Let $L$ be a geometric lattice and $M$ be the matroid on the set $S$ of the atoms of $L$. A subset $C$ of $S$ is a circuit if $\mathrm{rk}(C)=|C|-1$ and $\mathrm{rk}\left(C^{\prime}\right)=\left|C^{\prime}\right|$ for every proper subset $C^{\prime}$ of $C$. Choose a linear order on $S$. Let $V$ be the vector space of all formal linear combinations $\sum_{x: x \in S} a_{x} x$ and $\bigwedge(V)$ the exterior algebra of $V$. If $C$ is a circuit with elements $x_{1}, x_{2}, \ldots, x_{m}$ arranged in increasing order, let

$$
\partial C=\sum_{i=1}^{m}(-1)^{m-1} x_{1} \wedge x_{2} \wedge \cdots \wedge x_{i-1} \wedge x_{i+1} \wedge \cdots \wedge x_{m} .
$$

Let $I$ be the ideal in $\bigwedge(V)$ generated by the elements $\partial C$, where $C$ ranges over all circuits of $M$. The Orlik-Solomon algebra is the quotient $\bigwedge(V) / I$. Show that $\mathcal{O}(L)$ is graded by step and the subspace of step $k$ has dimension equal to

$$
(-1)^{k}\left(\sum_{Y: Y \in L, \mathrm{rk}(Y)=k} \mu(\hat{0}, Y)\right),
$$

where $\mu$ is the Möbius function of the lattice $L$.
6.6.3. Let $U, U_{1}, U_{2}, \ldots, U_{k}$ be independent identically distributed random variables and $f_{1}, f_{2}, \ldots, f_{k}, g_{1}, g_{2}, \ldots, g_{k}$ be functions.
(a) Show that

$$
\frac{1}{k!} E\left[\operatorname{det}\left(f_{i}\left(U_{j}\right)\right) \operatorname{det}\left(g_{i}\left(U_{j}\right)\right)\right]=\operatorname{det}\left(E\left[f_{i}(U) g_{j}(U)\right]\right),
$$

where $E$ is expectation.
(b) Use part (a) to give another proof of the Binet-Cauchy formula (6.6.5).

[^152]
### 6.7 Eigenvalues of Totally Positive Matrices

In this section, we discuss two theorems of Gantmacher and Krein ${ }^{18}$ about the eigenvalues of a totally positive matrix.
6.7.1. Theorem. The eigenvalues of a totally positive matrix are distinct positive real numbers.

Proof. Let $A$ be a totally positive $n \times n$ matrix. Then for $1 \leq k \leq n$, the $k$ th compound matrix $A^{(k)}$ is positive. By the Perron-Frobenius theorem, the matrix $A$ has a unique positive eigenvalue of largest absolute value. Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the eigenvalues of $A$, labeled so that $\lambda_{1}$ is the maximum positive eigenvalue and

$$
\lambda_{1}>\left|\lambda_{2}\right| \geq \cdots \geq\left|\lambda_{n}\right| .
$$

Consider the second compound matrix $A^{(2)}$. The eigenvalue of $A^{(2)}$ with the largest absolute value is $\lambda_{1} \lambda_{2}$. By the Perron-Frobenius theorem, $\lambda_{1} \lambda_{2}$ is real and positive. Hence, $\lambda_{2}$ is a positive real number. Repeating this argument, using induction and the fact that the eigenvalue having maximum absolute value of $A^{(k)}$ is $\lambda_{1} \lambda_{2} \cdots \lambda_{k}$, we conclude that $\lambda_{k}$ is real and positive for all $k, 1 \leq k \leq n$.

The next lemma is an easy consequence of Lemma 6.6.9 and the PerronFrobenius theorem.
6.7.2 Lemma. Let $A$ be a totally positive $n \times n$ matrix with eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, listed in decreasing order, with corresponding eigenvectors $\vec{u}_{1}, \vec{u}_{2}, \ldots, \vec{u}_{n}$. Then for each $k$-subset $I$ of $\{1,2, \ldots, n\}, \lambda_{I}$ is an eigenvalue of $A^{(k)}$ with eigenvector $\vec{u}_{I}$. The eigenvector $\vec{u}_{\{1,2, \ldots, k\}}$ of the maximum eigenvalue $\lambda_{\{1,2, \ldots, k\}}$ has positive coefficients when expanded in the standard basis $e_{I}$.

In the remainder of this section, we shall always work with real vectors. Let $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$. A sign change in $\vec{u}$ is a pair of indices $i$ and $j$ such that $i<j \leq n, u_{k}=0$ for all indices $k$ such that $i<k<j$ and $u_{i} u_{j}<0$. The weak variation $\operatorname{Var}^{-}(\vec{u})$ is the number of sign changes in $\vec{u}$. For example,

$$
\operatorname{Var}^{-}(-2,2,0,0,1,-2,0,-3,0,-1,0)=2
$$

The strong variation $\operatorname{Var}^{+}(\vec{u})$ is defined by

$$
\operatorname{Var}^{+}(\vec{u})=\max _{\vec{w}} \operatorname{Var}^{-}(\vec{w})
$$

[^153]where $\vec{w}$ ranges over all vectors obtained from $\vec{u}$ by replacing some zero coordinate by a real (nonzero) coordinate. For example,
$$
\operatorname{Var}^{+}(-2,2,0,0,1,-2,0,-3,0,1,0)=8
$$
partly because, for example,
$$
\operatorname{Var}^{-}(-2,2,-1,0,1,-2,1,-3,0,1,-1)=8
$$

From the definitions, $\operatorname{Var}^{-}(\underline{u}) \leq \operatorname{Var}^{+}(\underline{u})$.
Let $\vec{u}^{\text {alt }}$ be the vector $\left(u_{1},-u_{2}, \ldots,(-1)^{i-1} u_{i}, \ldots,(-1)^{n-1} u_{n}\right)$.

### 6.7.3. Lemma.

$$
\operatorname{Var}^{-}(\vec{u})+\operatorname{Var}^{+}\left(\vec{u}^{\text {alt }}\right)=n-1 .
$$

The proof consists of an induction with a number of easy cases. It is left to the reader.
6.7.4. Theorem. Let $A$ be a totally positive matrix with eigenvalues $\lambda_{1}, \lambda_{2}, \ldots$, $\lambda_{n}$, listed in decreasing order, and $\vec{u}_{i}$ be an eigenvector associated with the eigenvalue $\lambda_{i}$. If $1 \leq p \leq q \leq n$, let $\vec{u}$ be a nonzero real linear combination

$$
c_{p} \vec{u}_{p}+c_{p+1} \vec{u}_{p+1}+\cdots+c_{q} \vec{u}_{q}
$$

of the eigenvectors $\vec{u}_{p}, \vec{u}_{p+1}, \ldots, \vec{u}_{q}$. Then,

$$
p-1 \leq \operatorname{Var}^{-}(\vec{u}) \leq \operatorname{Var}^{+}(\vec{u}) \leq q-1 .
$$

In particular,

$$
\operatorname{Var}^{-}\left(\vec{u}_{i}\right)=\operatorname{Var}^{+}\left(\vec{u}_{i}\right)=i-1 .
$$

Proof. Note first that the eigenvalue $\lambda_{i}$ is real and of multiplicity 1 , and the eigenvector $\vec{u}_{i}$ is real and determined up to a constant. Let $\vec{u}_{i}=\left(u_{i 1}, u_{i 2}, \ldots, u_{i n}\right)$.

We prove first that $\operatorname{Var}^{+}(\vec{u}) \leq q-1$. This is immediate for $q=n$ and so we may assume that $q<n$. We proceed by contradiction. Suppose that there are coefficients $c_{p}, c_{p+1}, \ldots, c_{q}$, such that $\operatorname{Var}^{+}(\vec{u}) \geq q$. Let $\vec{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$. Then, changing all the signs of the coefficients $c_{j}$ if necessary, we can find a subsequence $u_{i_{1}}, u_{i_{2}}, \ldots, u_{i_{q+1}}$ such that for all $j, 1 \leq j \leq q+1,(-1)^{j-1} u_{i_{j}} \geq$ 0 . Let $U$ be the $(q+1) \times(q+1)$ matrix

$$
\left(\begin{array}{ccccc}
u_{1, i_{1}} & u_{2, i_{1}} & \ldots & u_{q, i_{1}} & u_{i_{1}} \\
\vdots & & \ddots & \vdots & \vdots \\
u_{1, i_{q+1}} & u_{2, i_{q+1}} & \ldots & u_{q, i_{q+1}} & u_{i_{q+1}}
\end{array}\right) .
$$

Since the last column is a linear combination of columns $p$ to $q$, $\operatorname{det} U=0$. Expanding det $U$ along the last column, we obtain

$$
\begin{equation*}
\sum_{j=1}^{q+1}(-1)^{j-1} u_{i_{j}} \operatorname{det} U[\{1,2, \ldots, j-1, j+1, \ldots, q+1\} \mid\{1,2, \ldots, q\}]=0 . \tag{D}
\end{equation*}
$$

The minor $\operatorname{det} U[\{1,2, \ldots, j-1, j+1, \ldots, q+1\} \mid\{1,2, \ldots, q\}]$ is the coefficient of $e_{J}$, where $J=\left\{i_{1}, i_{2}, \ldots, i_{j-1}, i_{j+1}, \ldots, i_{q+1}\right\}$ when we expand $\vec{u}_{1} \wedge \vec{u}_{2} \wedge \cdots \wedge \vec{u}_{q}$ as a linear combination of the standard basis vectors $e_{I}$ in $\bigwedge^{q}(V)$. By Lemma 6.7.2, all the minors are positive. Hence, since $(-1)^{j-1} u_{i_{j}} \geq 0$, Equation (D) holds only if $u_{i_{j}}=0$ for all $j, 1 \leq j \leq q+1$. In particular, the first $q$ columns of the matrix $U$ are linearly dependent.

Finally, construct another $(q+1) \times(q+1)$ matrix $V$ by taking the first $q$ columns of $U$ and adding, as the last column, the column vector

$$
\left(u_{q+1, i_{1}}, u_{q+1, i_{2}}, \ldots, u_{q+1, i_{q+1}}\right)^{T}
$$

formed by restricting $\vec{u}_{q+1}$ to the coordinates $i_{1}, i_{2}, \ldots, i_{q+1}$. Then det $V=0$. However, det $V$ is the coefficient of $e_{\left\{i_{1}, i_{2}, \ldots, i_{q+1}\right\}}$ in the expansion of $\vec{u}_{1} \wedge \cdots \wedge$ $\vec{u}_{q} \wedge \vec{u}_{q+1}$ in the standard basis of $\bigwedge^{q+1}(V)$. By Lemma 6.7.2, this coefficient is positive and we have reached a contradiction. We have thus proved the upper bound $\operatorname{Var}^{+}(\vec{u}) \leq q-1$.

Next, we show the lower bound $p-1 \leq \operatorname{Var}^{-}(\vec{u})$ by modifying the matrices and vectors so that we can apply the upper bound. Let $A=\left(a_{i j}\right)_{1 \leq i, j \leq n}$. Recall that $\tilde{A}=\left((-1)^{i+j} a_{i, j}\right)_{1 \leq i, j \leq n}$. Then $\tilde{A}=S A S$, where $S$ is the $n \times n$ diagonal matrix, with diagonal equal to $\left(1,-1,1,-1, \ldots,(-1)^{n}\right)$. In addition, $\vec{u}^{\text {alt }}=$ $S \vec{u}$. Finally, note that $S^{2}=I$.

By Theorem 6.6.8, $\tilde{A}^{-1}$ is totally positive. Since

$$
\tilde{A} \vec{u}_{i}^{\text {alt }}=S A S\left(S \vec{u}_{i}\right)=S A \vec{u}_{i}=\lambda_{i} \vec{u}_{i}^{\text {alt }}
$$

the eigenvalues of $\tilde{A}$ are the positive real numbers, $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, listed, as usual, in decreasing order. Hence the eigenvalues of $\tilde{A}^{-1}$ are $\lambda_{n}^{-1}, \lambda_{n-1}^{-1}, \ldots, \lambda_{2}^{-1}, \lambda_{1}^{-1}$, with corresponding eigenvectors $\vec{u}_{n}^{\text {alt }}, \vec{u}_{n-1}^{\text {alt }}, \ldots, \vec{u}_{2}^{\text {alt }}$,
 conclude that

$$
\operatorname{Var}^{+}\left(\vec{u}^{\text {alt }}\right) \leq n-p .
$$

To finish, observe that by Lemma 6.6.3,

$$
\operatorname{Var}^{+}\left(\vec{u}^{\text {alt }}\right)+\operatorname{Var}^{-}(\vec{u})=n-1 .
$$

Hence,

$$
\operatorname{Var}^{-}(\vec{u})=n-1-\operatorname{Var}^{+}\left(\vec{u}^{\mathrm{alt}}\right) \geq p-1 .
$$

This completes the proof of Theorem 6.7.4.

### 6.8 Variation-Decreasing Matrices

An $n \times m$ matrix $A$ with real entries is variation-decreasing if for all nonzero vectors $\vec{x}$ in $\mathbb{R}^{m}$,

$$
\operatorname{Var}^{-}(A \vec{x}) \leq \operatorname{Var}^{-}(\vec{x})
$$

The main objective of this section is to prove a result of Motzkin ${ }^{19}$ that a totally nonnegative matrix is variation-decreasing.
6.8.1. Theorem. Let $A$ be an $n \times m$ totally nonnegative matrix. Then for every vector $\vec{x}$ in $\mathbb{R}^{m}$,

$$
\operatorname{Var}^{-}(A \vec{x}) \leq \operatorname{rank}(A)-1 .
$$

Proof. If $\vec{y} \in \mathbb{R}^{n}$, then $\operatorname{Var}^{-}(\vec{y}) \leq n-1$. Hence, if $\operatorname{rank}(A)=n$, then the inequality holds trivially. Thus, we may assume that $\operatorname{rank}(A)<n$.

Let $r=\operatorname{rank}(A)$. We will prove the theorem by induction on $r$. If $r=1$, then every row of $A$ is a nonnegative multiple of a fixed row vector $\vec{s}$ with nonnegative coordinates. Let $c_{i} \vec{s}$ be the $i$ th row of $A$. If $\vec{x} \in \mathbb{R}^{m}$, then $A \vec{x}=$ $\left(c_{1} d, c_{2} d, \ldots, c_{n} d\right)^{T}$, where $d$ equals the dot product $\vec{s} \cdot \vec{x}$. The coordinates of $A \vec{x}$ are all nonnegative or nonpositive, depending on the sign of $d$. Thus, $\operatorname{Var}^{-}(A \vec{x})=0$ and the theorem holds.

We shall prove the induction step by contradiction. Let $A$ be a totally nonnegative matrix of rank $r$. Suppose there exists a vector $\vec{x}$ such that $\operatorname{Var}^{-}(A \vec{x})=r$. If $A \vec{x}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{T}$, then there exist increasing indices $i_{0}, i_{1}, \ldots, i_{r}$ such that the coordinates $y_{i_{0}}, y_{i_{1}}, \ldots, y_{i_{r}}$ are all nonzero and alternate in sign. Let $\vec{y}=\left(y_{i_{0}}, y_{i_{1}}, \ldots, y_{i_{r}}\right)^{T}$ and $A^{\prime}=A\left[\left\{i_{0}, i_{1}, \ldots, i_{r}\right\} \mid\{1,2, \ldots, m\}\right]$. Since $A^{\prime}$ is a submatrix of $A, \operatorname{rank}\left(A^{\prime}\right) \leq r$. In fact, $\operatorname{rank}\left(A^{\prime}\right)=r$. Otherwise, by induction,

$$
r=\operatorname{Var}^{-}(\vec{y})=\operatorname{Var}^{-}\left(A^{\prime} \vec{x}\right) \leq \operatorname{rank}\left(A^{\prime}\right)-1<r-1,
$$

a contradiction. Choose $r$ linearly independent column vectors, $\vec{u}_{1}, \vec{u}_{2}, \ldots, \vec{u}_{r}$, from $A^{\prime}$ and put them side by side to form the $(r+1) \times r$ matrix $M$. The vectors $\vec{u}_{i}$ form a basis of the column space of $A^{\prime}$. Since $\vec{y}$ lies in the column

[^154]space, the $(r+1) \times(r+1)$ matrix formed by adding $\vec{y}$ as the last column to $M$ has zero determinant. Expanding this determinant along the last column $\vec{y}$, we obtain
\[

$$
\begin{equation*}
\sum_{j=0}^{r}(-1)^{r+j} \operatorname{det} M_{j} y_{i_{j}}=0 \tag{E}
\end{equation*}
$$

\]

where $M_{j}$ is the submatrix of the matrix formed by deleting row $j$ from $M$. Since $\operatorname{det} M_{j}$ is a minor of $A$, $\operatorname{det} M_{j} \geq 0$. Also, $y_{i_{j}}$ alternate in sign. Thus, $(-1)^{r+j} y_{i_{j}}$ are nonzero real numbers, all having the same sign and Equation (E) can hold only if $\operatorname{det} M_{j}=0$ for all $j$, contradicting our earlier choice that the columns $\vec{u}_{i}$ are linearly independent. This verifies the inductive step.
6.8.3. Motzkin's theorem. A totally nonnegative matrix is variationdecreasing.

Proof. Let $A$ be an $n \times m$ matrix with columns indexed by $\{1,2 \ldots, m\}$. We need to prove that for any nonzero vector $\vec{x}$ in $\mathbb{R}^{m}$,

$$
\operatorname{Var}^{-}(A \vec{x}) \leq \operatorname{Var}^{-}(\vec{x})
$$

If any coordinate of $\vec{x}$ is zero, then we may remove that coordinate and the corresponding column of $A$ without changing the weak variation. Thus, we may assume that none of the coordinates of $\vec{x}$ is zero. Let $q=\operatorname{Var}^{-}(\vec{x})$. We can replace $\vec{x}$ by $-\vec{x}$ without changing the weak variation. Thus, we can partition the index set $\{1,2, \ldots, m\}$ into $q+1$ into intervals

$$
\left\{1,2, \ldots, i_{0}\right\},\left\{i_{0}+1, i_{0}+2, \ldots, i_{1}\right\}, \ldots,\left\{i_{q-1}+1, i_{q-1}+2, \ldots, m\right\}
$$

such that $x_{1}, x_{2}, \ldots, x_{i_{0}}$ have positive sign, $x_{i_{0}+1}, x_{i_{0}+2}, \ldots, x_{i_{1}}$ have negative sign, and so on. We also set $i_{-1}=0$ and $i_{q}=m$.

Next, we construct an $n \times(q+1)$ matrix $C$ from $A$ by first multiplying column $i$ by the positive number $\left|x_{i}\right|$ and then adding up all the columns indexed by an interval. Explicitly, if $C=\left(c_{i j}\right)_{1 \leq i \leq n, 0 \leq j \leq q}$, then

$$
c_{i j}=\sum_{k=i_{j-1}+1}^{i_{j}} a_{i k}\left|x_{k}\right| .
$$

By Lemma 6.5.1, $C$ is totally nonnegative.

Let $\vec{s}=\left(1,-1,1,-1, \ldots,(-1)^{n}\right)$. Then,

$$
\begin{aligned}
\sum_{j=0}^{q}(-1)^{j} c_{i j} & =\sum_{j=0}^{q} \sum_{k=i_{j-1}+1}^{i_{j}} a_{i k}\left|x_{k}\right|(-1)^{j} \\
& =\sum_{k=1}^{m} a_{i k} x_{k}
\end{aligned}
$$

From this, we conclude that

$$
C \vec{s}=A \vec{x} .
$$

But $C$, being an $n \times(q+1)$ matrix, has rank at most $q+1$. Hence, by Theorem 6.8.1,

$$
\operatorname{Var}^{-}(A \vec{x})=\operatorname{Var}^{-}(C \vec{s}) \leq \operatorname{rank}(C)-1 \leq q=\operatorname{Var}^{-}(\vec{x})
$$

Theorem 6.8.2 is not the strongest possible. Motzkin has characterized variation-decreasing matrices.
6.8.3. Theorem. A matrix $A$ is variation-decreasing if and only if the following two conditions are satisfied:
(a) If $k<\operatorname{rank}(A)$, then all $k \times k$ minors have the same sign.
(b) If $k=\operatorname{rank}(A)$ and $I_{0}$ is a given set of rows of size $k$, then the minors $\operatorname{det} A\left[I_{0} \mid J\right]$, where $J$ is a $k$-subset of columns, have the same sign.

## Exercises

6.8.1. Prove Theorem 6.8.3.
6.8.2 Let $A$ be a totally nonnegative $n \times n$ matrix with rows and columns indexed by $\{1,2, \ldots, n\}, I \subseteq\{1,2, \ldots, n\}$, and $I^{c}=\{1,2, \ldots, n\} \backslash I$. Show that

$$
\operatorname{det}(A) \leq \operatorname{det} A[I \mid I] \operatorname{det} A\left[I^{c} \mid I^{c}\right] .
$$

6.8.3. Let $A$ be a totally nonnegative $n \times n$ matrix. Then $A^{p}$ is totally positive for some positive integer $p$ if and only if $\operatorname{det}(A)>0$ and for all $i, 1 \leq i \leq n-1$, $a_{i, i+1}>0$ and $a_{i+1, i}>0$.

### 6.9 Pólya Frequency Sequences

Let $\underline{a}$ be an infinite sequence $a_{0}, a_{1}, a_{2}, \ldots$ of real numbers. The $\Delta$-matrix $\Delta(\underline{a})$ of the sequence $\underline{a}$ is the infinite matrix

$$
\Delta(\alpha)=\left(\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & a_{3} & \cdots \\
0 & a_{0} & a_{1} & a_{2} & \cdots \\
0 & 0 & a_{0} & a_{1} & \cdots \\
0 & 0 & 0 & a_{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

The sequence $\underline{a}$ is a Pólya frequency sequence or totally positive sequence if the first term $a_{0}$ is nonzero and $\Delta(\underline{a})$ is totally nonnegative. ${ }^{20}$

Pólya frequency sequences can be characterized by their generating functions. The (ordinary) generating function of the sequence $\underline{a}$ is the formal power series $f(\underline{a} ; z)$ defined by

$$
f(\underline{a} ; z)=a_{0}+a_{1} z+a_{2} z^{2}+\cdots=\sum_{m=0}^{\infty} a_{m} z^{m}
$$

Conversely, the sequence of the formal power series $f(z)=\sum_{m=0}^{\infty} b_{m} z^{m}$ is $b_{0}, b_{1}, b_{2}, \ldots$.
6.9.1. Edrei's theorem. ${ }^{21}$ A sequence $\underline{a}$ is a Pólya frequency sequence if and only if there exist a nonnegative real number $\gamma$ and two sequences $\alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots$ and $\beta_{1}, \beta_{2}, \beta_{3}, \ldots$ of nonnegative real numbers such that the sums $\sum_{i=1}^{\infty} \alpha_{i}$ and $\sum_{i=1}^{\infty} \beta_{i}$ converge to finite real numbers and

$$
f(\underline{a} ; z)=e^{\gamma z} \frac{\prod_{i=1}^{\infty}\left(1+\alpha_{i} z\right)}{\prod_{j=1}^{\infty}\left(1-\beta_{j} z\right)}
$$

We will prove the easy half of Edrei's theorem: that if $f(\underline{a} ; z)$ is of the form given, then $\underline{a}$ is a Pólya frequency sequence. The converse is much more difficult. We begin with methods for constructing new Pólya frequency sequences
${ }^{20}$ Much work has been done on Pólya frequency sequences. See Brenti (1989) for a combinatorial perspective.
${ }^{21}$ Edrei (1952). In the paper Aissen et al. (1952), the authors proved Theorem 6.9.1, with the weaker condition that

$$
f(\underline{a} ; z)=e^{h(z)} \frac{\prod_{i=1}^{\infty}\left(1+\alpha_{i} z\right)}{\prod_{j=1}^{\infty}\left(1-\beta_{j} z\right)},
$$

where $e^{h(z)}$ is an entire function and the generating function of a Pólya frequency sequence. Edrei showed, using Nevanlinna theory, that we can take $h(z)=\gamma z$.
from existing Pólya frequency sequences. The first result gives algebraic constructions.
6.9.2. Lemma. Let $f(\underline{a} ; z)$ and $f(\underline{b} ; z)$ be the generating functions of Pólya frequency sequences $\underline{a}$ and $\underline{b}$. Then the power series $f(\underline{a} ; z) f(\underline{b} ; z)$ and $1 / f(\underline{a} ;-z)$ are generating functions of Pólya frequency sequences.

Proof. The fact underlying this lemma is the isomorphism between the algebra of formal power series and the algebra of $\Delta$-matrices (See Exercise 4.1.3). Let $\underline{c}$ be the sequence of the product $f(\underline{a} ; z) f(\underline{b} ; z)$. Then by an easy formal calculation,

$$
\Delta(\underline{c})=\Delta(\underline{a}) \Delta(\underline{b})
$$

Since $\Delta(\underline{a})$ and $\Delta(\underline{b})$ are totally nonnegative, $\Delta(\underline{a}) \Delta(\underline{b})$ is totally nonnegative by Theorem 6.6.8. Hence $\underline{c}$ is a Pólya frequency sequence.

Since $a_{0} \neq 0$, the matrix $\Delta(\underline{a})$ is invertible and its inverse is also a $\Delta$ matrix. By Theorem 6.6.9, $\tilde{A}^{-1}$, where $\tilde{A}$ is the $\Delta$-matrix for the sequence $a_{0},-a_{1}, a_{2},-a_{3}, \ldots$, is totally non-negative. But

$$
f\left(a_{0},-a_{1}, a_{2}, \ldots ; z\right)=a_{0}-a_{1} z+a_{2} z^{2}-\cdots=f(\underline{a} ;-z)
$$

Hence, $1 / f(\underline{a} ;-z)$ is the generating function for the Pólya frequency sequence whose $\Delta$-matrix is $\tilde{A}^{-1}$.

The next result gives an analytic construction.
6.9.3. Lemma. Suppose that for $0 \leq j<\infty$, the sequences $a_{0 j}, a_{1 j}, a_{2 j}, \ldots$ are Pólya frequency sequences, and for each $i, 0 \leq i<\infty$, the limits $\lim _{j \rightarrow \infty} a_{i j}$ exist. Let

$$
a_{i}=\lim _{j \rightarrow \infty} a_{i j}
$$

Then the sequence $a_{0}, a_{1}, a_{2}, \ldots$ is a Pólya frequency sequence.
Proof. To prove the first part, observe that the determinant of a given finite submatrix is continuous in the entries. Thus, a sequence of nonnegative minors converges to a nonnegative minor.

The next proposition shows how to construct all Pólya frequency sequences starting with the simplest ones.

### 6.9.4. Proposition.

(a) If $\alpha>0$, then the sequence $1, \alpha, 0,0, \ldots$ is a Pólya frequency sequence.
(b) If $\alpha_{i}>0$, then the product

$$
\left(1+\alpha_{1} z\right)\left(1+\alpha_{2} z\right) \cdots\left(1+\alpha_{n} z\right)
$$

is the generating function of a Pólya frequency sequence.
(c) In particular, if $1, \alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots$ is an infinite sequence of nonnegative real numbers such that the sum $\sum_{i=0}^{\infty} \alpha_{i}$ converges, then

$$
\prod_{i=1}^{\infty}\left(1+\alpha_{i} z\right)
$$

is the generating function of a Pólya frequency sequence.
(d) Let $\gamma$ be a positive real number. Then $e^{\gamma z}$ is the generating function of a Pólya frequency sequence.
(e) Let $\beta$ be a positive real number. Then

$$
\frac{1}{1-\beta z}
$$

is the generating function of a Pólya frequency sequence.
(f) If $1, \beta_{1}, \beta_{2}, \beta_{3}, \ldots$ is an infinite sequence of nonnegative real numbers such that the sum $\sum_{i=0}^{\infty} \beta_{i}$ converges, then

$$
\prod_{i=1}^{\infty} \frac{1}{1-\beta_{i} z}
$$

is the generating function of a Pólya frequency sequence.
Proof. The $\Delta$-matrix $A$ of $1, \alpha, 0,0,0$ is the matrix having diagonal entries 1 , superdiagonal entries $\alpha$, and all other entries zero. Using this, the proof of (a) is an easy induction.

By (a), $1+\alpha z$ is the generating function of a Pólya frequency sequence. Part (b) follows from Lemma 6.9.2.

From calculus, if the infinite sum $\sum_{i=0}^{\infty} \alpha_{i}$ converges, then the infinite product $\prod_{i \geq 1}\left(1+\alpha_{i} z\right)$ converges to a power series $f(z)$ and the coefficients of the finite partial products

$$
\prod_{i=1}^{n}\left(1+\alpha_{i} z\right)
$$

converge to the coefficients of $f(z)$. Since the coefficients of each partial product form a Pólya frequency sequence, Lemma 6.9.3 implies that the coefficients of $f(z)$ form a Pólya frequency sequence.

To prove (d), note that for every positive integer $j,(1+\gamma z / j)^{j}$ is the generating function of a Pólya frequency sequence. Hence, as

$$
\lim _{j \rightarrow \infty}\left(1+\frac{\gamma z}{j}\right)^{j}=e^{\gamma z}
$$

$e^{\gamma z}$ is the generating function of a Pólya frequency sequence.
Finally, let $A=\Delta\left(1, \beta, \beta^{2}, \beta^{3}, \ldots\right)$. Let $I$ and $J$ be subsets of $\{0,1,2, \ldots\}$ and let $i_{1}, i_{2}, \ldots, i_{k}$ and $j_{1}, j_{2}, \ldots, j_{k}$ be their elements in increasing order. Since the $i j$-entry in $A$ equals $\beta^{j-i}$ if $j \geq i$ and 0 otherwise,

$$
\operatorname{det} A[I \mid J]=\beta^{\sum_{k=1}^{n}\left(j_{k}-i_{k}\right)} \operatorname{det} B[I \mid J]
$$

where $B$ is the matrix with all entries equal to 1 on or above the diagonal and 0 below the diagonal. It is easy to check that det $B[I \mid J]=1$ if and only if $I=J$. We conclude that $\Delta\left(1, \beta, \beta^{2}, \beta^{3}, \ldots\right)$ is totally nonnegative.

Part (f) can be proved by the same continuity argument used to prove (d).

Proposition 6.9.4 completes the proof of the easy half of Edrei's theorem. Edrei theorem has the following corollary, which unites the two themes, roots of polynomials and positivity of matrices, of this chapter.
6.9.5. Corollary. All the zeros of the polynomial $1+a_{1} z+a_{2} z^{2}+\cdots+a_{n} z^{n}$ are real negative numbers if and only if the sequence $1, a_{1}, a_{2}, \ldots, a_{n}, 0,0, \ldots$ is a Pólya frequency sequence.

One implication of the corollary is a special case of a theorem of Schoenberg.
Let $k$ be a positive integer. A sequence $\underline{a}$ is $k$-positive if all the minors of size $k$ or less in the matrix $\Delta(\underline{a})$ are nonnegative. For example, a sequence $\underline{a}$ is 1 -positive if and only if all its terms are nonnegative. A sequence $a_{0}, a_{1}, \ldots, a_{n}$ is 2-positive if and only if if $a_{i}>0$ on an finite or infinite interval $\{i: s<i<t\}$ of integers (so that $s$ may be $-\infty$ and $t$ may be $\infty$ ) and zero elsewhere, and the subsequence of positive terms is logarithmically concave; that is, $a_{i+1} a_{i-1} \leq a_{i}^{2}$ for $s<i<t$. A characterization of $k$-positivity is not known. The best result is the following necessary condition. We shall be working with complex zeros and $i=\sqrt{-1}$.
6.9.7. Schoenberg's theorem. ${ }^{22}$ Let $1, a_{1}, \ldots, a_{n}, 0,0, \ldots$ be a $k$-positive sequence and

$$
f(z)=1+a_{1} z+a_{2} z^{2}+\cdots+a_{n} z^{n}
$$

[^155]Then $f(z)$ has no zeros $z$ in the sector

$$
\{z:|\arg z|<k \pi /(n+k-1)\}
$$

To prove Schoenberg's theorem, we need the following lemma.
6.9.8. Lemma. Let $A$ be an $m \times n$ matrix and $B$ be a $p \times q$ matrix. If $A$ and $B$ are totally nonnegative, then the $(m+p) \times(n+q-1)$ matrix

$$
A \oslash B=\left(\begin{array}{ccccccc}
a_{1,1} & \cdots & a_{1, n-1} & a_{1, n} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_{m, 1} & \cdots & a_{m, n-1} & a_{m, n} & 0 & \cdots & 0 \\
0 & \cdots & 0 & b_{1,1} & b_{1,2} & \cdots & b_{1, q} \\
\vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & b_{p, 1} & b_{p, 2} & \cdots & b_{p, q}
\end{array}\right)
$$

is totally nonnegative.
Proof. If $A$ and $B$ are totally nonnegative, then so is the matrix

$$
\left(\begin{array}{ll}
A & 0 \\
0 & B
\end{array}\right)
$$

The matrix $A \oslash B$ can be obtained by adding column $n+1$ to column $n$ and then deleting column $n+1$. By Lemma 6.5.1, $A \oslash B$ is totally nonnegative.

Let $A$ be the $k \times(n+k)$ matrix defined by

$$
A=\left(\begin{array}{cccccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{n} & 0 & 0 & \ldots \\
0 & a_{0} & a_{1} & a_{2} & \ldots & a_{n} & 0 & \ldots \\
& \ddots & \ddots & \ddots & \ddots & & \ddots & \\
0 & \ldots & 0 & a_{0} & a_{1} & a_{2} & \ldots & a_{n}
\end{array}\right)
$$

The assumption that the sequence $a_{0}, a_{1}, a_{2}, \ldots, a_{n}$ is $k$-positive implies that the matrix $A$ is totally nonnegative.

Let $z$ be a zero of the polynomial $f(z)$. If $z$ is real and negative, then the theorem holds. Since $a_{i} \geq 0$ for all $i, z$ is not a nonnegative real number. Hence, we may assume that

$$
z=r e^{i \theta}, \quad r>0 \text { and } 0<|\theta|<\pi
$$

We need to show that $|\theta| \geq k \pi /(n+k-1)$.

For any positive integer $N$, let $M_{N}$ be the matrix

$$
\underbrace{A \oslash A \oslash \cdots \oslash A}_{N \text { copies }}
$$

In particular, $M_{N}$ has size $s \times t$, where $s=N k$ and $t=N(m+k)-N+1$. By Lemma 6.9.8, $M_{N}$ is totally nonnegative, and by Motzkin's theorem (6.8.3), it is variation-decreasing. In addition, since its rows are independent, $M_{N}$ has rank $N k$.

Let $\vec{x}$ be the vector whose $j$ th coordinate $x_{j}$ is the imaginary part of $z^{j}$; that is,

$$
x_{j}=\operatorname{Im}\left(z^{j}\right)=r^{j} \sin j \theta
$$

The number $v$ of sign changes in the sequence $x_{0}, x_{1}, x_{2}, \ldots, x_{n}$ can be easily determined. Indeed, the arguments of $x_{0}, x_{1}, x_{2}, \ldots$ increase stepwise by $\theta$ and $v$ equals the number of times the sequence $x_{0}, x_{1}, x_{2}, \ldots$ crosses the real axis from the upper to the lower half-plane or the other way around. Hence,

$$
\operatorname{Var}^{-}\left(\left(x_{0}, x_{1}, \ldots, x_{n}\right)\right) \leq\lfloor n \theta / \pi\rfloor .
$$

This may be an inequality because $n \theta$ may be a multiple of $\pi$.
On the other hand, $f(z)=0$ implies that $z^{i}+a_{1} z^{i+1}+a_{2} z^{i+2}+\cdots+$ $a_{n} z^{i+n}=0$ for all nonnegative integers $i$. Taking the imaginary part, we deduce that for all positive integers $N$ greater than $n$,

$$
M_{N}\left(x_{0}, x_{1}, \ldots, x_{t-1}\right)^{T}=0
$$

Since the rows of $M_{N}$ are linearly independent, we can perturb the coordinates $x_{i}$ by small values to new values $x_{i}^{\prime}$ in such a way that $M_{N}\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{t-1}^{\prime}\right)^{T}$ is a vector whose coordinates are all nonzero and alternate in sign. Thus,

$$
\operatorname{Var}^{-}\left(M_{N}\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{t-1}^{\prime}\right)\right)=N k-1
$$

On the other hand, provided that the differences $\left|x_{i}^{\prime}-x_{i}\right|$ are sufficiently small,

$$
\operatorname{Var}^{-}\left(\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{t-1}^{\prime}\right)\right) \leq \operatorname{Var}^{-}(\vec{x})+1
$$

As $M_{N}$ is variation-decreasing,

$$
N k-1=\operatorname{Var}^{-}\left(M_{N}\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{t-1}^{\prime}\right)\right) \leq \operatorname{Var}^{-}\left(\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{t-1}^{\prime}\right)\right)
$$

Combining all the inequalities, we have

$$
N k-1 \leq \operatorname{Var}^{-}(\vec{x})+1 \leq\left\lfloor\frac{N(n+k-1) \theta}{\pi}\right\rfloor+1
$$

and, in particular,

$$
N k-1 \leq \frac{N(n+k-1) \theta}{\pi}+1
$$

This inequality holds for all integers $N$ greater than $n$. Dividing by $N$ and letting $N$ go to infinity, we finally obtain

$$
k \leq \frac{(n+k-1) \theta}{\pi}
$$

an inequality equivalent to the inequality asserted.

## Exercises

6.9.1. Define the central Gaussian coefficients $[n, v ; \theta]$ by $[n, 0 ; \theta]=1$ and for $v \geq 1$,

$$
[n, v ; \theta]=\frac{\sin n \theta \sin (n-1) \theta \cdots \sin (n-v+1) \theta}{\sin v \theta \sin (v-1) \theta \cdots \sin \theta}
$$

Let

$$
P_{n}(z)=\sum_{v=0}^{n}[n, v ; \theta] z^{\nu}
$$

(a) Show that $P_{n}(z)=\prod_{v=0}^{n-1}\left(z+e^{i(n-1-2 v) \theta}\right)$.
(b) Show that
$\left.\operatorname{det}([n, m+s-t ; \theta])_{0 \leq s, t \leq \nu}\right]=\frac{[n, m ; \theta][n+1, m ; \theta][n+v-1, m ; \theta]}{[m, m ; \theta][m+1, m ; \theta][m+v-1, m ; \theta]}$.
(c) Show that the sequence $[n, 0 ; \theta],[n, 1 ; \theta],[n, 2 ; \theta], \ldots,[n, n ; \theta], 0,0$, $\ldots$ is $k$-positive if $0 \leq \theta \leq \pi /(m+k-1)$.
(d) Show that if $\theta=\pi /(n+k-1)$, then $P_{n}(z)$ has a zero on the half-line $\{z: \arg z=\pi /(n+k-1)\}$ and another zero on $\{z: \arg z=-\pi /(n+k-1)\}$.
(e) Using (a) and (d), show that the upper bound of $\pi /(n-k+1)$ in Schoenberg's theorem is sharp.
6.9.2. (Research problem) Find an algebraic proof, perhaps using Witt vectors, of Edrei's theorem.

## Selected Solutions

## Chapter 1

1.1.1. Both inequalities can be proved given a little patience. One can also use Whitman's algorithm, described in Exercise 1.3.8.
1.1.2. In the diamond $M_{5}$,

$$
x \wedge(y \vee z)=x \wedge M=x, \quad(x \wedge y) \vee(x \wedge z)=m
$$

In the pentagon $N_{5}$,

$$
y \wedge(x \vee z)=y \wedge M=y, \quad(y \wedge x) \vee(y \wedge z)=x \wedge z=m
$$

Hence, the two sublattices give counterexamples to the distributive axioms. To prove the converse, suppose that there are elements $x, y, z$ in $L$ such that $x \wedge(y \vee z) \neq(x \wedge y) \vee(x \wedge z)$ and $x>z$. Then $m=x \wedge y, M=y \vee z, a=$ $(x \wedge y) \vee z, b=x \wedge(y \vee z)$, and $c=y$ form a sublattice isomorphic to the pentagon. To prove closure under meets and joins, use Exercise 1.1.1.

We may now assume that $(*)$ for all $x, y, z$ such that $x \geq z, x \wedge(y \vee z)=$ $(x \wedge y) \vee(x \wedge z)$. Let $x, y, z$ satisfy $x \wedge(y \vee z) \neq(x \wedge y) \vee(x \wedge z)$. From $x, y, z$, define

$$
\begin{aligned}
m & =(x \wedge y) \vee(y \wedge z) \vee(z \wedge x), \\
a & =(x \wedge y) \vee[(x \vee y) \wedge z], \\
b & =(y \wedge z) \vee[(y \vee z) \wedge x], \\
c & =(z \wedge x) \vee[(z \vee x) \wedge y], \\
M & =(x \vee y) \wedge(y \vee z) \wedge(z \vee x) .
\end{aligned}
$$

By $(*)$, we can assume $x \nsucceq z$ to show that these five elements are distinct and closed under meets and joins.
1.1.3. This is easy if one is prepared to use Exercise 1.1.2.
1.1.5. Observe that $[x, \hat{0}, z]=x \wedge z$ and $[x, \hat{1}, z]=x \vee z$. A study of $n$-ary operations on Boolean algebras can be found in Post (1921), reprinted in Davis (1994).
1.1.7. Use the interpretation $a \mid b=a^{c} \wedge b^{c}$, so that, for example, $a \mid a=a^{c}$ and Axiom Sh1 says that $\left(a^{c}\right)^{c}=a$. There is a complementary version, the "double stroke," defined by $a \| b=a^{c} \vee b^{c}$. It might be amusing to write down a set of axioms for Boolean algebras using $\|$.
1.2.1. For each element $x$, let $I(x)$ be the intersection of all open sets containing $x$. Thus, $I(x)$ is the minimum open set containing $x$. Then $x \leq y$ if and only if $y \in I(x)$ defines a partial order. Conversely, the collection of unions and intersections of the principal ideals $I(x), x \in P$, is a $T_{0}$-topology.
1.2.2. (a) Let $L_{i}$ be the linear extension

$$
A_{1}, A_{2}, \ldots, A_{i-1}, A_{i+1}, \ldots, A_{n}, B_{i}, A_{i}, B_{1}, B_{2}, \ldots, B_{i-1}, B_{i+1}, \ldots, B_{n}
$$

Then $S_{n}=\bigcap L_{i}$, and hence the order dimension of $S_{n}$ is at most $n$.
Now suppose that $S_{n}=L_{1} \cap L_{2} \cap \cdots \cap L_{s}$. Since $A_{i}$ and $B_{i}$ are incomparable, there is at least one index $j, 1 \leq j \leq s$, such that $B_{i}<A_{i}$ in $L_{j}$. For each index $i, 1 \leq i \leq n$, let $H(i)$ be the (nonempty) set $\left\{j: B_{i}<A_{i}\right.$ in $\left.L_{j}\right\}$. The sets $H(i)$ are pairwise disjoint. To prove this, suppose that $t \in H(i) \cap H(j)$, where $i \neq j$. Then

$$
B_{i}<L_{L_{t}} A_{i}<S_{n} B_{j}<_{L_{t}} A_{j}<L_{t} B_{i},
$$

a contradiction. It follows that $s \geq n$.
1.2.3. (a) Let $L_{1}, L_{2}, \ldots, L_{n}$ be linear extensions of $P \times Q$ intersecting to $P \times$ $Q$. Then those extensions $L_{i}$ such that $\left(\hat{0}_{P}, \hat{1}_{Q}\right)<\left(\hat{1}_{P}, \hat{0}_{Q}\right)$, suitably restricted, give a set of extensions of $P$ intersecting to $P$.
(b) This requires an intricate argument. An exposition is in Trotter (1992, p. 41).
1.2.4. (b) Observe that if $f: P \rightarrow\langle n\rangle$ is an order-preserving map, then $f(x) \leq$ $f(y), f(y) \leq f(x)$, or $f(x)=f(y)$.
1.2.5. (e) We will show that $Q$ satisfies the finite basis property. Let $F$ be a filter and let $a$ be an element in $F$. Then $F \backslash F(a)$ is a filter in $Q \backslash F(a)$, and by hypothesis, there is a finite basis $B$ for $F \backslash F(a)$ in $Q \backslash F(a)$. The set $B \cup\{a\}$ is a finite basis for $F$ in $Q$.
(f) We will show that the infinite-nondecreasing-subsequence condition holds in $P \times Q$. Let $\left(\left(p_{i}, q_{i}\right)\right)_{1 \leq i<\infty}$ be an infinite sequence in $P \times Q$. Then
there exists an infinite nondecreasing subsequence $\left(p_{i}\right)_{i \in I}$ in $\left(p_{i}\right)_{1 \leq i<\infty}$ and an infinite nondecreasing subsequence $\left(q_{i}\right)_{i \in J}$ in the infinite sequence $\left(q_{i}\right)_{i \in I}$. The subsequence $\left(\left(p_{i}, q_{i}\right)\right)_{i \in J}$ is an infinite nondecreasing subsequence of $\left(\left(p_{i}, q_{i}\right)\right)_{1 \leq i<\infty}$.
(g) We use a Gröbner basis argument. (An excellent introduction to Gröbner bases can be found in Cox et al., 1992, chapter 2.)

The lexicographic order Lex is the following linear extension of the $n$-fold product $\mathbb{N} \times \mathbb{N} \times \cdots \times \mathbb{N}:\left(a_{1}, a_{2}, \ldots, a_{n}\right)<_{\text {Lex }}\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ if for some index $i, a_{1}=b_{1}, a_{2}=b_{2}, \ldots, a_{i-1}=b_{i-1}$, and $a_{i}<b_{i}$. Order the monomials in $\mathbb{F}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ by

$$
\begin{gathered}
x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{n}^{a_{n}} \leq_{\text {Lex }} x_{1}^{b_{1}} x_{2}^{b_{2}} \cdots x_{n}^{b_{n}} \text { whenever } \\
\left(a_{1}, a_{2}, \ldots, a_{n}\right) \leq_{\text {Lex }}\left(b_{1}, b_{2}, \ldots, b_{n}\right)
\end{gathered}
$$

(Other orderings of monomials will also work.) The leading monomial $\mathrm{LM}(f)$ of a polynomial $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is the maximum monomial occurring in $f$ with a nonzero coefficient. If $I$ is an ideal, let $\mathrm{LM}(I)$ be the monomial ideal generated by all the monomials $\mathrm{LM}(f)$, where $f$ is a polynomial in $I$. By Dickson's lemma, there exist finitely many monomials $\operatorname{LM}\left(g_{1}\right), \operatorname{LM}\left(g_{2}\right), \ldots, \operatorname{LM}\left(g_{t}\right)$ generating $\mathrm{LM}(I)$. The last step is to show that $I$ is generated by $g_{1}, g_{2}, \ldots, g_{t}$. Suppose that $f \in I$. Then there are polynomials $a_{i}$ such that

$$
\mathrm{LM}(f)=\sum_{i=1}^{t} a_{i} \mathrm{LM}\left(g_{i}\right)
$$

Then

$$
\operatorname{LM}\left(f-\sum_{i=1}^{t} a_{i} g_{i}\right)<_{\operatorname{Lex}} \operatorname{LM}(f) .
$$

Repeating this, we obtain polynomials $b_{i}$ such that

$$
\mathrm{LM}\left(f-\sum_{i=1}^{t} b_{i} g_{i}\right)<_{\mathrm{Lex}} \mathrm{LM}\left(g_{i}\right)
$$

for every $g_{i}$. Since the "remainder" $f-\sum_{i=1}^{t} b_{i} g_{i}$ is in the ideal $I$, this implies that it is equal to zero and $f=\sum_{i=1}^{t} b_{i} g_{i}$.
(h) The function

$$
\operatorname{Seq}(Q) \rightarrow \operatorname{Set}(Q),\left(a_{1}, a_{2}, \ldots, a_{m}\right) \mapsto\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}
$$

is an order-preserving map. Thus, by $(\mathrm{d})$, it suffices to show that $\operatorname{Seq}(Q)$ is a well-quasi-order.

The following proof is similar to the proof in Haines (1968). We will write a finite sequence in $Q$ as a word $x_{1} x_{2} \cdots x_{m}$, where $x_{i} \in Q$.

We shall do a double induction: an outer induction on $Q$ and an inner induction on $\operatorname{Seq}(Q)$. The inner induction requires yet another induction argument. By the ascending chain condition for filters, we may do (finite) induction on filters for the outer induction. The theorem holds if $Q$ is a one-element (well)-quasi-order and the induction can start. For the induction step, suppose that $Q$ is a well-quasi-order such that $\operatorname{Seq}(Q \backslash F(a))$ is well-quasi-ordered for every element $a$ in $Q$.

For the inner induction, we use the induction principle in (e). It suffices to show that for every sequence $x_{1} x_{2} \cdots x_{m}$ in $\operatorname{Seq}(Q)$, the complement $\operatorname{Seq}(Q) \backslash F\left(x_{1} x_{2} \cdots x_{m}\right)$ satisfies the infinite-non-decreasingsubsequence condition. Let $\left(w_{i}\right)_{1 \leq i<\infty}$ be an infinite sequence of words in $\operatorname{Seq}(Q) \backslash F\left(x_{1} x_{2} \cdots x_{m}\right)$. We argue by induction on the length $m$. If $m=1$, then $x_{1} \in Q$ and $\left(w_{i}\right)_{1 \leq i<\infty}$ is a sequence in $\operatorname{Seq}\left(Q \backslash F\left(x_{1}\right)\right)$. Hence, by the outer induction, $\left(w_{i}\right)_{1 \leq i<\infty}$ has an infinite nondecreasing subsequence.

Returning to the inner induction, consider an infinite sequence $\left(w_{i}\right)_{1 \leq i<\infty}$ of words in $\operatorname{Seq}(Q) \backslash F\left(x_{1} x_{2} \cdots x_{m}\right)$. We may assume that for $1 \leq i \leq m$, $\operatorname{Seq}(Q) \backslash F\left(x_{i}\right)$ are well-quasi-orders. Further, we may assume that every word $w_{i}$ in the sequence is contained in $\operatorname{Seq}(Q) \backslash F\left(x_{1} x_{2} \cdots x_{m}\right)$, but not in $\operatorname{Seq}(Q) \backslash F\left(x_{1} x_{2} \cdots x_{m-1}\right)$. (To see why we may assume this, suppose there are an infinite number of words $w_{i}, i \in J$, such that $x_{1} x_{2} \cdots x_{m-1} \not \leq w_{i}$. Then $\left(w_{i}\right)_{i \in J}$ is an infinite sequence in $\operatorname{Seq}(Q) \backslash F\left(x_{1} x_{2} \cdots x_{m-1}\right)$. By the inner induction, $\left(w_{i}\right)_{i \in J}$ has an infinite nondecreasing subsequence and we are done. Hence, there are only a finite number of words $w_{i}$ in $\operatorname{Seq}(Q) \backslash F\left(x_{1} x_{2} \ldots x_{m-1}\right)$. These words can be deleted from $\left(w_{i}\right)_{1 \leq i<\infty}$.)

Thus, for every index $i, x_{1} x_{2} \cdots x_{m-1} \leq w_{i}$; that is,

$$
w_{i}=w_{i 1} x_{i 1} w_{i 2} x_{i 2} \cdots w_{i, m-1} x_{i, m-1} w_{i m},
$$

where for $1 \leq j \leq m-1, x_{j} \leq x_{i j}$, and $w_{i j}$ is a subword of $w_{i}$ such that $x_{j} \not \approx w_{i j}$.

To finish the proof, we construct an infinite nondecreasing subsequence in $\left(w_{i}\right)_{1 \leq i<\infty}$. To start, the sequence $\left(w_{i 1}\right)_{1 \leq i<\infty}$ is an infinite sequence in $\operatorname{Seq}\left(Q \backslash F\left(x_{1}\right)\right)$ and hence contains an infinite subsequence $\left(w_{i 1}\right)_{i \in J_{0}}$. Next, consider the infinite subsequence $\left(x_{i 1}\right)_{i \in J_{0}}$, which is an infinite sequence in $Q$. Thus, it has an infinite nondecreasing subsequence $\left(x_{i 1}\right)_{i \in J_{1}}$, where $J_{1} \subseteq J_{0}$. Continuing, we obtain an infinite nondecreasing subsequence $\left(w_{i 2}\right)_{i \in J_{2}}$, where $J_{2} \subseteq J_{1}$, and then an infinite nondecreasing subsequence $\left(x_{i 2}\right)_{i \in J_{3}}$, where $J_{3} \subseteq J_{2}$. Continuing this, we obtain an infinite nondecreasing subsequence $\left(w_{i m}\right)_{i \in J_{2 m}}$, where $J_{0} \supseteq J_{1} \supseteq J_{2} \supseteq \cdots \supseteq J_{2 m}$. The last index set gives an infinite nondecreasing
subsequence $\left(w_{i}\right)_{i \in J_{2 m}}$ in $\left(w_{i}\right)_{1 \leq i<\infty}$. This completes the induction and the theorem follows.

This proof generalizes to the more general theorem of Higman alluded to in the text. A different proof can be found in the paper of Higman.
(i) We use an ingenious argument of Nash-Williams. Suppose that there is a bad sequence in $\mathcal{T}$, that is, an infinite sequence $\left(T_{i}\right)$ of trees such that for any two indices $i$ and $j$ with $i<j, T_{i} \nsubseteq T_{j}$. Choose a tree $T_{1}$ such that $T_{1}$ is the first term of a bad sequence and $\left|V\left(T_{1}\right)\right|$, the number of vertices in $T_{1}$, is as small as possible. Next choose $T_{2}$ such that $T_{1}$, and $T_{2}$ are the first two terms of a bad sequence and $\left|V\left(T_{2}\right)\right|$ is as small as possible. Continue this to obtain an infinite bad sequence $\left(T_{i}\right)_{1 \leq i<\infty}$.

When the root is removed from a rooted tree $T$, one obtains a set of disjoint subtrees. These subtrees can be rooted at the successor to the original root. The rooted subtrees obtained in this way are the principal branches of $T$. Let $B_{i}$ be the set of principal branches of $T_{i}$ and let $B=\bigcup_{i=1}^{\infty} B_{i}$.

We will show that $B$ is well-quasi-ordered. Suppose $\left(R_{i}\right)_{1 \leq i<\infty}$ is an infinite sequence in $B$. Let $k$ be the minimum integer such that one of the terms, $R_{h}$, say, is in $B_{k}$. Then, for all $i,\left|V\left(R_{i}\right)\right|<\left|V\left(T_{k}\right)\right|$, and for $1 \leq j \leq k-1$ and all $i, T_{j} \not \leq R_{i}$. By the choice of $\left(T_{i}\right)$, the sequence $T_{1}, T_{2}, \ldots, T_{k-1}, R_{h}, R_{h+1}, R_{h+2}, \ldots$ is not a bad sequence. Since $T_{i} \not \leq T_{j}$ (obviously) and $T_{i} \not \leq R_{j}$ (otherwise, $R_{j} \leq T_{l}$, where $T_{l}$ is a tree in which $R_{j}$ occurs as a principal branch, and hence, $T_{i} \leq T_{l}$ ), we have, for some $i$ and $j, i<j$ and $R_{i} \leq R_{j}$.

By Higman's lemma, $\operatorname{Set}(B)$ is a well-quasi-order. Thus, looking at the infinite sequence $\left(B_{i}\right)_{1 \leq i<\infty}$, we conclude that there exist $i$ and $j, i<j$ and $B_{i} \leq B_{j}$. It follows that $T_{i} \leq T_{j}$, a contradiction. We conclude that $\mathcal{T}$ is a well-quasi-order.
( $\mathrm{j}, \mathrm{k}$ ) The proof is based on a difficult graph-theoretic result: if a graph does not contain a complete graph $K_{m}$ as a minor, then it admits a treelike decomposition into small pieces. This is proved in a series of papers, the crowning paper being Robertson and Seymour (2004). The matroid minor project is an ongoing project (in 2008) to extend the graph minor theorem to matroid minors. See, for example, Geelen et al. (2006).
1.3.1. If $L$ is complete, let

$$
a=\bigvee\{b: b \in L \text { and } b \leq f(b)\}
$$

Then $f(a)=a$.
To prove the converse, suppose $L$ is not complete. Then using Zorn's lemma, one can construct a descending chain $C$ with no infimum in which every
ascending chain has a supremum. Let $C_{*}=\{y: y \leq x$ for all $x$ in $C\}$. Using Zorn's lemma again, there exists an ascending chain $D$ in which every descending chain has an infimum. The sets $C_{*}$ and $D$ may be empty. By construction, there is no element $x$ in $L$ such that $c \geq x \geq d$ for all pairs $c \in C$ and $d \in D$. If $x \in L$, let

$$
C(x)=\{c: c \in C, x \not \leq c\} \quad \text { and } \quad D(x)=\{d: d \in D, x \nsupseteq d\} .
$$

At least one of the sets $C(x)$ or $D(x)$ is nonempty. Define a function $f: L \rightarrow L$ by setting $f(x)$ to be the supremum of $C(x)$ if $C(x) \neq \emptyset$ and the infimum of $D(x)$ if $C(x)=\emptyset$. For each $x$, either $x \not 又 f(x)$ or $x \nsucceq f(x)$. Thus, $f$ has no fixed point. A case analysis shows that $f$ is order-preserving.

### 1.3.2. The supremum of a subset $A$ equals

$$
\inf \{x: x \geq a \text { for all } a \text { in } A\} .
$$

The set of upper bounds of $A$ is nonempty since it contains $\hat{1}$.
1.3.4. (a) If $j \in J(L)$, let $m(j)=\min \{x: x \in C, x \geq j\}$. Then $m: J(L) \rightarrow$ $C \backslash\{\hat{0}\}$ is a bijection. To show injectivity, suppose $m(h)=m(j)$ for two joinirreducibles. Let $y$ be the element in $C$ covered by $m(h)$. Then $h \vee y=m(h)=$ $m(j)=j \vee y$ and, by distributivity, $h=h \wedge(j \vee y)=(h \wedge j) \vee(h \wedge y)$. This implies that $h \leq h \wedge j$ or $h \leq h \wedge y$. If the latter occurs, then $h \leq y$, contradicting $m(h)>y$. Hence, $h \leq j$. Reversing the roles of $h$ and $j$, we also have $j \leq h$, allowing us to conclude that $h=j$ and $m$ is injective.
(b) Let $j$ be a join-irreducible, $j_{*}$ be the unique element covered by $j, M$ be the set of meet-irreducibles containing $j$, and $M_{*}$ be the set of meet-irreducibles containing $j_{*}$. Then $M_{*} \backslash M$ contains a single element $m(j)$.
1.3.7. (b) Let $x^{\prime}=j_{2} \vee j_{3} \vee \cdots \vee j_{m}$. Then $x=x^{\prime} \vee j_{1}$. By irredundancy, $x>x^{\prime}$; hence, $x$ is a join-irreducible in $\left\{y: y \geq x^{\prime}\right\}$. Let $x_{*}$ be the element covered by $x$ in $\left\{y: y \geq x^{\prime}\right\}$. Suppose for all $i, 1 \leq i \leq l, x^{\prime} \vee h_{i} \neq x$. Then $x^{\prime} \vee h_{i} \leq x_{*}<x$. It follows that $h_{1} \vee h_{2} \vee \cdots \vee h_{l} \leq x_{*}<x$, a contradiction. We conclude that $x^{\prime} \vee h_{i}=x$ for some $i$, as required.
1.3.8. (a) Define $\phi\left(x_{i}\right)=a_{i}$ and extend $\phi$ so that $\phi$ is a lattice homomorphism.
(c) Let $\alpha_{1}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=\beta_{1}\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ and $\alpha_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=$ $\beta_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be two identities. Then, it is not hard to show that

$$
\begin{aligned}
& \alpha_{1}\left(x_{1}, x_{2}, \ldots, x_{m}\right) \wedge \alpha_{2}\left(x_{m+1}, x_{n+2}, \ldots, x_{m+n}\right) \\
& \quad=\beta_{1}\left(x_{1}, x_{2}, \ldots, x_{m}\right) \wedge \beta_{2}\left(x_{m+1}, x_{m+2}, \ldots, x_{m+n}\right)
\end{aligned}
$$

holds in a lattice $L$ if and only if $\alpha_{1}=\beta_{1}$ and $\alpha_{2}=\beta_{2}$ both hold in $L$.
1.3.10. (c) If $y_{1}$ and $y_{2}$ are complements of $y$, then $y_{2} \wedge y=\hat{0}$, and hence, by Pierce's property, $y_{2} \leq y_{1}$. Similarly, $y_{1} \leq y_{2}$. Altogether, $y_{1}=y_{2}$.
(d) By (c), $L$ has unique complements. For an element $z$ in $L$, let $z^{c}$ be the unique complement of $z$. Taking complements is order-reversing. (To see this, suppose that $x \leq y$ but $y^{c} \not x^{c}$ and then by Pierce's property, $y^{c} \wedge y \geq$ $y^{c} \wedge x \neq \hat{0}$, a contradiction.) It follows that $\left(x^{c}\right)^{c}=x$.

Next, we show that $L$ satisfies De Morgan's law; that is, $(x \vee y)^{c}=x^{c} \wedge y^{c}$. Since $x \vee y \geq x$ and complementation reverses order, $(x \vee y)^{c} \leq x^{c}$. Hence, $(x \vee y)^{c} \leq x^{c} \wedge y^{c}$. In addition, $x^{c} \wedge y^{c} \leq x^{c}$ and $\left(x^{c} \wedge y^{c}\right)^{c} \geq x$. Hence, $\left(x^{c} \wedge y^{c}\right)^{c} \geq x \vee y$ and, taking complements, $x^{c} \wedge y^{c} \leq(x \vee y)^{c}$.

Finally, we show that $L$ is distributive. By Exercise 1.1.1, it suffices to prove

$$
(x \wedge y) \vee(x \wedge z) \geq x \wedge(y \vee z)
$$

We argue by contradiction. Let $u=(x \wedge y) \vee(x \wedge z)$ and $v=x \wedge(y \vee z)$. Suppose $u<v$. Then by Pierce's property applied to $u^{c}, u^{c} \wedge v \neq \hat{0}$. Let $t=u^{c} \wedge v$. By the lattice axioms, $t \wedge y=\hat{0}$ and $t \wedge z=\hat{0}$. Using Pierce's property twice, $t \leq y^{c}$ and $t \leq z^{c}$, and hence, $t \leq y^{c} \wedge z^{c}$. By De Morgan's law, proved earlier, $t \leq(y \vee z)^{c}$. However, $t \leq v=x \wedge(y \vee z) \leq y \vee z$. Hence, $t \leq(y \vee z)^{c} \wedge(y \vee z)=\hat{0}$, a contradiction.
(e) If $L$ is modular and has unique complements, then it is easy to prove that $x \wedge y=\hat{0}$ implies $x \leq y^{c}$ and $x<y$ implies $x \vee\left(x^{c} \wedge y\right)=y$. By Exercise 1.1.2, if $L$ is not distributive, it has a sublattice isomorphic to the diamond, and using the two preliminary results, we can obtain a contradiction.
(f) This exercise follows easily from McLaughlin's theorem (see Exercise 3.4.2).
(h) We sketch Dilworth's proof. (Shorter proofs have been found.) Begin with any lattice $L_{0}$. Construct a free lattice $L_{1}$ with a unary operator with $L_{0}$ as sublattice. If the unary operator .* is complementation, then it is reflexive; that is, $a^{* *}=a$. Selecting a suitable sublattice $L_{2}$ of $L_{1}$, obtain a free lattice with a reflexive unary operator containing $L_{0}$ as a sublattice. Take a homomorphic image $L_{3}$ of $L_{2}$ so that the reflexive unary operator becomes complementation. This will produce a unique complement for each element.
1.3.11. (c) The maximum is $[\hat{0} \rightarrow \hat{0}]$. To show one of the distributive axioms, suppose that $a \wedge(b \vee c) \leq x$. Then $b \vee c \leq[a \rightarrow x]$; that is, $b \leq[a \rightarrow x]$ and $c \leq[a \rightarrow x]$. These inequalities imply that $a \wedge b \leq x$ and $a \wedge c \leq x$, which in turn, imply, that $(a \wedge b) \vee(a \wedge c) \leq x$.
1.4.1. This is a philosophical problem. R. Dedekind used this property as the definition of finiteness.
1.4.5. (a) Since $\Pi(\mathcal{B}, S)$ has a maximum, it suffices to show that meets exist. Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be antichains partitioning $\mathcal{B}$ and $\mathcal{A}_{1} \wedge \mathcal{A}_{2}$ be the collection of maximal subsets in the order-ideal $I\left(\mathcal{A}_{1}\right) \cap I\left(\mathcal{A}_{2}\right)$. The antichain $\mathcal{A}_{1} \wedge \mathcal{A}_{2}$ is the meet of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ in the partial order of all antichains in $2^{S}$.

We will show that $\mathcal{A}_{1} \wedge \mathcal{A}_{2}$ partitions $\mathcal{B}$. Let $B \in \mathcal{B}$ and $A_{i}$ be the unique subset in $\mathcal{A}_{i}$ containing $B$. Suppose that $B \subseteq C$ and $C \in I\left(\mathcal{A}_{1}\right) \cap I\left(\mathcal{A}_{2}\right)$. Since $C \in I\left(\mathcal{A}_{1}\right)$, there exists $C_{1} \in \mathcal{A}_{1}$ such that $C \subseteq C_{1}$. Since $B \subseteq C \subseteq C_{1}$, this implies $C_{1}=A_{1}$. Similarly, $C \subseteq A_{2}$. Hence, $C \subseteq A_{1} \cap A_{2}$. However, $A_{1} \cap$ $A_{2} \in I\left(\mathcal{A}_{1}\right) \cap I\left(\mathcal{A}_{2}\right)$ and $B \subseteq A_{1} \cap A_{2}$. Hence, $A_{1} \cap A_{2}$ is the unique maximal subset in $I\left(\mathcal{A}_{1}\right) \cap I\left(\mathcal{A}_{2}\right)$ containing $B$.
(c) Let $\sigma$ be an $n$-partition not equal to the minimum, the $n$-partition of all $n$-element subsets of $S$, and $\sigma^{\prime}$ be the subcollection of subsets in $\sigma$ with at least $n+1$ elements. Let $M$ be a maximal subset such that $|M| \geq n$ and $|M \cap T| \leq n$ for every $T \in \sigma$ and $\tau$ be the $n$-partition consisting of the set $M$ and all $n$-element subsets in the complement $S \backslash M$. Then it is not hard to show that $\tau$ is a complement of $\sigma$.
(d) Let $S$ be a sufficiently large set of points. Represent each point $p_{i}$ of $L$ by a line $\ell_{i}$ with a sufficiently large number of points in $S$, so that $\ell_{i} \cap \ell_{j}=\emptyset$ if $p_{i} \neq p_{j}$. We can now add points and 3-point lines so that line-closure simulates joins in $L$. For example, suppose $p_{5} \leq p_{1} \vee p_{2} \vee p_{3} \vee$ $p_{4}$ and $p_{5} \not \leq p_{i} \vee p_{j} \vee p_{k}, i, j, k \in\{1,2,3,4\}$. We add the new points $y_{i}^{\alpha}$ and put them on the following 3-point lines, where the upper index $\alpha$ always ranges from 1 to 4:

$$
\begin{aligned}
& \left\{x_{1}^{\alpha}, x_{2}^{\alpha}, y_{2}^{\alpha}\right\}, \text { where } x_{1}^{\alpha} \in \ell_{1}, x_{2}^{\alpha} \in \ell_{2}, \\
& \left\{y_{2}^{\alpha}, x_{3}^{\alpha}, y_{3}^{\alpha}\right\}, \text { where } x_{3}^{\alpha} \in \ell_{3} \\
& \left\{y_{3}^{\alpha}, x_{4}^{\alpha}, y_{4}^{\alpha}\right\}, \text { where } x_{4}^{\alpha} \in \ell_{4}, \\
& \left\{y_{4}^{1}, y_{4}^{2}, x_{12}\right\},\left\{y_{4}^{3}, y_{4}^{4}, x_{34}\right\}, \text { where } x_{12}, x_{34} \in \ell_{5} .
\end{aligned}
$$

These 3 -point lines would put $\ell_{5}$ is the line-closure of $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}$ but would not introduce any other closure relations.
(d) This requires a complicated bookkeeping argument (see Hartmanis, 1956).
1.4.7. Recall from group theory that $|H K|=|H||K| /|H \cap K|$.
1.5.1 (c) Observe that $R \circ R^{-1}$ and $R^{-1} \circ R$ are symmetric and transitive.
1.5.4. Let $P$ be a partial order on $\{1,2, \ldots, n\}$. Let $i$ be the minimal element in $P$ with the smallest label, $F_{i}=\{x: x>i\}$, and $P \backslash\{i\}$ the partial order on $\{1,2, \ldots, i-1, i+1, \ldots, n\}$. Then $P \mapsto\left(i, P \backslash i, F_{i}\right)$ is an injection. We
conclude that

$$
q(n) \leq n 2^{n-1} q(n-1)
$$

The upper bound now follows by induction. To prove the lower bound, observe that a relation $R: S \rightarrow X$ gives a partial order (usually of rank 2). Just put $S$ "below" $X$.

## Chapter 2

2.1.1. (a) There are many elementary proofs. One way is to find a "rook tour" of the chessboard where one steps from one square to an adjacent square, going through every square exactly once and ending at the starting square.
(b) The answer is "almost always" and the exceptions can be described precisely.
2.1.2. If $\pi$ is a permutation of $\{1,2, \ldots, n\}$, let

$$
\Delta(\pi)=\sum_{i=1}^{n} d\left(a_{i}, b_{\pi(i)}\right)
$$

where $d(a, b)$ is the distance between the points $a$ and $b$. Consider a permutation $\pi_{0}$ at which $\Delta\left(\pi_{0}\right)$ is minimum.
2.2.2. Let $R_{1}, R_{2}, \ldots, R_{i}$ be the right cosets and $L_{1}, L_{2}, \ldots, L_{i}$ be the left cosets of $H$ in $G$. Define the relation $I:\left\{R_{1}, R_{2}, \ldots, R_{i}\right\} \rightarrow\left\{L_{1}, L_{2}, \ldots, L_{i}\right\}$ by the following condition:

$$
\left(R_{j}, L_{k}\right) \in I \text { whenever } R_{j} \cap L_{k} \neq \emptyset
$$

Using the fact that the collections $\left\{R_{j}\right\}$ and $\left\{L_{k}\right\}$ of cosets partition $G$, show that $I$ satisfies the Hall condition.
2.3.1. One way is to show that a bipartite graph minimal under edge-deletion with respect to having a partial matching of size $\tau$ is a graph consisting of $\tau$ disjoint edges and isolated vertices. This proof appeared in Lovász (1975).
2.3.2. Use induction and the matrix submodular inequality in Section 2.8.
2.3.3. It is easier to prove a more general result first. Let $p\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ be a multilinear polynomial; that is, each variable $X_{i}$ occurs at most once in each monomial in $p\left(X_{1}, X_{2}, \ldots, X_{n}\right)$. Then $p=p_{1} p_{2}$ if and only if there is a partition of $\{1,2, \ldots, n\}$ into two subsets $A$ and $B$ such that $p_{1}$ is a multilinear polynomial in the variables $X_{i}, i \in A$, and $p_{2}$ is a multilinear polynomial in the variables $X_{i}, i \in B$.
2.4.1. Parts (b) and (c) are difficult theorems due to J. Edmonds and G.-C. Rota. Their proofs require some matroid theory. An account can be found in the books by Crapo and Rota (1970), and Oxley (1992). The theory of submodular functions and their polyhedra can be viewed as a generalization of matching theory. A key paper is Edmonds (1970).

### 2.4.6. Use the Binet-Cauchy theorem.

2.6.4. II. (a) An extreme point in a convex polyhedron in real $n^{2}$-dimensional space is determined by $n^{2}$ linearly independent equations derived from the constraints. There are at most $2 n-1$ linearly independent equations derived from the row and column sum constraints. Thus, at least $(n-1)^{2}$ equations of the form $d_{i j}=0$, derived from the nonnegativity constraints, are necessary.
2.6.4. III. Since $\|C\|=\left\|U C U^{T}\right\|$ for any unitary matrix $U$,

$$
\|A-B\|=\left\|A_{0}-U B_{0} U^{T}\right\|
$$

where $A_{0}$ is the diagonal matrix $\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right), B_{0}$ is the diagonal matrix $\operatorname{diag}\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$, and $U$ is an appropriate unitary matrix.
2.6.4. IV. Use the fact that a linear function attains its minimum on a closed bounded convex set at an extreme point. The linear program can be interpreted as an assignment problem. Suppose that there are $n$ contractors and $n$ projects and the $i$ th contractor quotes the (nonnegative) amount $c_{i j}$ for doing the $j$ th project. Since an integer solution exists, the minimum cost can be attained by giving one project to one contractor, even if it is allowable to divide one project between more than one contractor.
2.6.4. V. It is easy to show an upper bound of $n^{2}-n+1$ from the first proof of Birkhoff's theorem. The stated bound can be proved by first showing that the dimension of the convex set of doubly stochastic matrices is exactly $(n-1)^{2}$ and then applying Carathéodory's theorem: if $C$ is a convex subset of $\mathbb{R}^{d}$, then every point in $C$ is a convex combination of at most $d+1$ extreme points. No constructive proof is known.
2.6.5. Show that a $3 \times 3$ product of transfers cannot have 2 or 3 zero entries and construct a $3 \times 3$ doubly stochastic matrix with 2 zero entries.
2.6.7. Observe that if $C$ is doubly substochastic, then the augmented matrix

$$
\left(\begin{array}{cc}
C & I-H_{r} \\
I-H_{c} & C^{T}
\end{array}\right)
$$

where $H_{r}$ is the diagonal matrix with diagonal entries equal to the row sums of $C$ and $H_{c}$ is the diagonal matrix with diagonal entries equal to the column sums of $C$, is doubly stochastic.
2.6.10. (a) The result follows from, say, the first proof of Theorem 2.6.1. However, the following argument is interesting. Suppose that $D$ has a positive off-diagonal entry but ( $*$ ) fails. Consider the matrix $D_{t}$ defined by

$$
D_{t}=\frac{D+t I}{1+t}
$$

When $t$ is a nonnegative real number, $D_{t}$ is a nonidentity doubly stochastic matrix. Since $D$ fails to satisfy ( $*$ ), $D_{t}$ also fails to satisfy ( $*$ ). It follows that

$$
\operatorname{det} D_{t}=(1+t)^{-n}\left(d_{11}+t\right)\left(d_{22}+t\right) \cdots\left(d_{n n}+t\right)
$$

and

$$
\operatorname{det}(D+t I)=\left(d_{11}+t\right)\left(d_{22}+t\right) \cdots\left(d_{n n}+t\right)
$$

Since 1 is always an eigenvalue of a doubly stochastic matrix, we conclude that one of the diagonal entries of $D$ equals 1 . Remove the row and column containing the diagonal entry 1 to obtain a smaller matrix. By induction, the smaller matrix is the identity matrix and we obtain a contradiction.
(b) There are two ways to prove this result. The easier way is to use Theorem 2.6.1. The harder way is to prove it independently using part (a) and then use it to obtain another proof of Theorem 2.6.1.
2.6.11. A reasonable starting conjecture is that the extreme points of $\mathcal{S}_{n}$ are the symmetrized permutation matrices, that is, matrices $\frac{1}{2}\left(P+P^{t}\right)$, where $P$ is a permutation matrix. Using the marriage theorem, it is not hard to show that $\mathcal{S}_{n}$ is the convex closure of the set of symmetrized permutation matrices. However, not all symmetrized permutation matrices are extreme points. This is due to the following lemma: if $P$ is the permutation matrix associated with the even cycle $\left(a_{1}, a_{2}, \ldots, a_{2 m-1}, a_{2 m}\right)$ of length $2 m$, where $m>1$, then $\frac{1}{2}\left(P+P^{t}\right)$ is the convex combination

$$
\alpha\left[\frac{1}{2}\left(Q_{1}+Q_{1}^{t}\right)\right]+(1-\alpha)\left[\frac{1}{2}\left(Q_{2}+Q_{2}^{t}\right)\right]
$$

where $Q_{1}$ (respectively, $Q_{2}$ ) is the matrix associated with the product of $m$ transpositions $\left(a_{1}, a_{2}\right)\left(a_{3}, a_{4}\right) \cdots\left(a_{2 m-1}, a_{2 m}\right)$ (respectively, $\left(a_{2 m}, a_{1}\right)\left(a_{2}, a_{3}\right)$ $\left.\left(a_{4}, a_{5}\right) \cdots\left(a_{2 m-2}, a_{2 m-1}\right)\right)$. In particular, the symmetrized permutation matrix of a permutation whose cycle decomposition contains an even cycle of length greater than 2 is not an extreme point. It is not hard to prove that the other symmetrized permutation matrices are extreme points. Thus, the extreme
points of $\mathcal{S}_{n}$ are the matrices $\frac{1}{2}\left(P+P^{t}\right)$, where $P$ is a matrix associated with a permutation whose cycle decomposition has no even cycle of size greater than 2.
2.6.12. This requires a complicated argument (see Hardy et al., 1952, p. 47).
2.6.13. Use the theorem from the theory of Laplace transforms that $f(x)$ is completely monotonic if and only if

$$
f(x)=\int_{0}^{\infty} e^{-x t} d \mu(t)
$$

where $\mu$ is a (nonnegative) measure. First, reduce to the case $m=n$. Since

$$
\begin{aligned}
\log f(x) & =\sum_{i=1}^{n}\left[\log \left(x+z_{i}\right)-\log \left(x+p_{i}\right)\right] \\
& =\int_{0}^{\infty} \sum_{i=1}^{n} e^{-x t}\left[e^{-p_{i} t}-e^{-z_{i} t}\right] \frac{d t}{t}
\end{aligned}
$$

it suffices to show that for all $t \geq 0$,

$$
\sum_{i=1}^{n}\left[e^{-p_{i} t}-e^{-z_{i} t}\right] \geq 0
$$

This can be done using the analysis argument in the sufficiency proof of Muirhead's inequality.
2.6.14. (a) See Section 6.1.
(b) By (a), $\left(a_{0} a_{2}\right)\left(a_{1} a_{3}\right)^{2}\left(a_{2} a_{4}\right)^{3} \cdots\left(a_{k-1} a_{k+1}\right)^{k} \leq a_{1}^{2} a_{2}^{4} a_{3}^{6} \cdots a_{k}^{2 k}$.
(c) This is a difficult theorem and requires some knowledge of Sturm and Artin-Schreier theory.
2.6.16. (b) Expand the right side formally and observe that every monomial in the permanent expansion occurs in the expansion.
2.6.16. (c) To prove the inequality, observe that every term in

$$
\sum_{\pi} \prod_{i=1}^{n} a_{i, \pi(i)} \quad \text { and } \quad \sum_{\pi} \prod_{i=1}^{n} b_{i, \pi(i)}
$$

also occurs in

$$
\sum_{\pi} \prod_{i=1}^{n}\left(a_{i, \pi(i)}+b_{i, \pi(i)}\right)
$$

By Exercise 2.6 .4 V , an $n \times n$ doubly stochastic matrix $D$ is a convex combination of $n^{2}-n+1$ permutation matrices. Hence,

$$
\operatorname{per}(D) \geq \sum_{i=1}^{k} \operatorname{per}\left(\lambda_{i} P_{i}\right)=\sum_{i=1}^{k} \lambda_{i}^{n}
$$

where $\sum_{i=1}^{k} \lambda_{i}=1,0<\lambda_{i} \leq 1$, and $k \leq n^{2}-n+1$. By elementary arguments, the minimum of $\sum_{i=1}^{k} \lambda_{i}^{n}$ is attained when the numbers are all equal. Hence,

$$
\operatorname{per}(D) \geq \sum_{i=1}^{k}(1 / k)^{n}=k^{-(n-1)} \geq\left(n^{2}-n+1\right)^{-(n-1)}
$$

2.6.17. This was proved by D.I. Falikman and G.P. Egorychev (see, for example, the survey paper, Egorychev 1996).
2.7.2. There is an elementary induction argument (see Brualdi and Ryser, 1991, p. 172).
2.7.4. Prove the more general fact that if $v$ be a valuation on $S$ taking real values, then $v^{+}$, defined by

$$
v^{+}(A)=(v(A))^{+},
$$

is a supermodular function; that is,

$$
\left.v^{+}(A)+v^{+}(B)\right) \leq v^{+}(A \cup B)+v^{+}(A \cap B)
$$

Hence, $-v^{+}$is a submodular function.
2.7.6. Related work can be found in Converse and Katz (1975).
2.8.1. From the matrix $M[T \mid S]$, construct the representation matrix $[I \mid M]$, where $I$ is the identity matrix with rows and columns indexed by $T$. Then

$$
\operatorname{rank}(B, A)=\operatorname{rk}(A \cup(T \backslash B))
$$

where the rank on the right is the rank of the column vectors in $A \cup(T \backslash B)$. The bimatroid inequality now follows easily from the matroid submodular inequality.
2.8.2. Let $A, B, C, D$ be subspaces. Then by Grassmann's equality (Section 2.4),

```
dim}(A\capB\capC
    = dim}(A\capB)+\operatorname{dim}(C)-\operatorname{dim}((A\capB)\veeC
    \geq \mp@code { d i m } ( A \cap B ) + \operatorname { d i m } ( C ) - \operatorname { d i m } ( ( A \vee C ) \cap ( B \vee C ) )
    = dim}(A\capB)+\operatorname{dim}(C)-\operatorname{dim}(A\veeC)-\operatorname{dim}(B\veeC)+\operatorname{dim}(A\veeB\veeC
```

and

$$
\begin{aligned}
& \operatorname{dim}(A \cap B \cap C \cap D) \\
& \quad=\operatorname{dim}(A \cap B \cap C)+\operatorname{dim}(A \cap B \cap D)-\operatorname{dim}((A \cap B \cap C) \vee(A \cap B \cap D)) \\
& \quad \geq \operatorname{dim}(A \cap B \cap C)+\operatorname{dim}(A \cap B \cap D)-\operatorname{dim}(A \cap B)
\end{aligned}
$$

Combining two instances of the first inequality (for $A, B, C$ and $A, B, D$ ) and the second inequality,

$$
\begin{aligned}
& \operatorname{dim}(A \cap B \cap C \cap D) \\
& \geq[\operatorname{dim}(C)-\operatorname{dim}(A \vee C)-\operatorname{dim}(B \vee C)+\operatorname{dim}(A \vee B \vee C)] \\
& \quad+[\operatorname{dim}(D)-\operatorname{dim}(A \vee D)-\operatorname{dim}(B \vee D)+\operatorname{dim}(A \vee B \vee D)] \\
& \quad+\operatorname{dim}(A \cap B) .
\end{aligned}
$$

We shall use Grassmann's equality to eliminate the two terms in this inequality involving meets in the following way:

$$
\operatorname{dim}(A \cap B)=\operatorname{dim}(A)+\operatorname{dim}(B)-\operatorname{dim}(A \vee B)
$$

and

$$
\operatorname{dim}(C)+\operatorname{dim}(D)-\operatorname{dim}(C \vee D)=\operatorname{dim}(C \cap D) \geq \operatorname{dim}(A \cap B \cap C \cap D)
$$

Hence,

$$
\begin{aligned}
& \operatorname{dim}(C)+\operatorname{dim}(D)-\operatorname{dim}(C \vee D) \\
& \quad \geq[\operatorname{dim}(C)-\operatorname{dim}(A \vee C)-\operatorname{dim}(B \vee C)+\operatorname{dim}(A \vee B \vee C)] \\
& \quad+[\operatorname{dim}(D)-\operatorname{dim}(A \vee D)-\operatorname{dim}(B \vee D)+\operatorname{dim}(A \vee B \vee D)] \\
& \quad+\operatorname{dim}(A)+\operatorname{dim}(B)-\operatorname{dim}(A \vee B)
\end{aligned}
$$

This is a dimension inequality among subspaces involving only $\vee$. It can be converted into a rank inequality on subsets involving $\cup$ using the observation that in a vector space,

$$
\operatorname{rk}(X \cup Y)=\operatorname{dim}(\bar{X} \vee \bar{Y})
$$

where $\bar{Z}$ is the subspace spanned by $Z$. Thus, if we take $A=\overline{X_{1}}, B=\overline{X_{2}}$, $C=\overline{X_{3}}, D=\overline{X_{4}}$ and group terms with the same sign, we obtain Ingleton's
inequality. For independence from the submodular inequality, use the nonrepresentable Vámos matroid on p. 511 of Oxley (1992).

## Chapter 3

3.1.1 Suppose $\sigma$ is proper. Then PM3 implies that $\mathcal{I}(\sigma)$ maps any function $f$ in $\mathcal{I}(Q)$ to $\mathcal{I}(P)$. By PM1, $\mathcal{I}$ maps the identity $\delta$ of $\mathcal{I}(Q)$ to the identity of $\mathcal{I}(P)$. Finally, observe that assuming PM1, condition PM3 is equivalent to $\mathrm{PM}^{\prime}$ : if $\sigma\left(x_{1}\right) \leq \sigma\left(x_{2}\right)$ and $y$ is in the interval $\left[\sigma\left(x_{1}\right), \sigma\left(x_{2}\right)\right]$, then there is a unique $x$ such that $x \in\left[x_{1}, x_{2}\right]$ and $\sigma(x)=y$. Hence,

$$
\begin{aligned}
\mathcal{I}(\sigma)(f * g)\left(x_{1}, x_{2}\right) & =\sum_{y: y \in\left[\sigma\left(x_{1}\right), \sigma\left(x_{2}\right)\right]} f\left(\sigma\left(x_{1}\right), y\right) g\left(y, \sigma\left(x_{2}\right)\right) \\
& =\sum_{x: x \in\left[x_{1}, x_{2}\right]} f\left(\sigma\left(x_{1}\right), \sigma(x)\right) g\left(\sigma(x), \sigma\left(x_{2}\right)\right) \\
& =[\mathcal{I}(\sigma)(f) * \mathcal{I}(\sigma)(g)]\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

Thus, $\mathcal{I}(\sigma)$ is an $\mathbb{A}$-algebra homomorphism.
Conversely, let $\sigma: P \rightarrow Q$ be a function such that $\mathcal{I}(\sigma): \mathcal{I}(Q) \rightarrow \mathcal{I}(P)$, defined by Equation (C), is an $\mathbb{A}$-algebra homomorphism. Since

$$
\delta\left(\sigma\left(x_{1}\right), \sigma\left(x_{2}\right)\right)=\mathcal{I}(\sigma)(\delta)\left(x_{1}, x_{2}\right)=\delta\left(x_{1}, x_{2}\right)
$$

$\sigma$ is injective. Similarly, applying Equation (C) to the zeta function, $\sigma$ satisfies PM2. Finally, suppose $y_{1}=\sigma\left(x_{1}\right), y_{2}=\sigma\left(x_{2}\right)$, and $y_{1} \leq y_{2}$. Let $y$ be a fixed element in $\left[y_{1}, y_{2}\right]$. Then

$$
\begin{aligned}
& \sum_{x: x \in\left[x_{1}, x_{2}\right]} \epsilon_{y_{1}, y}\left(y_{1}, \sigma(x)\right) \epsilon_{y, y_{2}}\left(\sigma(x), y_{2}\right) \\
& =\sum_{x: x \in\left[x_{1}, x_{2}\right]} \mathcal{I}(\sigma)\left(\epsilon_{y_{1}, y}\right)\left(x_{1}, x\right) \mathcal{I}(\sigma)\left(\epsilon_{y, y_{2}}\right)\left(x, x_{2}\right) \\
& =\left[\mathcal{I}(\sigma)\left(\epsilon_{y_{1}, y}\right) * \mathcal{I}(\sigma)\left(\epsilon_{y, y_{2}}\right)\right]\left(x_{1}, x_{2}\right) \\
& =\mathcal{I}(\sigma)\left(\epsilon_{y_{1}, y} * \epsilon_{y, y_{2}}\right)\left(x_{1}, x_{2}\right) \\
& =\left[\epsilon_{y_{1}, y} * \epsilon_{y, y_{2}}\right]\left(y_{1}, y_{2}\right) \\
& =1
\end{aligned}
$$

and hence PM3 holds.
3.1.2. (a) Since ideals are closed under taking linear combinations, the functions described are in $J$. Conversely, suppose $f \in J$ and $f(x, y) \neq 0$. Then it follows
from

$$
\epsilon_{x x} * f * \epsilon_{y y}=f(x, y) \epsilon_{x y}
$$

that $\epsilon_{x y} \in J$.
(b) Since

$$
\epsilon_{x u} * f * \epsilon_{v y}=f(u, v) \epsilon_{x y},
$$

for all $f \in J, f(u, v)=0$ for all $f \in J$ if $\epsilon_{x y} \notin J$.
(c) Part (b) gives an order-reversing function $J \mapsto \operatorname{zero}(J)$ from ideals to order-ideals. If $Z$ is an order-ideal, then define

$$
\operatorname{ideal}(Z)=\{f: f(x, y)=0 \text { whenever }[x, y] \in Z\}
$$

It is routine to check (by writing out the convolution) that $J$ is a (twosided) ideal. The proof can be completed by observing that the map $Z \mapsto$ ideal $(Z)$ is an order-reversing function and $J \mapsto \operatorname{ideal(zero(~} J$ )) is the identity function.
3.1.3 (a) Consider the elementary matrix functions $\epsilon_{t t}$ in $\mathcal{I}(P)$. Then $\epsilon_{t t} * \epsilon_{t t}=\epsilon_{t t}$ and $\epsilon_{s s} * \epsilon_{t t}=0$ if $s \neq t$. When $t$ ranges over all the elements of $P$, the functions $\epsilon_{t t}$ are $n$ pairwise orthogonal idempotents in $\mathcal{I}(P)$. Hence, IA1 is a necessary condition.

Next, recall that a function $f$ is in the Jacobson radical if and only if $\delta-f * g$ is invertible for every $g$. Since an upper-triangular matrix is invertible if and only if all diagonal entries are nonzero, $f$ is in the Jacobson radical if and only if all the diagonal entries in $f$ are zero. Hence the quotient algebra $\mathcal{I}(P) / J(\mathcal{I}(P))$ is isomorphic to the (commutative) algebra of diagonal matrices. This shows that IA2 is necessary.

To prove the converse, let $e_{1}, e_{2}, \ldots, e_{n}$ be $n$ pairwise orthogonal idempotents in $\mathcal{I}$. Then, by definition, $e_{i}^{2}=e_{i}$ and $e_{i} e_{j}=e_{j} e_{i}=0$. In particular, the idempotents $e_{i}$ are commuting matrices and we may use the linear algebra theorem that commuting matrices are simultaneously diagonalizable. Change basis so that $e_{i}$ is the diagonal matrix with all entries zero except for the $i i$-entry, which equals 1 . Relative to this basis, let $e_{i j}$ be the matrix with all entries zero except for the $i j$-entry, which equals 1 .

Define a partial order on the set $\{1,2, \ldots, n\}$ by specifying that $i \leq j$ if $e_{i j} \in \mathcal{I}$. Since $e_{i}=e_{i i}$, the relation is reflexive. Transitivity follows from $e_{i j} e_{j k}=e_{i k}$ and the fact that $\mathcal{I}$ is closed under matrix multiplication. To show antisymmetry, suppose that both $e_{i j}$ and $e_{j i}$ are in $\mathcal{I}$. Since $\mathcal{I} / J(\mathcal{I})$ is commutative, the commutator $e_{i j} e_{j i}-e_{j i} e_{i j}$ is in $J(\mathcal{I})$, but the commutator equals $e_{i}-e_{j}$. Hence, $\delta-\left(e_{i}-e_{j}\right)$ is invertible and diagonal, $e_{i}-e_{j}=0$, and $i=j$.

To finish, check that the function $f \mapsto \sum_{i, j=1}^{n} f(i, j) e_{i j}, \mathcal{I}(P) \rightarrow \mathcal{I}$ is an $\mathbb{A}$-algebra isomorphism.
(b) This follows easily from (a).

### 3.1.7. Use the elementary matrix functions.

3.1.8. (a) Observe that from a chain $C$ of length $i-2$, we can construct exactly $\binom{n-2}{i-2}$ multichains whose underlying set is $C$.
(e) Since $Z([c, d] ; n)=\zeta^{n}(c, d)$, we have

$$
\begin{aligned}
\sum_{x: \hat{0} \leq x \leq \varphi(y)} Z([\hat{0}, x] ; n) \zeta_{Q}(x, \varphi(y)) & =\sum_{x: \hat{0} \leq x \leq \varphi(y)} \zeta_{Q}{ }^{n}(\hat{0}, x) \zeta_{Q}(x, \varphi(y)) \\
& =\zeta_{Q}{ }^{n+1}(\hat{0}, \varphi(y)) \\
& =Z([\hat{0}, \varphi(y)] ; n+1) .
\end{aligned}
$$

Since $\varphi, \psi$ form a Galois coconnection, $x \leq \psi(y)$ if and only if $\varphi(x) \leq y$. Hence,

$$
\sum_{a: a \leq y}\left[\sum_{x: \psi(x)=a} Z([\hat{0}, x] ; n)\right]=Z([\hat{0}, \varphi(y)] ; n+1)
$$

The theorem now follows from Möbius inversion.
(f) Observe that $Z\left(P_{E} ; n\right)$ is the number of multichains of $P$ for which every element is ordered relative to $E$ or, equivalently, strictly ordered relative to some subset $D$ containing $E$. Hence, by inclusion-exclusion, the number of multichains for which every element is strictly ordered relative to $\emptyset$ is

$$
\sum_{E: E \subseteq A}(-1)^{|E|} Z\left(P_{E} ; n\right)
$$

Next, consider a multichain with underlying chain $C$. Extend $C$ to a maximal chain $C^{+}$. Since $A$ is a cutset, $A \cap C^{+} \neq \emptyset$ and each element in the original multichain is ordered relative to the nonempty subset $A \cap C^{+}$of $A$. Thus, no multichain is strictly ordered relative to $\emptyset$ and the alternating sum is zero. We can now finish the proof by observing that $Z\left(P_{\emptyset} ; n\right)=Z(P ; n)$.
(g) From (f), we obtain

$$
\mu_{P}(\hat{0}, \hat{1})=\sum_{E: E \in A, E \neq \emptyset}(-1)^{|E|+1} \mu_{P_{E}}(\hat{0}, \hat{1}) .
$$

Since $P_{E}$ is the union of a principal filter and a principal ideal, Theorem 3.1.7 implies that $\mu_{P_{E}}(\hat{0}, \hat{1})$ equals 0 if $P_{E} \neq\{\hat{0}, \hat{1}\}$ and equals -1 if $P_{E}=\{\hat{0}, \hat{1}\}$.
3.1.9. (a) Regard the entries $x_{i j}$ as indeterminates. If $f:\{1,2, \ldots, n\} \rightarrow$ $\{1,2, \ldots, n\}$, let

$$
\operatorname{Mon}(f)=x_{1, f(1)} x_{2, f(2)} \cdots x_{n, f(n)}
$$

Then

$$
\operatorname{per} X=\sum\{\operatorname{Mon}(f): f(\{1,2, \ldots, n\})=\{1,2, \ldots, n\}\}
$$

and

$$
\prod_{i=1}^{n} \sum_{j: j \in E} x_{i j}=\sum\{\operatorname{Mon}(f): f(\{1,2, \ldots, n\}) \subseteq E\}
$$

Ryser's formula now follows from inclusion-exclusion.
(b) By means of a Gray code or Hamiltonian cycle on the cube, the terms in the sum can be calculated one after another, so that we have an algorithm to compute the permanent using $\left(2^{n}-1\right)(n-1)$ multiplications, $\left(2^{n}-2\right)(n+1)$ additions, and $n+1$ space (see Knuth, 1969, pp. 467, 640).
(c) Apply Ryser's formula to the $n \times n$ matrix with the top $m$ rows equal to the $m \times n$ matrix $X$ and the bottom $n-m$ rows all 1s.
3.1.10 (b) Observe that if an automorphism $\alpha$ fixes a spanning $s$-tuple (componentwise), then it is the identity. Hence, every $s$-tuple is in an orbit of size $|\operatorname{Aut}(G)|$.
(c) This was the motivating application of Theorem 3.1.7. Alternatively, use the fact that $\Phi(G)$ is the set of "nongenerators" of $G$.
(d) Use the theorem that if $|H|$ and $|K|$ are relatively prime, then $L(H \times$ $K)=L(H) \times L(K)$, where the right-hand product is Cartesian product of lattices.
(e) An $s$-tuple $\left(g_{1}, g_{2}, \ldots, g_{s}\right)$ spanning $G$ gives an $s$-tuple $\left(N g_{1}, N g_{2}, \ldots, N g_{s}\right)$ spanning $G / N$. Thus, it suffices to show that the number of $s$-tuples $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ spanning $G$ such that $x_{i} \in N g_{i}$ equals $\phi(G \downarrow N ; s)$.

This follows from the following lemma: let $\left(N g_{1}, N g_{2}, \ldots, N g_{s}\right)$ be an $s$ tuple of cosets and $H$ a subgroup of $G$. Let $C(H ; s)$ be the number of $s$-tuples $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ such that $x_{i} \in N g_{i}$ and $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ spans a subgroup of $H$. Then

$$
C(H, s)=\left\{\begin{array}{cc}
|H \cap N|^{s} & \text { if } \\
\text { for all } i, H \cap N g_{i} \neq \emptyset \\
0 & \text { otherwise }
\end{array}\right.
$$

To prove the lemma, observe that an $s$-tuple $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ such that $x_{i} \in$ $N g_{i}$ spans a subgroup contained in $H$ if and only if for every $i, x_{i} \in H \cap N g_{i}$.

Therefore,

$$
C(H ; s)=\left|H \cap N g_{1}\right|\left|H \cap N g_{2}\right| \cdots\left|H \cap N g_{s}\right|
$$

It is easy to show that $|H \cap N g|=|H \cap N|$. The lemma now follows.
To finish, we apply Möbius inversion to conclude that the number of $s$-tuples $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ such that $x_{i} \in N g_{i}$ and $\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ spans $G$ equals

$$
\begin{equation*}
\sum_{H: H \in L(G)} \mu(H, G) C(H ; s) \tag{*}
\end{equation*}
$$

The final step is to use the fact that $C(H ; s)=0$ unless for all $i, N g_{i} \cap H \neq \emptyset$. Since $\left(N g_{1}, N g_{2}, \ldots, N g_{s}\right)$ spans $G / N$, this condition implies that $H / N=$ $G / N$; that is, $N H=G$. Thus, the sum $(*)$ can be restricted to those subgroups such that $N H=G$. Hence, by the lemma,

$$
C(H ; s)=\sum_{H: H \in L(G) \text { and } N H=G} \mu(H, G)|N \cap H|^{s}=\phi(G \downarrow H ; s)
$$

(f) If $G$ is a finite $p$-group $G$, then the quotient $G / \Phi(G)$ is an elementary Abelian group, that is, a direct sum of cyclic groups of order $p$. Thus, it suffices to consider a direct sum $\bigoplus_{r} Z_{p}$ of $r$ copies of the cyclic group of order $p$. Let $N$ be the subgroup $\{0\} \oplus\{0\} \cdots \oplus\{0\} \oplus Z_{p}$. Then $\bigoplus_{r} Z_{p} / N \cong \bigoplus_{r-1} Z_{p}$, and thinking of $\bigoplus_{r} Z_{p}$ as a vector space over the finite field $\operatorname{GF}(p)$, a subgroup (or subspace) $H$ satisfies $H N=\bigoplus_{r} Z_{p}$ if either $H=\bigoplus_{r} Z_{p}($ and $H \cap N=N)$ or $H$ is one of $p^{r-1}$ subspaces intersecting $N$ at $\{0\}$. Hence, by Gaschütz's theorem,

$$
\phi\left(\bigoplus_{r} Z_{p} ; s\right)=\phi\left(\bigoplus_{r-1} Z_{p} ; s\right)\left(p^{s}-p^{r-1}\right)
$$

Since $\phi\left(Z_{p} ; s\right)=p^{s}-1$, we obtain, by induction,

$$
\phi\left(\bigoplus_{r} Z_{p} ; s\right)=\prod_{i=0}^{r-1}\left(p^{s}-p^{i}\right)
$$

Finally, if $|G|=p^{m}$ and $\Phi(G)=p^{m-r}$, then

$$
\phi(G ; s)=p^{m-r} \prod_{i=0}^{r-1}\left(p^{s}-p^{r-1}\right)
$$

(h) Let $D_{2 n}$ be the dihedral group of order $2 n$. We shall think of $D_{2 n}$ as the group of symmetries of the regular $n$-gon, so that $D_{2 n}$ is generated by the rotation $\rho$ by $2 \pi / n$ and a reflection. Observe first that if $n$ has prime factorization $p_{1}^{a_{1}} p_{2}^{a_{2}} \cdots p_{r}^{a_{r}}$, then the Frattini subgroup is the group of rotations
generated by the rotation $\rho^{p_{1} p_{2} \cdots p_{r}}$ and $G / \Phi(G)$ is isomorphic to $D_{2 p_{1} p_{2} \cdots p_{r}}$. Thus,

$$
\phi\left(D_{2 n} ; s\right)=\left(\frac{n}{p_{1}^{a_{1}-1} p_{2}^{a_{2}-1} \cdots p_{r}^{a_{r}-1}}\right)^{s} \phi\left(D_{2 p_{1} p_{2} \cdots p_{n}} ; s\right)
$$

It suffices to consider the case when $n$ is square-free.
To calculate $D_{2 p_{1} p_{2} \cdots p_{r}}$, we construct the subgroup lattice: the subgroups of $D_{2 n}$ are either dihedral groups or cyclic groups and it is not difficult to deduce the lattice structure. The final answer is

$$
\begin{aligned}
\phi\left(D_{2 p_{1} p_{2} \cdots p_{r}}\right) & =\sum_{A}(-1)^{r-|A|} p_{A^{c}}\left(2 p_{A}\right)^{s}-\sum_{A}(-1)^{r-|A|} p_{A^{c}}\left(p_{A}\right)^{s} \\
& =\left(2^{s}-1\right) \sum_{A}(-1)^{r-|A|} p_{A^{c}} p_{A}^{s} \\
& =\left(2^{s}-1\right) \prod_{i=1}^{r}\left(p_{i}^{s}-p_{i}\right),
\end{aligned}
$$

where the sums are over all subsets $A$ in $\{1,2, \ldots, r\}, A^{c}=\{1,2, \ldots, r\} \backslash A$, $p_{A}=\prod_{i: i \in A} p_{i}$, and $p_{A^{c}}=\prod_{i: i \notin A} p_{i}$. This exercise can also be done using Gaschütz's theorem.
(i) One needs to determine the subgroup lattice. This is not too hard and was done in Hall's 1936 paper. A related problem is to compute $\mu(\hat{0}, \hat{1})$ for subgroup lattices of celebrity groups. See, for example, Downs (1991) and Shareshian (1997).
(j) Use the classification theorem for finite simple groups.
3.1.11. (a) Define $f(x, y)$ by one of two equivalent conditions:

$$
F(x, y)=\sum_{z: z \leq x} f(z, y) \text { or } f(x, y)=\sum_{z: z \leq x} F(z, y) \mu(z, y)
$$

Let $Z$ be the matrix of the zeta function of $P$ and $H$ be the upper-triangular matrix with $x, y$-entry $f(x, y) \zeta(x, y)$. Since determinants are multiplicative, we have

$$
\operatorname{det}\left(Z^{T} H\right)=(\operatorname{det} Z)(\operatorname{det} H)=\prod_{x: x \in P} f(x, x)
$$

On the other hand, the $x y$-entry in the matrix product $Z^{T} H$ equals

$$
\begin{aligned}
\sum_{z: z \in P} \zeta(z, x) f(z, y) \zeta(z, y) & =\sum_{z: z \leq x \text { and } z \leq y} f(z, y) \\
& =\sum_{z: z \leq x \wedge y} f(z, y) \\
& =F(x \wedge y, y)
\end{aligned}
$$

We conclude that

$$
\operatorname{det}[F(x \wedge y, y)]=\prod_{x: x \in P} f(x, x)=\prod_{x: x \in P}\left(\sum_{z: z \leq x} F(z, x) \mu(z, x)\right)
$$

The essential idea in this proof was given in Pólya and Szegö (1976, pp. 117, 309).
(c) Apply the Lindström-Wilf formula to the set $\{1,2, \ldots, n\}$ ordered by divisibility (so that the meet is the greatest common divisor) with $F(i, j)=i$ and note that $\phi(i)=\sum_{k: k \mid i} \mu(i / k) k$.
(d) Let $F(x, y)=\delta(\hat{0}, x)$. Then

$$
\operatorname{det}[\delta(\hat{0}, x \wedge y)]_{x, y \in P}=\prod_{x: x \in P} \mu(\hat{0}, x) \neq 0
$$

The matrix $[\delta(\hat{0}, x \wedge y)]_{x, y \in P}$ is a (0-1)-matrix with $x y$-entry equal to 1 if and only if $x \wedge y=\hat{0}$. Since its determinant is nonzero, there is at least one nonzero term in the determinantal expansion. The permutation of that term yields the permutation required.
(e) Apply the Lindström-Wilf formula to a direct product of chains with $b$ elements.
3.1.12. There are $n$ ! terms in the permanent, each corresponding to a permutation of $\{1,2, \ldots, n\}$. Observe that a permutation gives a nonzero term if and only if it is the identity or its cycle decomposition consists of fixed points and one cycle of length greater than 1 , and that cycle has the form $\left(\hat{0}, x_{2}, x_{3}, \ldots, x_{l}\right)$, where $\hat{0}<x_{2}<x_{3}<\cdots<x_{l}$. The permanent formula follows immediately. The determinant formula follows from Philip Hall's theorem (3.1.11).
3.1.13. The proof is a variation on the proof in Exercise 3.1.11. Let $Z$ be the matrix of its zeta function of $L$ and $D$ be the diagonal matrix with $x x$-entry $\mu(\hat{0}, x)$. Then $Z^{T} D Z=C$, where

$$
C=[\delta(\hat{0}, x \wedge y)]_{x, y \in L}
$$

the (0-1)-matrix with entry 1 if $x \wedge y=\hat{0}$ and 0 otherwise. If $\mu(\hat{0}, x) \neq 0$ for every $x \in L$, then $C$ is invertible with inverse $C^{-1}$ equal to $M D^{-1} M^{T}$, where $M=Z^{-1}$. Explicitly, the $x y$-entry of $C^{-1}$ is

$$
\sum_{z: z \geq x \vee y} \frac{\mu(x, z) \mu(y, z)}{\mu(\hat{0}, x)}
$$

and the inversion formula follows.
3.1.14. Consider the following matrices with rows and columns indexed by $L: Z=[\zeta(x, y)], D_{0}$ the diagonal matrix with $x x$-entry $\mu(\hat{0}, x)$, and $D_{1}$ the diagonal matrix with $x x$-entry $\mu(x, \hat{1})$. Then, as in the solution to Exercise 3.1.11(a),

$$
\begin{aligned}
& Z^{T} D_{0} Z=[\delta(\hat{0}, x \wedge y)], \\
& Z D_{1} Z^{T}=[\delta(\hat{1}, x \vee y)] .
\end{aligned}
$$

Consider the product $Z D_{1} Z^{T} D_{0} Z$. Then writing the product as $\left(Z D_{1} Z^{T}\right) D_{0} Z$, the $x y$-entry is

$$
\begin{equation*}
\sum_{z: x \vee z=\hat{1}} \mu(\hat{0}, z) \zeta(z, y) . \tag{D}
\end{equation*}
$$

Since $x \vee z \leq x \vee y$ if $z \leq y$, the sum is empty, and hence the $x y$-entry equals 0 , unless $x \vee y=\hat{1}$. Similarly, writing the product as $\left(Z D_{1} Z^{T}\right) D_{0} Z$, the $x y$ entry is 0 unless $y \wedge x=\hat{0}$. Hence, the $x y$-entry $Z D_{1} Z^{T} D_{0} Z$ is zero unless $x$ and $y$ are complements. To finish the proof, since the determinant is multiplicative, det $Z D_{1} Z^{T} D_{0} Z \neq 0$. Any permutation yielding a nonzero term in the expansion of the determinant yields a complementing permutation. This proof is due to R.M. Wilson (unpublished), recounted in Stanley (1997, p. 185).

Dowling's proof begins with the matrix whose $x y$-entry is the sum (D). Using the methods in Theorem 3.1.12, he proves that the $x y$-entry is 0 unless $x$ and $y$ are complements. He also inverts the matrix explicitly, thus proving that it is nonsingular. Disregarding technicalities, Dowling's proof is the same as Wilson's. Finally, note that the sum (D) equals $\mu_{f}(\hat{0}, y)$, where $f(u)=u \vee x$ in the proof of Theorem 3.1.13. Thus, Wilson's argument offers an alternate way to finish the proof of that theorem.

### 3.1.15. The interval $[A, B]$ in $L(\mathcal{C})$ is isomorphic to $L\left(\mathcal{C}^{\prime}\right)$, where

$$
\mathcal{C}^{\prime}=\{I \backslash(I \cap A): I \in \mathcal{C}, I \subseteq B\}
$$

Thus, it suffices to prove part (b) for $\mu(\hat{0}, X)$. Further, by Theorem 3.1.9, if $X$ is not a join of atoms, then $\mu(\hat{0}, X)=0$. Thus, we may assume that $X$ is a join of atoms. In turn, this allows us to assume that $\mathcal{C}$ is an antichain. Removing points in gaps, we can also assume that $I_{1} \cup I_{2} \cup \cdots \cup I_{n}=\{1,2, \ldots, M\}$ for some integer $M$. Let $\mathcal{C}=\left\{I_{1}, I_{2}, \ldots, I_{n}\right\}$, where the intervals are indexed so that the right (and hence left) endpoint is increasing.

Let $X_{0}=\emptyset$ and $X_{k}=I_{1} \cup I_{2} \cup \cdots \cup I_{k}$. By the indexing, $X_{k-1} \subseteq X_{k}$ and the sets $X_{k}$ grow to the right. By Weisner's theorem (3.1.5) applied to the fixed
element $I_{k}$,

$$
\mu\left(\emptyset, X_{k}\right)=-\sum_{X: X \cup I_{k}=X_{k}, X \neq X_{k}} \mu(\emptyset, X) .
$$

Now observe that $X \cup I_{k}=X_{k}$ if and only if $X=X_{j}, j \leq k$, and $I_{j}$ touches $I_{k}$; that is, $I_{j} \cup I_{k}$ is an interval. Hence,

$$
\mu\left(\emptyset, X_{k}\right)=-\left[\mu\left(\emptyset, X_{k-1}\right)+\mu\left(\emptyset, X_{k-2}\right)+\cdots+\mu\left(\emptyset, X_{k-m(k)}\right)\right]
$$

where $m(k)$ is the minimum index $j$ such that $I_{j}$ touches $I_{k}$. Since $\mu\left(\emptyset, X_{1}\right)=$ -1 , it follows by induction that $\mu\left(\emptyset, X_{k}\right)=-1,0$, or 1 .

For related results and generalizations, see, for example, Kahn (1987).
3.2.1. (a) Represent the term $a_{i}$ as the element $\left(a_{i}, i\right)$ in the Cartesian product of two chains.
(b) The depth of an element $a$ in $P$ is the maximum length of a chain with bottom $a$ (so that, for example, a maximal element has depth zero). The subsets $P_{i}$ of elements in $P$ of depth $i$ are pairwise disjoint and their union is $P$. If $P$ has no chain of length $m+1$, then $P_{i}$ is empty if $i \geq m+1$. Since

$$
\left|P_{0}\right|+\left|P_{1}\right|+\cdots+\left|P_{m}\right|=|P| \geq m n+1,
$$

there is a subset $P_{j}$, say, such that $\left|P_{j}\right| \geq m+1$ (by the pigeon-hole principle). Since the subsets $P_{i}$ are all antichains, we have found an antichain of size $m+1$.
3.2.5. (a) Let $C$ be a chain in $P, y$ an element in $P$, and $C \| y$ the set of elements in $C$ incomparable with $y$. The relation $P \cup\{(x, y): x \in C \| y\}$ has no directed cycles, and hence its transitive closure is a partial order. Taking a linear extension of the new partial order, we obtain a linear extension $L(C)$ of $P$ in which $(*) x<y$ for every pair $x$ and $y$, such that $x \in C \| y$. Now let $C_{1}, C_{2}, \ldots, C_{w(P)}$ be a chain partition of $P$, and for each chain $C_{i}$, let $L\left(C_{i}\right)$ be a linear extension satisfying $(*)$. If $x$ and $y$ are incomparable in $P$ and $x$ is in the chain $C_{i}$, then $x<y$ in $L\left(C_{i}\right)$; on the other hand, $y<x$ in $L\left(C_{j}\right)$, where $C_{j}$ is the chain containing $y$. Hence, $x$ and $y$ are incomparable in the intersection $\bigcap L\left(C_{i}\right)$. Since $\bigcap L\left(C_{i}\right)$ is an extension of $P$, we conclude that $P=\bigcap L\left(C_{i}\right)$ and $P$ has order dimension at most its width $w(P)$.
(b) Choose a chain partition $C_{1}, C_{2}, \ldots, C_{w(P \backslash A)}$ of $P \backslash A$ and let $L\left(C_{i}\right)$ be the linear extensions in the hint to (a). Add to this a linear extension that puts all the elements in $P \backslash A$ below all the elements of $A$. These $w+1$ extensions intersect to $P$.
(c) If $A$ is contained in a larger antichain $A^{\prime}$, then $w\left(P \backslash A^{\prime}\right) \leq w(P \backslash A)$. Thus, we need to prove the inequality only for a maximal antichain $A^{\prime}$. If $P=A^{\prime}$, then $\operatorname{dim}(P)=2$. Since $A \subset P$, the inequality holds. Otherwise, let $C_{1}, C_{2}, \ldots, C_{w}$
be a chain partition of $P \backslash A^{\prime}$. We construct two linear extensions from each chain $C_{i}$ in the partition: one is the extension $L\left(C_{i}\right)$ defined earlier, and the other is its contrary, an extension in which $x>y$ for every pair $x$ and $y$ such that $x \in C \| y$. We can also construct an extension such that every element in the ideal $I\left(A^{\prime}\right)$ not in $A^{\prime}$ is less than every element in $A^{\prime}$, and in turn, every element in the filter $F\left(A^{\prime}\right)$ not in $A^{\prime}$ is above every element in $A^{\prime}$. These $2 w+1$ extensions intersect to $P$.
(d) Dilworth's inequality is tight for an antichain. Examples for the inequalities in (b) and (c) require more work (see Trotter, 1975 or 1992, p. 27).
3.2.6. (e) By part (b), the canonical partition gives a join-preserving injection $\gamma$ of $\mathcal{A}_{k}(P)$ into $\mathcal{A}(P)^{k}$. Hence, the interval [ $\left.x, x^{*}\right]$ in $\mathcal{A}_{k}(P)$ is a join-sublattice of $\left[\gamma(x), \gamma\left(x^{*}\right)\right]$ and $\gamma\left(x^{*}\right)$ is the join of the elements covering $\gamma(x)$. It follows that $\left[x, x^{*}\right]$ and $\left[\gamma(x), \gamma\left(x^{*}\right)\right]$ are isomorphic. To finish, observe that $\mathcal{A}(P)^{k}$ is a distributive lattice, and hence the interval $\left[\gamma(x), \gamma\left(x^{*}\right)\right]$, being atomic, is a Boolean algebra.

Let $Q$ be the partially ordered set on $\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ with $a_{1}<a_{2}$, and $a_{3}<a_{2}, a_{3}<a_{4}$. Then $\mathcal{A}_{2}(Q)$ is not distributive. A nonmodular example is harder (see Example 2.25 in Greene and Kleitman, 1976).
(h) The argument for the case $k=1$ given in Corollary 3.2 .6 generalizes with a little work.
(i) There are several proofs of this. The proof of Greene and Kleitman is somewhat complicated. Hoffman and Schwartz gave a proof using linear programming. Frank's proof uses network flows. Saks' proof starts from the observation that an antichain in the Cartesian product $P \times\langle k\rangle$, where $\langle k\rangle$ is a chain with $k$ elements, gives a $k$-family in $P$ of the same size.

### 3.3.1. The collection $\mathcal{C}$ cannot contain both a subset and its complement.

3.3.5. Use the idea in the construction given in Theorem 3.3.4. Just for this solution, define a chain to be a subset $C$ of sums $\sum \epsilon_{i} \alpha_{i}$, such that $s_{1}, s_{2} \in C$ implies $\left\|s_{1}-s_{2}\right\| \geq 2$.

We partition the sums into chains inductively. We shall use the following notation: $C+y=\{x+y: x \in C\}$. If $n=1$, then we put the two sums $+\alpha_{1}$ and $-\alpha_{1}$ into the same chain $C$. Suppose a chain partition has been constructed for $\alpha_{1}, \ldots, \alpha_{n-1}$. If $C$ is a chain in the existing chain partition, then $C+\alpha_{n}$ and $C-\alpha_{n}$ are chains.

Next, let $\beta$ be the vector in $C-\alpha_{n}$ such that the dot product $\left(\beta,-\alpha_{n}\right)$ is maximum. Then it is easily checked that $\|\beta-\gamma\| \geq 2$ for every $\gamma \in$ $C+\alpha_{n}$. Put the chains $\left(C+\alpha_{n}\right) \cup\{\beta\}$ and $\left(C-\alpha_{n}\right) \backslash\{\beta\}$ into the new chain partition.

In this way, we partition the sums into $\binom{n}{\lfloor n / 2\rfloor}$ chains. Since a unit ball intersects a chain at most one vector, the required result follows.
3.3.6. Suppose $P$ satisfies the LYM inequality. Let $\mathcal{B} \subseteq \mathcal{W}_{i}$. Then $\mathcal{B} \cup$ $\left(\mathcal{W}_{i-1} \backslash I(B)\right)$ is an antichain. Applying the LYM inequality, we obtain

$$
\frac{|\mathcal{B}|}{W_{i}}+\frac{W_{i-1}-|I(\mathcal{B})|}{W_{i-1}} \leq 1 .
$$

This simplifies to the normalized matching property.
Next, we use the normalized matching property to construct a regular chain cover. To do this, we construct a ranked partially order set $P^{++}$such that $\left|\mathcal{W}_{i}\left(P^{++}\right)\right|=W$, where $W=W_{0}(P) W_{1}(P) \cdots W_{N}(P)$, the product of all the Whitney numbers of $P$. This is done by taking $\prod_{j: j \neq i} W_{i}$ copies of $\mathcal{W}_{i}$ and a copy of the element $x$ is less than a copy of $y$ if $x<y$. Using normalized matching property and the marriage theorem, there is a matching between $\mathcal{W}_{i-1}\left(P^{++}\right)$and $\mathcal{W}_{i}\left(P^{++}\right)$. Splicing these matchings together, we obtain a chain partition of $P^{++}$and, on identifying copies, a regular chain cover of $P$.

Finally, suppose $P$ has a regular chain cover $\mathcal{C}$. Then a rank- $i$ element occurs in exactly $|\mathcal{C}| / W_{i}$ chains. If $\mathcal{A}$ is an antichain, then its rank- $i$ elements occur in $\left|\mathcal{A} \cap \mathcal{W}_{i} \| \mathcal{C}\right| / W_{i}$ chains. Since $\mathcal{A}$ is an antichain, a chain cannot contain two distinct elements. Hence,

$$
\sum_{i=0}^{N} \frac{\left|\mathcal{A} \cap \mathcal{W}_{i}\right|}{W_{i}}|\mathcal{C}| \leq|\mathcal{C}|
$$

Dividing by $|\mathcal{C}|$, we obtain the LYM inequality.
3.3.7. (a) Let $m$ be an index such that $W_{m}=\max \left\{W_{i}: 1 \leq i \leq n\right\}$. A chain decomposition of $P$ of size $W_{m}$ can be obtained by splicing together the edges of the partial matching between the adjacent levels. By Dilworth's theorem, an antichain has size at most $W_{m}$ and hence $\mathcal{W}_{m}$ is a maximum-size antichain in $P$.
(b) Start at the middle level and proceed upward and downward in a consistent way. This can be done using the common transversal theorem (2.4.4) and checking that the normalized matching property implies that Ford-Fulkerson condition is satisfied.
3.3.8. Since every family of subsets all having size $\lfloor n / 2\rfloor$ is an antichain and defines a monotone function, the lower bound is clear. To show the upper bound, we will construct all monotone functions $f$ on $2^{\{1,2, \ldots, n\}}$. We will use the symmetric chain decomposition defined by brackets to construct $f$ inductively. Order the chains so that $\left|C_{i}\right| \leq\left|C_{i+1}\right|$. Since the smallest chain is of size 1 or 2,
there are at most three ways to define $f$ on the smallest chain. Suppose that $f$ has been defined on all chains before the $i$ th chain and let $E_{k}, E_{k+1}, \ldots, E_{n-k}$ be the subsets in $C_{i}$. If $E_{j} \supset D, D$ occurs in an earlier chain, and if $f(D)=1$, then $f\left(E_{j}\right)$ must equal 1. Dually, if $E_{j} \subset D, D$ occurs in an earlier chain, and if $f(D)=0$, then $f\left(E_{j}\right)$ must equal 0 . In both cases, we say that $f\left(E_{j}\right)$ is determined. Observe that if $r<s<t$, and $E_{s}$ is determined, then at least one of the sets $E_{r}$ or $E_{t}$ is determined. Thus, the undetermined subsets form a consecutive segment $E_{r}, E_{r+1}, \ldots, E_{s}$ of $C_{i}$.

We show next that there can be at most two subsets in the segment of undetermined subsets. Suppose $E_{r}, E_{r+1}, E_{r+2}$ is a length-3 segment. In the bracket representations of $E_{r}, E_{r+1}, E_{r+2}$, we have, at two coordinates $a, b$, the brackets

$$
)), \quad(,((.
$$

Consider the subset $D$ represented by the same brackets as $E_{r+1}$, with the exception that at coordinates $a, b$, the brackets are (). Then $D$ has a larger set of closed brackets and occurs in a chain of smaller length. Thus, $f(D)$ has already been chosen and at least one of $E_{r}$ or $E_{r+2}$ is determined.

We have shown that at most two subsets in $C_{i}$ can be undetermined. Thus, there are at most three ways to define a monotone functions on $C_{i}$ consistent with the earlier choices. The upper bound now follows.
(b) The idea is that for "most" chains $C_{i}$, only one subset is undetermined. Implementing this idea requires a complicated argument (see Kleitman's paper). Further improvements have been made by Kleitman and Markowsky, and others. An approach using entropy can be found in Kahn's paper.
3.4.3. (a) By Exercise 1.3.8, elements in $F_{\mathbf{D}}(3)$ are in bijection with nonempty antichains not equal to $\{\emptyset\}$ in the Boolean algebra $2^{\{1,2,3\}}$. Thus, $F_{\mathbf{D}}(3)$ has 18 elements. Let $x, y$, and $z$ be three generators for $F_{\mathbf{D}}(3)$. Then $x \wedge y \wedge z$ is the minimum $\hat{0}$, and the eight elements

```
\(x \wedge y \wedge z, x \wedge y, y \wedge z, x \wedge z\),
\((x \wedge y) \vee(y \wedge z),(x \wedge y) \vee(x \wedge z),(x \wedge z) \vee(y \wedge z)\),
    \((x \wedge y) \vee(x \wedge z) \vee(y \wedge z)\)
```

form a lower interval $[\hat{0}, u]$, where $u=(x \wedge y) \vee(x \wedge z) \vee(y \wedge z)$. This interval is a Boolean algebra. Looking upside-down, $x \vee y \vee z$ is the maximum $\hat{1}$, and the order-dual of the eight elements forms an upper interval. By distributivity (see Exercise 1.3.3),

$$
(x \wedge y) \vee(z \wedge z) \vee(y \wedge z)=u=(x \vee y) \wedge(z \vee z) \wedge(y \vee z)
$$

Thus the upper interval is $[u, \hat{1}]$ and $u$ is in both intervals. Finally, the generator $x$ fits in between $(x \wedge y) \vee(x \wedge z)$ and $(x \vee y) \wedge(x \vee z)$; analogously,

$$
\begin{aligned}
& (x \wedge y) \vee(y \wedge z)<y<(x \vee y) \wedge(y \vee z), \\
& (x \wedge z) \vee(y \wedge z)<z<(x \vee z) \wedge(y \vee z) .
\end{aligned}
$$

(b) Having practiced, we are ready to do the calculations for $F_{\mathbf{M}}(3)$. We use the same notation as in the text. As for $F_{\mathbf{D}}(3)$, we obtain the lower interval [ $\hat{0}, u$ ] and the upper interval $[v, \hat{1}]$. Since we are not assuming distributivity, $u<v$. Indeed, $x<x_{1}<y, x<y_{1}<y$, and $x<z_{1}<y$. In addition, we have

$$
(x \wedge y) \vee(x \wedge z)<x \wedge v<x<x \vee u<(x \vee y) \wedge(x \vee z)
$$

and two analogous inequalities for $y$ and $z$. Thus, we get 28 elements. The question now is whether there are more. This requires checking that the set of 28 elements is closed under meets and joins. Most of these cases are easy. The most complicated case, to decide whether $x_{1} \wedge y_{1}$ equals one of the elements already constructed, is settled by the following calculation: using modularity twice, we have

$$
\begin{aligned}
x_{1} \wedge y_{1} & =((x \wedge v) \vee u) \wedge((y \wedge v) \vee u) \\
& =[(x \wedge v) \wedge((y \wedge v) \vee u)] \vee u \\
& =[(x \wedge v) \wedge(y \vee u) \wedge v] \vee u=[(x \wedge v) \wedge(y \vee u)] \vee u
\end{aligned}
$$

Now

$$
x \wedge v=x \wedge(x \vee y) \wedge(x \vee z) \wedge(y \vee z)=x \wedge(y \vee z)=(y \vee z) \wedge x
$$

Similarly, $y \vee u=y \vee(x \wedge z)$. Thus, using modularity twice,

$$
\begin{aligned}
{[(x \wedge v) \wedge(y \vee u)] \vee u } & =[(y \vee z) \wedge x \wedge(y \vee(x \wedge z))] \vee u \\
& =[(y \vee z) \wedge((x \wedge y) \vee(x \wedge z))] \vee u \\
& =((y \vee z) \vee u) \wedge u=u .
\end{aligned}
$$

To finish, we check that these 28 elements are distinct. This is done by showing that the abstract elements can be represented as subspaces using Dedekind's representation. This will also verify that $F_{\mathbf{M}}(3)$ is modular. Briefly, if $x, y$, and $z$ are the three subspaces of Dedekind, then $x \wedge y=\left\langle e_{2}\right\rangle$, $x \wedge z=\left\langle e_{4}\right\rangle$, and $y \wedge z=\left\langle e_{6}\right\rangle$. These subspaces generate the lower interval $[0, u]$, where 0 is the zero subspace and $u=\left\langle e_{2}, e_{4}, e_{6}\right\rangle$. Let $\widetilde{e_{j}}$ be the set $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}, e_{6}, e_{7}, e_{8}\right\} \backslash\left\{e_{j}\right\}$. Then, $x \vee y=\left\langle\widetilde{e_{7}}\right\rangle, x \vee z=\left\langle\widetilde{e_{3}}\right\rangle$, and $y \vee z=\left\langle\tilde{e}_{5}\right\rangle$, and these subspaces generate the upper interval $[v, H$ ], where $v=\left\langle e_{2}, e_{4}, e_{6}, e_{7}, e_{8}\right\rangle$. The subspaces $v$ and $u$ differ in dimension by 2 , and
between them are three subspaces of dimension $4, x_{1}, y_{1}$, and $z_{1}$, given by

$$
\begin{aligned}
& x_{1}=(x \wedge v) \vee u=\left\langle e_{2}, e_{4}, e_{6}, e_{8}\right\rangle, y_{1}=\left\langle e_{2}, e_{4}, e_{6}, e_{7}\right\rangle, \quad \text { and } \\
& z_{1}=\left\langle e_{2}, e_{4}, e_{6}, e_{7}+e_{8}\right\rangle .
\end{aligned}
$$

It should now be clear how to do the rest of the calculation.
3.4.4. (c) We construct the free lattice using lattice polynomials (see Exercise 1.3.8). Using the modular law and the fact that the variables $x_{i}$ are comparable and the variables $y_{j}$ are comparable, any lattice polynomial in $x_{i}$ and $y_{j}$ can be put into the form $\bigwedge\left(x_{i} \vee y_{j}\right)$ or $\bigvee\left(x_{i} \wedge y_{j}\right)$.

Let $u(i, j)=x_{i} \wedge y_{j}$ and $v(i, j)=x_{i} \vee y_{j}$. From the observation that $i_{1} \geq$ $i_{2}$ and $j_{1} \geq j_{2}$ imply $u\left(i_{1}, j_{1}\right) \geq u\left(i_{2}, j_{2}\right)$ and $u\left(i_{1}, j_{1}\right) \vee u\left(i_{2}, j_{2}\right)=u\left(i_{1}, j_{1}\right)$, any join of the elements $u(i, j)$ can be written irredundantly in the form

$$
u\left(i_{1}, j_{1}\right) \vee u\left(i_{2}, j_{2}\right) \vee \cdots \vee u\left(i_{r}, j_{r}\right),
$$

where $i_{1}>i_{2}>\cdots>i_{r}$ and $j_{1}<j_{2}<\cdots<j_{r}$.
Next, we show the following rewriting lemma: if $x_{1} \geq x_{2} \geq \cdots \geq x_{r}$ and $y_{1} \leq y_{2} \leq \cdots \leq y_{r}$ in a modular lattice, then

$$
\begin{aligned}
& \left(x_{1} \wedge y_{1}\right) \vee\left(x_{2} \wedge y_{2}\right) \vee \cdots \vee\left(x_{r} \wedge y_{r}\right) \\
& \quad=x_{1} \wedge\left(y_{1} \vee x_{2}\right) \wedge\left(y_{2} \vee x_{3}\right) \wedge \cdots \wedge\left(y_{r-1} \vee x_{r}\right) \wedge y_{r}, \\
& \left(x_{1} \vee y_{1}\right) \wedge\left(x_{2} \vee y_{2}\right) \wedge \cdots \wedge\left(x_{r} \vee y_{r}\right) \\
& \quad=x_{1} \vee\left(y_{1} \wedge x_{2}\right) \vee\left(y_{2} \wedge x_{3}\right) \vee \cdots \vee\left(y_{r-1} \wedge x_{r}\right) \vee y_{r} .
\end{aligned}
$$

The two identities are dual to each other. We will prove both identities together by induction on $r$. The case $r=1$ holds obviously. By the modular law, applied at the two ends,

$$
\begin{aligned}
& \left(x_{1} \wedge y_{1}\right) \vee\left(x_{2} \wedge y_{2}\right) \vee \cdots \vee\left(x_{r-1} \wedge y_{r-1}\right) \vee\left(x_{r} \wedge y_{r}\right) \\
& \quad=x_{1} \wedge\left[y_{1} \vee\left(x_{2} \wedge y_{2}\right) \vee \cdots \vee\left(x_{r-1} \wedge y_{r-1}\right) \vee x_{r}\right] \wedge y_{r} .
\end{aligned}
$$

Using the induction hypothesis, the term in the middle equals

$$
\left[\left(y_{1} \vee x_{2}\right) \wedge\left(y_{2} \vee x_{3}\right) \wedge \cdots \wedge\left(y_{r-1} \vee x_{r}\right)\right] .
$$

We conclude that the first equality holds. The second equality is the dual of the first and is proved similarly.

From the rewriting lemma, we conclude that the set of joins of elements $u(i, j)$ is closed under meets and joins. Hence, every element of $F_{\mathbf{M}}(P(m, n))$ is expressible as a join of elements $u(i, j)$. It remains to show that the irredundant joins are distinct. We shall do this by representing joins, written irredundantly, as a sublattice of $Y(m, n)$ : to the irredundant join $\bigvee_{t=1}^{r} u\left(i_{t}, j_{t}\right)$, associate the
order-ideal with minimal elements $\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right), \ldots,\left(i_{r}, j_{r}\right)$. It is easy to show that meets and joins are preserved by this representation.
3.4.7. These are difficult theorems of Jónsson (see Crawley and Dilworth, 1973, chapter 12 , for a lucid exposition). We give a proof that a lattice with a type-2 representation is modular. Let $R: L \rightarrow \Pi(S)$ be a type-2 representation of a lattice $L$ and $x, y$, and $z$ be elements in $L$ such that $x \geq z$. Suppose that $a$ and $b$ are elements in $S$ such that $a R(x \wedge(y \vee z)) b$. Then, $a R(x) b$ and $a R(y \vee z) b$ and, since $R$ is type-2, there exist $c$ and $d$ in $S$ such that

$$
a R(z) c, \quad c R(y) d, \quad d R(z) b .
$$

Since $z \leq x, R(z) \subseteq R(x)$. Thus, we have

$$
a R(x) b, \quad a R(x) c, \quad d R(x) b,
$$

and by transitivity, $c R(x) d$. Since $c R(y) d$, we have $c R(x \wedge y) d$. Together with $a R(z) c, d R(z) b$, we obtain $a R((x \wedge y) \vee z) b$. Thus,

$$
R(x \wedge(y \vee z)) \subseteq R((x \wedge y) \vee z)
$$

3.5.1. Let $P$ be the matroid defined on the set $S$ of atoms of $L$ and $\mathcal{L}$ be the collection of subsets defined by rank-2 elements. Then every pair of elements in $S$ determines a unique rank-2 element, and by modularity, every two rank-2 elements intersect at an atom. Hence, the set $S$ is the set of points and the set $\mathcal{L}$ is the set of lines of a projective space. We can now apply the fundamental theorem of projective geometry. It is surprisingly hard to find an appropriate reference for this theorem. We suggest Crawley and Dilworth (1973, chapter 13).
3.5.2. (a) Observe that $V$ is isomorphic to the vector space $\operatorname{GF}(q)^{n}$ for some $q$ and $n$. The number of elements of rank $k$ in the lattice $L(V)$ of subspaces is the $q$-binomial coefficient, defined by

$$
\binom{n}{k}_{q}=\frac{\left(q^{n}-1\right)\left(q^{n-1}-1\right) \cdots\left(q^{n-k+1}-1\right)}{\left(q^{k}-1\right)\left(q^{k-1}-1\right) \cdots(q-1)}
$$

The $q$-binomial coefficients behave in a similar way to the binomial coefficients. In particular, they are symmetric and unimodal. Hence, $L(V)$ satisfies an analog of the LYM equality and is Sperner (see Exercise 3.3.7).
3.5.4. One way is to choose $L_{1}$ and $L_{2}$ to be the lattice of flats of two nonDesarguesian projective planes and glue them along a rank-1 interval. Another way is to choose $L_{1}$ and $L_{2}$ to be lattices of subspaces of vector spaces over two fields of different characteristics, again along a rank-1 interval. More complicated gluings exist (see Freese and Day, 1990).
3.5.7. (a) The main question is how to define $x^{\dagger}$. If $x$ is not a meet-irreducible, then the interval $\left[x, x^{*}\right]$ has two or more atoms. If $\mu(x, x *) \neq 0$, then let $x^{\dagger}=x^{*}$. Otherwise,

$$
0=\mu\left(x, x^{*}\right)=-\sum_{y: x \leq y<x^{*}} \mu(x, y),
$$

and there exists an element $y$, not an atom of $[x, x *]$, such that $\mu(x, y) \neq$ 0 . Let $x^{\dagger}=y$. Since $\mu(x, y) \neq 0, y$ is not a join-irreducible (by, say, Theorem 3.1.7) and CS2 is satisfied.
3.6.3. We will prove the upper-crosscut version. Observe that

$$
\hat{1}-x=\sum_{a: a \leq \hat{1}} e_{a}-\sum_{a: a \leq x} e_{a}=\sum_{a: a \not x x} e_{a} .
$$

Thus,

$$
\prod_{x: x \in C}(\hat{1}-x)=\prod_{x: x \in C}\left(\sum_{a: a \neq x} e_{a}\right) .
$$

This product on the right equals $e_{\hat{1}}$, because unless an idempotent $e_{a}$ occurs in all the factors in the product, its contribution is zero by orthogonality. Since $C$ is an upper crosscut, $e_{\hat{1}}$ is the only idempotent occurring in all the factors. We conclude that $\prod_{x: x \in C}(\hat{1}-x)=e_{\hat{1}}$. Equating the coefficients of $\hat{0}$, we have

$$
\mu(\hat{0}, \hat{1})=\sum_{X: \wedge X=\hat{0}}(-1)^{|X|} .
$$

3.6.4. (a) Suppose $a \leq b$ in $P$. Then the inverse image $\varphi^{-1}(F(\varphi(a))$ of the principal filter generated by $\varphi(a)$ is a principal filter $F(c)$ for some $c$ in $P$. Since $a \in F(c), b \in F(c)$ and hence; $\varphi(b) \in \varphi(F(c))=F(\varphi(a))$; that is, $\varphi(b) \geq \varphi(a)$.
(b) $a \leq b$ in $Q \Rightarrow F(a) \supseteq F(b) \Rightarrow \varphi^{-1}(F(a)) \supseteq \varphi^{-1}(F(b)) \Rightarrow$ $F\left(\varphi^{\Delta}(a)\right) \supseteq F\left(\varphi^{\Delta}(b)\right) \Rightarrow \varphi^{\Delta}(a) \leq \varphi^{\Delta}(b)$.
(c) We need to check Axiom GC2 in Section 1.5. Let $x \in P$. Since $a \geq x$ implies $\varphi(a) \geq \varphi(x), \varphi(F(x)) \subseteq F(\varphi(x))$ in $Q$. Pulling this back to $P$, we obtain

$$
F(x) \subseteq \varphi^{-1}(F(\varphi(x))) \subseteq F\left(\varphi^{\Delta}(\varphi(x))\right) ;
$$

that is, $\left.\varphi^{\Delta}(\varphi(x))\right) \geq_{\downarrow} x$ in the order-dual $P^{\downarrow}$.
Next, let $y \in Q$ and $x=\varphi^{\Delta}(y)$. Since $\varphi^{-1}(F(y))=F(x), \varphi(x) \in F(y)$, and $\varphi(x) \geq y$, we conclude that $\varphi\left(\varphi^{\Delta}(y)\right) \geq y$.
(d) Let $Q^{\prime}=\{q: q \in Q, q \leq \varphi(p)$ for some $p$ in $P\}$. Then $Q^{\prime}$ is in the image of $Q, \varphi$ is defined as a function from $P$ to $Q^{\prime}$, and $\varphi: P \rightarrow Q^{\prime}$ is a residuated map. Let $x \mapsto \bar{x}$ be the closure operator defined by the Galois coconnection $\varphi$ and $\varphi^{\Delta}$.

Define $M(\varphi): M(P, \mathbb{A}) \rightarrow M\left(Q^{\prime}, \mathbb{A}\right)$ by

$$
M(\varphi)\left(e_{p}\right)=\sum_{q: \bar{q}=\varphi(p)} e_{q}
$$

if $p$ is closed $M(\varphi)\left(e_{p}\right)=0$ if $p$ is not closed, and linearity.
Note that $Q^{\prime}$ is partitioned into (disjoint) subsets $\{q: \bar{q}=z\}$, where $z$ ranges over all closed subsets of $Q^{\prime}$. Thus, if $r \neq s, M(\varphi)\left(e_{r}\right)$ and $M(\varphi)\left(e_{s}\right)$ are sums over disjoint sets of orthogonal idempotents. This implies that $M(\varphi)$ is an $\mathbb{A}$-algebra homomorphism. Since $q \leq \bar{q}$,

$$
\begin{aligned}
M(\varphi)(x) & =\sum_{y: y \leq x} M(\varphi) e_{y} \\
& =\sum_{y: y \text { is closed, } y \leq x}\left(\sum_{z: \bar{z}=\varphi(y)} e_{z}\right) \\
& =\sum_{z: z \leq \varphi(x)} e_{z}=\varphi(x)
\end{aligned}
$$

that is, $M(\varphi)$ extends $\varphi$.
Now suppose that a function $\varphi: P \rightarrow Q$ extends to a homomorphism $M(P, \mathbb{A}) \rightarrow M(Q, \mathbb{A})$. Since $x \leq y$ in $P$ if and only if $x y=x$ in $M(P, \mathbb{A}), \varphi$ is order-preserving. To show that $\varphi$ is residuated, we use the equation

$$
\begin{equation*}
\sum_{a: a \leq x} \varphi\left(e_{a}\right)=\varphi(x)=\sum_{b: b \leq \varphi(x)} e_{b} \tag{I}
\end{equation*}
$$

Let $q \in Q$ such that $\varphi^{-1}(F(q))$ is nonempty. Then there exists $p \in P$ such that $\varphi(p) \in F(q)$. In Equation (I) with $x=p, e_{q}$ occurs on the right side. Thus, $e_{q}$ is a summand in $\varphi\left(e_{r}\right)$ for some element $r \in P$. It is not hard to check that $r$ is unique, $r$ is minimum in $\varphi^{-1}(F(q))$, and $q \leq \varphi(r)$. Together, this proves that $\varphi^{-1}(F(q))=F(r)$.

## Chapter 4

4.1.2. An inversion in a permutation $\gamma$ of $\{1,2, \ldots, n\}$ is a pair $(i, j)$ such that $i<j$ but $\gamma(i)>\gamma(j)$. Let $\operatorname{Inv}(\gamma)$ be the number of inversions of $\gamma$. Then it is straightforward to prove by induction that

$$
\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} q^{\operatorname{Inv}(\gamma)}=(1+q)\left(1+q+q^{2}\right) \cdots\left(1+q+q^{2}+\cdots+q^{n-1}\right)
$$

the sum ranging over all permutations $\gamma$ of $\{1,2, \ldots, n\}$. Potter's formula can be proved in the same way.
4.1.4. Formally,

$$
\sum_{n=1}^{\infty} a_{n}\left(\sum_{m=1}^{\infty} l_{m} z^{m n}\right)=\sum_{s=1}^{\infty} b_{s} z^{s}
$$

Grouping terms, we have $b_{s}=\sum_{n: m n=s} a_{n} l_{m}$.
4.1.5. Take the logarithm formally. Then

$$
\begin{aligned}
\sum_{s=1}^{\infty} b_{s} z^{s} & =\log C(z) \\
& =\sum_{n=1}^{\infty} a_{n} \log \left(1-z^{n}\right)=\sum_{n=1}^{\infty} a_{n}\left(\sum_{m=1}^{\infty}-z^{m n} / m\right)
\end{aligned}
$$

Hence,

$$
b_{s}=-\sum_{m, n: m n=s} \frac{a_{n}}{m}=-\frac{1}{s} \sum_{n: n \mid s} n a_{n}
$$

4.2.2. We use the same notation as in Theorem 4.1.2. Let $\alpha$ be an umbra with $L\left(\alpha^{n}\right)=a_{n}$ and $\gamma$ be an umbra with $L\left(\gamma^{k}\right)=\left|\mathcal{C}_{k}\right|$. Then it is easy to show combinatorially that

$$
L\left(\alpha^{n+1}\right)=L\left(\gamma(\alpha+\gamma)^{n}\right)
$$

Once this is done, we can imitate the proof in the text.
4.3.2. We use the delta operator $D(I-D)$, where $I$ is the identity operator. The basic sequence $\left(p_{n}(x)\right)$ is given by

$$
p_{n}(x)=x(I-D)^{-n} x^{n-1}
$$

By the binomial theorem,

$$
(I-D)^{-n}=\sum_{k=0}^{\infty}(-1)^{k}\binom{-n}{k} D^{k}=\sum_{k=0}^{\infty}\binom{n+k-1}{k} D^{k}
$$

Hence,

$$
p_{n}(x)=\sum_{k=0}^{n-1}\binom{n+k-1}{k}(n-1)_{(k)} x^{n-k}
$$

Hence, by BT3 and $\sin x t=\frac{1}{2 i}\left(e^{i x t}-e^{-i x t}\right)$, where $i=\sqrt{-1}$, $e^{x t}=\sum_{n=0}^{\infty} \frac{p_{n}(x)}{n!}\left[(t(1-t)]^{n}, \quad\right.$ and $\quad \sin x t=\sum_{n=0}^{\infty} \frac{p_{n}(x)-p_{n}(i x)}{2 i n!}\left[(t(1-t)]^{n}\right.$.
4.3.4. (a) Use Lemma 4.3.12. Another way is to differentiate both sides of

$$
1+\sum_{n=1}^{\infty}\left(\sum_{k=1}^{n} c_{n k} x^{k}\right) \frac{t^{n}}{n!}=\exp (x f(t))
$$

with respect to $x$, obtaining

$$
\sum_{n=1}^{\infty}\left(\sum_{k=1}^{n} c_{n k} k x^{k-1}\right) \frac{t^{n}}{n!}=f(t) \exp (x f(t))
$$

Setting $x=0$, we obtain the required formula.
(b) Let $S$ be an $n$-set and $l_{n k}$ be the number of $k$-tuples $\left(L_{1}, L_{2}, \ldots, L_{k}\right)$, where $L_{i}$ are subsets of $S$ forming a partition of $S$ and each subset $L_{i}$ is linearly ordered. Given such a $k$-tuple and a function $\rho:\{1,2, \ldots, k\} \rightarrow X$, we can build a reluctant function in $\mathcal{L}(S, X)$ by sending the minimum element in $L_{i}$ to $\rho(i)$. All reluctant functions in $\mathcal{L}(S, X)$ can be uniquely constructed in this way. Thus, if $|S| \geq 1$,

$$
|\mathcal{L}(S, X)|=\sum_{k=1}^{n} l_{n k} x^{k}
$$

Since there is a natural bijection from $\mathcal{L}(S, X \cup Y)$ to

$$
\mathcal{L}(A, X) \times \mathcal{L}(S \backslash A, Y),
$$

when $X$ and $Y$ are disjoint, the polynomials $\sum_{k=1}^{n} l_{n k} x^{k}$ form a sequence of binomial type. By part (a), this sequence is determined by $l_{n 1}$. Since $l_{n 1}=n$ ! and $L_{n}^{\prime}(0)=-n!$, we conclude that $\sum_{k=1}^{n} l_{n k} x^{k}=L_{n}(-x)$.
4.3.5. Formally,

$$
\sum_{n=0}^{\infty}(-1)^{n} E^{n}=\frac{I}{I+E}=\frac{I}{2 I+\Delta}=\frac{1}{2}\left(\frac{I}{I+\frac{1}{2} \Delta}\right)
$$

4.4.1. Let $\left(s_{n}(x)\right)$ be Sheffer with delta operator $Q$. Then by the isomorphism theorem (4.3.5), there exists an invertible shift-invariant operator $R$ such that $Q=A R$. Then, we can start with the binomial identity and show that a recurrence holds with the sequence $\left(a_{n}\right)$, where $a_{0}=0$ and $a_{n}=n\left[R^{-1} p_{n-1}(y)\right]_{y=0}$.

For the converse, suppose the recurrence holds. Let $Q$ be the operator defined by $Q s_{n}(x)=n s_{n-1}(x)$, if $n \geq 1$, and $Q s_{0}(x)=0$. Then applying $Q$ to the recurrence, we have

$$
Q A s_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} a_{k}(n-k) s_{n-k-1}(x)=n A s_{n-1}(x)=A Q s_{n}(x)
$$

Thus, $A Q=Q A$ and $A Q^{n}=Q^{n} A$. As $A$ is a delta operator, the first expansion theorem implies that $Q$ is shift-invariant, and hence $Q$ is a delta operator.
4.4.3. By Boole's formula, $\Delta=e^{D}-I$. Then formally,

$$
\Delta-1=\frac{1}{D J}=\frac{1}{D} \cdot \frac{D}{e^{D}-I}=\frac{B_{0}}{D}+\sum_{k=1}^{\infty} \frac{B_{k}}{k!} D^{k-1}
$$

4.5.3. The sequence $\left(L_{n}(a x)\right)$ is basic for the delta operator

$$
\frac{a^{-1} D}{a^{-1} D-I}
$$

Let

$$
f(t)=\frac{t}{(1-a) t+a}
$$

The basic sequence $\left(p_{n}(x)\right)$ for $f(D)$ is easily calculated:

$$
p_{n}(x)=x((1-a) D+a)^{n} x^{n-1}=\sum_{k=0}^{n-1}\binom{n}{k}(1-a)^{k} a^{n-k}(n-1)_{(k)} x^{n-k}
$$

Changing the index of summation from $k$ to $n-k$ and rearrranging the binomial coefficients and falling factorials, we have

$$
p_{n}(x)=\sum_{k=1}^{n} \frac{n!}{k!}\binom{n-1}{k-1}(1-a)^{n-k} a^{k} x^{k} .
$$

Since

$$
\frac{a^{-1} t}{a^{-1} t-1}=f\left(\frac{t}{t-1}\right)
$$

the duplication formula follows from umbral composition.

## Chapter 5

5.2.1. (a) Consider the partition consisting of a single block $B$. Then a placing in $\mathcal{H}_{\{B\}}$ can be obtained by choosing an ordinary function $f: B \rightarrow X$ and linearly
ordering each nonempty inverse image $f^{-1}\left(x_{i}\right)$. We can obtain a placing $f$ by choosing an integer partition $\tau_{1}, \tau_{2}, \ldots, \tau_{s}$ of $|B|$, a sequence $x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{s}}$ of distinct elements in $X$, and a permutation $d_{1}, d_{2}, \ldots, d_{|B|}$ of $B$, and then defining

$$
\begin{gathered}
f\left(d_{1}\right)=d_{2}, f\left(d_{2}\right)=d_{3}, \ldots, f\left(d_{\tau_{1}}\right)=x_{i_{1}}, f\left(d_{\tau_{1}+1}\right)=d_{\tau_{1}+2} \\
f\left(d_{\tau_{1}+2}\right)=d_{\tau_{1}+3}, \ldots, \quad f\left(d_{\tau_{1}+\tau_{2}}\right)=x_{i_{2}},
\end{gathered}
$$

and so on. All placings in $\mathcal{H}_{\{B\}}$ can be obtained in this way We conclude that

$$
\operatorname{Gen}\left(\mathcal{H}_{\{B\}}\right)=|B|!\sum_{\tau: \tau \vdash|B|} k_{\tau}=h_{|B|} .
$$

Placings can be defined independently on each block of a partition. Hence if $\pi=\left\{B_{1}, B_{2}, \ldots, B_{s}\right\}, \operatorname{Gen}\left(\mathcal{H}_{\pi}\right)=\operatorname{Gen}\left(\mathcal{H}_{\left\{B_{1}\right\}}\right) \operatorname{Gen}\left(\mathcal{H}_{\left\{B_{2}\right\}}\right) \cdots \operatorname{Gen}\left(\mathcal{H}_{\left\{B_{s}\right\}}\right)$.
5.2.3. There seems to be no simple formula. The standard way is to derive a formula for the resultant of two polynomials and then specialize to the case of a polynomial and its derivative.

### 5.2.4. Observe that

$$
\Phi(\sigma)=\sum_{f: \operatorname{coimage}(f) \geq \sigma} \prod_{i=1}^{n} x_{i, f(i)}
$$

Since a function is injective if and only if its coimage is the minimum partition $\hat{0}$, Crapo's formula follows by Möbius inversion.
5.2.5. Let $\pi$ be a set partition having type $\lambda$. By Theorem 5.2.2,

$$
a_{\pi}=\sum_{\sigma: \sigma \wedge \pi=\hat{0}} k_{\sigma} .
$$

Sum over all such partitions, convert to integer partition indices using Theorem 5.2.3, and use Equation (N) in Section 5.2 to conclude that

$$
\frac{1}{|\lambda|}\binom{n}{\lambda} \lambda!a_{\lambda}=\sum_{\pi, \sigma: \pi \wedge \sigma=\hat{0}}|\gamma| k_{\gamma}
$$

Hence,

$$
c_{\gamma \delta}=\frac{|\gamma||\delta|}{n!} D(\gamma, \delta),
$$

where $D(\gamma, \delta)$ is the number of pairs of set partitions $\pi, \sigma$ such that $\pi$ has type $\gamma, \sigma$ has type $\delta$, and $\pi \wedge \sigma=\hat{0}$.

There are many other proofs (see, for example, Stanley 1999, p. 290). In particular, it can be shown that the coefficients $c_{\gamma \delta}$ are integers. The solution to part (b) is similar.
5.2.6. This is one of two proofs given by Pólya. As is not uncommon, it is easier to prove a theorem with more variables. Let $z, x_{1}, x_{2}, \ldots, x_{n}$, $y_{1}, y_{2}, \ldots, y_{n}$ be variables, and

$$
\begin{aligned}
f(z) & =\left(z-x_{1}\right)\left(z-x_{2}\right) \cdots\left(z-x_{n}\right)=z^{n}-a_{1} z^{n-1}+a_{2} z^{n-2}-\cdots \pm a_{n}, \\
g(z) & =\left(z-y_{1}\right)\left(z-y_{2}\right) \cdots\left(z-y_{n}\right)=z^{n}-b_{1} z^{n-1}+b_{2} z^{n-2}-\cdots \pm b_{n}, \\
s_{k} & =x_{1}^{k}+x_{2}^{k}+\cdots+x_{n}^{k}, \quad t_{k}=y_{1}^{k}+y_{2}^{k}+\cdots+y_{n}^{k}, \\
u_{k} & =s_{k}-t_{k}, \\
R & =\prod_{i, j=1}^{n}\left(x_{i}-y_{j}\right) .
\end{aligned}
$$

Then

$$
R a_{1}, R a_{2}, \ldots, R a_{n}, R b_{1}, R b_{2}, \ldots, R b_{n}
$$

are polynomials in $u_{1}, u_{2}, \ldots, u_{2 n-1}, u_{2 n}$ and $R$ is a polynomial in $u_{1}, u_{2}, \ldots, u_{2 n-1}$.

To prove the more general theorem, observe that

$$
\begin{aligned}
\log \frac{g(z)}{f(z)} & =\sum_{i=1}^{n} \log \left(z-y_{i}\right)-\log \left(z-x_{i}\right) \\
& =\sum_{i=1}^{n}\left[\frac{x_{i}-y_{i}}{z}+\frac{x_{i}^{2}-y_{i}^{2}}{2 z^{2}}+\frac{x_{i}^{3}-y_{i}^{3}}{3 z^{2}}+\cdots\right] \\
& =\frac{u_{1}}{z}+\frac{u_{2}}{2 z^{2}}+\frac{u_{3}}{3 z^{2}}+\cdots
\end{aligned}
$$

Let $U(z)$ be the finite sum

$$
\frac{u_{1}}{z}+\frac{u_{2}}{2 z^{2}}+\frac{u_{3}}{3 z^{2}}+\cdots+\frac{u_{2 n}}{2 n z^{2 n}}
$$

and $\mathcal{O}\left(z^{-m}\right)$ represents a series

$$
\frac{c_{m}}{z^{m}}+\frac{c_{m+1}}{z^{m+1}}+\frac{c_{m+2}}{z^{m+2}}+\ldots
$$

In this notation,

$$
\log \frac{g(z)}{f(z)}=U(z)+\mathcal{O}\left(z^{-(2 n+1)}\right)
$$

Exponentiating and rearranging terms,

$$
\begin{equation*}
f(z) e^{U(z)}=g(z)+\mathcal{O}\left(z^{-(n+1)}\right) . \tag{P}
\end{equation*}
$$

Next, expand $e^{U(z)}$ in powers of $z^{-1}$ to obtain

$$
e^{U(z)}=1+\frac{v_{1}}{z}+\frac{v_{2}}{z^{2}}+\frac{v_{3}}{z^{3}}+\cdots,
$$

where $v_{i}$ is a polynomial in $u_{1}, u_{2}, \ldots, u_{i}$. For example,

$$
v_{1}=u_{1}, v_{2}=\frac{1}{2}\left(u_{1}^{2}+u_{2}\right), v_{3}=\frac{1}{6}\left(u_{1}^{3}+3 u_{1} u_{2}+2 u_{3}\right) .
$$

On the right side of Equation (P), the coefficients of $z^{-1}, z^{-2}, \ldots, z^{-n}$ are zero. Hence, we obtain the equations

$$
\begin{aligned}
v_{1} a_{n}+v_{2} a_{n-1}+v_{3} a_{n-2}+\ldots+v_{n} a_{1} & =-v_{n+1} \\
v_{2} a_{n}+v_{3} a_{n-1}+v_{4} a_{n-2}+\ldots+v_{n+1} a_{1} & =-v_{n+2} \\
& \vdots \\
v_{n} a_{n}+v_{n+1} a_{n-1}+v_{n+2} a_{n-2}+\ldots+v_{2 n-1} a_{1} & =-v_{2 n} .
\end{aligned}
$$

It is not hard to show that

$$
\operatorname{det}\left[v_{i+j-1}\right]_{1 \leq i, j \leq n}=(-1)^{n(n-1) / 2} R,
$$

and hence, as a polynomial in $u_{1}, u_{2}, \ldots, u_{2 n-1}$, the determinant is nonzero. Solving the equation using Cramer's rule, we obtain $a_{i}$ as a quotient of two determinants with entries which are polynomials in $u_{1}, u_{2}, \ldots, u_{2 n}$.

Finally, we can obtain Laguerre's theorem by setting $y_{i}=-x_{i}$. When this is done, $u_{2 i-1}=2 s_{2 i-1}$ and $u_{2 i}=0$ for $1 \leq i \leq n$.
5.2.9. Use the isomorphism sending $\operatorname{ker}\left(x_{i}-x_{j}\right)$ to the partition in which $\{i, j\}$ is a two-element block and all other blocks are one-element subsets.
5.3.1. The partitions that are not periods of subgroups of the alternating group are the rank-1 partitions (with one block of size 2 and all other blocks of size 1).
5.3.2. A related paper is Fendel (1967).
5.3.6. (a) If $f$ is aperiodic, then for all permutations $\gamma \in G, f \neq f \gamma$. Hence, the orbits of aperiodic functions all have size $|G|$.
(b) Since $\mathcal{F}$ is assumed to be $G$-closed, if a function $f$ contributes to a coefficient of a monomial in $A(G, \hat{0})$, then so does any function in its orbit. Hence, each coefficient in $A(G, \hat{0})$ is divisible by $|G|$.
5.4.1. By algebraic manipulations (assuming commutativity in $\mathcal{A}$ ),

$$
\begin{aligned}
& E(((1-E) b)(E a))+E((1-E) a)(E b)) \\
& \quad=(I-E) E(a b)-E((I-E) a(I-E) b) .
\end{aligned}
$$

Operating on both sides by $(I-E)^{-1}$, we obtain

$$
P(((1-E) y)(E x))+P((1-E) a)(E b))=E(a b)-P((I-E) a(I-E) b)
$$

Now let $a=(I-E)^{-1} x$ and $(I-E)^{-1} y=b$ to obtain Baxter's identity.
5.4.3. Use induction. The shuffle identities are special cases of Cartier's identity (5.5.4).
5.6.1. Let $f(x)=x$. Then

$$
\begin{aligned}
P f & =q x+q^{2} x+q^{3} x+\cdots=\left(\frac{q}{1-q}\right) x, \\
P(f P f) & =\left(\frac{q}{1-q}\right) P\left(x^{2}\right) \\
& =\left(\frac{q}{1-q}\right)\left((q x)^{2}+\left(q^{2} x\right)^{2}+\left(q^{3} x\right)^{2}+\cdots\right) \\
& =\left(\frac{q}{1-q}\right)\left(\frac{q^{2}}{1-q^{2}}\right) x^{2},
\end{aligned}
$$

and in general,

$$
\underbrace{P(f P(f \cdots P(f P(f))))}_{n \text { times }}=\frac{q^{1+2+\cdots+n}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{n}\right)} x^{n} .
$$

On the other side,

$$
P\left(f^{k}\right)=\left(\frac{q^{k}}{1-q^{k}}\right) x^{k}
$$

and

$$
\begin{aligned}
\sum_{k=1}^{\infty} \frac{P\left(f^{k}\right)}{k} & =\sum_{k=1}^{\infty} \frac{x^{k}}{k}\left(\frac{q^{k}}{1-q^{k}}\right) \\
& =\sum_{k=1}^{\infty} \frac{x^{k}}{k}\left(1+q^{k}+q^{2 k}+q^{3 k}+\cdots\right) \\
& =\sum_{j=0}^{\infty}\left(\sum_{k=1}^{\infty} \frac{x^{k}}{k} q^{j k}\right) \\
& =-\sum_{j=0}^{\infty} \log \left(1+x q^{j}\right)
\end{aligned}
$$

5.6.4. (a) Let $H$ be the step function, defined on the real numbers by $H(x)=0$ if $x \leq 0$ and 1 if $x>0$. Observe that

$$
\begin{aligned}
& \max _{0 \leq i \leq k}\left\{s_{i}(\gamma(\underline{x}))\right\}-\max _{0 \leq i \leq k-1}\left\{s_{i}(\gamma(\underline{x}))\right\}=H\left(s _ { k } ( \gamma ( \underline { x } ) ) \left[x_{\gamma(1)}\right.\right. \\
& \quad+\max \left\{0, x_{\gamma(2)}, x_{\gamma(2)}+x_{\gamma(3)}, \ldots, x_{\gamma(2)}+x_{\gamma(3)}+\cdots+x_{\gamma(k)}\right\} \\
& \left.\quad-\max _{0 \leq i \leq k-1}\left\{s_{i}(\gamma(\underline{x}))\right\}\right] .
\end{aligned}
$$

Partition $\mathfrak{S}_{n}$ into $\binom{n}{k}$ disjoint subsets: for a $k$-element subset $T$ of $\{1,2, \ldots, n\}$, let $G(T)=\{\gamma: \gamma(\{1,2, \ldots, k\})=T\}$. Summing over $G(T)$, we obtain

$$
\sum_{\gamma: \gamma \in G(T)} \max _{0 \leq i \leq k}\left\{s_{i}(\gamma(\underline{x}))\right\}-\max _{0 \leq i \leq k-1}\left\{s_{i}(\gamma(\underline{x}))\right\}=\sum_{\gamma: \gamma \in G(T)} x_{\gamma(1)} H\left(s_{k}(\gamma(\underline{x}))\right) .
$$

The two other sums one would expect on the right side cancel each other. To see this, regard a permutation $\gamma$ as a rearrangement $i_{1}, i_{2}, \ldots, i_{k}, i_{k+1}, \ldots, i_{n}$ (so that $\left.\gamma(j)=i_{j}\right)$. Pair $\gamma$ in $G(T)$ with $\gamma^{\prime}$ in $G(T)$, where $\gamma^{\prime}$ is the rearrangement $i_{2}, i_{3}, \ldots, i_{k}, i_{1}, i_{k+1}, \ldots, i_{n}$. Then

$$
\begin{aligned}
& \max \left\{0, x_{\gamma(2)}, x_{\gamma(2)}+x_{\gamma(3)}, \ldots, x_{\gamma(2)}+x_{\gamma(3)}+\cdots+x_{\gamma(k)}\right\} \\
& \quad=\max _{0 \leq i \leq k-1}\left\{s_{i}\left(\gamma^{\prime}(\underline{x})\right)\right\},
\end{aligned}
$$

and hence, when one sums over $G(T)$, the sum vanishes. Summing over all $k$-element subsets $T$, we obtain

$$
\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} \max _{0 \leq i \leq k}\left\{s_{i}(\gamma(\underline{x}))\right\}-\max _{0 \leq i \leq k-1}\left\{s_{i}(\gamma(\underline{x}))\right\}=\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} x_{\gamma(1)} H\left(s_{k}(\gamma(\underline{x}))\right) .
$$

To finish the proof, sum over $k$ and note that the left side is a telescoping sum to obtain

$$
\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} \max _{0 \leq i \leq n}\left\{s_{i}(\gamma(\underline{x}))\right\}=\sum_{\gamma: \gamma \in \mathfrak{S}_{n}} x_{\gamma(1)}\left(\sum_{k=1}^{n} H\left(s_{k}(\gamma(\underline{x}))\right)\right) .
$$

(c) We need a theorem of Cauchy in integral geometry. Let $A$ be a compact convex set in the plane. Then the perimeter $L$ of $A$ equals

$$
\int_{0}^{\pi} D(\theta) d \theta
$$

where $D(\theta)$ is the length of the projection of $A$ onto the line through the origin at an angle of $\theta$ to the $x$-axis. Observe that

$$
D(\theta)=\max _{(x, y)}(x \cos \theta+y \sin \theta)-\min _{(x, y)}(x \cos \theta+y \sin \theta),
$$

where the maximum and minimum are taken over all points $(x, y)$ in $A$.
5.7.2. When $p=3$,

$$
\begin{aligned}
& (1+X)^{\alpha_{1}}(1-X)^{\alpha_{-1}}=1+c_{1} X^{1}+c_{2} X^{2}+c_{1} c_{2}\left(c_{1}-c_{2}\right) X^{3} \\
& \quad+c_{1} c_{2}\left(c_{1}-1\right)\left(c_{2}-1\right) X^{4} .
\end{aligned}
$$

Unlike the case $p=2$, there seems to be no nice formulas for $a_{m}$ when $m \notin L_{3}$. The first two cases are

$$
a_{4}=a_{3} a_{1}-a_{2}^{2} a_{1}^{2}-a_{2}^{2} a_{1}-a_{2} a_{1}^{2}, \quad \text { and } \quad a_{5}=a_{3} a_{2}-a_{2}^{2} a_{1}^{2}+a_{2} a_{1}
$$

5.7.5. By Fermat's little theorem, the elements of $\mathrm{GF}(q)$ are the roots of the polynomial $X^{q}-X$. Apply Newton's identities (5.2.8), with $a_{i}=0$, if $1 \leq i \leq$ $q-2, a_{q-1}=-1$. Is there a purely field-theoretic proof?
5.7.6. (b) Condition H 1 is clearly necessary. Let

$$
f(X)^{t}=\sum_{i=0}^{q-1} b_{t, i} X^{i}, \quad \bmod x^{q}-x
$$

Then, by Exercise 5.7.5,

$$
\begin{aligned}
& \sum_{e: e \in \mathrm{GF}(q)} f(e)^{t} \\
& =q b_{t, 0}+b_{t, 1}\left(\sum_{e: e \in \mathrm{GF}(q)} e\right)+\cdots+b_{t, q-2}\left(\sum_{e: e \in \mathrm{GF}(q)} e^{q-2}\right) \\
& \quad+b_{t, q-1}\left(\sum_{e: e \in \mathrm{GF}(q)} e^{q-1}\right)=-b_{t, q-1}
\end{aligned}
$$

Further, if $f(X)$ is a permutation polynomial, then $f(e)$ ranges over $\mathrm{GF}(q)$ as $e$ ranges over $\mathrm{GF}(q)$. Hence, if $t \leq q-2$, Exercise 5.7.2 implies that $\sum_{e} f(e)^{t}=$ 0 and $b_{t, q-1}=0$. We conclude that Condition H2 is necessary.

To show sufficiency, we show that

$$
\prod_{e: e \in \operatorname{GF}(q)}(Y-f(e))=Y^{q}-Y=\prod_{e: e \in \operatorname{GF}(q)}(Y-e)
$$

This will show that the image $\{f(e): e \in \mathrm{GF}(q)\}$ equals $\mathrm{GF}(q)$; that is, $f$ is surjective and hence a permutation.

Let

$$
\prod_{e: e \in \mathrm{GF}(q)}(Y-f(e))=\sum_{i=0}^{q-1} a_{i} Y^{q-1-i}
$$

where $a_{i}$ are elementary symmetric functions in the roots $f(e)$. Condition H1 implies that $a_{q}=0$. Condition H 2 allows us to calculate easily some of power sums in the roots. Indeed, as in the proof of necessity,

$$
s_{t}=\sum_{e: e \in \operatorname{GF}(q)} f(e)^{t}=-b_{t, q-1}
$$

By Condition H2, $s_{t}=0$ whenever $1 \leq t \leq q-2$ and $t \not \equiv 0 \bmod p$. Since $x^{q-1}=1$ if $x \neq 0$, we have $s_{q-1}=q-1=-1$. Using Newton's identities (5.2.8), we conclude that

$$
\begin{equation*}
a_{m}=0 \text { if } 1 \leq m \leq q-2 \text { and } m \not \equiv 0 \bmod p . \tag{A}
\end{equation*}
$$

Knowing (A), we can also conclude from Newton's identities that

$$
\begin{equation*}
s_{t}=0 \text { if } t=k p, 1 \leq k \leq p^{a-1} \tag{B}
\end{equation*}
$$

It remains to determine the value of $a_{p}, a_{2 p}, a_{3 p}, \ldots$ To do so, we apply Newton's identities for $m \geq q$. Since we know (A) and $a_{q}=0$ by H1, Newton's identity for $m$ can be written

$$
\begin{aligned}
s_{m} & +(-1)^{p} a_{p} s_{m-p}+a_{2 p} s_{m-2 p}+\cdots+(-1)^{q-p} a_{q-p} s_{m-q+p} \\
& +(-1)^{q-1} a_{q-1} s_{m-q+1}=0 .
\end{aligned}
$$

Since $e^{q}=e$ for all $e \in \operatorname{GF}(q), s_{r+q-1}=s_{r}$. Applying this to the case $m=$ $q+p-1$ and using (B), almost all the terms in Newton's identity vanish, giving the identity $a_{p} s_{q-1}=0$. We conclude that $a_{p}=0$. We can now finish by letting $m=q+l p-1$ and $l=2,3, \ldots, p^{a-1}-1$, obtaining, one by one, $a_{2 p}=0, a_{3 p}=0, \ldots, a_{p\left(p^{a-1}-1\right)}=0$.
(c) By the binomial theorem modulo $p$,

$$
\bar{f}\left(x_{1}\right)-\bar{f}\left(x_{2}\right)=\bar{f}\left(x_{1}-x_{2}\right)
$$

Hence, if $X=0$ is the only root of $\bar{f}(X), \bar{f}\left(x_{1}\right)=\bar{f}\left(x_{2}\right)$ if and only if $x_{1}=x_{2}$.
(d) The function $f(x)$ is a permutation if and only if the equation $e=f(x)$ can be solved for every element $e$ in $\operatorname{GF}(q)$. This equation is equivalent to the system of $m$ linear equations

$$
e^{p^{a i}}=f(x)^{p^{a i}}
$$

in the unknowns $x, x^{p^{a}}, x^{p^{2 a}}, \ldots, x^{p^{m-1(a)}}$.
5.7.8. (a) Let $\ell\left(x_{1}, x_{2}, \ldots, x_{n}\right)=a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}$ and $\left(a_{i j}\right)$ be a ma$\operatorname{trix}$ in $\operatorname{GL}(n, p)$ with first row equal to $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. The linear form
$x_{1}$ divides $\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]$. Applying $\left(a_{i j}\right)$, we conclude that $\ell$ divides $\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]$.
(b) This seems to be somewhat difficult (see Dickson, 1911, and Ore, 1933).
5.7.9. (a) By the characteristic- $p$ binomial theorem and Fermat's little theorem, if $\alpha, \beta \in \mathbb{H}$,

$$
\left(\alpha x_{1}+\beta x_{2}\right)^{p^{i}}=\alpha x_{1}^{p^{i}}+\beta x_{2}^{p^{i}}
$$

In other words, the map $y \mapsto y^{p^{i}}$ is $\mathbb{H}$-linear. Hence, if $f(x)$ is an Ore polynomial,

$$
f\left(\alpha x_{1}+\beta x_{2}\right)=\alpha f\left(x_{1}\right)+\beta f\left(x_{2}\right) .
$$

(b) Use the characteristic- $p$ binomial theorem.
5.7.10. (a) This seems to be a difficult problem, requiring the machinery of straightening algorithms over letter-place algebras.
(b) Modify the second proof of Theorem 5.2.7.
(c) Differential analogs of the Jacobi-Trudi and Nagelsbach identities for Schur functions have been obtained (see Kung, 2000, and Kung and Rota, 1984a).

## Chapter 6

6.1.4. Proceed by induction on $n$. Then we may assume that $p_{n-1}(x)$ has $n-1$ distinct real zeros, $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n-1}$ (written in increasing order). Then by the recurrence and the intermediate value theorem in calculus, it is easy to show that the zeros $\nu_{i}$ of $p_{n}(x)$ are real and interlace the zeros $\lambda_{i}$ :

$$
v_{1}<\lambda_{1}<v_{2}<\lambda_{2}<\cdots<v_{n-1}<\lambda_{n-1}<v_{n}
$$

6.2.2. Let $w_{i j}=B\left(x_{0}^{i} x_{1}^{n-i}, x_{0}^{j} x_{1}^{n-j}\right)$. Then the bilinear form $B$ is determined by the $(n+1) \times(n+1)$ matrix $\left(w_{i j}\right)_{0 \leq i, j \leq n}$. Consider the action of the following matrices on $B(f, g)$ :

$$
\left(\begin{array}{cc}
c & 0 \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) .
$$

Applying the left matrix, we have $c^{n} B\left(x_{0}^{i} x_{1}^{n-i}, x_{0}^{j} x_{1}^{n-j}\right)=B\left(\left(c x_{0}\right)^{i} x_{1}^{n-i}\right.$, $\left(c x_{0}\right)^{j} x_{1}^{n-j}$ ); that is, $c^{n} w_{i j}=c^{i+j} w_{i j}$. Since $c$ can be arbitrary chosen, $w_{i j}=0$
if $i+j \neq n$. Next, apply the right matrix to $B\left(x_{0}^{i} x_{1}^{n-i}, x_{0}^{n-k+1} x_{1}^{k-1}\right)$. This yields the recursion

$$
(n+i+1) w_{i, n-i}+i w_{i-1, n-i+1}=w_{i, n-i+1}=0
$$

The recursion has the unique solution

$$
w_{i, n-i}=(-1)^{i} w_{0 n} /\binom{n}{i} .
$$

This implies that $B(f, g)=w_{0 n}\{f, g\}$.
6.3.3. Use the fact that if $p(z)$ has degree $n$,

$$
\int_{\xi_{1}}^{\xi_{2}} p^{\prime}(z) d z=p\left(\xi_{2}\right)-p\left(\xi_{1}\right)
$$

6.4.3. Recall from Exercise 4.4 .2 that the double factorials $(2 j+1)$ !! occur as normalized coefficients of Hermite polynomials. The Appell polynomials $g_{n}(x)$ of the sequence are related by simple transformations to Hermite polynomials. Using this and the fact that Hermite polynomials, being orthogonal polynomials, have only real zeros, we conclude that $g_{n}(x)$ has only real zeros. Now apply Theorem 6.4.4.
6.4.4. This problem requires two esoteric facts. To show that $\sum_{k=0}^{m} a_{k} b_{k} x^{k}$ has only real zeros, we need to know that all the zeros of the polynomials $Q_{n}(x)$, defined by

$$
Q_{n}(x)=1+\binom{n}{1}^{2} x+\binom{n}{2}^{2} x^{2}+\cdots+\binom{n}{n-1}^{2} x^{n-1}+x^{n}
$$

are real and negative. To see this, use the identity

$$
Q_{n}(x)=(1-x)^{n} P_{n}\left(\frac{1+x}{1-x}\right),
$$

where $P_{n}(x)$ is the degree- $n$ Legendre polynomial, and the fact that all the zeros of $P_{n}(x)$ lie in the interval $[-1,1]$.

For the second polynomial, we need to know that all the zeros of the polynomial

$$
\sum_{j=0}^{n}\binom{n}{j} \frac{x^{j}}{j!}
$$

are real. This can be done by looking at generalized Laguerre polynomials.
6.6.3. Since the random variables $U_{i}$ are independent and identically distributed and expectation is linear,

$$
\begin{aligned}
\frac{1}{k!} & E\left[\operatorname{det}\left(f_{i}\left(U_{j}\right)\right) \operatorname{det}\left(g_{i}\left(U_{j}\right)\right)\right] \\
& =\frac{1}{k!} E\left[\sum_{\pi} \sum_{\sigma} \operatorname{sign}(\pi) \operatorname{sign}(\sigma) \prod_{i=1}^{k} f_{\pi(i)}\left(U_{i}\right) g_{\sigma(i)}\left(U_{i}\right)\right] \\
& =\frac{1}{k!} \sum_{\pi} \sum_{\sigma} \operatorname{sign}(\pi) \operatorname{sign}(\sigma) \prod_{i=1}^{k} E\left[f_{\pi(i)}(U) g_{\sigma(i)}(U)\right] \\
& =\sum_{\tau} \operatorname{sign}(\tau) \prod_{i=1}^{k} E\left[f_{i}(U) g_{\tau(i)}(U)\right] \\
& =\operatorname{det}\left(E\left[f_{i}(U) g_{j}(U)\right]\right)
\end{aligned}
$$

In the second last step, we use the fact that for a given permutation $\tau$ of $\{1,2, \ldots, k\}$, the product $\prod_{i=1}^{k} a_{i, \tau(i)}$ equals $\prod_{i=1}^{k} a_{\pi(i), \sigma(i)}$ whenever $\tau=\sigma \pi^{-1}$, and hence, $\prod_{i=1}^{k} a_{i, \tau(i)}$ occurs exactly $k$ ! times in the multiset $\left\{\prod_{i=1}^{k} a_{\pi(i), \sigma(i)}\right\}$ as $\pi$ and $\sigma$ range over all possible permutations.

Let $U, U_{1}, U_{2}, \ldots, U_{k}$ be independent uniformly distributed random variables on $\{1,2, \ldots, k\}$. Using the same notation in Formula 6.6.5, let $f_{i}(s)=f_{i s}$, where $\left(f_{i 1}, f_{i 2}, \ldots, f_{i n}\right)$ is the $i$ th row in the matrix $F$ and $g_{j}(s)=g_{s j}$, where $\left(g_{1 j}, g_{2 j}, \ldots, g_{n j}\right)^{T}$ is the $j$ th column of $G$. Then

$$
\frac{1}{k!} E\left[\operatorname{det}\left(f_{i}\left(U_{j}\right)\right) \operatorname{det}\left(g_{i}\left(U_{j}\right)\right)\right]=\frac{1}{k!n^{k}} \sum_{\left(a_{1}, a_{2}, \ldots, a_{k}\right)} \operatorname{det}\left(f_{i}\left(a_{j}\right)\right) \operatorname{det}\left(g_{i}\left(a_{j}\right)\right)
$$

where the sum ranges over all $k$-tuples $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ with $a_{i} \in\{1,2, \ldots, n\}$. If two coordinates $a_{i}$ and $a_{j}$ are the same, then the determinant is zero. Therefore, we can assume that the coordinates $\alpha_{i}$ are distinct. If we exchange two coordinates, then the two determinants change sign simultaneously, and hence their product remains the same. Hence, we can rearrange each $k$-tuple in increasing order, with each $k$-tuple $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ such that $a_{1}<a_{2}<\cdots<a_{k}$
occurring $k$ ! times. When this is done, we have

$$
\begin{aligned}
& \frac{1}{k!} E\left[\operatorname{det}\left(f_{i}\left(U_{j}\right)\right) \operatorname{det}\left(g_{i}\left(U_{j}\right)\right)\right] \\
& \quad=\frac{1}{n^{k}} \sum_{\left(a_{1}, a_{2}, \ldots, a_{k}\right)} \operatorname{det}\left(f_{i}\left(a_{j}\right)\right) \operatorname{det}\left(g_{i}\left(a_{j}\right)\right) \\
& \quad=\frac{1}{n^{k}} \sum_{\left(a_{1}, a_{2}, \ldots, a_{k}\right)} \operatorname{det}\left(f_{i, a_{j}}\right) \operatorname{det}\left(g_{a_{j}, i}\right) \\
& \left.\quad=\frac{1}{n^{k}} \sum_{K: K=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}} \operatorname{det} F[\{1,2, \ldots, k\} \mid K] \operatorname{det} G[K \mid\{1,2, \ldots, k\}]\right) .
\end{aligned}
$$

On the right side, we have

$$
\begin{aligned}
\operatorname{det}\left(E\left[f_{i}(U) g_{j}(U)\right]\right) & =\operatorname{det}\left(\frac{1}{n} \sum_{a=1}^{n} f_{i}(a) g_{i}(a)\right) \\
& =\frac{1}{n^{k}} \operatorname{det}\left(\sum_{a=1}^{n} f_{i a} g_{a i}\right)=\frac{1}{n^{k}} \operatorname{det} F G .
\end{aligned}
$$
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