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## Preface

This book describes the realization of logic functions using memories. The proposed methods can be used to impalement designs in field programmable gate arrays (FPGAs) that contain both small-scale memories, called look-up tables (LUTs), and medium-scale memories, called embedded memories.

The basis for memory-based design is functional decomposition, which replaces a large memory with smaller ones. An LUT cascade is introduced as a new architecture for logic synthesis. This book introduces the C-measure, which specifies the complexity of Boolean functions. Functions with a suitably small C-measure can be efficiently realized by LUT cascades.

This book also shows logic design methods for index generation functions. An index generation function is a mathematical model for an address table which can be used to store internet addresses. Such a table must be updated frequently, and the operation must be performed as fast as possible. In addition, this book introduces hash-based design methods, which efficiently realize index generation functions by pairs of smaller memories. Main applications include: IP address table lookup, packet filtering, terminal access controllers, memory patch circuits, virus scan circuits, fault map of memory, and pattern matching.

This book is suitable for both FPGA system designers and CAD tool developers. To read the book, a basic knowledge of logic design and discrete mathematics is required. Each chapter contains examples and exercises. Solutions for the exercises are also provided.
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## Chapter 1 Introduction

### 1.1 Motivation

Two of the most crucial problems in VLSI design are their high design cost and long design time. A solution to these problems is to use programmable architectures. Programmable LSIs reduce the hardware development cost and time drastically, since one LSI can be used for various applications. This book considers realizations of logic functions by programmable architectures. Various methods exist to realize multiple-output logic functions by programmable architectures. Among them, memories and programmable logic arrays (PLAs) directly realize logic functions. However, when the number of input variables $n$ is large, the necessary hardware becomes too large. Thus, field programmable gate arrays (FPGAs) are widely used. Unfortunately, FPGAs require layout and routing in addition to logic design. Thus, quick reconfiguration is not so easy.

A look-up table (LUT) cascade is a series connection of memories. It efficiently realizes various classes of logic functions. Since the architecture is simple, LUT cascades are suitable for the applications where frequent update is necessary. This book explores the design and application of LUT cascades. In addition, it shows memory-based methods to realize index generation functions, which are useful for pattern matching and communication circuits.

### 1.2 Organization of the Book

This book consists of 13 chapters. Figure 1.1 shows the relation between the chapters, where the arrows show the order to read the chapters. For example, Chaps. 6 and 7 can be read after reading Chap. 5. Chapter 2 reviews the basic elements used in this book: memory, PLA, content addressable memory (CAM), and FPGA.

Chapter 3 reviews the definitions and basic properties of logic functions. Functional decomposition is the most important theory covered.


Fig. 1.1 Relation among chapters

Chapter 4 shows multiplexer-based synthesis of logic functions. This method is universal, i.e., it can realize any logic function. However, the number of LUTs required to realize the function tends to increase exponentially with $n$, the number of input variables.

Chapter 5 shows a method to realize logic functions using LUT cascades. This method is not universal, i.e., it can be applied to only a limited class of logic functions. However, the number of LUTs to realize the function tends to increase linearly with $n$, the number of input variables. The C-measure is used to estimate the circuit size.

Chapter 6 shows a method to reduce the number of LUTs by considering the encoding of the functional decomposition.

Chapter 7 shows a class of functions whose C-measures are small. Such functions are efficiently realized by LUT cascades.

Chapter 8 considers the C-measure of the functions whose number of minterms is limited. It shows that when the number of minterms is small, the C-measure is also small.

Chapter 9 introduces index generation functions, which are useful to design IP address tables, terminal access controllers for local area network, etc.

Chapter 10 introduces a hash-based synthesis of index generation functions. The method is similar to a hash table for software. Similar to the case of software realization, collisions of data may occur. However, in hardware, we can avoid collisions by using various circuits that work concurrently.

Chapter 11 shows a reduction method for the number of variables for the hash circuit. It introduces incompletely specified functions and shows an algorithm to reduce the number of variables.

Chapter 12 shows various methods to realize index generation functions.
Chapter 13 summarizes the book.

## Chapter 2 <br> Basic Elements

This chapter reviews memory, programmable logic array (PLA), content addressable memory (CAM), and field programmable gate array (FPGA).

### 2.1 Memory

Semiconductor memories have a long history of research, and various types of memories have been developed.

A dynamic random access memory (DRAM) uses only a single transistor to store one bit. However, the peripheral circuit is rather complex, and periodical refreshing is necessary. Thus, DRAM is suitable for large-scale memory, but not for a smallscale memory.

A static random access memory (SRAM) uses six transistors to store one bit. The peripheral circuit is not so complex as in DRAM, and refreshing is unnecessary. Thus, SRAM is suitable for small-scale memory, but not for large-scale memory. Both DRAM and SRAM are volatile, i.e., if the power supply is tuned off, the data are lost.

Read only memories (ROMs), however are nonvolatile and are used for storing fixed data. For rewritable ROMs, fabrication often requires a dedicated process and such ROMs are expensive.

To reduce the amount of hardware, memories are often implemented as a twodimensional structure that is shown in Fig. 2.1. The row address decoder selects one row. And the sense amplifiers read the data for the selected row. Finally, the column address decoder selects one bit from the word. In many cases, the memory has a clock. Such a memory is synchronous. Many FPGAs contain memories, and many of them are synchronous. However, asynchronous memories (i.e., memories operating without clock pulses) are also available.


Fig. 2.1 Memory architecture

### 2.2 Programmable Logic Array

PLAs were often used for implementing controllers of microprocessors [94]. A PLA consists of the AND array and the OR array as shown in Fig. 2.2. For example, a 3-input 2-output function can be implemented as shown in Fig. 2.3. In the AND array, a cross-point denotes the AND connection, while in the OR array, a crosspoint denotes the OR connection. Both static and dynamic PLAs exist. In the dynamic PLA, a clock pulse is used to read out the data. For large-scale PLAs, dynamic realizations are often used, since static CMOS realization is too large and the NMOS realization dissipates much static power. In a rewritable PLA, each cross-point consists of a switch and a memory element [3]. Let $n$ be the number of inputs, $W$ be the number of columns, and $m$ be the number of outputs. Then, the size of a PLA is approximated by $W(2 n+m)$. The number of columns $W$ can be reduced by minimizing sum-of-products (SOPs) expressions. Thus, the logic design is relatively easy.

### 2.3 Content Addressable Memory

An ordinary memory such as that introduced in Sect. 2.1 uses a memory address to access data and return the contents of the memory. On the contrary, a CAM searches using the contents of the memory, and returns the address where the supplied data were found.


Fig. 2.2 Programmable logic array (PLA)
Fig. 2.3 An example of PLA


CAMs are often used in pattern matching [5]. Two types of CAMs exist: a binary CAM (BCAM) and a ternary CAM (TCAM). In a BCAM, each cell can take one of two states: 0 and 1. BCAMs are used for exact match. In a TCAM, each cell can take one of three states: 0,1 , and X (don't care that matches both 0 and 1 ). A TCAM can be used for implementing the longest prefix match to be explained in Chap. 7, and range match. To store one bit of information, an SRAM requires 6 transistors, while a TCAM requires 16 transistors [90]. Thus, a TCAM is more expensive than SRAM. Figure 2.4 shows an example of a CAM. In the CAM, for the input (i.e., search data) 01101, the second and the third rows match. However, the priority encoder selects the lowest address, i.e., 01 . Thus, the output of the CAM is 01 , the address of the second line. When the input is 11111 , the CAM shows that there is no match.


Fig. 2.4 CAM architecture

Fig. 2.5 Comparison of SRAM and CAM


Figure 2.5 compares an SRAM with a CAM. Note that in an SRAM, only one row is activated at a time, while in a CAM, all the rows are activated at the same time. In a CAM, all the rows are charged and discharged in every search operation. Thus, a CAM dissipates more power than an SRAM with the same number of bits.

### 2.4 Field Programmable Gate Array

Most FPGAs have an island-style architecture as shown in Fig. 2.6. In this architecture, logic elements are surrounded by interconnection elements such as switch blocks, connection blocks, and wiring. Logic elements are, in most cases, look-up tables (LUTs). A $K$-LUT is a module that realizes an arbitrary $K$-variable function. Thus, logically it is a $K$-input memory. However, unlike an ordinary

Fig. 2.6 Island-style FPGA


Fig. 2.7 LUT for FPGA
Address


| ABC | $f$ |
| :---: | :---: |
| 000 | 0 |
| 001 | 0 |
| 010 | 0 |
| 011 | 1 |
| 100 | 0 |
| 101 | 1 |
| 110 | 1 |
| 111 | 1 |


(large-scale) memory presented before, it is often implemented by a register and selector as shown Fig. 2.7. No clock pulse is necessary to read out the data; therefore, it is asynchronous. In modern FPGAs, more than $90 \%$ of the chip area is for interconnections. Thus, layout design is as important as logic design. Also, layout design often requires more CPU time than logic design.

Most FPGAs use SRAMs to store configuration data. At power-up, FPGAs are blank, and an external nonvolatile memory (EEPROM, flash RAM, MRAM, or FeRAM) is used to restore the configuration data into SRAM. FPGAs need to be configured from the external nonvolatile memory at every system powerup time. The configuration time is tens to hundreds of milliseconds. Also, the

SRAM for configuration must be kept on even when the system is not used. As programmable circuits become larger, the numbers of LUTs and embedded memories increase, and the power dissipation of SRAMs due to leakage current becomes more serious. In the past, FPGAs with 4 or 5 input LUTs were believed to be the most efficient [99, 100]; however, in the current technology, FPGAs with 6 inputs are the standard $[4,7,158]$. Thus, we have the following:

Problem: Given an $n$-variable (multiple-output) function $f$, find the minimum number of 6-LUTs needed to realize $f$, where $n \leq 20$.

Unfortunately, this is a very hard problem. So, we try to obtain an upper bound by using properties or measures of the function. A property of the function should be easy to detect, such as symmetry, and measures should be efficient to calculate. Such measures include:

- The number of variables (i.e., the support size)
- The weight of the function [133]
- The C-measure of a function [133]
- The number of products in the SOP [78]
- The number of literals in the factored expression [78]
- The number of nodes in the decision diagram [107]

Chapters 4 and 5 consider the number of $K$-LUTs to realize a given function.

### 2.5 Remarks

This chapter briefly introduced memory, CAM, and FPGA. As for FPGAs, various architectures are shown in Refs. [15, 100]. As for logic synthesis of FPGAs, see Refs. [20, 78]. In recent FPGAs, the architecture is quite complicated, and a single FPGA can implement a multiprocessor system.

Many commercial FPGAs contain memories in addition to LUTs. They are called embedded memories [4] or embedded block RAMs [156].

## Problems

2.1. Design the CAM function shown in Fig. 2.4 by using a PLA.
2.2. Explain why asynchronous memories are used for LUTs in FPGAs instead of synchronous ones.
2.3. In the past, 4 -LUTs or 5 -LUTs were mainly used in FPGAs. However, nowadays, 6-LUTs are popular in FPGAs. Discuss the reason why 6-LUTs are preferred.
2.4. Explain why dynamic CMOS is used instead of static CMOS in PLAs.
2.5. Suppose that a TCAM with $n$ inputs and W words is given. Show a method to implement the same function as the TCAM by using a PLA.
2.6. Suppose that a PLA with $n$ inputs, $m$ outputs, and $W$ products is given. Show a method to implement the same function as the PLA by using a TCAM and a memory.

## Chapter 3 <br> Definitions and Basic Properties

This chapter first introduces logical expressions and functional decomposition. Then, it introduces some properties of symmetric functions.

### 3.1 Functions

Definition 3.1.1. A mapping $F: B^{n} \rightarrow\{0,1, \ldots, k-1\}$, where $B=\{0,1\}$ is a binary-input integer valued function. A mapping $F: B^{n} \rightarrow B$, where $B=\{0,1\}$ is a logic function. If $F\left(\vec{a}_{i}\right) \neq 0(i=1,2, \ldots, k)$ for $k$ different input vectors, and $F=0$ for other $\left(2^{n}-k\right)$ input vectors, then the weight of the function is $k$.

### 3.2 Logical Expression

Definition 3.2.1. Binary variables are represented by $x_{i}(i=1,2, \ldots, n)$. A literal of a variable $x_{i}$ is either $x_{i}, \bar{x}_{i}$, or the constant 1 . An AND of literals is a product, and an OR of products is a sum-of-products (SOP) expression.
Definition 3.2.2. Let $B=\{0,1\}, X=\left(x_{1}, x_{2}, \ldots, x_{t}\right)$, and $x_{i}$ can take a value in $B$. Then, we can consider that $X$ takes its value from $P=\left\{0,1, \ldots, 2^{t}-1\right\}$. Let $S$ be a subset $(S \subseteq P)$ of $P$. Then, $X^{S}$ is a literal of $X$. When $X \in S, X^{S}=1$, and when $X \notin S, X^{S}=0$. Let $S_{i} \subseteq P_{i}(i=1,2, \ldots, n)$, then $X_{1}{ }^{S_{1}} X_{2} S_{2} \cdots X_{n} S_{n}$ is a logical product. $\bigvee_{\left(S_{1}, S_{2}, \ldots, S_{n}\right)} X_{1} S_{1} X_{2} S_{2} \cdots X_{n} S_{n}$ is a SOP expression. If $S_{i}=$ $P_{i}$, then $X_{i}{ }^{S_{i}}=1$ and the logical product is independent of $X_{i}$. In this case, the literal $X_{i}{ }^{P_{i}}$ is redundant and can be omitted. A logical product is also called a term or a product term.

Example 3.2.1. When $t=2$, we have $P=\{0,1,2,3\}$, and $X=\left(x_{1}, x_{2}\right)$ takes four values. In this case, $X^{\{1\}}, X^{\{1,2\}}$, and $X^{\{0,1,2,3\}}$ are literals. Suppose that $P_{1}=$ $P_{2}=P_{3}=\{0,1,2,3\}$. Then,

$$
\begin{aligned}
F= & X_{1}{ }^{\{0,1,2,3\}} X_{2}{ }^{\{0\}} X_{3}{ }^{\{0\}} \vee X_{1}{ }^{\{0,1\}} X_{2}{ }^{\{0,1,2,3\}} X_{3}\{1,3\} \\
& \vee X_{1}{ }^{\{0,1\}} X_{2}{ }^{\{2\}} X_{3}{ }^{\{0,1,2,3\}}
\end{aligned}
$$

is a SOP. Note that $X^{\{0,1,2,3\}}=1$. In this case, $X^{\{0,1,2,3\}}$ is redundant and can be omitted. By removing redundant literals, this expression can be simplified to

$$
F=X_{2}{ }^{\{0\}} X_{3}{ }^{\{0\}} \vee X_{1}{ }^{\{0,1\}} X_{3}{ }^{\{1,3\}} \vee X_{1}{ }^{\{0,1\}} X_{2}{ }^{\{2\}}
$$

### 3.3 Functional Decomposition

Definition 3.3.1. [8] Let $f(X)$ be a logic function, and ( $X_{1}, X_{2}$ ) be a partition of the input variables, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}\right.$, $\ldots, x_{n}$ ). The decomposition chart for $f$ is a two-dimensional matrix with $2^{k}$ columns and $2^{n-k}$ rows, where each column and row is labeled by a unique binary code, and each element corresponds to the truth value of $f$. The function represented by a column is a column function and is dependent on $X_{2}$. Variables in $X_{1}$ are bound variables, while variables in $X_{2}$ are free variables. In the decomposition chart, the column multiplicity denoted by $\mu_{k}$ is the number of different column patterns.

Example 3.3.1. Figure 3.1 shows a decomposition chart of a 4 -variable function. $\left\{x_{1}, x_{2}\right\}$ are the bound variables, and $\left\{x_{3}, x_{4}\right\}$ are the free variables. Since all the column patterns are different and there are four of them, the column multiplicity is $\mu_{2}=4$.

Theorem 3.3.1. [25] For a given function $f$, let $X_{1}$ be the bound variables, let $X_{2}$ be the free variables, and let $\mu_{k}$ be the column multiplicity of the decomposition chart. Then, the function $f$ can be realized with the network shown in Fig. 3.2. In this case, the number of signal lines connecting blocks $H$ and $G$ is $\left\lceil\log _{2} \mu_{k}\right\rceil$.

When the number of signal lines connecting two blocks is smaller than the number of input variables in $X_{1}$, we can often reduce the total amount of memory by the realization in Fig. 3.2 [51]. When $\mu_{k}=2$, it is an Ashenhurst decomposition [8] or

Fig. 3.1 Decomposition chart of a logic function

|  |  | 0 | 0 | 1 | 1 | $x_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 0 | 1 | 0 | 1 | $x_{2}$ |
| 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 1 | 1 | 0 | 0 |  |
| 1 | 0 | 0 | 1 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 0 | 0 |  |
| $x_{3}$ | $x_{4}$ |  |  |  |  |  |

Fig. 3.2 Realization of a logic function by decomposition

a simple disjoint decomposition. When $\mu_{k}>2$, it is a Curtis decomposition [25], also called Roth-Karp decomposition [101] or a generalized decomposition. The number of functions with Curtis decompositions is much larger than those with Ashenhurst decompositions.

A function with an Ashenhurst decomposition can be written as

$$
f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), X_{2}\right)
$$

A function with a Curtis decomposition can be written as

$$
f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{1}\right), \ldots, h_{m}\left(X_{1}\right), X_{2}\right)
$$

where $m=\left\lceil\log _{2} \mu\right\rceil$.
Lemma 3.3.1. Consider a decomposition chart for $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. Then, the column multiplicity does not change under the permutation of variables within $X_{1}$ and $X_{2}$. Thus,

$$
\mu\left(f\left(X_{1}, X_{2}\right)\right)=\mu\left(f\left(\tilde{X}_{1}, \tilde{X}_{2}\right)\right)
$$

where $\tilde{X}_{1}=\left(x_{\pi(1)}, x_{\pi(2)}, \ldots, x_{\pi(k)}\right), \tilde{X}_{2}=\left(x_{\lambda(k+1)}, x_{\lambda(k+2)}, \ldots, x_{\lambda(n)}\right)$, and, $\pi$ and $\lambda$ denote the permutation on $\{1,2, \ldots, k\}$ and $\{k+1, k+2, \ldots, n\}$, respectively.

Lemma 3.3.2. An arbitrary function of $n$ variables can be decomposed as

1. $f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{1}\right), X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{n-1}\right)$ and $X_{2}=\left(x_{n}\right)$.
2. $\left.f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{1}\right), h_{3}\left(X_{1}\right), h_{4}\left(X_{1}\right), X_{2}\right)\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots\right.$, $\left.x_{n-2}\right)$ and $X_{2}=\left(x_{n-1}, x_{n}\right)$.

Figures 3.3 and 3.4 show the circuits for the above decompositions.
A functional decomposition can be of two types: A disjoint decomposition, where the bound set and the free set are disjoint, as shown in Fig. 3.5. A nondisjoint decomposition, where the bound set and free set have at least one common element. Figure 3.6 shows the case where one variable is shared by the bound set and the free set.

Fig. 3.3 Decomposition of an arbitrary function, where $X_{2}=\left(x_{n}\right)$


Fig. 3.4 Decomposition of an arbitrary function, where $X_{2}=\left(x_{n-1}, x_{n}\right)$

Fig. 3.5 Disjoint decomposition


Fig. 3.6 Nondisjoint
decomposition


### 3.4 Binary Decision Diagram

A binary decision diagram (BDD) [12] is a graphical representation of a logic function. It often has a more compact representation than other methods. Thus, BDDs are widely used in the computer-aided design of logic networks [65].

Definition 3.4.1. A BDD is a directed acyclic graph (DAG) with two terminal nodes: the 0 -terminal node and the 1 -terminal node. Each nonterminal node is labeled by an index of an input variable of the Boolean function, and has two outgoing edges: the 0 -edge and the 1 -edge. An ordered BDD (OBDD) is a BDD such that the input variables appear in a fixed order in all the paths of the graph, and each variable appears at most once in a path.

Fig. 3.7 Node elimination


Fig. 3.8 Node sharing


Definition 3.4.2. A reduced ordered BDD (ROBDD) is obtained from an OBDD by applying the following two reduction rules:

1. Eliminate all the redundant nodes whose two edges point to the same node (Fig. 3.7).
2. Share all the equivalent nodes (Fig. 3.8).

A quasi-reduced ordered BDD (QROBDD) is obtained from an OBDD by applying the second reduction rule only.

Example 3.4.1. Figure 3.9 is a ROBDD for

$$
f\left(x_{1}, x_{2}, x_{3}\right)=\left(\bar{x}_{1} \bar{x}_{2} \vee x_{1} x_{2}\right) x_{3} .
$$

On the other hand, Fig. 3.10 is a QROBDD for the same function. In Fig. 3.10, the left node for $x_{3}$ is redundant, and eliminated in the ROBDD. Note that in an QROBDD, all the paths from the root node to a terminal node encounter all the variables.

Theorem 3.4.1. Let $X=\left(X_{1}, X_{2}\right)$ be a partition of $X$. Suppose that the $Q R O B D D$ for $f(X)$ is partitioned into two blocks as shown in Fig. 3.11. Let $k$ be the number of

Fig. 3.9 Reduced ordered BDD

Fig. 3.10 Quasi-reduced OBDD

Fig. 3.11 Computation of column multiplicity for functional decomposition $f\left(X_{1}, X_{2}\right)=g\left(h\left(X_{1}\right), X_{2}\right)$

the nodes in the lower block that is adjacent to the upper block, and $\mu$ be the column multiplicity of the decomposition chart for $f=g\left(h\left(X_{1}\right), X_{2}\right)$. Then, $k=\mu$.

Example 3.4.2. Consider the function represented by the BDD in Figs. 3.9 and 3.10. Let $X_{1}=\left(x_{1}, x_{2}\right)$ and $X_{2}=\left(x_{3}\right)$. Then, the number of the nodes in the lower block that are adjacent to the upper block is two. The function can be decomposed as $f\left(X_{1}, X_{2}\right)=g\left(h\left(X_{1}\right), X_{2}\right)$, where $h\left(X_{1}\right)=\bar{x}_{1} \bar{x}_{2} \vee x_{1} x_{2}$, and $g\left(h, X_{2}\right)=h x_{3}$. Figure 3.12 shows the decomposition chart. Note that the column multiplicity is two. In Fig. 3.10, the left node for $x_{3}$ represents the constant 0 function, while the right node for $x_{3}$ represents the $x_{3}$ function. It is clear that the number of different column patterns in the decomposition chart is equal to the number of nodes for $x_{3}$ in the QROBDD [106].

Definition 3.4.3. A multiterminal BDD (MTBDD) is an extension of a BDD with multiple terminal nodes, each of which has an integer value.

An MTBDD can be used to represent a multiple-output function.
Example 3.4.3. Figure 3.13 is an MTBDD for 3-valued output function. Note that it is a reduced ordered MTBDD (ROMTBDD), but is not a quasi-reduced ordered MTBDD (QROMTBDD).

Fig. 3.12 Decomposition table of a logic function

|  | 0 | 0 | 1 | 1 | $x_{1}$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
|  | 0 | 1 | 0 | 1 | $x_{2}$ |
| 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 1 |  |
| $x_{3}$ |  |  |  |  |  |

Fig. 3.13 Multiterminal BDD


### 3.5 Symmetric Functions

Functions that appear in arithmetic circuits, such as adders, often have symmetries. When logic functions have certain symmetries, they are often realized using fewer elements.

Definition 3.5.1. A function $f$ is totally symmetric if any permutation of the variables in $f$ does not change the function. A totally symmetric function is also called a symmetric function.

Definition 3.5.2. In a function $f\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}, \ldots, x_{n}\right)$, if the function $f\left(x_{1}, \ldots, x_{j}, \ldots, x_{i}, \ldots, x_{n}\right)$ that is obtained by interchanging variables $x_{i}$ with $x_{j}$ is equal to the original function, then $f$ is symmetric with respect to $x_{i}$ and $x_{j}$. If any permutation of subset $S$ of the variables does not change the function $f$, then $f$ is partially symmetric.

Definition 3.5.3. The elementary symmetric functions of $n$ variables are

$$
\begin{aligned}
& S_{0}^{n}=\bar{x}_{1} \bar{x}_{2} \cdots \bar{x}_{n}, \\
& S_{1}^{n}=x_{1} \bar{x}_{2} \bar{x}_{3} \cdots \bar{x}_{n-1} \bar{x}_{n} \vee \bar{x}_{1} x_{2} \bar{x}_{3} \cdots \bar{x}_{n-1} \bar{x}_{n} \vee \cdots \vee \bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \cdots \bar{x}_{n-1} x_{n}, \\
& \quad \cdots \cdots \cdots \cdots \cdots \cdots \\
& S_{n}^{n}=x_{1} x_{2} \cdots x_{n} .
\end{aligned}
$$

$S_{i}^{n}=1$ iff exactly $i$ out of $n$ inputs are equal to 1 . Let $A \subseteq\{0,1, \ldots, n\}$. A symmetric function $S_{A}^{n}$ is defined as follows:

$$
S_{A}^{n}=\bigvee_{i \in A} S_{i}^{n}
$$

Example 3.5.1. $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} x_{2} x_{3} \vee x_{1} \bar{x}_{2} \bar{x}_{3} \vee \bar{x}_{1} x_{2} \bar{x}_{3} \vee \bar{x}_{1} \bar{x}_{2} x_{3}$ is a totally symmetric function. $f=1$ when all the variables are 1 , or when only one variable is 1 . Thus, $f$ can be written as $S_{1}^{3} \vee S_{3}^{3}=S_{\{1,3\}}^{3}$.

Theorem 3.5.1. An arbitrary $n$-variable symmetric function $f$ is uniquely represented by elementary symmetric functions $S_{0}^{n}, S_{1}^{n}, \ldots, S_{n}^{n}$ as follows:

$$
f=\bigvee_{i \in A} S_{i}^{n}=S_{A}^{n} \text {, where } A \subseteq\{0,1, \ldots, n\}
$$

Lemma 3.5.1. There are $2^{n+1}$ symmetric functions of $n$ variables.
Definition 3.5.4. Let $S B(n, k)$ be the $n$-variable symmetric function represented by the EXOR sum of all the products consisting of $k$ positive literals:

$$
\begin{aligned}
& S B(n, 0)=1 \\
& S B(n, 1)=\sum_{\oplus}^{\oplus} x_{i} \\
& S B(n, 2)=\sum_{(i<j)}^{\oplus} x_{i} x_{j} \\
& S B(n, 3)=\sum_{(i<j<k)}^{\oplus} x_{i} x_{j} x_{k} \\
& \ldots \ldots \ldots \\
& S B(n, n)=x_{1} x_{2} \cdots x_{n} .
\end{aligned}
$$

Example 3.5.2.

$$
\begin{aligned}
& S B(4,1)=x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4} . \\
& S B(4,2)=x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{1} x_{4} \oplus x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{3} x_{4} .
\end{aligned}
$$

$S B(n, k)$ has been used as a benchmark function for an AND-EXOR logic minimizer [104]. The following two lemmas were derived by Komamiya [50] and reformulated by the author [110].
Lemma 3.5.2. Let $x_{1}, x_{2}, \ldots, x_{n}$ be binary variables and $r$ be an integer defined by $r=x_{1}+x_{2}+\cdots+x_{n}$, where + is an ordinary integer addition. Let the binary representation of $r$ be

$$
\left(y_{k}, y_{k-1}, \ldots, y_{1}, y_{0}\right)_{2}, y_{j} \in\{0,1\}(j=0,1, \ldots, k)
$$

In other words,

$$
x_{1}+x_{2}+\cdots+x_{n}=2^{k} y_{k}+2^{k-1} y_{k-1}+\cdots+2 y_{1}+y_{0}
$$

Then,

$$
y_{i}=S B\left(n, 2^{i}\right)
$$

Lemma 3.5.3. Let $0 \leq k_{1}<k_{2}<\cdots<k_{s}$, and $2^{k_{1}}+2^{k_{2}}+\cdots+2^{k_{s}} \leq n$. Then,

$$
\bigwedge_{i=1}^{s} S B\left(n, 2^{k_{i}}\right)=S B\left(n, \sum_{i=1}^{s} 2^{k_{i}}\right) .
$$

Example 3.5.3.

$$
\begin{aligned}
S B(7,1) S B(7,2) S B(7,4) & =S B(7,7), \\
S B(4,1) S B(4,2) & =S B(4,3), \\
S B(6,2) S B(6,4) & =S B(6,6) .
\end{aligned}
$$

Definition 3.5.5. $W G T n$ is an $n$-input $\left\lceil\log _{2}(n+1)\right\rceil$-output function. It counts the number of 1's in the inputs and represents it as a binary number.

Fig. 3.14 WGT7


By Lemma 3.5.2, WGT $n$ produces $S B\left(n, 2^{i}\right),\left(i=0,1,2, \ldots,\left\lceil\log _{2}(n+1)\right\rceil-1\right)$, where $\lceil a\rceil$ denotes the smallest integer greater than or equal to $a$.

Example 3.5.4. WGT7 has $x_{1}, x_{2}, \ldots, x_{7}$ as inputs and $y_{2}, y_{1}, y_{0}$ as outputs (Fig. 3.14). By Lemma 3.5.2, we have

$$
\begin{aligned}
& y_{2}=S B(7,4)=\sum_{i<j<k<l}^{\oplus} x_{i} x_{j} x_{k} x_{l} \\
& y_{1}=S B(7,2)=\sum_{i<j}^{\oplus} x_{i} x_{j} \\
& y_{0}=S B(7,1)=\sum_{i=1}^{7} x_{i}
\end{aligned}
$$

WGT 7 is also called as rd73.
The following is an expansion method for symmetric functions using $S B(n, k)$ functions:

Theorem 3.5.2. An arbitrary $n$-variable symmetric function $f$ is represented by $y_{i}=S B\left(n, 2^{i}\right),(i=0,1,2, . ., t)$ as follows:

$$
f=\sum_{\left(a_{0}, a_{1}, \ldots, a_{t}\right)}^{\bigoplus} g\left(a_{0}, a_{1}, \ldots, a_{t}\right) y_{0}^{a_{0}} y_{1}^{a_{1}} \ldots y_{t}^{a_{t}}
$$

where $g\left(a_{0}, a_{1}, \ldots, a_{t}\right)$ is 0 or 1 , and $t=\left\lceil\log _{2}(n+1)\right\rceil-1$.
Proof. A symmetric function $f$ depends only on the number of 1 's in the inputs. Since WGT $n$ counts the number of 1's in the input, we can represent $f$ as a function of $y_{0}, y_{1}, \ldots, y_{t}$.

Example 3.5.5. A 7-variable symmetric function $S_{0}^{7}$ can be represented as

$$
\begin{aligned}
S_{0}^{7} & =\bar{y}_{2} \bar{y}_{1} \bar{y}_{0} \\
& =\overline{S B(7,4)} \cdot \overline{S B(7,2)} \cdot \overline{S B(7,1)}
\end{aligned}
$$

Note that the binary representation of 0 is $(0,0,0)$. Similarly, $S_{3}^{7}$ is represented as

$$
\begin{aligned}
S_{3}^{7} & =\bar{y}_{2} y_{1} y_{0} \\
& =\overline{S B(7,4)} \cdot \operatorname{SB}(7,2) \cdot S B(7,1)
\end{aligned}
$$

Thus, $S_{\{0,3\}}^{7}$ is represented as

$$
\begin{aligned}
S_{\{0,3\}}^{7} & =S_{0}^{7} \oplus S_{3}^{7}=\bar{y}_{2} \bar{y}_{1} \bar{y}_{0} \oplus \bar{y}_{2} y_{1} y_{0} \\
& =\bar{y}_{2}\left(\bar{y}_{1} \bar{y}_{0} \oplus y_{1} y_{0}\right)=\bar{y}_{2}\left(y_{1} \oplus \bar{y}_{0}\right) \\
& =\overline{S B(7,4)} \cdot(S B(7,2) \oplus \overline{S B(7,1)}) .
\end{aligned}
$$

### 3.6 Technology Mapping

Logic synthesis using embedded memories can be considered as a special case of FPGA design, where the number of LUT inputs is large. Most existing methods use LUT-based technology mapping [33]. That is, given a combinational logic circuit, they partition it into sub-circuits depending on at most $K$ variables [22,53,153]. This method was originally used for the LUT-based FPGA synthesis. Here, we introduce the basic idea.

Definition 3.6.1. [23, 57, 71] A combinational network can be converted into a DAG, where each node represents a logic gate (LUT), a primary input (PI), or a primary output (PO). When the output of the gate $i$ is an input of gate $j$, a directed edge $(i, j)$ exists. $\operatorname{input}(v)$ denotes the set of nodes which are fanins of gate $v$. output( $v$ ) denotes the set of nodes which are fanouts of gate $v$. A cone at $v$, denoted as $C_{v}$, is a subgraph consisting of $v$ and its non-PI predecessors such that any path connecting a node in $C_{v}$ and $v$ lies entirely in $C_{v}$. Node $v$ is the root of the cone. The fanin size of a cone is the number of input edges. A cone with $K$ input edge is $K$-feasible and can be implemented with a $K$-LUT.

Example 3.6.1. In Fig. 3.15, $a, b, c, d, e$ are PIs, and $f$ denotes the PO. The cone of $v$ consists of internal nodes $v, t, u, s, p, q$, and $r$. The fanin size of $C_{v}$ is four. Thus, $C_{v}$ is 4 -feasible and can be implemented by a 4-LUT.

Fig. 3.15 Example of directed acyclic graph


Fig. 3.16 Example of 4-feasible cut-set


Definition 3.6.2. Given a network $N$ with a source $s$ and a $\operatorname{sink} t$, a cut $\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)$ is a partition of the nodes in the network such that $s \in \mathcal{N}_{1}, t \in \mathcal{N}_{2}$ and no nodes in $\mathcal{N}_{2}$ provide input to any node in $\mathcal{N}_{1}$. A cut-set of a cut is the set of all nodes $v$ such that $v \in \mathcal{N}_{1}$, and $v$ drives a node in $\mathcal{N}_{2}$. If the size of a cut-set is no more than $K$, then the cut is $K$-feasible. A fanout-free cone (FFC) at $v$, denoted $F F C_{v}$, is a cone of $v$, with output edge only originating from the root of the cone. A maximum fanout free cone (MFFC) is an FFC that maximizes the number of nodes contained in the FFC.

Example 3.6.2. In Fig. 3.16, let $a$ be a source, and $f$ be a sink. The set of nodes is partitioned into $\mathcal{N}_{1}=\{a, b, c, d, e, p, q, r, s, t\}$ and $\mathcal{N}_{2}=\{u, v, f\}$. The cut-set of the cut $\left(\mathcal{N}_{1}, \mathcal{N}_{2}\right)$ is $\{t, p, d, e\}$. It is 4-feasible. The MFFC of $f$ is $\{p, q, r, s, t, u, v, f\}$. This is because a cone includes only non-PI nodes, by Definition 3.6.2. If the output of $t$ is connected to an other output, then MMFC of $f$ would be $\{u, v, f\}$.

In a technology mapping algorithm, usually, a given circuit is converted into an equivalent two-input network. If the DAG is represented as a set of trees, then the area minimization problem can be solved optimally using dynamic programming [47]. Unfortunately, most circuits have non-tree structure: There exist many fanouts and reconvergence. If the circuit is decomposed into a set of MFFCs, then it can also be solved optimally. In the approach of [22], the circuit is first mapped into LUTs using the best available algorithm. Then, it extracts large single-output and multipleoutput fanout-free logic blocks and covers them entirely or partially by embedded memories. Since these design methods start from existing circuits, the quality of the solutions are not so good [57]. Improvements for technology mapping are shown in [71]. Especially, an efficient method to enumerate all the cuts up to $K=6$ [71] and a method to compute useful cuts for any number of inputs [72]. In this book, the major tool for the memory-based design is a functional decomposition, so we will not go into the detail of the method.

Table 3.1 Approximation error for $1-x$

| $x$ | $1-x$ | $\mathrm{e}^{-x}$ | $\operatorname{Error}(x)$ |
| :--- | :--- | :--- | :--- |
| 0.001 | 0.999 | 0.99900050 | 0.00000050 |
| 0.010 | 0.990 | 0.99004983 | 0.00005034 |
| 0.100 | 0.900 | 0.90483742 | 0.00537491 |
| 0.200 | 0.800 | 0.81873075 | 0.02341344 |

### 3.7 The Mathematical Constant $e$ and Its Property

Definition 3.7.1. The mathematical constant $e$ is defined as

$$
e=\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n} .
$$

Lemma 3.7.1. When $0<x \ll 1,1-x$ can be approximated by $e^{-x}$.
Proof. The Taylor expansion of a function $f(x)$ is

$$
f(x)=f(0)+\frac{x}{1!} f^{(1)}(0)+\frac{x^{2}}{2!} f^{(2)}(0)+\frac{x^{3}}{3!} f^{(3)}(0)+\cdots+\frac{x^{k}}{k!} f^{(k)}(0)+\cdots .
$$

Thus, $\mathrm{e}^{x}$ can be expanded as

$$
\mathrm{e}^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\frac{x^{4}}{4!}+\cdots
$$

When $x$ is small, we need only to consider up to the second term, and we have

$$
\mathrm{e}^{-x} \simeq 1-x
$$

Consider the approximation error of Lemma 3.7.1:

$$
\operatorname{Error}(x)=\frac{\mathrm{e}^{-x}-(1-x)}{1-x}
$$

Table 3.1 shows that when $0<x<0.1$, the approximation error is quite small. Lemma 3.7.1 will be extensively used for the calculation of approximate probability in Chaps. 9, 10, and 11.

### 3.8 Remarks

Functional decomposition is the key technique in the memory-based logic synthesis. It efficiently represents a given Boolean function with reduced total amount of memory. Most Boolean functions do not have any functional decomposition [109]. However, practical functions often have functional decompositions. Thus, an
attempt to find functional decompositions is, in many cases, rewarding. Ashenhurst decompositions can be efficiently found by BDDs $[10,60]$. However, as for Curtis decomposition, no efficient methods are known. Some heuristic methods are known [59, 147]. Excellent surveys on FPGA logic synthesis include [20, 78, 103].

## Problems

3.1. Using the definition of $S B(n, k)$, verify the following equation:

$$
S B(4,1) \cdot S B(4,2)=S B(4,3)
$$

3.2. Show that most $2^{2^{k}+2^{n-k+1}}$ functions have Ashenhurst decompositions of the form

$$
f\left(X_{1}, X_{2}\right)=g\left(h\left(X_{1}\right), X_{2}\right),
$$

where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$.
3.3. Show that most $2^{m 2^{k}+2^{n-k+m}}$ functions have Curtis decompositions of the form

$$
f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{1}\right), \ldots, h_{m}\left(X_{1}\right), X_{2}\right),
$$

where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$.
3.4. Let $f(X)$ be the function that counts the number of 1 's in the inputs.

$$
\{0,1\}^{5} \rightarrow\{0,1,2,3,4,5\}
$$

That is, $f(\vec{a})$ denotes the number of 1 's in $\vec{a}$. Write the decomposition chart and obtain the column multiplicity of the decomposition ( $X_{1}, X_{2}$ ), where $X_{1}=$ $\left(x_{1}, x_{2}, x_{3}\right)$ and $X_{2}=\left(x_{4}, x_{5}\right)$.
3.5. How many functions of $n$ variables with weight $k$ exist?
3.6. Represent the symmetric function of 9 variables: $S_{\{3,4,5,6\}}^{9}$ by

$$
\begin{aligned}
& y_{3}=S B(9,8), \\
& y_{2}=S B(9,4), \\
& y_{1}=S B(9,2), \text { and } \\
& y_{0}=S B(9,1),
\end{aligned}
$$

3.7. SYM12 is a symmetric function of 12 variables that is 1 iff the number of 1 's in the inputs is between 4 and 8 . Consider the decomposition of the function SYM12 $=f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{9}\right)$ and $X_{2}=\left(x_{10}, x_{11}, x_{12}\right)$. Show that the column multiplicity of the function with respect to ( $X_{1}, X_{2}$ ) is $\mu_{9}=8$.

## Chapter 4 <br> MUX-Based Synthesis

This chapter shows a universal method to realize an $n$-variable function using multiplexers (MUXs) and look up tables (LUTs). It also derives upper bounds on the number of LUTs to realize an $n$-variable function. Such bounds are useful to estimate the number of LUTs needed to realize a given function when we only know the number of the input variables $n$.

### 4.1 Fundamentals of MUX

Definition 4.1.1. A multiplexer with a single control input (1-MUX) is the selection circuit shown in Fig. 4.1. It performs the logical operation

$$
g\left(x, y_{0}, y_{1}\right)=\bar{x} y_{0} \vee x y_{1} .
$$

A $\boldsymbol{t}$-MUX is shown in Fig.4.2. It is a multiplexer with $t$ control inputs $\left(x_{1}, \ldots, x_{t}\right)$ and $2^{t}$ data inputs $\left(y_{0}, y_{1}, \ldots, y_{2^{t}-1}\right)$. Let $g\left(x_{1}, \ldots, x_{t}, y_{0}, y_{1}, \ldots, y_{2^{t}-1}\right)$ be the output function. Then, $g=y_{a}$ when the decimal representation of the control input $\left(x_{1}, \ldots, x_{t}\right)$ is $a$. That is, when the control input is $(0,0, \ldots, 0)$, the top data input $y_{0}$ drives the output. When the control input is $(0,0, \ldots, 1)$, the second data input $y_{1}$ drives the output. Also, when the control input is $(1,1, \ldots, 1)$, the last data input $y_{2^{t-1}}$ drives the output.

An $t$-MUX can be realized using 1-MUXs.
Example 4.1.1. A 3-MUX is realized with $2^{3}-1=7$ modules of 1 -MUXs, as shown in Fig. 4.3.

Lemma 4.1.1. A $t$-MUX is realized by using $2^{t}-1$ modules of $1-M U X s$.
Proof. This can easily be done by mathematical induction.
When $K \geq 4$, a 2-MUX can be realized with one or two K-LUTs.

Fig. 4.1 1-MUX


Fig. $4.2 t$-MUX


Fig. 4.3 3-MUX realized by 1-MUXs


Lemma 4.1.2. [57, 73] A 2-MUX can be realized by two 4-LUTs as shown in Fig. 4.4, where

$$
g=\left(y_{0} \bar{x}_{2} \vee y_{1} x_{2}\right) \bar{x}_{1} \vee x_{1} x_{2}
$$

and

$$
h=g \bar{x}_{1} \vee\left(y_{2} \bar{g} \vee y_{3} g\right) x_{1} .
$$

Proof. When $x_{1}=0$, we have $g=y_{0} \bar{x}_{2} \vee y_{1} x_{2}$ and $h=g$. Thus, $h=y_{0} \bar{x}_{2} \vee y_{1} x_{2}$.
When $x_{1}=1$, we have $g=x_{2}$ and $h=y_{2} \bar{g} \vee y_{3} g$. Thus, $h=y_{2} \bar{x}_{2} \vee y_{3} x_{2}$.
Therefore, the circuit realizes the 2-MUX function.
Figure 4.4 shows a nondisjoint decomposition. A method to derive this decomposition is considered in Chap. 6.

When $K=5$, a 2-MUX can be realized by two 5-LUTs as shown in Fig. 4.5.
When $K=6$, a 2-MUX can be realized by a single 6-LUT instead of using three 1-MUXs as shown in Fig. 4.6.

Fig. 4.4 2-MUX realized by 4-LUTs


Fig. 4.5 2-MUX realized by 5 -LUTs


Fig. 4.6 2-MUX realized by a 6-LUT


### 4.2 MUX-Based Realization

Theorem 4.2.1. An arbitrary $n$-variable function can be represented as follows:

$$
f\left(X_{1}, X_{2}\right)=\bigvee_{i \in P} g_{i}\left(X_{1}\right) X_{2}^{i},
$$

where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right), P=\{0,1, \ldots$, $\left.2^{n-k}-1\right\}$, and the OR is performed with respect to $2^{n-k}$ elements.

Fig. 4.7 Realization of an arbitrary 7 -variable function using 5-LUTs


Example 4.2.1. Consider the realization of a 7 -variable function $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{5}\right)$, and $X_{2}=\left(x_{6}, x_{7}\right) . f$ is expanded into a sum of four products:

$$
\begin{aligned}
f\left(X_{1}, X_{2}\right) & =\bigvee_{i=0}^{3} g_{i}\left(X_{1}\right) X_{2}^{i} \\
& =g_{0}\left(X_{1}\right) X_{2}^{0} \vee g_{1}\left(X_{1}\right) X_{2}^{1} \vee g_{2}\left(X_{1}\right) X_{2}^{2} \vee g_{3}\left(X_{1}\right) X_{2}^{3} .
\end{aligned}
$$

As shown in Fig. 4.7, a 2-MUX can be realized by using three 1-MUXs. The top LUT in the left most column realizes $g_{0}$, which is selected when $\left(x_{6}, x_{7}\right)=(0,0)$. The second LUT in the leftmost column realizes $g_{1}$, which is selected when $\left(x_{6}, x_{7}\right)=(0,1)$. Other LUTs are derived similarly.

Theorem 4.2.2. When $3 \leq K \leq n$, an arbitrary $n$-variable function is realized by using at most $2^{n-K}-1$ modules of 1-MUXs and $2^{n-K}$ modules of $K$-LUTs.

Proof. Consider the expansion of Theorem 4.2.1. First, realize an $(n-K)$-MUX by using 1-MUXs. By Lemma 4.1.1, we need $2^{n-K}-1$ modules of 1-MUXs. Next, by connecting $g_{i}\left(X_{1}\right)$ to the data inputs of the $(n-K)$-MUX, realize an arbitrary $n$-variable function. To realize $g_{i}\left(X_{1}\right)\left(i=0,1, \ldots, 2^{n-K}-1\right)$, we use $2^{n-k} \bmod$ ules of $K$-LUTs.

Next, consider several special cases.
Lemma 4.2.1. An arbitrary function of $n=K+1$ variables can be realized with at most three $K$-LUTs, where $K \geq 3$.

Proof. Let $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{K}\right)$ and $X_{2}=\left(x_{K+1}\right)$. Then, the function can be represented as

$$
f\left(X_{1}, X_{2}\right)=\bar{x}_{K+1} f\left(X_{1}, 0\right) \vee x_{K+1} f\left(X_{1}, 1\right)
$$

Fig. 4.8 Realization of a $k+1$
variable function


Fig. 4.9 Realization of a $\mathrm{k}+2$ variable function


Thus, $f$ can be realized by three $K$-LUTs as shown in Fig. 4.8. Note that the left cell realizes $f\left(X_{1}, 0\right)$ and $f\left(X_{1}, 1\right)$, while the right cell works as a selector (1-MUX) to realize $f$. The integer in a cell denotes the number of LUTs to realize the cell. This is an LUT cascade, which will be explained in the next chapter.

Lemma 4.2.2. An arbitrary function of $n=K+2$ variables can be realized with at most five $K$-LUTs, where $K \geq 6$.

Proof. Let $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{K}\right)$ and $X_{2}=\left(x_{K+1}, x_{K+2}\right)$. Then, the function can be represented as

$$
\begin{aligned}
f\left(X_{1}, X_{2}\right)= & \bar{x}_{k+1} \bar{x}_{K+2} f\left(X_{1}, 0,0\right) \vee \bar{x}_{K+1} x_{K+2} f\left(X_{1}, 0,1\right) \vee \\
& x_{K+1} \bar{x}_{K+2} f\left(X_{1}, 1,0\right) \vee x_{K+1} x_{K+2} f\left(X_{1}, 1,1\right) .
\end{aligned}
$$

Thus, $f$ can be realized by five $K$-LUTs, as shown in Fig. 4.9. Note that the left cell generates $f\left(X_{1}, 0,0\right), f\left(X_{1}, 0,1\right), f\left(X_{1}, 1,0\right)$, and $f\left(X_{1}, 1,1\right)$, while the right cell serves as a selector (2-MUX) to realize $f$. Figure 4.9 can be considered as a simplified representation of Fig.4.7.

Theorem 4.2.3. [110] The number of 6-LUTs to realize an arbitrary $n$-variable function $(n \geq 6) f$ is:

- $\left(2^{n-4}-1\right) / 3$ or less, when $n$ is even.
- $\left(2^{n-4}+1\right) / 3$ or less, when $n$ is odd.

Proof. Case 1: $n$ is even $(n=2 r)$ :
We realize the function $f$ in the form of Theorem 4.2.1, where $K=6$. First, realize a ( $n-6$ )-MUX by using 2 -MUXs. This requires

$$
1+4+\cdots+4^{\frac{n-6}{2}-1}=1+4+\cdots+4^{r-4}=\frac{4^{r-3}-1}{4-1}
$$

6-LUTs. Next, realize $g_{i}\left(X_{1}\right)\left(i=0,1, \ldots, 2^{n-k}-1\right)$. This requires $4^{r-3}$ modules of 6-LUTs. So, the total number of 6-LUTs is

$$
\frac{4^{r-3}-1}{3}+4^{r-3}=\frac{4^{r-2}-1}{3}=\frac{2^{n-4}-1}{3} .
$$

Case 2: $n$ is odd $(n=2 r+1)$ :
The function $f$ can be expanded into the form

$$
\begin{equation*}
f\left(X_{1}, x_{n}\right)=\bar{x}_{n} g_{0}\left(X_{1}\right) \vee x_{n} g_{1}\left(X_{1}\right), \tag{4.1}
\end{equation*}
$$

where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{n-1}\right)$. Since $g_{i}\left(X_{1}\right)(i=0,1)$ are functions with $2 r$ variables, they can be realized by $\left(4^{r-2}-1\right) / 3$ modules of 6 -LUTs. To realize the expansion (4.1), we use a 1-MUX. Thus, the total number of 6-LUTs to realize $f$ is

$$
2 \cdot \frac{4^{r-2}-1}{3}+1=\frac{2 \cdot 4^{r-2}+1}{3}=\frac{2^{n-4}+1}{3} .
$$

Example 4.2.2. The number of 6-LUTs to realize an $n$-variable function is:

- 5 or less, when $n=8$. In this case, $g_{i}\left(X_{1}\right)(i=0,1,2,3)$ are realized by four modules of 6-LUTs, while the 2 -MUX is realized by a single 6 -LUT, as shown in Fig. 4.10. In the figure, the numbers in the squares denote the numbers of necessary LUTs.
- 11 or less, when $n=9$. In this case, $g_{i}\left(X_{1}\right)(i=0,1,2, \ldots, 7)$ are realized by 8 modules of 6 -LUTs, while the 3 -MUX is realized by three 6 -LUTs as shown in Fig. 4.11.
- 21 or less, when $n=10$. In this case, $g_{i}\left(X_{1}\right)(i=0,1,2, \ldots, 15)$ are realized by 16 modules of 6 -LUTs, while the 4 -MUX is realized by using five 6 -LUTs as shown in Fig. 4.12.

Theorem 4.2.4. Consider the function $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $X_{2}=\left(x_{5}, x_{6}, \ldots, x_{K+3}, x_{K+4}\right)$. Let $\mu$ be the column multiplicity of the decomposition $f\left(X_{1}, X_{2}\right)$, where $X_{1}$ denotes the bound variables. Then, $f$ can be realized with at most $\mu+5$ modules of $K$-LUTs, where $K \geq 6$.

Proof. The function $f\left(X_{1}, X_{2}\right)$ can be expanded as

$$
f\left(X_{1}, X_{2}\right)=g_{0}\left(\vec{a}_{0}, X_{2}\right) \vee g_{1}\left(\vec{a}_{1}, X_{2}\right) \vee g_{2}\left(\vec{a}_{2}, X_{2}\right) \vee \cdots \vee g_{15}\left(\vec{a}_{15}, X_{2}\right),
$$

Fig. 4.10 Realization of an arbitrary 8 -variable function using 6-LUTs


Fig. 4.11 Realization of an arbitrary 9 -variable function using 6-LUTs


Fig. 4.12 Realization of an arbitrary 10 -variable function using 6-LUTs

where $\vec{a}_{0}=(0,0,0,0), \vec{a}_{1}=(0,0,0,1), \vec{a}_{2}=(0,0,1,0), \ldots$, and $\vec{a}_{15}=(1,1,1,1)$. Thus, $f\left(X_{1}, X_{2}\right)$ can be realized as the circuit shown in Fig. 4.12. Since the column multiplicity is $\mu$, the number of different column functions $g_{i}\left(\vec{a}_{i}, X_{2}\right)$ is $\mu$. So, in Fig. 4.12, the LUTs producing the same functions can be shared, and only $\mu$ LUTs are sufficient to produce $g_{i}\left(\vec{a}_{i}, X_{2}\right)$.

### 4.3 Remarks

This chapter derived the number of 6-LUTs to realize an $n$-variable logic function. The number of required LUTs increases exponentially with $n$. So, the MUX-based design is only practical for the functions with a small number of inputs. However, the MUX-based method sometimes produces circuits with fewer LUTs [134] than existing methods [73, 76], in particular, for random logic functions. In this chapter, we represented the function by Shannon expansion. However, if we use
pseudo-Kronecker expansion [110], we can reduce the number of LUTs by $23 \%$ [107]. In the pseudo-Kronecker expansion, we can select one from 840 possible expansions to reduce the number of LUTs.

## Problems

4.1. Consider a 10 -variable function $f(X)$. Let $\left(X_{1}, X_{2}\right)$ be a partition of the variables $X$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)$ and $X_{2}=\left(x_{7}, x_{8}, x_{9}, x_{10}\right)$. Assume that $\mu_{6}=16$. That is, the column multiplicity of the decomposition chart is 16 . Show that $f$ can be realized with at most nine 6-LUTs.
4.2. Let $\left(X_{1}, X_{2}\right)$ be the partition of the variables $X$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $X_{2}=\left(x_{5}, x_{6}, x_{7}, x_{8}, x_{9}, x_{10}\right)$. Suppose that the column multiplicity is 10 , i.e., $\mu_{4}=10$. Then, show that $f$ can be realized with at most 15 copies of 6-LUTs.
4.3. Show that an arbitrary logic function can be represented as

$$
\begin{equation*}
f\left(x_{1}, x_{2}, Y\right)=g_{0}(Y) \oplus x_{1} g_{1}(Y) \oplus x_{2} g_{2}(Y) \oplus x_{1} x_{2} g_{3}(Y) \tag{4.2}
\end{equation*}
$$

This is the Reed-Muller expansion. Consider the Shannon expansion:

$$
\begin{equation*}
f\left(x_{1}, x_{2}, Y\right)=\bar{x}_{1} \bar{x}_{2} f_{0}(Y) \oplus \bar{x}_{1} x_{2} f_{1}(Y) \oplus x_{1} \bar{x}_{2} f_{2}(Y) \oplus x_{1} x_{2} g_{3}(Y) \tag{4.3}
\end{equation*}
$$

Represent $g_{0}(Y), g_{1}(Y), g_{2}(Y)$, and $g_{3}(Y)$ by $f_{0}(Y), f_{1}(Y), f_{2}(Y)$, and $f_{3}(Y)$.
4.4. Consider the function $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{2 k}\right)$ and $X_{2}=$ $\left(x_{2 k+1}, x_{2 k+2}, \ldots, x_{2 k+6}\right)$. Let $\mu$ be the column multiplicity of the decomposition $f\left(X_{1}, X_{2}\right)$, where $X_{1}$ denotes the bound variables. Then, show that $f$ can be realized with at most

$$
\mu+\frac{4^{k}-1}{3}
$$

6-LUTs.

## Chapter 5 <br> Cascade-Based Synthesis

The previous chapter presented a multiplexer (MUX)-based realization. Although such a method is applicable to any $n$-variable function $f$, the number of LUTs necessary to realize $f$ increases as $O\left(2^{n}\right)$. This chapter considers a cascade-based logic synthesis. A cascade-based realization is applicable to only a limited class of functions. However, functions with a small C-measure can be realized by cascadebased realizations with $O(n)$ LUTs.

### 5.1 Functional Decomposition and LUT Cascade

Before considering the general case, we review special cases.
Lemma 5.1.1. An arbitrary function of $n=K+1$ variables can be realized with at most three $K$-LUTs, where $K \geq 3$.

Proof. This is the same as Lemma 4.2.1.
Lemma 5.1.2. An arbitrary function of $n=K+2$ variables can be realized with at most five $K$-LUTs, where $K \geq 6$.

Proof. This is the same as Lemma 4.2.2.
From the definition of a decomposition chart, we have the following:
Theorem 5.1.1. [8] Let $\mu_{k}(n)$ be the column multiplicity of a decomposition chart of an $n$-variable logic function with $k$ bound variables. Then,

$$
\mu_{k}(n) \leq \min \left\{2^{k}, 2^{2^{n-k}}\right\} .
$$

When circuits are designed by LUTs, functions with smaller column multiplicities tend to have smaller realizations.

Definition 5.1.1. Let $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be a logic function. The profile of the function $f$ is the vector $\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$, where $\mu_{k}$ denotes the column multiplicity of the decomposition chart for $f\left(X_{1}, X_{2}\right), X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and
$X_{2}=\left(x_{k+1}, \ldots, x_{n}\right)$, assuming that the order of variables $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is fixed. The $\mathbf{C}$-measure of the function $f$ is $\max \left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$ and is denoted by $\mu(f)$.

Note that the order of the variables will affect the C-measure, but we choose the natural order $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of the input variables.

Lemma 5.1.3. Let $f$ be an arbitrary $n$-variable function. Then,

$$
\mu(f) \leq \max _{k=1}^{n} \min \left\{2^{k}, 2^{2^{n-k}}\right\} .
$$

For any partition ( $X_{1}, X_{2}$ ) of $X$, we have the decomposition shown in Fig. 5.1. By repeatedly applying functional decompositions to a given function $f(X)=$ $f\left(X_{1}, X_{2}, \ldots, X_{s}\right)$, we have an LUT cascade [113] shown in Fig. 5.2. An LUT cascade consists of cells. The signal lines connecting adjacent cell are rails. A logic function with a small C-measure can be realized by a compact LUT cascade.

Lemma 5.1.4. [113] An arbitrary logic function $f$ can be realized by an LUT cascade, whose cells have at most $\left\lceil\log _{2} \mu(f)\right\rceil+1$ inputs, and at most $\left\lceil\log _{2} \mu(f)\right\rceil$ outputs, where $\mu(f)$ is the $C$-measure of $f$.

Lemma 5.1.5. [127] In an LUT cascade that realizes an $n$-variable function $f$, let $s$ be the number of cells; $w=\left\lceil\log _{2} \mu(f)\right\rceil$ be the maximum number of rails; $K$ be the number of inputs to a cell; $n \geq K+1$; and $K \geq\left\lceil\log _{2} \mu(f)\right\rceil+1$. Then, an LUT cascade satisfying the following condition exists:

$$
\begin{equation*}
s=\left\lceil\frac{n-w}{K-w}\right\rceil . \tag{5.1}
\end{equation*}
$$

Proof. From the design method of the LUT cascade, we have

$$
K+(K-w)(s-1) \geq n
$$

Here, $K$ on the left-hand side of the equality denotes the number of inputs of the leftmost LUT, and $(K-w)(s-1)$ denotes the sum of inputs for the remaining $(s-1)$

Fig. 5.1 Realization of a logic function by decomposition


Fig. 5.2 LUT cascade


Fig. 5.3 Realization
of a 9-variable function
with C-measure
not exceeding 8


LUTs. When the actual number of rails is smaller than $w$, we append dummy rails to make the number of rails $w$. From this, we have

$$
s-1 \geq \frac{n-K}{K-w}, \text { and } s \geq \frac{n-w}{K-w} .
$$

Since $s$ is an integer, we have (5.1). When this is the case, we can realize an LUT cascade for $f$ having $s$ cells with at most $K$ inputs.

Example 5.1.1. Let $f\left(X_{1}, X_{2}\right)$ be a 9 -variable function, where $X_{1}=\left(x_{1}, x_{2}\right.$, $\left.\ldots, x_{6}\right)$ and $X_{2}=\left(x_{7}, x_{8}, x_{9}\right)$. Let $\mu_{6}$ be the column multiplicity of the decomposition of $f$ with respect to $\left(X_{1}, X_{2}\right)$. If $\mu_{6} \leq 8$, then $f\left(X_{1}, X_{2}\right)$ can be realized with four 6-LUTs, as shown in Fig. 5.3. Note that the number of rails between two cells is $\left\lceil\log _{2} 8\right\rceil=3$, by Theorem 3.3.1. In many cases, the natural ordering of the input variables does not yield the smallest circuit. To check if $\mu_{6} \leq 8$ for all arrangements of variables, we need to compute the column multiplicities for $\binom{9}{6}=84$ combinations of variables.

Lemma 5.1.6. Consider a cascade consisting of K-LUTs.

1. When the number of the external input variables to the output LUT is one, the number of the rail inputs to the LUT is at most two.
2. When the number of the external input variables to the output LUT is two, the number of the rail inputs to the LUT is at most four.

Proof. We prove the second case only. The proof for the first case is similar. Let $x_{n-1}$ and $x_{n}$ be external input variables for the output LUT. Consider the decomposition chart, where the rail inputs $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{n-2}\right)$ denotes the set of bound variables and the external input $X_{2}=\left(x_{n-1}, x_{n}\right)$ denotes the set of free variables. In this case, the column multiplicity is at most 16 , since there exist at most $2^{2^{2}}=16$ different column functions by Theorem 5.1.1. Also by Theorem 3.3.1, the number of the rail inputs to the output LUT is at most four.

### 5.2 Number of LUTs to Realize General Functions

As for realizations by 6-LUTs, we have the following:
Theorem 5.2.1. The number of 6-LUTs needed to realize an arbitrary n-variable function with $\mu(f) \leq 32$ is $5 n-35$ or less, where $n \geq 8$.

Fig. 5.4 Realization with 6-LUTs


Proof. From Lemma 5.1.4, an arbitrary function with $\mu(f) \leq 32$ can be realized by an LUT cascade, whose cells have at most $\left\lceil\log _{2} \mu\right\rceil+1=\log _{2}(32)+1=6$ inputs, and $w=\log _{2}(32)=5$ outputs. Let $K=6$. Then, from Lemma 5.1.5, the number of cells is at most $\left\lceil\frac{n-w}{K-w}\right\rceil=\frac{n-5}{6-5}=n-5$. Note that each cell except for the rightmost cell has at most 5 outputs. From Lemma 5.1.6, the second cell from the right has at most four outputs as shown in Fig. 5.4. So, the total number of cells is at most $n-6$. Note that the second cell from the right has 4 outputs, while the rightmost cell has just one output. Therefore, the total number of LUTs is at most $5(n-8)+4+1=5 n-35$.

Theorem 5.2.2. The number of 6 -LUTs needed to realize an arbitrary $n$-variable function with $\mu(f) \leq 16$ is $2 n-11$ or less, where $n \geq 8$.

Proof. Let $w=\log _{2}(16)=4$ and $K=6$. From Lemma 5.1.5, we have $s \leq\left\lceil\frac{n-w}{K-w}\right\rceil$ $=\frac{n-4}{6-4}=\left\lceil\frac{n-4}{2}\right\rceil$.

When $n=2 r$, each cell except for the rightmost cell has at most 4 outputs. So, the total number of LUTs is at most $4 \times\left(\left\lceil\frac{n-4}{2}\right\rceil-1\right)+1=2(n-4)-4+1=2 n-11$.

When $n=2 r+1$, by Lemma 5.1.6, the rightmost cell has one external input and at most two rail inputs, and the second cell from the right has at most two outputs. So, the total number of LUTs is at most $4 \times\left(\left\lceil\frac{n-5}{2}\right\rceil-1\right)+2+1=2 n-11$.

Theorem 5.2.3. The number of $6-L U T s$ needed to realize an arbitrary $n$-variable function with $\mu(f) \leq 8$ is $n-5$ or less when $n=3 r$, and $n-4$ or less when $n \neq 3 r$, where $n \geq 8$.

Proof. Let $w=\log _{2} 8=3$ and $K=6$. From Lemma 5.1.5, we have $s \leq\left\lceil\frac{n-w}{K-w}\right\rceil=$ $\left\lceil\frac{n-3}{3}\right\rceil$.

When $n=3 r$, each cell except for the rightmost cell has at most 3 outputs. So, the total number of LUTs is at most $3 \times\left(\left\lceil\frac{n-3}{3}\right\rceil-1\right)+1=(n-3)-3+1=n-5$.

When $n=3 r+1$, the rightmost cell has one external input and at most two rail inputs, and the second cell from the rightmost one has at most 2 outputs. So, the total number of LUTs is at most $3 \times\left(\left\lceil\frac{n-4}{3}\right\rceil-1\right)+2+1=(n-4)-3+3=n-4$.

When $n=3 r+2$, the rightmost cell has two external inputs. So, the total number of LUTs is at most $3 \times\left(\left\lceil\frac{n-5}{3}\right\rceil-1\right)+3+1=(n-5)-3+4=n-4$.

Lemma 5.2.1. The number of $K$-LUTs needed to realize $a(K+1)$-variable $k$ output function $F$ with $\mu(F) \leq 2^{K-1}+2^{K-3}$ is $3 K$ or less.

Proof. Consider the circuit shown in Fig. 5.5. Since the column multiplicity is at most $2^{K-1}+2^{K-3}$, each pattern can be uniquely represented by a $K$-bit code. By using the leftmost cell $D$, generate $K$-bit codes that correspond to the column patterns. For the first $2^{K-1}$ patterns, assign $K$-bit codes with the form $(0, *, *, \ldots, *)$, where $*$ denotes either 0 or 1 . For the remaining $2^{K-3}$ patterns, assign $K$-bit codes with the form $(1,0,0, *, *, \ldots, *)$. Cell $A$ in Fig. 5.5 implements the function for the codes $(0, *, *, \ldots, *)$, while cell $B$ implements the function for the codes $(1,0,0, *, \ldots, *)$. Cell $C$ is used for a selector, which is controlled by the most significant bit of the outputs of cell $D$. In this way, an arbitrary $K$ output function can be realized by the circuit shown in Fig. 5.5. Note that cell $B$ has $K-2$ inputs, and cell $C$ has three inputs. Cells $B$ and $C$ can be merged and realized by a $K$-input LUT. Thus, the total number of LUTs to implement this circuit is at most $3 K$.

Theorem 5.2.4. Let $K \geq 6$ and $n \geq K+3$. The number of $K$-LUTs to realize an $n$-variable function $f$ with $\mu(f) \leq 2^{K-1}+2^{K-3}$ is $2 K(n-K)-5 K+9$ or less.

Proof. Consider the cascade shown in Fig.5.6. Since $\left\lceil\log _{2} \mu\right\rceil \leq K$, the function can be realized by a cascade with at most $K$-rails. Also, by Lemma 5.2.1, each of the intermediate cells can be realized with at most $2 K$ LUTs. By Lemma 5.1.6, the rightmost cell has at most four rail inputs and two external inputs. Also, note that the second cell from the right can be implemented with at most 8 LUTs. Note that

Fig. 5.5 Realization of ( $K+1$ )-variable $K$-output function


Fig. 5.6 Cascade realization in the proof
the number of outputs is at most four, and the number of inputs is $K+1$. We can prove that 8 LUTs is sufficient in a similar way to the proof of Lemma 5.2.1. The leftmost cell can be implemented with $K$ LUTs. Thus, the total number of LUTs is $K+2 K(n-K-3)+9=2 K(n-K)-5 K+9$.

## Theorem 5.2.5.

- The number of 6-LUTs needed to realize an arbitrary n-variable function with $\mu(f) \leq 40$ is $12 n-93$ or less, where $n \geq 9$.
- The number of 7-LUTs needed to realize an arbitrary n-variable function with $\mu(f) \leq 80$ is $14 n-124$ or less, where $n \geq 10$.
- The number of 8-LUTs needed to realize an arbitrary n-variable function with $\mu(f) \leq 160$ is $16 n-159$ or less, where $n \geq 11$.


### 5.3 Number of LUTs to Realize Symmetric Functions

When the given function is symmetric, it can be realized more efficiently than a general function [106,112]. Efficient algorithms to detect symmetric functions exist, e.g., $[70,91]$.

Lemma 5.3.1. Let $f$ be a symmetric function of $n$-variables. Then, $\mu(f) \leq n+1$.
Proof. Consider the partition of variables $\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. Let $\mu_{k}$ be the column multiplicity of the decomposition. Since $f$ is symmetric, the column labels with the same weights have the same column patterns in the decomposition chart. Thus, the column multiplicity is at most $k+1$. From this, we have the lemma.

Example 5.3.1. Consider a symmetric function $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}\right)$ and $X_{2}=\left(x_{4}, x_{5}, x_{6}\right)$. This is an example for $k=3$. In this case, the number of columns is $2^{3}=8$. The column label with weight 0 is $(0,0,0)$. The column labels with weight 1 are $(1,0,0),(0,1,0)$, and $(0,0,1)$. They have the same column functions. The column labels with weight 2 are $(1,1,0),(1,0,1)$, and $(0,1,1)$. They have the same column functions. And the column label with weight 3 is $(1,1,1)$. Thus, the number of different column patterns is at most four.

In Chap. 7, tighter bounds are derived.
Theorem 5.3.1. The number of $K$-LUTs needed to realize an $n$-variable symmetric function is:

- 4 or less, when $n=9$ and $K=6$. Figure 5.3 shows the realization.
- 7 or less, when $n=12$ and $K=6$. Figure 5.7 shows the realization.
- 13 or less, when $n=15$ and $K=6$. Figure 5.8 shows the realization.

Example 5.3.2. Consider SYM12 [110], a symmetric function of 12 variables. SYM12 is 1 iff the number of 1's in the inputs is between 4 and 8 .

Fig. 5.7 Realization of a symmetric function of 12 variables by 6-LUTs


Fig. 5.8 Realization of a symmetric function of 15 variables by 6-LUTs


Fig. 5.9 SYM12 realized by 6-LUTs


1. The column multiplicity of the function with respect to the bound set composed of $K=6$ variables is $\mu_{6}=7$. Thus, the number of rails between two blocks is $\left\lceil\log _{2} 7\right\rceil=3$.
2. We decompose the function with respect to the bound set: $x_{1}, x_{2}, \ldots, x_{6}$. Realize the first cell using 6-LUTs, which corresponds to the leftmost cell in Fig. 5.9.
3. The remaining function has $12-6+3=9$ variables. The bound variables for the second decomposition are three outputs of the leftmost cell, and $x_{7}, x_{8}, x_{9}$. In this case, the column multiplicity is $\mu_{9}=8$ (Problem 3.8). Thus, the number of rails between two blocks is $\left\lceil\log _{2} 8\right\rceil=3$.
4. We decompose the remaining function with the bound set: three outputs of the leftmost cell, and $x_{7}, x_{8}, x_{9}$. Realize the second cell using 6-LUTs, which corresponds to the middle cell in Fig. 5.9.
5. The remaining function has $9-6+3=6$ variables. Since the number of remaining variables is equal to $K=6$, realize the function by a 6 -LUT, which corresponds to the rightmost cell in Fig. 5.9.
6. In this way, SYM12 is realized by $3+3+1=7$ LUTs of 6 -inputs. Note that this realization is different from that shown in Fig. 5.7.

### 5.4 Remarks

In this chapter, we showed a method to realize a given function by using a cascade of LUTs. This method is only applicable to the functions whose C-measures are small.

The C-measure of a logic function $f$ is related to the size of its BDD. Sizes of BDDs for various classes of functions are considered in [154]. Classes of functions having small C-measures are considered in Chap. 7.

LSIs for LUT cascades have been fabricated [86-88]. This chapter is based on [134].

## Problems

5.1. Compare the tree-type realization in Fig. 5.7 with the cascade realization in Fig. 5.9. Discuss their advantages and disadvantages.
5.2. Consider the 4 -bit adder, where $x_{3}, x_{2}, x_{1}, x_{0}$ and $y_{3}, y_{2}, y_{1}, y_{0}$ denote the inputs, and $z_{4}, z_{3}, z_{2}, z_{1}, z_{0}$ denote the outputs. Design the adder using an LUT cascade. Use 6-LUTs. Show the expression of the output function for each LUT.
5.3. Design a 12 -input 4 -output circuit that counts the number of 1 's in the inputs and represents this by a binary number (i.e., WGT12) by 6-LUTs.
5.4. Consider a set of three functions $f_{i}$ with 7 variables. Assume that $\mu\left(f_{i}\right) \leq 40$ for $i=1,2,3$. Realize these functions by 6-LUTs, using the design method shown in the proof of Lemma 5.2.1.
5.5. Let $\mu_{k}(n)$ be the column multiplicity of a decomposition chart of an $n$-variable function with $k$ bound variables. Show the following relations:

$$
\begin{gathered}
\mu_{k+1}(n) \leq 2 \mu_{k}(n) \\
\mu_{k-1}(n) \leq \mu_{k}^{2}(n)
\end{gathered}
$$

5.6. Enumerate the 8 -variable functions whose C -measures are 32 .

## Chapter 6 <br> Encoding Method

This chapter shows a method to reduce the number of LUTs needed to realize logic functions with nonstandard encodings. In these encodings, intermediate variables in functional decomposition are represented with fewer variables. This method offers a way to find a nondisjoint decomposition.

### 6.1 Decomposition and Equivalence Class

Definition 6.1.1. Let $f\left(X_{1}, X_{2}\right)$ be a logic function and ( $X_{1}, X_{2}$ ) be a partition of $X .\left|X_{1}\right|$ denotes the number of variables in $X_{1}$. Let $B=\{0,1\}$. When $n_{1}=\left|X_{1}\right|$ and $n_{2}=\left|X_{2}\right|$, an equivalence relation $\sim$ on $B^{n_{1}}$ is defined as follows: $\vec{a} \sim \vec{b} \Longleftrightarrow$ $f\left(\vec{a}, X_{2}\right)=f\left(\vec{b}, X_{2}\right)$, where $\vec{a}, \vec{b} \in B^{n_{1}}$. Let the equivalence classes of $B^{n_{1}}$ be $\Psi_{0}, \Psi_{1}, \ldots, \Psi_{\mu-1}$. In this case, $\mu$ is equal to the column multiplicity in the decomposition chart of $f$ with the partition $\left(X_{1}, X_{2}\right) . \Psi_{i}$ is also used to represent the corresponding logic function.

Example 6.1.1. Consider the function

$$
f\left(X_{1}, X_{2}\right)=y_{0} \bar{x}_{1} \bar{x}_{2} \vee y_{1} \bar{x}_{1} x_{2} \vee y_{2} x_{1} \bar{x}_{2} \vee y_{3} x_{1} x_{2},
$$

where $X_{1}=\left(x_{1}, x_{2}, y_{0}, y_{1}\right)$ and $X_{2}=\left(y_{2}, y_{3}\right)$. The decomposition chart is shown in Fig. 6.1. The logic functions for the various equivalence classes are

$$
\begin{aligned}
& \Psi_{0}=\bar{x}_{1} \bar{x}_{2} \bar{y}_{0} \vee \bar{x}_{1} x_{2} \bar{y}_{1}=\bar{x}_{1}\left(\bar{x}_{2} \bar{y}_{0} \vee x_{2} \bar{y}_{1}\right), \\
& \Psi_{1}=x_{1} x_{2}, \\
& \Psi_{2}=x_{1} \bar{x}_{2}, \text { and } \\
& \Psi_{3}=\bar{x}_{1} \bar{x}_{2} y_{0} \vee \bar{x}_{1} x_{2} y_{1}=\bar{x}_{1}\left(\bar{x}_{2} y_{0} \vee x_{2} y_{1}\right) .
\end{aligned}
$$

Note that $\Psi_{0}$ denotes the logic function for the equivalence class of the column vector $(0,0,0,0)^{t}$, where the symbol $t$ denotes the transpose of the vector. Similarly, $\Psi_{1}$ corresponds to $(0,1,0,1)^{t}, \Psi_{2}$ corresponds to $(0,0,1,1)^{t}$, and $\Psi_{3}$ corresponds to $(1,1,1,1)^{t}$.

|  |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $x_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{2}$ |
|  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $y_{0}$ |
|  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | $y_{1}$ |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |  |
| 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |
| $y_{2}$ | $y_{3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Fig. 6.1 Example of a decomposition chart

### 6.2 Disjoint Encoding

Definition 6.2.1. In a functional decomposition, the minimum length encoding uses $\left\lceil\log _{2} \mu\right\rceil$ bits to encode equivalence classes: $\Psi_{0}, \Psi_{1}, \ldots, \Psi_{\mu-1}$, where $\lceil a\rceil$ denotes the minimum integer greater than $a$.

Since $\Psi_{i}(i=0,1, \ldots, \mu-1)$ represents equivalence classes, $\Psi_{i}$ has the following properties: $\Psi_{i} \cdot \Psi_{j}=0(i \neq j)$ and $\vee_{i=0}^{\mu-1} \Psi_{i}=1$.

Let the intermediate variables be $h_{1}, h_{2}, \ldots, h_{u}$, where $u=\left\lceil\log _{2} \mu\right\rceil$. Suppose that $\left(h_{u}, h_{u-1}, \ldots, h_{2}, h_{1}\right)$ denotes the index showing the equivalence class. In this encoding, all the vectors in an equivalence class are assigned the same codes. Such an encoding is a disjoint encoding. ${ }^{1}$

Example 6.2.1. Consider the function in Example 6.1.1. Note that $\mu=4$. When we use disjoint encoding:
$\Psi_{0}$ is coded by 00,
$\Psi_{1}$ is coded by 01,
$\Psi_{2}$ is coded by 10, and
$\Psi_{3}$ is coded by 11

In this case, we have

$$
\begin{aligned}
& h_{1}=\Psi_{1} \vee \Psi_{3}=x_{1} x_{2} \vee \bar{x}_{1}\left(\bar{x}_{2} y_{0} \vee x_{2} y_{1}\right), \text { and } \\
& h_{2}=\Psi_{2} \vee \Psi_{3}=x_{1} x_{2} \vee \bar{x}_{1}\left(\bar{x}_{2} y_{0} \vee x_{2} y_{1}\right) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
\bar{h}_{2} \bar{h}_{1} & =\Psi_{0}, \\
\bar{h}_{2} h_{1} & =\Psi_{1}, \\
h_{2} \bar{h}_{1} & =\Psi_{2}, \text { and } \\
h_{2} h_{1} & =\Psi_{3} .
\end{aligned}
$$

[^0]However, even if $x_{1}$ is realized instead of the function $h_{2}=\Psi_{2} \vee \Psi_{3}$, we can still represent the equivalence class as follows:

$$
\begin{aligned}
& \bar{x}_{1} \bar{h}_{1}=\bar{x}_{1}\left(\bar{x}_{2} \bar{y}_{0} \vee x_{2} \bar{y}_{1}\right)=\Psi_{0}, \\
& \bar{x}_{1} h_{1}=\bar{x}_{1}\left(\bar{x}_{2} y_{0} \vee x_{2} y_{1}\right)=\Psi_{3}, \\
& x_{1} \bar{h}_{1}=x_{1} \bar{x}_{2}=\Psi_{2}, \text { and } \\
& x_{1} h_{1}=x_{1} x_{2}=\Psi_{1} .
\end{aligned}
$$

The above example shows that an appropriate encoding can simplify intermediate variables. The next section shows a systematic method to simplify intermediate variables. Here, we assume that a function is simpler if it can be represented with fewer variables.

### 6.3 Nondisjoint Encoding

In a disjoint encoding, all the vectors in an equivalence class are assigned to the same code. However, in general, we can use the code where the vectors in the same equivalence class may be assigned to different codes, as long as the vectors in the different classes are assigned to different codes. Such an encoding is a nondisjoint encoding. This often simplifies intermediate variables.

Various methods exist to encode equivalence classes: $\Psi_{0}, \Psi_{1}, \ldots$, and $\Psi_{\mu-1}$. In this chapter, we use the encoding that simplifies the intermediate variable $h_{u}$. If we can design an encoding such that $h_{u}\left(X_{1}\right)=x_{i}$, then the LUT for $h_{u}$ is not needed, since $x_{i}$ is available as an input variable.

Example 6.3.1. Consider a 7 -variable function $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}\right.$, $\left.x_{2}, x_{3}, x_{4}\right)$ and $X_{2}=\left(x_{5}, x_{6}, x_{7}\right)$. Assume that $f$ is partially symmetric with respect to $X_{1}$. In this case, the column multiplicity $\mu$ of the decomposition chart for $f\left(X_{1}, X_{2}\right)$ is at most 5 , since it is sufficient to identify if $0,1,2,3$, and 4 of $x_{1}, x_{2}, x_{3}$, and $x_{4}$ are 1 . Since $\mu \leq 5$ and $\left\lceil\log _{2} \mu\right\rceil \leq 3, f$ can be realized as shown in Fig. 6.2.

Assume $\mu=5$. In this case, the circuit requires three intermediate variables: $h_{1}$, $h_{2}$, and $h_{3}$.

Fig. 6.2 Realization using disjoint encoding


Table 6.1 Disjoint encoding

| $h_{3}$ | $h_{2}$ | $h_{1}$ | Number of 1 's in $X_{1}$ |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 2 |
| 0 | 1 | 1 | 3 |
| 1 | 0 | 0 | 4 |

## Disjoint Encoding:

Table 6.1 shows the encoding for $h_{1}, h_{2}$, and $h_{3}$. Note that $\left(h_{3}, h_{2}, h_{1}\right)$ shows the number of 1 's in the inputs. In this case, we have

$$
\begin{aligned}
& h_{3}=S B(4,4)=x_{1} x_{2} x_{3} x_{4}, \\
& h_{2}=S B(4,2)=x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{1} x_{4} \oplus x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{3} x_{4}, \text { and } \\
& h_{1}=S B(4,1)=x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4} .
\end{aligned}
$$

Note that Table 6.1 represents WGT4, which is realized by the block A in Fig. 6.2. Since Table 6.1 uses five code words in disjoint encoding, the network for $A$ requires three 4-LUTs.

## The Encoding that Simplifies an Intermediate Variable:

For $h_{3}$, we realize $x_{1}$ instead of $S B(4,4)$ :

$$
\begin{aligned}
h_{3} & =x_{1}, \\
h_{2} & =S B(4,2), \text { and } \\
h_{1} & =S B(4,1)
\end{aligned}
$$

In this case, $\left(h_{3}, h_{2}, h_{1}\right)$ shows the number of 1's in $X_{1}$, where

$$
\begin{aligned}
& \left(h_{3}, h_{2}, h_{1}\right)=(0,0,0) X_{1} \text { has no } 1, \\
& \left(h_{3}, h_{2}, h_{1}\right)=(-, 0,1) X_{1} \text { has one } 1, \\
& \left(h_{3}, h_{2}, h_{1}\right)=(-, 1,0) X_{1} \text { has two 1's, } \\
& \left(h_{3}, h_{2}, h_{1}\right)=(-, 1,1) X_{1} \text { has three } 1 \text { 's, and } \\
& \left(h_{3}, h_{2}, h_{1}\right)=(1,0,0) X_{1} \text { has four 1's. }
\end{aligned}
$$

Since the function $h_{3}=x_{1}$ is available as an input variable, no LUT is necessary for $h_{3}$, as shown in Fig. 6.3. The network for $A^{\prime}$ realizes a 4-input 2-output function and can be implemented by only two 4-LUTs. This encoding uses eight different code words.

Fig. 6.3 Realization using encoding that simplifies $h$


Note that the nondisjoint encoding shown in the above example converted a disjoint decomposition (Fig. 6.2) into a nondisjoint decomposition (Fig. 6.3). Thus, a disjoint encoding corresponds to a disjoint decomposition, while a nondisjoint encoding corresponds to a nondisjoint decomposition. However, not every nondisjoint encoding leads to a nondisjoint decomposition.

Theorem 6.3.1. [58] Consider the decomposition

$$
f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{1}\right), \ldots, h_{u}\left(X_{1}\right), X_{2}\right) .
$$

Let $\Psi_{i}\left(X_{1}\right),(i=0,1, \ldots, \mu-1)$ be the equivalence classes of the decomposition. Let $x_{j} \in X_{1}$. If the number of different nonzero functions $\bar{x}_{j} \Psi_{i},(i=$ $0,1,2, \ldots, \mu-1)$ is equal to or less than $2^{u-1}$, and the number of different nonzero functions $x_{j} \Psi_{i},(i=0,1,2, \ldots, \mu-1)$ is equal to or less than $2^{u-1}$, then $h_{u}\left(X_{1}\right)$ can be represented as $h_{u}\left(X_{1}\right)=x_{j}$.

Proof. Algorithm 6.3.1 shows the method to simplify intermediate variables.

## Algorithm 6.3.1. (Simplification of an Intermediate Variable)

1. Let $\Psi_{i}(i=0,1, \ldots, \mu-1)$ and $x_{j} \in X_{1}$ satisfy the condition of Theorem 6.3.1. To $\bar{x}_{j} \Psi_{i} \neq 0$, assign code $v$ from 0 to $2^{u-1}-1$.
2. To $x_{j} \Psi_{i} \neq 0$, if the function $\bar{x}_{j} \Psi_{i}$ is already assigned a code $v$ in the previous step, assign a code $v+2^{u-1}$.
3. If there exists a function $x_{j} \Psi_{i}$ which has not been assigned a code yet, assign an unused code $t$, where $2^{u-1} \leq t<2^{u}$.

We use examples to show the algorithm.
Example 6.3.2. Consider the decomposition $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}\right)$. Let the equivalence classes for the decomposition be

$$
\begin{aligned}
& \Psi_{0}=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3}, \\
& \Psi_{1}=\bar{x}_{1} x_{2} \vee \bar{x}_{2} x_{3} \vee \bar{x}_{3} x_{1}, \text { and } \\
& \Psi_{2}=x_{1} x_{2} x_{3} .
\end{aligned}
$$

## Disjoint Encoding:

Since $\mu=3$, a disjoint encoding requires $u=\left\lceil\log _{2} 3\right\rceil=2$ intermediate variables:

$$
\begin{aligned}
h_{1} & =\Psi_{1}=\bar{x}_{1} x_{2} \vee \bar{x}_{2} x_{3} \vee \bar{x}_{3} x_{1}, \text { and } \\
h_{2} & =\Psi_{2}=x_{1} x_{2} x_{3} .
\end{aligned}
$$

## Encoding that Simplifies an Intermediate Variable:

Next, let us use Algorithm 6.3.1 to simplify an intermediate variable. First, confirm that $\Psi_{i},(i=0,1,2)$ satisfies the conditions of Theorem 6.3.1:

$$
\begin{aligned}
& \bar{x}_{1} \Psi_{0}=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \\
& \bar{x}_{1} \Psi_{1}=\bar{x}_{1}\left(x_{2} \vee \bar{x}_{2} x_{3}\right), \\
& \bar{x}_{1} \Psi_{2}=0
\end{aligned}
$$

and

$$
\begin{aligned}
& x_{1} \Psi_{0}=0 \\
& x_{1} \Psi_{1}=x_{1}\left(\bar{x}_{2} x_{3} \vee \bar{x}_{3}\right), \text { and } \\
& x_{1} \Psi_{2}=x_{1} x_{2} x_{3} .
\end{aligned}
$$

Since the number of nonzero functions is $2 \leq 2^{u-1}$, where $u=\left\lceil\log _{2} 3\right\rceil=2$, the conditions are satisfied. Next, assign codes to the columns:

> To $\bar{x}_{1} \Psi_{0}$ assign 00,
> to $\bar{x}_{1} \Psi_{1}$ assign 01, to $x_{1} \Psi_{1}$ assign 11 , and to $x_{1} \Psi_{2}$ assign 10.

Thus, we have the following intermediate variables:

$$
\begin{aligned}
& h_{1}=\bar{x}_{1} \Psi_{1} \vee x_{1} \Psi_{1}=\bar{x}_{1}\left(x_{2} \vee \bar{x}_{2} x_{3}\right) \vee x_{1}\left(\bar{x}_{2} x_{3} \vee \bar{x}_{3}\right)=\Psi_{1} \\
& h_{2}=x_{1} \Psi_{1} \vee x_{1} \Psi_{2}=x_{1}
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \bar{h}_{2} \bar{h}_{1}=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3}=\Psi_{0} \\
& h_{2} \bar{h}_{1}=x_{1} x_{2} x_{3}=\Psi_{2} .
\end{aligned}
$$

Therefore, $\Psi_{i}(i=0,1,2)$ can be represented by $\left(h_{2}, h_{1}\right)$. In this encoding, only the LUTs for $h_{1}$ are needed. No LUT is necessary to implement $h_{2}=x_{1}$, since $x_{1}$ is available as an input.

Example 6.3.3. Consider a function $f\left(X_{1}, X_{2}\right)$, where $f$ is partially symmetric with respect to $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. Also, assume that the column multiplicity for the decomposition $f\left(X_{1}, X_{2}\right)$ is five. In this case, the equivalence classes for the decomposition for $f$ with the partition $\left(X_{1}, X_{2}\right)$ are

$$
\begin{aligned}
& \Psi_{0}=S_{0}^{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{3}, \\
& \Psi_{1}=S_{1}^{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right), \\
& \Psi_{2}=S_{2}^{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right), \\
& \Psi_{3}=S_{3}^{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right), \\
& \Psi_{4}=S_{4}^{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1} x_{2} x_{3} x_{4} .
\end{aligned}
$$

Since $\mu=5$, e variables. Note that

$$
\begin{aligned}
& \bar{x}_{1} \Psi_{4}=0, \text { and } \\
& x_{1} \Psi_{0}=0
\end{aligned}
$$

In this case $\Psi_{i},(i=0,1, \ldots, 4)$ satisfies the conditions of Theorem 6.3.1. Thus, an intermediate variable $h_{3}$ can be simplified to $x_{1}$. Next, assign codes to columns as follows:

$$
\begin{aligned}
& \text { To } \bar{x}_{1} \Psi_{0} \text { assign } 000, \\
& \text { to } \bar{x}_{1} \Psi_{1} \text { assign } 001, \\
& \text { to } \bar{x}_{1} \Psi_{2} \text { assign } 010, \\
& \text { to } \bar{x}_{1} \Psi_{3} \text { assign } 011, \\
& \text { to } x_{1} \Psi_{1} \text { assign } 101, \\
& \text { to } x_{1} \Psi_{2} \text { assign } 110 \text {. } \\
& \text { to } x_{1} \Psi_{3} \text { assign } 111, \text { and } \\
& \text { to } x_{1} \Psi_{4} \text { assign } 100 .
\end{aligned}
$$

Using these codes, we derive the following expressions for the intermediate variables:

$$
\begin{aligned}
& h_{1}=\bar{x}_{1} \Psi_{1} \vee \bar{x}_{1} \Psi_{3} \vee x_{1} \Psi_{1} \vee x_{1} \Psi_{3}=\Psi_{1} \vee \Psi_{3} \\
& h_{2}=\bar{x}_{1} \Psi_{2} \vee \bar{x}_{1} \Psi_{3} \vee x_{1} \Psi_{2} \vee x_{1} \Psi_{3}=\Psi_{2} \vee \Psi_{3} \\
& h_{3}=x_{1} \Psi_{1} \vee x_{1} \Psi_{2} \vee x_{1} \Psi_{3} \vee x_{1} \Psi_{4}=x_{1}
\end{aligned}
$$

Note that in this case,

$$
\begin{aligned}
\bar{h}_{3} \bar{h}_{2} \bar{h}_{1} & =\Psi_{0}, \\
\bar{h}_{2} h_{1} & =\Psi_{1}, \\
h_{2} \bar{h}_{1} & =\Psi_{2}, \\
h_{2} h_{1} & =\Psi_{3}, \text { and } \\
h_{3} \bar{h}_{2} \bar{h}_{1} & =\Psi_{4} .
\end{aligned}
$$

Fig. 6.4 WGT7


Fig. 6.5 Realization of WGT7 with 8 LUTs

In this encoding, only the LUTs for $h_{1}$ and $h_{2}$ are needed. No LUT is necessary to implement $h_{3}=x_{1}$, since $x_{1}$ is available as an input.

Example 6.3.4. Realize WGT7 using LUTs with up to 5 inputs.
(Solution) WGT7 has seven inputs and three outputs as shown in Fig. 6.4. It counts the number 1 of 1 's in the input, and represents it by a binary number $\left(y_{2}, y_{1}, y_{0}\right)$, where $y_{2}=S B(7,4), y_{1}=S B(7,2)$, and $y_{0}=S B(7,1)$. Let $X$ be partitioned as $\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $X_{2}=\left(x_{5}, x_{6}, x_{7}\right)$. Note that the functions are symmetric with respect to $X_{1}$ and $X_{2}$. The column multiplicity of the decomposition chart ( $X_{1}, X_{2}$ ) is five. So, the straightforward realization produces the network shown in Fig. 6.5, where WGT4 is a 4-input bit-counting circuit and produces three functions:

$$
\begin{aligned}
& h_{3}=S B(4,4) \\
& h_{2}=x_{1} x_{2} x_{3} x_{4}, \\
& h_{1}=S B(4,2)=x_{1}\left(x_{2} \oplus x_{3} \oplus x_{4}\right) \oplus x_{2}\left(x_{3} \oplus x_{4}\right) \oplus x_{3} x_{4}, \text { and } \\
&=x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4}
\end{aligned}
$$

Also, WGT3 is a 3-input bit-counting circuit (i.e., a full adder) and produces two functions:

$$
\begin{aligned}
& h_{5}=S B(3,2)=x_{5} x_{6} \oplus x_{6} x_{7} \oplus x_{7} x_{5}, \text { and } \\
& h_{4}=S B(3,1)=x_{5} \oplus x_{6} \oplus x_{7} .
\end{aligned}
$$

$G_{1}$ adds two 2-bit numbers $\left(h_{2}, h_{1}\right)$ and $\left(h_{5}, h_{4}\right)$, producing the two least significant bits of the sum. And $G_{2}$ adds a 2-bit number $\left(h_{5}, h_{4}\right)$ and a 3-bit number ( $h_{3}, h_{2}, h_{1}$ ), producing the most significant bit of the sum. In Fig. 6.5, WGT4 has three outputs and requires three LUTs. Note that


Fig. 6.6 Realization of WGT7 with 7 LUTs

$$
\begin{aligned}
& y_{2}=h_{3} \oplus h_{4} h_{5} \oplus h_{1} h_{4}\left(h_{2} \oplus h_{5}\right), \\
& y_{1}=h_{2} \oplus h_{5} \oplus h_{1} h_{4}, \text { and } \\
& y_{0}=h_{1} \oplus h_{4} .
\end{aligned}
$$

Since each output of $G_{1}$ and $G_{2}$ in Fig. 6.5 requires one LUT, we need 8 LUTs in total. However, if $h_{3}=S B(4,4)$ is replaced by $x_{1}$ as shown in Fig. 6.6, we need only 7 LUTs. In this case, we use the relation $h_{3}=x_{1} \bar{h}_{1} \bar{h}_{2}$, and

$$
y_{2}=x_{1} \bar{h}_{1} \bar{h}_{2} \oplus h_{2} h_{5} \oplus h_{1} h_{4}\left(h_{2} \oplus h_{5}\right) .
$$

Example 6.3.5. Realize WGT8 by LUTs with up to 5 inputs.
(Solution) WGT8 realizes the four functions $\mathrm{SB}(8,8), \mathrm{SB}(8,4), \mathrm{SB}(8,2)$, and $\mathrm{SB}(8,1)$. Let $X$ be partitioned as $X=\left(X_{1}, X_{2}, X_{3}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$, $X_{2}=\left(x_{5}, x_{6}\right)$, and $X_{3}=\left(x_{7}, x_{8}\right)$.

First, realize

$$
\begin{aligned}
& S B(4,4)=x_{1} x_{2} x_{3} x_{4}, \\
& S B(4,2)=x_{1}\left(x_{2} \oplus x_{3} \oplus x_{4}\right) \oplus x_{2}\left(x_{3} \oplus x_{4}\right) \oplus x_{3} x_{4}, \text { and } \\
& S B(4,1)=x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4} .
\end{aligned}
$$

Then, realize

$$
\begin{aligned}
& S B(6,4)=S B(4,4) \oplus S B(4,3)\left(x_{5} \oplus x_{6}\right) \oplus S B(4,2) x_{5} x_{6}, \\
& S B(6,2)=S B(4,2) \oplus S B(4,1)\left(x_{5} \oplus x_{6}\right) \oplus x_{5} x_{6}, \text { and } \\
& S B(6,1)=S B(4,1) \oplus x_{5} \oplus x_{6} .
\end{aligned}
$$

Note that we use the relation in Lemma 3.5.3:

$$
S B(4,3)=S B(4,2) S B(4,1) .
$$

Fig. 6.7 Realization of WGT8


Finally, realize

$$
\begin{aligned}
& S B(8,8)=S B(6,6) x_{7} x_{8}, \\
& S B(8,4)=S B(6,4) \oplus S B(6,3)\left(x_{7} \oplus x_{8}\right) \oplus S B(6,2) x_{7} x_{8}, \\
& S B(8,2)=S B(6,2) \oplus S B(6,1)\left(x_{7} \oplus x_{8}\right) \oplus x_{7} x_{8}, \text { and } \\
& S B(8,1)=S B(6,1) \oplus x_{7} \oplus x_{8} .
\end{aligned}
$$

In this case, we use the relation in Lemma 3.5.3:

$$
\begin{aligned}
& S B(6,6)=S B(6,4) S B(6,2), \text { and } \\
& S B(6,3)=S B(6,2) S B(6,1) .
\end{aligned}
$$

Thus, WGT8 is realized as Fig. 6.7. However, if we use the relation

$$
S B(4,4)=x_{1} x_{2} x_{3} x_{4}=x_{1} \overline{S B(4,2)} \overline{S B(4,1)}
$$

the LUT for $S B(4,4)$ can be replaced by a variable $x_{1}$. Thus, WGT8 requires only 9 LUTs.

Example 6.3.6. Realize the 9-input symmetric function SYM9 using LUTs with up to 5 inputs.
(Solution) SYM9 is represented as

$$
f=S_{\{3,4,5,6\}}^{9}\left(x_{1}, x_{2}, \ldots, x_{9}\right)
$$

$f=1$ if and only if the number of 1 's in the input is $3,4,5$, or 6 . Suppose that the function is decomposed as $f\left(X_{1}, X_{2}, X_{3}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)$, $X_{2}=\left(x_{6}, x_{7}\right)$, and $X_{3}=\left(x_{8}, x_{9}\right)$. When $X_{1}$ is the set of bound variables, the equivalence classes are

$$
\begin{aligned}
& \Psi_{0}=S_{0}^{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4} \bar{x}_{5}, \\
& \Psi_{1}=S_{1}^{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right), \\
& \Psi_{2}=S_{2}^{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right), \\
& \Psi_{3}=S_{3}^{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right), \\
& \Psi_{4}=S_{4}^{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right), \text { and } \\
& \Psi_{5}=S_{5}^{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=x_{1} x_{2} x_{3} x_{4} x_{5} .
\end{aligned}
$$

Suppose that the first cell realizes WGT5. Next, consider the decomposition where $X_{1}$ and $X_{2}$ are bound variables. Suppose that the second cell realizes WGT7 as shown in Fig. 6.8, where

$$
\begin{aligned}
& y_{2}=S B(7,4), \\
& y_{1}=S B(7,2), \text { and } \\
& y_{0}=S B(7,1) .
\end{aligned}
$$

From the definition of SYM9, we have Table 6.2 showing the function of the rightmost cell. As shown in Fig. 6.8, the network for Table 6.2 requires only one LUT. Thus, SYM9 is realized by seven 5-LUTs.

Fig. 6.8 Realization for SYM9

Table 6.2 Truth table for the rightmost cell


| $y_{2}$ | $y_{1}$ | $y_{0}$ | $x_{8}$ | $x_{9}$ | f |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | - | - | 0 |
| 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 1 | 0 | 1 | - | 1 |
| 0 | 1 | 0 | - | 1 | 1 |
| 0 | 1 | 1 | - | - | 1 |
| 1 | 0 | 0 | - | - | 1 |
| 1 | 0 | 1 | 0 | - | 1 |
| 1 | 0 | 1 | - | 0 | 1 |
| 1 | 1 | 0 | 0 | 0 | 1 |
| 1 | 1 | 1 | - | - | 0 |

Next, consider whether any output function of WGT7 can be simplified. Table 6.2 shows that when WGT7 produces $(0,1,1)$ and $(1,0,0)$, the value of the function is 1 , independent of the values of $x_{8}$ and $x_{9}$. Thus, the equivalence classes are

$$
\begin{aligned}
& \Psi_{0}=S_{0}^{7}\left(x_{1}, x_{2}, \ldots, x_{7}\right)=\bar{x}_{1} \bar{x}_{2} \ldots \bar{x}_{6} \bar{x}_{7}, \\
& \Psi_{1}=S_{1}^{7}\left(x_{1}, x_{2}, \ldots, x_{7}\right), \\
& \Psi_{2}=S_{2}^{7}\left(x_{1}, x_{2}, \ldots, x_{7}\right), \\
& \Psi_{3}=S_{\{3,4\}}^{7}\left(x_{1}, x_{2}, \ldots, x_{7}\right), \\
& \Psi_{4}=S_{5}^{7}\left(x_{1}, x_{2}, \ldots, x_{7}\right), \\
& \Psi_{5}=S_{6}^{7}\left(x_{1}, x_{2}, \ldots, x_{7}\right), \text { and } \\
& \Psi_{6}=S_{7}^{7}\left(x_{1}, x_{2}, \ldots, x_{7}\right)=x_{1} x_{2} \ldots x_{6} x_{7} .
\end{aligned}
$$

In this case, we cannot simplify any output of WGT7 by using Theorem 6.3.1, since the number of nonzero functions in $x_{1} \Psi_{i}$ and $\bar{x}_{1} \Psi_{i}$, where $(i=0,1,2$, $3,4,5,6)$, is both six.

Example 6.3.7. Design a 2-MUX using 4-LUTs, where a 2-MUX realizes the function

$$
f\left(y_{0}, y_{1}, y_{2}, y_{3}, x_{1}, x_{2}\right)=y_{0} \bar{x}_{1} \bar{x}_{2} \vee y_{1} \bar{x}_{1} x_{2} \vee y_{2} x_{1} \bar{x}_{2} \vee y_{3} x_{1} x_{2} .
$$

(Solution) Let $\left(X_{1}, X_{2}\right)$ be a partition of the input variables, where $X_{1}=$ ( $y_{0}, y_{1}, x_{1}, x_{2}$ ) and $X_{2}=\left(y_{2}, y_{3}\right)$. The equivalence classes for the decomposition are

$$
\begin{aligned}
& \Psi_{0}=\bar{x}_{1}\left(\bar{x}_{2} \bar{y}_{0} \vee x_{2} \bar{y}_{1}\right), \\
& \Psi_{1}=\bar{x}_{1}\left(\bar{x}_{2} y_{0} \vee x_{2} y_{1}\right), \\
& \Psi_{2}=x_{1} \bar{x}_{2}, \text { and } \\
& \Psi_{3}=x_{1} x_{2} .
\end{aligned}
$$

Since $\mu=4$, disjoint encoding requires two intermediate variables $h_{1}$ and $h_{2}$. Note that

$$
\begin{aligned}
& x_{1} \Psi_{0}=0 \\
& x_{1} \Psi_{1}=0
\end{aligned}
$$

and

$$
\begin{aligned}
& \bar{x}_{1} \Psi_{2}=0 \\
& \bar{x}_{1} \Psi_{3}=0 .
\end{aligned}
$$

Thus, $\Psi_{i}(i=0,1,2,3)$ satisfies the conditions of Theorem 6.3.1. Next, assign codes ( $h_{2}, h_{1}$ ) to columns as follows:

$$
\begin{aligned}
& \text { To } \bar{x}_{1} \Psi_{0}=\Psi_{0} \text { assign a code } 00 \\
& \text { to } \bar{x}_{1} \Psi_{1}=\Psi_{1} \text { assign a code } 01, \\
& \text { to } x_{1} \Psi_{2}=\Psi_{2} \text { assign a code } 10, \text { and } \\
& \text { to } x_{1} \Psi_{3}=\Psi_{3} \text { assign a code } 11
\end{aligned}
$$

In this case, we have the following intermediate variables:

$$
\begin{aligned}
& h_{2}=x_{1} \Psi_{2} \vee x_{1} \Psi_{3}=x_{1}, \\
& h_{1}=\bar{x}_{1} \Psi_{1} \vee x_{1} \Psi_{3}=\bar{x}_{1}\left(\bar{x}_{2} y_{0} \vee x_{2} y_{1}\right) \vee x_{1} x_{2}=g .
\end{aligned}
$$

Note that $f$ can be represented as

$$
\begin{aligned}
f\left(y_{0}, y_{1}, y_{2}, y_{3}, x_{1}, y_{2}\right) & =\Psi_{1} \vee \Psi_{2} y_{2} \vee \Psi_{3} y_{3}, \\
& =\bar{h}_{2} h_{1} \vee h_{2} \bar{h}_{1} y_{2} \vee h_{2} h_{1} y_{3}, \\
& =\bar{x}_{1} g \vee x_{1}\left(\bar{g} y_{2} \vee g y_{3}\right) .
\end{aligned}
$$

In this way, a 2-MUX can be realized by two 4-LUTs as shown in Fig. 4.4. This is a method to find a nondisjoint decomposition of Lemma 4.1.2.

### 6.4 Remarks

In this chapter, nondisjoint encoding was introduced. It reduces the number of LUTs in a cascade realization by deriving a nondisjoint decomposition. Nondisjoint encoding for symmetric functions was considered in [112]. Experimental results show that with nondisjoint encodings, the number of LUTs can be reduced by $10-30 \%$ [35, 68, 69], when multiple-output functions were implemented as encoded characteristic function for nonzero outputs (ECFNs). This chapter is based on [112]. Encoding method in the decomposition that minimized the support is considered in [21,58, 155]

## Problems

6.1. Consider the decomposition $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $X_{2}=\left(x_{5}, x_{6}, x_{7}, x_{8}\right)$. Let the equivalence classes of the decomposition be

$$
\begin{aligned}
& \Psi_{0}=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3}, \\
& \Psi_{1}=\bar{x}_{1} x_{2} \bar{x}_{3},
\end{aligned}
$$



Fig. 6.9 Simplification of intermediate variables

$$
\begin{aligned}
& \Psi_{2}=x_{1} \bar{x}_{3} x_{4} \\
& \Psi_{3}=x_{1} \bar{x}_{3} \bar{x}_{4} \\
& \Psi_{4}=x_{3}
\end{aligned}
$$

Simplify an intermediate variable if possible.
6.2. Realize the 8 -variable symmetric function $f=S_{\{0,8\}}^{8}$ using 5-LUTs. Note that $f=1$ iff $\sum_{i=1}^{8} x_{i}=0$ or 8 .
6.3. By extending Theorem 6.3.1, obtain the condition that the intermediate variables $h_{u}$ can be represented by $x_{j}$, and $h_{u-1}$ can be represented by $x_{k}$, where $j \neq k$. For example, in Fig. 6.9, two intermediate variables $h_{3}$ and $h_{2}$ are replaced by input variables $x_{1}$ and $x_{3}$, respectively.

## Chapter 7 <br> Functions with Small C-Measures

Recall that the C -measure of a function is the maximum column multiplicity among a set of functional decompositions $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. The C-measure tends to increase exponentially with the number of input variables, $n$. However, many practical functions have small C-measures. This chapter considers classes of functions whose C-measures are small. Such functions can be efficiently realized by LUT cascades.

### 7.1 C-Measure and BDDs

The column multiplicity of a decomposition chart is equal to the width of the quasi-reduced multi-terminal binary decision diagram (QRMTBDD). So, the C-measure of a logic function is equal to the maximum width of the MTBDD for the given ordering of the input variables.

Example 7.1.1. Consider two functions:

$$
f_{1}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)=x_{1} x_{2} \vee x_{3} x_{4} \vee x_{5} x_{6}
$$

and

$$
f_{2}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)=x_{1} x_{4} \vee x_{2} x_{5} \vee x_{3} x_{6} .
$$

Figure 7.1 shows the BDDs for $f_{1}$ and $f_{2}$. In this case, the C -measures of $f_{1}$ and $f_{2}$ are 3 and 8 , respectively. Note that $f_{2}$ can be obtained from $f_{1}$ by permuting the input variables. We consider these functions to be different.

Lemma 7.1.1. Consider a pair of $2 n$ variable functions:

$$
f_{1}\left(x_{1}, x_{2}, \ldots, x_{2 n-1}, x_{2 n}\right)=x_{1} x_{2} \vee x_{3} x_{4} \vee \cdots \vee x_{2 n-1} x_{2 n}
$$

and

$$
f_{2}\left(x_{1}, x_{2}, \ldots x_{2 n-1}, x_{2 n}\right)=x_{1} x_{n+1} \vee x_{2} x_{n+2} \vee \cdots \vee x_{n} x_{2 n}
$$

Then, $\mu\left(f_{1}\right)=3$ and $\mu\left(f_{2}\right)=2^{n}$.


Fig. 7.1 BDD for equivalent functions

For certain function, the C-measure is large, but when variables are permuted, the C-measure becomes smaller. For the other function, the C-measure is large for any permutation of the input variables. For a given logic function and variable ordering, the C-measure is easy to obtain and is uniquely defined.

### 7.2 Symmetric Functions

Functions that appear in arithmetic circuits often have symmetries. When logic functions have some symmetries, they are often realized using fewer elements.

Definition 7.2.1. A function $f$ is a totally symmetric function if any permutation of the variables in $f$ does not change the function. A totally symmetric function is also called a symmetric function.

Lemma 7.2.1. Let $f$ be a symmetric function of $n$ variables. Then,

$$
\mu(f) \leq \max _{k=1}^{n} \min \left\{k+1,2^{n-k+1}\right\} .
$$

Proof. Consider the decomposition chart of $f$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ denotes the bound variables and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$ denotes the free variables. The number of different column functions is at most $k+1$, since the column pattern depends only on the number of 1's in the bound variables. Also, by Lemma 3.5.1, the number of column functions is at most $2^{n-k+1}$, since the column functions are symmetric functions of $n-k$ variables.

Theorem 7.2.1. Let $f$ be a symmetric function $f$ of $n$ variables. Then,

$$
\begin{aligned}
& \mu(f) \leq n, \quad(n \geq 4) . \\
& \mu(f) \leq n-1,(n \geq 9) . \\
& \mu(f) \leq n-2,(n \geq 18) . \\
& \mu(f) \leq n-3,(n \geq 35) .
\end{aligned}
$$

Proof. From Lemma 7.2.1, $\mu_{k}=\max _{k=1}^{n} \min \left\{k+1,2^{n-k+1}\right\}$. Consider the cases, where $k=n, n-1, n-2, n-3$ and $n-4$. In these cases, we have

$$
\begin{aligned}
\mu_{n} & =\min \left\{n+1,2^{1}\right\}=2,(n \geq 1), \\
\mu_{n-1} & =\min \left\{n+0,2^{2}\right\}=4,(n \geq 4), \\
\mu_{n-2} & =\min \left\{n-1,2^{3}\right\}=8,(n \geq 9), \\
\mu_{n-3} & =\min \left\{n-2,2^{4}\right\}=16,(n \geq 18), \text { and } \\
\mu_{n-4} & =\min \left\{n-3,2^{5}\right\}=32,(n \geq 35) .
\end{aligned}
$$

From the above, we have the theorem.

### 7.3 Sparse Functions

An integer function whose number of nonzero output values is much smaller than the total number of input combinations is called sparse. Sparse functions can be efficiently realized by an LUT cascade.

Theorem 7.3.1. Let $f$ be an integer valued function or a logic function with weight $k$. Then, $\mu(f) \leq k+1$.

Proof. Consider a decomposition chart with the maximum column multiplicity. In this case, each nonzero element corresponds to a unique column pattern. Also, there can be a column with all zero elements. Thus, there is no decomposition chart with greater column multiplicity. Hence, we have the theorem.

Sparse functions are considered in Chap. 8.

### 7.4 LPM Functions

The longest prefix match ( $\mathbf{L P M}$ ) problem is to determine the output port address from a list of prefix vectors stored in memory based on the longest match. It is solved by the internet routers to forward packets of data.
Definition 7.4.1. [125] The LPM table stores distinct ternary vectors of the form $V E C_{1} \cdot V E C_{2}$, where $V E C_{1}$ is a string of 0 's and 1 's, and $V E C_{2}$ is a string of *'s.

To assure that the longest prefix address is produced, LPM entries are stored in descending prefix length. The first match determines the LPM tables output. The corresponding LPM function is a logic function $\vec{f}: B^{n} \rightarrow B^{m}$, where $\vec{f}(\vec{x})$ is the smallest index of an entry that is identical to $\vec{x}$ except possibly for don't care values. If no such entry exists, $\vec{f}(\vec{x})=0^{m}$. A circuit that realizes the LPM function is an LPM index generator.

Example 7.4.1. Consider the LPM table shown in Table 7.1. In the third row $V E C_{1}=01$ and $V E C_{2}={ }^{* *}$, while in the last row $V E C_{1}=0$ and $V E C_{2}={ }^{* * *}$. Table 7.2 shows the corresponding LPM function. The output is the index corresponding to the index of the longest prefix that matches the input.

Example 7.4.2. In Internet Protocol version 4 (IPv4), an IP address is represented by 32 bits or 4 bytes. An IP address is often represented by four decimal numbers, each representing a byte. For example, 66.249 .122 .7 corresponds to the 32 -bit binary number
01000010.11111001 .01111010 .00000111 .

Table 7.1 LPM table

| Vector |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ |  |
| 1 | Index |  |  |  |
| 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | $*$ | 2 |
| 1 | $*$ | $*$ | $*$ | 3 |
| 0 | $*$ | $*$ | $*$ | 4 |

Table 7.2 LPM function
truth table

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $f_{2}$ | $f_{1}$ | $f_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 1 | 1 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 0 | 1 | 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 0 | 1 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| 1 | 0 | 1 | 0 | 1 | 0 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | 0 | 1 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 0 | 0 |

That is, 66 in the decimal number represents the binary number 01000010; 249 in the decimal number represents the binary number 11111001; 122 in the decimal number represents the binary number 01111010; and 7 in the decimal number represents the binary number 00000111.

Consider the IP forwarding table shown in Fig. 7.2. It finds the longest prefix that matches the incoming destination address, and produces the corresponding next hop address. For example, when the input address is 66.249 .122 .7 , the LPM is the first entry. Note that in this case, both the first and the second entries match. The first entry matches three bytes ( 66,249 , and 122 ), while the second entry matches only two bytes (66 and 249). Thus, we select the first element, and its specified next hop address 161.4.2.22.

Ternary content addressable memory, (TCAM) explained in Chap. 2, directly realizes an LPM function.

Example 7.4.3. Figure 7.2 is an example of a forwarding table, and Fig. 7.3 shows the TCAM for the table. In the TCAM, the entries are sorted in the order of decreasing prefix length. When the incoming address is 66.249 .122 .7 , both the first and the second prefixes match. The priority encoder selects the least index.

| 66.249.122.7 | Prefix | Next-hop |
| :---: | :---: | :---: |
|  | 66.249.122 | 161.4.2.22 |
|  | 66.249 | 161.4.2.4 |
|  | 65.52 | 125.33.32.98 |
|  | 58 | 120.3.3.1 |
|  | 202 | 10.0.0.111 |

Fig. 7.2 Example of IP look-up


Fig. 7.3 Longest prefix matching by TCAM

Theorem 7.4.1. [125] Let $f$ be an LPM function with $k$ vectors. Then, $\mu(f) \leq$ $k+1$.

Proof. Consider a decomposition chart where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{t}\right)$ denotes the bound variables and $X_{2}=\left(x_{t+1}, x_{t+2}, \ldots, x_{n}\right)$ denotes the free variables. We prove the theorem for the case where all $k$ entries in the LPM table map to distinct output values. This is the worst case, since forcing certain entries to have the same output value can only reduce the column multiplicity.

We prove the theorem by counting the number of distinct columns in the decomposition chart as LPM vectors are added to the LPM table. Reorder the LPM vectors so that those vectors with the most * entries are first and those with the fewest are last. An empty decomposition chart has a unique column pattern (all 0's). Let the first vector be $\vec{\alpha}=\left(a_{1}, a_{2}, \ldots, a_{m}, *, *, \ldots, *\right)$, where $a_{j} \in B=\{0,1\}$. If $m>t$, then the first vector changes only a proper subset of elements in one column. If $m=t(m<t)$, then the new vector changes all elements in one (or more) complete column(s) to the vector's output value in the LPM table. In either case, at most one distinct column pattern is added to the decomposition chart.

Because the second vector has no more * entries than the first vector, adding it will change columns only among a subset of the two distinct columns so far in the decomposition chart. Let the new vector be $\vec{\beta}=\left(b_{1}, b_{2}, \ldots, b_{m^{\prime}}, *, *, \ldots, *\right)$, where $b_{j} \in B$. If $b_{i}=a_{i}$, for all $1 \leq i \leq m^{\prime}$, then a subset of the columns created by adding $\bar{\alpha}$ to the empty decomposition chart are changed. Otherwise, a subset of the columns containing all 0 's are changed. In either case, at most one additional column pattern is added. This process continues until all vectors are exhausted. In all, at most $k+1$ column patterns are created. The theorem follows.

### 7.5 Segment Index Encoder Function

Definition 7.5.1. [116] A Segment Index Encoder (SIE) function $g(X)$ is a mapping: $g: I \rightarrow I$, where $I$ is a set of non-negative integers, and $a \leq b$ implies $g(a) \leq g(b)$. Segment index logic function $f$ is the SIE function represented by binary variables. We assume that the integer represented by $X=$ $\left(x_{n-1}, x_{n-2}, \ldots, x_{1}, x_{0}\right)$ is $\sum_{i=0}^{n-1} 2^{i} x_{i}$.

Example 7.5.1. Table 7.3 shows an example of a SIE function. Note that it is a monotone-increasing function with respect to $X=\sum_{i=0}^{3} 2^{i} x_{i}$.

Theorem 7.5.1. [116] Let $k$ be the number of segments in an segment index function $g$. Let $f$ be the corresponding segment index logic function. Then, $\mu(f) \leq k$. We assume that the integer represented by $X=\left(x_{n-1}, x_{n-2}, \ldots\right.$, $\left.x_{1}, x_{0}\right)$ is $\sum_{i=0}^{n-1} 2^{i} x_{i}$.

Proof. Consider the decomposition chart of a segment index logic function $f\left(X_{1}, X_{2}\right)$. Let $X_{1}=\left(x_{n-p-1}, x_{n-p-2}, \ldots, x_{0}\right)$ and $X_{2}=\left(x_{n-1}, x_{n-2}, \ldots, x_{n-p}\right)$.

Table 7.3 Example of segment index encoder function

| $x_{3}$ | $x_{2}$ | $x_{1}$ | $x_{0}$ | $f$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 1 | 1 | 1 |
| 0 | 1 | 0 | 0 | 2 |
| 0 | 1 | 0 | 1 | 2 |
| 0 | 1 | 1 | 0 | 2 |
| 0 | 1 | 1 | 1 | 2 |
| 1 | 0 | 0 | 0 | 2 |
| 1 | 0 | 0 | 1 | 3 |
| 1 | 0 | 1 | 0 | 3 |
| 1 | 0 | 1 | 1 | 3 |
| 1 | 1 | 0 | 0 | 4 |
| 1 | 1 | 0 | 1 | 4 |
| 1 | 1 | 1 | 0 | 4 |
| 1 | 1 | 1 | 1 | 5 |

Fig. 7.4 Partition of the domain


Assume, without loss of generality, that both the columns and rows are labeled in ascending order of the values of $X_{1}$ and $X_{2}$, respectively. Because $g(X)$ is a monotone-increasing function, in scanning left-to-right and then top-to-bottom, the values of $g(X)$ will never decrease. An increase causes two columns to be distinct. Conversely, if no increase occurs anywhere across two adjacent columns, they are identical. In a monotone-increasing $k$-valued output function, there are $k-1$ dividing lines among $2^{n}$ output values. Dividing lines among values divide columns in the decomposition chart. Thus, there can be at most $k$ distinct columns.

The SIE functions are used in numerical function generators (NFGs).
We developed an architecture and a synthesis method for programmable NFGs for elementary functions such as trigonometric, logarithmic, square root, and reciprocal functions [116, 122, 130]. As shown in Fig. 7.4, a given domain of the function is partitioned into nonuniform segments. For each segment, the function is approximated by a linear function using the architecture shown in Fig. 7.5. By Theorem 7.5.1, when the number of segments is small, the SIE has a small C-measure, and can be efficiently realized by an LUT cascade. In this way, we can implement fast and compact NFGs for a wide range of functions.

Fig. 7.5 Numerical function generator using first-order approximation


### 7.6 WS Functions

A weighted-sum function (WS function) [120, 127] is a mathematical model of bit-counting circuits [110], radix converters [43, 119], and distributed arithmetic [121].
Definition 7.6.1. An $n$-input WS function $F(X)$ computes

$$
W S(X)=\sum_{i=1}^{n} w_{i} \cdot x_{i}
$$

where $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is the input vector, $W=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ is the weight vector, and $w_{i}(i=1,2, \ldots, n)$ is a positive or negative integer. Let $F=\left(f_{q-1}, f_{q-2}, \ldots, f_{0}\right)$ be the binary representation of the WS function. Then, we have

$$
W S(X)=\sum_{i=0}^{q-1} f_{i}(X) \cdot 2^{i}
$$

WS functions are used in radix converters and digital filters.
Theorem 7.6.1. Let $F(X)$ be a WS function with the weight vector $W=\left(w_{1}\right.$, $\left.w_{2}, \ldots, w_{n}\right)$. Let $\left(X_{1}, X_{2}\right)$ be a partition of $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where $X_{1}=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. Consider the decomposition chart of $F$, where $X_{1}$ denotes the bound variables and $X_{2}$ denotes the free variables. Then, the column multiplicity of the decomposition chart is at most $U B 1=1+$ $\sum_{j=1}^{k}\left|w_{j}\right|$.

Table 7.4 Decomposition chart for a WS function

| $X_{1}=\left(x_{1}, x_{2}, x_{3}\right)$ |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| 00 | 0 | $w_{3}$ | $w_{2}$ | $w_{2}+w_{3}$ | $w_{1}$ | $w_{1}+w_{3}$ | $w_{1}+w_{2}$ | $w_{1}+w_{2}+w_{3}$ |
| 01 |  | $w_{3}+$ | $w_{2}+$ | $w_{2}+w_{3}+$ | $w_{1}+$ | $w_{1}+w_{3}+$ | $w_{1}+w_{2}+$ | $w_{1}+w_{2}+w_{3}+$ |
|  | $w_{5}$ | $w_{5}$ | $w_{5}$ | $w_{5}$ | $w_{5}$ | $w_{5}$ | $w_{5}$ | $w_{5}$ |
| 10 |  | $w_{3}+$ | $w_{2}+$ | $w_{2}+w_{3}+$ | $w_{1}+$ | $w_{1}+w_{3}+$ | $w_{1}+w_{2}+$ | $w_{1}+w_{2}+w_{3}+$ |
|  | $w_{4}$ | $w_{4}$ | $w_{4}$ | $w_{4}$ | $w_{4}$ | $w_{4}$ | $w_{4}$ | $w_{4}$ |
| 11 |  | $w_{3}+$ | $w_{2}+$ | $w_{2}+w_{3}+$ | $w_{1}+$ | $w_{1}+w_{3}+$ | $w_{1}+w_{2}+$ | $w_{1}+w_{2}+w_{3}+$ |
|  | $w_{4}+w_{5}$ | $w_{4}+w_{5}$ | $w_{4}+w_{5}$ | $w_{4}+w_{5}$ | $w_{4}+w_{5}$ | $w_{4}+w_{5}$ | $w_{4}+w_{5}$ | $w_{4}+w_{5}$ |

Table 7.5 A decomposition chart of a WS function (integer representation)

|  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{2}$ |
|  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{3}$ |
| 0 | 0 | 0 | 3 | 2 | 5 | 1 | 4 | 3 | 6 |  |
| 0 | 1 | 5 | 8 | 7 | 10 | 6 | 9 | 8 | 11 |  |
| 1 | 0 | 4 | 7 | 6 | 9 | 5 | 8 | 7 | 10 |  |
| 1 | 1 | 9 | 12 | 11 | 14 | 10 | 13 | 12 | 15 |  |
| $x_{4}$ | $x_{5}$ |  |  |  |  |  |  |  |  |  |

Proof. Consider the decomposition chart for $W S\left(X_{1}, X_{2}\right)$. In the first row, $X_{2}=$ $(0,0, \ldots, 0)$. Note that the column multiplicity is equal to the number of different values in the first row. For example, Table 7.4 shows the case of $n=5$ and $k=3$. Consider the case where all the weights are positive. In this case, the number of different values is at most $U B 1$, since $W S$ takes values from 0 to $\sum_{j=1}^{k} w_{j}$.

Consider the case where some of the weights are negative. Assume that $w_{1}, w_{2}, \ldots, w_{t}$ are negative, and $w_{t+1}, w_{t+2}, \ldots, w_{k}$ are positive. Then, the $W S$ takes values from $\sum_{j=1}^{t} w_{j}$ to $\sum_{j=t+1}^{k} w_{j}$. In this case, the number of different values is at most $1+\sum_{j=1}^{t}\left|w_{j}\right|+\sum_{j=t+1}^{k} w_{j}=1+\sum_{j=1}^{k}\left|w_{j}\right|$. From these, we can conclude that the column multiplicity of the decomposition chart is at most $U B 1$.

Example 7.6.1. Consider the WS function with $n=5$ and $W=\left(w_{1}, w_{2}, w_{3}\right.$, $\left.w_{4}, w_{5}\right)=(1,2,3,4,5)$. Let $X_{1}=\left(x_{1}, x_{2}, x_{3}\right)$ and $X_{2}=\left(x_{4}, x_{5}\right)$. In this case, $U B 1=1+w_{1}+w_{2}+w_{3}=1+1+2+3=7$. Table 7.5 shows the decomposition chart of the function. Note that the column multiplicity of the decomposition chart is 7 . So, the bound $U B 1$ is tight.

Definition 7.6.2. A threshold function $f\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$ satisfies the relation: $f=1$ if $\sum_{i=1}^{n} w_{i} x_{i} \geq T$, and $f=0$ otherwise, where $\left(w_{0}, w_{1}, \ldots, w_{n-1}\right)$ is the weight vector and T is the threshold.

Although, a threshold function is not a WS function, we can estimate the column multiplicity of a threshold function from the theory of WS functions.

Theorem 7.6.2. The column multiplicity of a decomposition chart of the threshold function with the weight vector $\left(w_{0}, w_{1}, \ldots, w_{n-1}\right)$ is at most

$$
U B=1+\sum_{i=0}^{n-1}\left|w_{i}\right| .
$$

Proof. The column multiplicity of a decomposition chart for $f$ is no greater than that of the WS function having the same weight vector. By Theorem 7.6.1, the column multiplicity of the WS function is at most $U B$. Hence, we have the theorem.

When the sum of the weights is large, a monolithic cascade realization of a WS function can be large. In this case, we can partition the outputs into groups, and realize each group separately.

Theorem 7.6.3. [120, 127] Let $F_{\mathrm{LSB}}(X)$ be the logic function that represents the least significant $q$ bits of a WS function. Then, $F_{\mathrm{LSB}}(X)$ can be realized by an LUT cascade consisting of cells with $q+1$ inputs and $q$ outputs.

A $2 q$-output WS function can be decomposed into a pair of WS functions as follows: Let, $w_{i}$ be a weight of a $2 q$-output WS function. Then, $w_{i}$ can be written as

$$
w_{i}=2^{q} w_{A i}+w_{B i}
$$

where $w_{A i}$ denotes most significant $q$ bits, and $w_{B i}$ denotes least significant $q$ bits. In this case, we can realize the $2 q$-output WS function using a pair of WS functions and an adder, as shown in Fig. 7.6.

This is an arithmetic decomposition of a WS function. With this method, we can efficiently realize a WS function with cascades and adders [120, 127].


Fig. 7.6 Arithmetic decomposition of $2 q$-output WS function

### 7.7 Modulo Function

Definition 7.7.1. Let $X=\left(x_{n-1}, x_{n-2} \ldots, x_{1}, x_{0}\right)$ be the input variables. A modulo $\mathbf{m}$ function is a mapping $B^{n} \rightarrow M$, where $M=\{0,1, \ldots, m-1\}$. It computes

$$
f(X)=\left(\sum_{i=0}^{n-1} 2^{i} x_{i}\right)(\bmod m)
$$

Theorem 7.7.1. The $C$-measure of the modulo $m$ function is $m$.
The modulo $m$ function can be realized by an LUT cascade with $\left\lceil\log _{2} m\right\rceil$ rails. The depth of the circuit is $O(n)$.

Next, consider the decomposition of the modulo $m$ function:

$$
f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{2}\right)\right)
$$

where $X_{1}=\left(x_{n-1}, x_{n-2} \ldots, x_{n-k}\right)$, and $X_{2}=\left(x_{n-k-1}, x_{n-k-2} \ldots, x_{0}\right)$. In this case, $h_{1}\left(X_{1}\right)$ computes

$$
h_{1}\left(x_{n-1}, x_{n-2} \ldots, x_{n-k}\right)=\left(\sum_{i=n-k}^{n-1} 2^{i} x_{i}\right)(\bmod m)
$$

while $h_{2}\left(X_{2}\right)$ computes

$$
h_{2}\left(x_{n-k-1}, x_{n-k-2} \ldots, x_{0}\right)=\left(\sum_{i=0}^{n-k-1} 2^{i} x_{i}\right)(\bmod m) .
$$

Also,

$$
g\left(h_{1}, h_{2}\right)=h_{1}+h_{2}(\bmod m) .
$$

Note that the C-measures of $h_{1}\left(X_{1}\right)$ and $h_{2}\left(X_{2}\right)$ are also $m$. By decomposing recursively, we have a tree-type modulo circuit with depth $O\left(\log _{2} n\right)$.

Lemma 7.7.1. Let $a, b, c$, and $d$ be integers satisfying the relation $a=b c+d$, then

$$
a(\bmod m)=[b(\bmod m)] \times[c(\bmod m)]+[d(\bmod m)] .
$$

Example 7.7.1. Let $m=19$.

$$
\begin{aligned}
1001 & =20 \times 50+1 \\
20(\bmod 19) & =1 \\
50(\bmod 19) & =20 \times 2+10(\bmod 19) \\
& =2+10=12
\end{aligned}
$$

Fig. 7.7 Mod 3 circuit with LUTs


$$
1001(\bmod 19)=1 \times 12+1=13
$$

Example 7.7.2. Realize the modulo function by $k$-LUTs, where $m=3, n=16$, and $k=4$.
(Solution): The input variables are partitioned into
$X_{1}=\left(x_{15}, x_{14}, x_{13}, x_{12}\right), X_{2}=\left(x_{11}, x_{10}, x_{9}, x_{8}\right), X_{3}=\left(x_{7}, x_{6}, x_{5}, x_{4}\right)$, and $X_{4}=\left(x_{3}, x_{2}, x_{1}, x_{0}\right)$.
Figure 7.7 shows the circuit to compute the modulo $m$. The circuit A1 computes:

$$
\begin{aligned}
h_{1}\left(x_{15}, x_{14}, x_{13}, x_{12}\right) & =\left(\sum_{i=12}^{15} 2^{i} x_{i}\right)(\bmod 3) \\
& =\left(2^{12} \sum_{i=0}^{3} 2^{i} x_{i+12}\right)(\bmod 3) \\
& =\left(\sum_{i=0}^{3} 2^{i} x_{i+12}\right)(\bmod 3) .
\end{aligned}
$$

The circuit A2 computes:

$$
\begin{aligned}
h_{2}\left(x_{11}, x_{10}, x_{9}, x_{8}\right) & =\left(\sum_{i=8}^{11} 2^{i} x_{i}\right)(\bmod 3) \\
& =\left(2^{8} \sum_{i=0}^{3} 2^{i} x_{i+8}\right)(\bmod 3) \\
& =\left(\sum_{i=0}^{3} 2^{i} x_{i+8}\right)(\bmod 3)
\end{aligned}
$$

The circuit A3 computes:

$$
\begin{aligned}
h_{3}\left(x_{7}, x_{6}, x_{5}, x_{4}\right) & =\left(\sum_{i=4}^{7} 2^{i} x_{i}\right)(\bmod 3) \\
& =\left(2^{4} \sum_{i=0}^{3} 2^{i} x_{i+4}\right)(\bmod 3) \\
& =\left(\sum_{i=0}^{3} 2^{i} x_{i+4}\right)(\bmod 3) .
\end{aligned}
$$

The circuit A4 computes:

$$
h_{4}\left(x_{3}, x_{2}, x_{1}, x_{0}\right)=\left(\sum_{i=0}^{3} 2^{i} x_{i}\right)(\bmod 3)
$$

The circuits A5 and A6 compute:

$$
\begin{aligned}
& h_{5}=\left(h_{1}+h_{2}\right)(\bmod 3) \\
& h_{6}=\left(h_{3}+h_{4}\right)(\bmod 3) .
\end{aligned}
$$

And, finally, A7 computes:

$$
\left(h_{5}+h_{6}\right)(\bmod 3) .
$$

Note that in the above equations, we used the relations:

$$
2^{12} \equiv 2^{8} \equiv 2^{4} \equiv 1(\bmod 3)
$$

### 7.8 Remarks

Functions with small C-measures have efficient LUT cascade realizations. Practical functions often have small C-measures, although the fractions of functions with small C-measures approaches zero as the number of variables increases. An efficient method to obtain the C-measure of a logic function is to construct the BDD of the function. Functions that have small BDD representations are considered in [154].

## Problems

7.1. Show the profile of a 9 -variable symmetric function.
7.2. Let $f(X)$ be

$$
f=\left\lceil\frac{\sum_{i=0}^{4} 2^{i} x_{i}}{3}\right\rceil
$$

and let $\left(X_{1}, X_{2}\right)$ be a partition of $X=\left(x_{4}, x_{3}, x_{2}, x_{1}, x_{0}\right)$. Write the decomposition chart when $X_{1}=\left(x_{2}, x_{1}, x_{0}\right)$ and $X_{2}=\left(x_{4}, x_{3}\right)$, and obtain the column multiplicity. Also, do the same thing for $X_{1}=\left(x_{3}, x_{2}, x_{1}, x_{0}\right)$ and $X_{2}=\left(x_{4}\right)$.
7.3. Let $X=\left(x_{n-1}, x_{n-2} \ldots, x_{1}, x_{0}\right)$ be the input variables. An interval function $I N(X: A, B)$ is defined as

$$
I N(X: A, B)= \begin{cases}1 & (\text { If } A \leq X \leq B) \\ 0 & \text { (Otherwise) } .\end{cases}
$$

Here, $X$ is considered as an integer:

$$
X=\sum_{i=0}^{n-1} 2^{i} x_{i}
$$

Show that the C-measure of the function is at most three.
7.4. Suppose that the given function $f$ is represented as a sum of $k$ products having two literals. Obtain an upper bound on $\mu(f)$.
7.5. Consider the function $f\left(X_{1}, X_{2}, X_{3}, X_{4}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}\right), X_{2}=$ $\left(x_{4}, x_{5}\right), X_{3}=\left(x_{6}\right)$, and $X_{4}=\left(x_{7}, x_{8}\right)$. Let $f$ be partially symmetric with respect to $X_{i}$, where $i=1,2,3,4$.

1. Let $\left(X_{1}, X_{2}\right)$ be the bound variables and $\left(X_{3}, X_{4}\right)$ be the free variables. Then, obtain an upper bound on the column multiplicity of the decomposition.
2. Let $\left(X_{1}, X_{2}, X_{3}\right)$ be the bound variables and $\left(X_{4}\right)$ be the free variables. Then, obtain an upper bound on the column multiplicity of the decomposition.
7.6. Let $\left(X_{1}, X_{2}, X_{3}\right)$ be a partition of the input variables $X$. Let $\mu_{i}$ be the column multiplicity of the decomposition of the function $f(X)$, where $X_{i}$ is the set of bound variables $(i=1,2)$. Then, show that the column multiplicity of the decomposition of $f$, where $\left(X_{1}, X_{2}\right)$ is the set of bound variables, is at most $\mu_{1} \mu_{2}$.
7.7. A priority encoder function has $n$ inputs $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\left\lceil\log _{2}(n+1)\right\rceil$ outputs. If $x_{1}=1$, then the output is 1 . Otherwise, if $x_{i}=1$ and $x_{j}=0$ for all $j$ such that $(1 \leq j<i)$, then the output is $i$. If all the inputs are 0 , then the output is 0 . Show that the C-measure of the priority encoder function is $n+1$.
7.8. Let $X=\left(x_{0}, x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $W=(1,2,3,4,5)$. Consider the threshold function $f(X)$, where $W$ is the weight vector and $T=6$ is the threshold.
3. Write the decomposition chart, where $X_{1}=\left(x_{2}, x_{1}, x_{0}\right)$ denotes the bound variables and $X_{2}=\left(x_{4}, x_{3}\right)$ denotes the free variables.
4. Obtain the column multiplicity.
7.9. Realize the $n$-input modulo $m$ function with $k$-LUT, where $n=32$, $m=17$, and $k=10$.
7.10. Show that

$$
\begin{aligned}
& 2^{n k} \equiv(-1)^{n} \quad\left(\bmod 2^{k}+1\right) \\
& 2^{n k} \equiv 1 \quad\left(\bmod 2^{k}-1\right)
\end{aligned}
$$

7.11. Let $f(X)$ be a threshold function with the weight vector $\left(w_{1}, w_{2}, \ldots, w_{n}\right)$, where $w_{i}>0$. Let $\left(X_{1}, X_{2}\right)$ be a partition of $X$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. Then, show that the column multiplicity of $f$ with respect to the decomposition $\left(X_{1}, X_{2}\right)$ is at most $1+\sum_{i=1}^{k} w_{i}$.

## Chapter 8 <br> C-Measure of Sparse Functions

Let $f$ be a function of $n$ variables. Then, the C-measure of $f$ tends to increase exponentially with $n$. However, for the functions with a fixed weight $u$, ( $u \ll$ $2^{n-1}$ ), C-measure increase as $O(n)$. Thus, functions with small weights have small C -measures. This chapter considers the C -measure of functions with small weights.

### 8.1 Logic Functions with Specified Weights

In this section, we derive upper bounds on C-measures for functions with small weights. Then, we derive the number of LUTs to realize functions with small weights.

Definition 8.1.1. The weight of a logic function $f$, denoted by $u$, is the number of the binary vectors $\vec{a}$ such that $f(\vec{a})=1$.

Let $u$ be the weight of an $n$-variable function. If $u$ is much smaller than $2^{n}$, then $f$ is a sparse function.

Theorem 8.1.1. [8] Let $\mu_{k}(f)$ be the column multiplicity of a decomposition chart of an $n$-variable logic function $f$ with $k$ bound variables. Then,

$$
\mu_{k}(f) \leq \min \left\{2^{k}, 2^{2^{n-k}}\right\} .
$$

Example 8.1.1. Table 8.1 shows the profiles

$$
\left(\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}, \mu_{6}, \mu_{7}, \mu_{8}, \mu_{9}, \mu_{10}\right)
$$

of 10 randomly generated functions with $n=10$ and $u=512$. Since one-half of the truth table entries are 1, such functions are not considered to be sparse. The last row (AVG) denotes the average of the column multiplicities. The upper bound profile obtained by Theorem 8.1.1 is

$$
(2,4,8,16,32,64,128,16,4,2)
$$

Table 8.1 Profiles of 10 -variable random functions with weight 512

| NF | $\mu_{1}$ | $\mu_{2}$ | $\mu_{3}$ | $\mu_{4}$ | $\mu_{5}$ | $\mu_{6}$ | $\mu_{7}$ | $\mu_{8}$ | $\mu_{9}$ | $\mu_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: | :--- | :--- | :--- |
| $f_{0}$ | 2 | 4 | 8 | 16 | 32 | 64 | 98 | 16 | 4 | 2 |
| $f_{1}$ | 2 | 4 | 8 | 16 | 32 | 64 | 106 | 16 | 4 | 2 |
| $f_{2}$ | 2 | 4 | 8 | 16 | 32 | 64 | 99 | 16 | 4 | 2 |
| $f_{3}$ | 2 | 4 | 8 | 16 | 32 | 64 | 100 | 16 | 4 | 2 |
| $f_{4}$ | 2 | 4 | 8 | 16 | 32 | 64 | 97 | 16 | 4 | 2 |
| $f_{5}$ | 2 | 4 | 8 | 16 | 32 | 64 | 102 | 16 | 4 | 2 |
| $f_{6}$ | 2 | 4 | 8 | 16 | 32 | 64 | 97 | 16 | 4 | 2 |
| $f_{7}$ | 2 | 4 | 8 | 16 | 32 | 64 | 95 | 16 | 4 | 2 |
| $f_{8}$ | 2 | 4 | 8 | 16 | 32 | 64 | 98 | 16 | 4 | 2 |
| $f_{9}$ | 2 | 4 | 8 | 16 | 32 | 64 | 104 | 16 | 4 | 2 |
| AVG | 2.0 | 4.0 | 8.0 | 16.0 | 32.0 | 64.0 | 99.6 | 16.0 | 4.0 | 2.0 |

Table 8.2 Profiles of 10-variable random functions with weight 64

| NF | $\mu_{1}$ | $\mu_{2}$ | $\mu_{3}$ | $\mu_{4}$ | $\mu_{5}$ | $\mu_{6}$ | $\mu_{7}$ | $\mu_{8}$ | $\mu_{9}$ | $\mu_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $f_{0}$ | 2 | 4 | 8 | 16 | 26 | 31 | 21 | 12 | 4 | 2 |
| $f_{1}$ | 2 | 4 | 8 | 16 | 28 | 27 | 22 | 10 | 4 | 2 |
| $f_{2}$ | 2 | 4 | 8 | 16 | 26 | 30 | 20 | 10 | 4 | 2 |
| $f_{3}$ | 2 | 4 | 8 | 16 | 27 | 30 | 19 | 11 | 4 | 2 |
| $f_{4}$ | 2 | 4 | 8 | 16 | 27 | 28 | 21 | 9 | 4 | 2 |
| $f_{5}$ | 2 | 4 | 8 | 16 | 27 | 30 | 19 | 8 | 4 | 2 |
| $f_{6}$ | 2 | 4 | 8 | 16 | 29 | 30 | 19 | 8 | 3 | 2 |
| $f_{7}$ | 2 | 4 | 8 | 16 | 29 | 28 | 19 | 10 | 4 | 2 |
| $f_{8}$ | 2 | 4 | 8 | 16 | 28 | 29 | 20 | 9 | 4 | 2 |
| $f_{9}$ | 2 | 4 | 8 | 16 | 28 | 31 | 18 | 9 | 4 | 2 |
| AVG | 2.0 | 4.0 | 8.0 | 16.0 | 27.5 | 29.4 | 19.8 | 9.6 | 3.9 | 2.0 |

Except for $\mu_{7}$, the values of profiles in Table 8.1 are equal to the upper bounds given by Theorem 8.1.1. Note that

$$
\mu\left(f_{1}\right)=\max _{k=1}^{10}\left\{\mu_{k}\left(f_{1}\right)\right\}=106,
$$

while

$$
\mu\left(f_{7}\right)=\max _{k=1}^{10}\left\{\mu_{k}\left(f_{7}\right)\right\}=95
$$

Example 8.1.2. Table 8.2 shows the profiles of 10 randomly generated functions with $n=10$ and $u=64$. Since the fraction of 1 's in the truth table is $6.25 \%$, such functions are considered to be sparse. In this case, the bound given by Theorems 8.1.1 is not tight for $\mu_{5}, \mu_{6}, \mu_{7}$, and $\mu_{8}$.

In general, when the weight $u$ of a function is much smaller than $2^{n}$, the bounds on the column multiplicity given by Theorem 8.1.1 are not tight and are not so useful. However, if the weight $u$ of the function is given, then we can derive tighter bounds. From here, we derive a tighter bound using a combinatorial argument.
Lemma 8.1.1. Consider boxes arranged as a rectangle with $t$ rows and many columns. Assume that we distribute u nondistinct balls to these boxes so that each
box has at most one ball. Let $\lambda(t, u)$ be the maximum number of distinct column patterns. Then,

$$
\lambda(t, u)=\sum_{i=0}^{\zeta}\binom{t}{i}+r
$$

where $\zeta$ is the integer satisfying the relation:

$$
\sum_{i=1}^{\zeta} i\binom{t}{i} \leq u<\sum_{i=1}^{\zeta+1} i\binom{t}{i}
$$

and

$$
r=\left\lfloor\frac{u-\sum_{i=1}^{\zeta} i\binom{t}{i}}{\zeta+1}\right\rfloor
$$

Note that $\lambda(t, u)$ is monotone increasing for $0 \leq u \leq t \cdot 2^{t-1}$ and takes the constant value $2^{t}$ when $u \geq t \cdot 2^{t-1}$.

Example 8.1.3. Consider boxes arranged as a rectangle with $t=4$ rows and many columns. Assume that we distribute $u=10$ nondistinct balls so that each box has at most one ball. When the balls are distributed as shown in Fig. 8.1, the maximum number of patterns occur. In this case, the first column has no ball; in the second to fifth columns, each column has just one ball; and in the last three columns, each column has two balls. The number of different column patterns can be enumerated as follows. Since,

$$
\sum_{i=1}^{1} i\binom{4}{i}=4 \leq 10<\sum_{i=1}^{2} i\binom{4}{i}=16
$$

we have $\zeta=1$, which shows that all the column patterns with weight 0 and weight 1 occur. Also,

$$
r=\left\lfloor\frac{10-\sum_{i=1}^{1} i\binom{4}{i}}{2}\right\rfloor=3
$$

implies that there are three patterns with weight $\zeta+1=2$. Thus, we have

$$
\lambda(4,10)=\sum_{i=0}^{1}\binom{4}{i}+r=1+4+3=8
$$

which shows the number of different column patterns.

Fig. 8.1 Maximum number of column patterns for the function with weight $u=10$

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 |
| 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |

Table 8.3 Values for $\lambda(t, u)$

|  |  | u |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: |
|  | t | 23 | 47 | 55 | 95 | 111 | 147 | 191 | 223 | 239 | 375 |
| $\mu_{n-2}$ | 4 | 13 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 |
| $\mu_{n-3}$ | 8 | $\mathbf{1 6}$ | 28 | $\mathbf{3 2}$ | 47 | 52 | $\mathbf{6 4}$ | 79 | 90 | 94 | $\mathbf{1 2 8}$ |
| $\mu_{n-4}$ | 16 | 20 | $\mathbf{3 2}$ | 36 | 56 | $\mathbf{6 4}$ | 82 | 104 | 120 | $\mathbf{1 2 8}$ | 176 |
| $\mu_{n-5}$ | 32 | 24 | 40 | 44 | $\mathbf{6 4}$ | 72 | 90 | 112 | $\mathbf{1 2 8}$ | 136 | 204 |
| $\mu_{n-6}$ | 64 | 24 | 48 | 56 | 80 | 88 | 106 | $\mathbf{1 2 8}$ | 144 | 152 | 220 |

Example 8.1.4. Table 8.3 shows the values of $\lambda(t, u)$ for $t=4,8,16,32$, and various values of $u$.

Theorem 8.1.2. Let $\mu_{k}(n, u)$ be the column multiplicity of a decomposition chart for an $n$-variable function with weight $u$ and $k$ bound variables. Then,

$$
\mu_{k}(n, u) \leq \lambda\left(2^{n-k}, u\right) .
$$

Note that when $u \leq 2^{n-k}, \lambda(t, u)=u+1$, while when $u>2^{n-k}, \lambda\left(2^{n-k}, u\right)<$ $u+1$. Thus, we have the following:

Corollary 8.1.1. For any logic function $f$ with weight $u, \mu(f) \leq u+1$.
For $\mu_{k}(n, u)$, Theorem 8.1.2 gives better bounds than $2^{2^{n-k}}$ and Corollary 8.1.1 when

$$
2^{n-k}<u<2^{2^{n-k}+(n-k)-1} .
$$

From Theorem 8.1.2, we have the following:
Theorem 8.1.3. The number of 6 -LUTs needed to realize an $n$-variable function with weight $u$ is:

- 10 or less, when $n=9$ and $u \leq 55$
- 15 or less, when $n=10$ and $u \leq 47$

Proof. The profile of a 9-variable function given by Theorem 8.1.1 is

$$
\begin{aligned}
& \left(\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}, \mu_{6}, \mu_{7}, \mu_{8}, \mu_{9}\right) \\
& \quad=(2,4,8,16,32,64,16,4,2) .
\end{aligned}
$$

Let $n=9$ and $u=55$. By Theorem 8.1.2, we have $\mu_{n-3}=\mu_{6} \leq \lambda\left(2^{n-6}, 55\right)=$ 32. Thus, $\mu(f) \leq 32$, and by Theorem 5.2.1, $f$ can be realized with at most 10 LUTs.

The profile of a 10 -variable function given by Theorem 8.1.1 is

$$
\begin{aligned}
& \left(\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}, \mu_{6}, \mu_{7}, \mu_{8}, \mu_{9}, \mu_{10}\right) \\
& \quad=(2,4,8,16,32,64,128,16,4,2) .
\end{aligned}
$$

Let $n=10$ and $u=47$. By Theorem 8.1.2, we have $\mu_{n-3}=\mu_{7} \leq \lambda\left(2^{n-7}, 47\right)=$ 28 , and $\mu_{n-4}=\mu_{6} \leq \lambda\left(2^{n-6}, 47\right)=32$. Thus, $\mu(f) \leq 32$, and by Theorem 5.2.1, $f$ can be realized with at most 15 LUTs.

Theorem 8.1.4. The number of 7 -LUTs needed to realize an $n$-variable function with weight $u$ is:

- 23 or less, when $n=12$ and $u \leq 95$
- 17 or less, when $n=11$ and $u \leq 111$
- 11 or less, when $n=10$ and $u \leq 147$

Proof. From Theorems 8.1.1 and 8.1.2, and Table 8.3, we have the following profiles for 7-LUTs:

When $u \leq 95,(2,4,8,16,32,64,64,56,47,16,4,2)$.
When $u \leq 111,(2,4,8,16,32,64,64,52,16,4,2)$.
When $u \leq 147,(2,4,8,16,32,64,64,16,4,2)$.
In a similar way to the proof of Theorem 8.1.3, we have the numbers of LUTs.
Theorem 8.1.5. The number of 8 -LUTs needed to realize an $n$-variable function with weight u is:

- 33 or less, when $n=14$ and $u \leq 191$
- 26 or less, when $n=13$ and $u \leq 223$
- 19 or less, when $n=12$ and $u \leq 239$
- 12 or less, when $n=11$ and $u \leq 375$

Proof. For 8-LUTs, we have the following profiles:
When $u \leq 119,(2,4,8,16,32,64,128,128,112,104,79,16,4,2)$.
When $u \leq 223,(2,4,8,16,32,64,128,128,120,90,16,4,2)$.
When $u \leq 239$, (2, 4, 8, 16, 32, 64, 128, 128, 94, 16, 4, 2).
When $u \leq 375,(2,4,8,16,32,64,128,128,16,4,2)$.
In a similar way to the proof of Theorem 8.1.3, we have the numbers of LUTs.
Here, we compare the quality of bounds derived in this section with previous ones.

Theorem 8.1.6. [78, 110] The number of $K$-LUTs to realize an arbitrary n-variable function is at most

$$
2^{n-K+1}-1
$$

When $n$ is even, and $K=6$, we have a better bound as follows:
Theorem 8.1.7. [110] Let $n$ be even. The number of 6 -LUTs to realize an arbitrary $n$-variable function is at most

$$
\frac{2^{n-4}-1}{3}
$$

Proof. This is the same as Theorem 4.2.3.

Theorem 8.1.8. [78] Let $f$ be represented by a sum-of-products expression with $m$ literals and p products. The number of $K$-LUTs to realize $f$ is at most

$$
\left\lfloor\frac{m+p(K-3)}{K-1}\right\rfloor+\left\lceil\frac{p-1}{K-1}\right\rceil .
$$

Example 8.1.5. Consider the case of $K=6, n=10$, and $u=47$. The upper bound given by Theorem 8.1.7 is

$$
\frac{2^{n-4}-1}{3}=\frac{63}{3}=21
$$

On the other hand, the bound given by Theorem 8.1.3 is 15 .
When the function is random, we can assume that $p=u=47$. Because the function is sparse and random, the minterms tend to occur as isolated minterms. Thus, $p$ tends to be the same as $u=47$ [105]. Thus, we have $m=p n=47 \times 10$. In this case, the upper bound given by Theorem 8.1.8 is

$$
\left\lfloor\frac{m+p(K-3)}{K-1}\right\rfloor+\left\lceil\frac{p-1}{K-1}\right\rceil=122+10=132
$$

This example shows that the upper bound given by Theorem 8.1.8 is useless for random functions.

### 8.2 Uniformly Distributed Functions

In the previous section, we considered upper bounds on column multiplicities. In this section, however, we consider upper bounds on the average column multiplicities. These bounds are only valid when $n$ and $u$ are sufficiently large. It is assumed that 1 's in the truth table occur randomly.

Definition 8.2.1. A set of functions is uniformly distributed, if the probability of occurrence of any function is the same as any other function.
For example, there are $\binom{16}{4}=1820$ different 4 -variable functions with 4 true minterms. If the functions are uniformly distributed, the probability of the occurrence of any one of them is $\frac{1}{1820}$.
Theorem 8.2.1. Consider a decomposition chart with $k$ bound variables that realizes a set of uniformly distributed functions of $n$-variables with weight $u$. The average number of different column functions with weight $i$ in the decomposition chart is at most

$$
\min \left\{1, N \alpha^{i} \beta^{M-i}\right\} \times\binom{ M}{i},
$$

where $N=2^{k}, M=2^{n-k}, \alpha=u / 2^{n}$, and $\beta=1-\alpha$.

Proof. Consider a column of the decomposition chart. Suppose that the upper $i$ elements take value 1 , while the lower $M-i$ elements take value 0 . The probability of such a column is given by

$$
\alpha^{i} \beta^{M-i} .
$$

Since there exist $\binom{M}{i}$ different ways to choose the rows with 1 , the probability that a column function with weight $i$ occurs is

$$
\binom{M}{i} \alpha^{i} \beta^{M-i}
$$

Also, the number of different column functions with weight $i$ is at most $\binom{M}{i}$. Thus, we have the theorem.

Note that Theorem 8.2.1 gives upper bounds on the average column multiplicity $\mu_{k}$. Thus, there may exist functions whose column multiplicities are greater than the bounds given by Theorem 8.2.1. However, the fraction of such functions approaches to zero as $n$ increases.

### 8.3 Experimental Results

We developed a program to derive the bounds on the column multiplicities given by Theorems 8.1.1 and 8.2.1. Also, we have obtained statistical data for functions with $n=10$ and $n=16$.

### 8.3.1 Benchmark Functions

An interesting problem is whether the bounds obtained in Sect. 8.1 are applicable to benchmark functions. The answer is yes when the weights of benchmark functions are in a range. The fraction of such functions is not so large, but we did find some. For selected benchmark functions, we counted the number of variables $n$, and the number of true minterms $u$. For multiple output functions, each output is examined separately. $f_{i}$ denotes the $i$-th output, where the index starts from 0 . The results are as follows:

Theorem 8.1.3 is applicable to the following benchmark functions: apex $4, f_{1}$ ( $n=9, u=55$ ); pdc, $f_{23}(n=9, u=43)$; spla, $f_{43}(n=10, u=28)$; spla, $f_{44}$ ( $n=10, u=44$ ); amd, $f_{14}(n=10, u=44)$.

Theorem 8.1.4 is applicable to the following benchmark functions: pdc, $f_{9}$ ( $n=$ $10, u=95)$; signet, $f_{3}(n=10, u=95)$; pdf, $f_{31},(n=10, u=120)$.

Theorem 8.1.5 is applicable to the following benchmark functions: pdc, $f_{8}$ ( $n=$ $11, u=333)$; pdc, $f_{33}(n=11, u=340)$; signet, $f_{4}(n=11, u=132)$; in2, $f_{3}$ ( $n=12, u=236$ ); ti, $f_{5}(n=13, u=160)$.

### 8.3.2 Randomly Generated Functions

### 8.3.2.1 10-Variable Random Functions

First, we randomly generated 100 functions with $u=512$ and $n=10$. Table 8.4 shows the average column multiplicities (AVG), the maximum column multiplicities (MAX), the upper bound derived by Theorem 8.2.1, and the upper bound derived by Theorem 8.1.1 for each $\mu_{k}$. In this case, except for $\mu_{6}$ and $\mu_{7}$, Theorem 8.1.1 gives tight bounds. Also, Theorems 8.1.1 and 8.2.1 give identical bounds.

Second, we randomly generated 10,000 functions with $u=64$ and $n=10$. Table 8.5 shows the average column multiplicities (AVG), the maximum column multiplicities (MAX), the upper bounds derived by Theorem 8.2.1, and the upper bounds derived by Theorem 8.1.1 for each $\mu_{k}$. In this case, for $\mu_{k}$, where $k=$ $5,6,7,8$, Theorem 8.2.1 gives better bounds than Theorem 8.1.1.

Table 8.5 also shows that the average C-measure of 10 -variable functions with weight 64 , is less than 30 . The maximum column multiplicity occurs when $k=6$ and $\mu_{6}=37$. In these experimental results, the order of the input variables is fixed. If we optimize the order of the variables, then we can reduce the column multiplicity. We also optimized the order of the variables and confirmed that, in all 10,000 cases, the column multiplicities are at most 32 . Thus, we have the following:

Conjecture 8.3.1. For most 10 -variable functions with weight $u \leq 64$, the C-measure is 32 or less, if we optimize the ordering of the input variables.

From Theorem 5.2.1, we have
Conjecture 8.3.2. The number of 6-LUTs needed to realize most of 10 -variable functions with weight $u \leq 64$ is 15 or less.

As shown in Theorem 8.1.3, the number of 6-LUTs needed to realize an arbitrary 10 -variable function $f$ with weight $u \leq 47$ is 15 or less. Thus, Conjecture 8.3.2 is true for $u \leq 47$.

Table 8.4 Average and maximum profiles of 10 -variable functions with weight 512

|  | $\mu_{1}$ | $\mu_{2}$ | $\mu_{3}$ | $\mu_{4}$ | $\mu_{5}$ | $\mu_{6}$ | $\mu_{7}$ | $\mu_{8}$ | $\mu_{9}$ | $\mu_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A V G$ | 2 | 4 | 8 | 16.00 | 32.00 | 63.96 | 100.86 | 16 | 4 | 2 |
| $M A X$ | 2 | 4 | 8 | 16 | 32 | 64 | 111 | 16 | 4 | 2 |
| Theorem 8.2.1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 16 | 4 | 2 |
| Theorem 8.1.1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 16 | 4 | 2 |

Table 8.5 Average and maximum profiles of 10 -variable functions with weight 64

|  | $\mu_{1}$ | $\mu_{2}$ | $\mu_{3}$ | $\mu_{4}$ | $\mu_{5}$ | $\mu_{6}$ | $\mu_{7}$ | $\mu_{8}$ | $\mu_{9}$ | $\mu_{10}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A V G$ | 2 | 4 | 8 | 15.97 | 27.97 | 29.89 | 18.36 | 8.76 | 3.88 | 2 |
| $M A X$ | 2 | 4 | 8 | 16 | 32 | 37 | 25 | 13 | 4 | 2 |
| Theorem 8.2.1 | 2 | 4 | 8 | 16 | 27.44 | 33.75 | 19.88 | 10.51 | 4 | 2 |
| Theorem 8.1.1 | 2 | 4 | 8 | 16 | 32 | 64 | 128 | 16 | 4 | 2 |

Table 8.6 Profiles for 16-variable functions

| $u$ | $\mu_{3}$ | $\mu_{4}$ | $\mu_{5}$ | $\mu_{6}$ | $\mu_{7}$ | $\mu_{8}$ | $\mu_{9}$ | $\mu_{10}$ | $\mu_{11}$ | $\mu_{12}$ | $\mu_{13}$ | $\mu_{14}$ | $\mu_{15}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A16 | 7.73 | 11.30 | 13.73 | 15.24 | 15.95 | 16.20 | 16.05 | 15.42 | 13.90 | 11.23 | 8.11 | 4.97 | 3 |
| C16 | 7.50 | 11.06 | 13.56 | 15.16 | 16.04 | 16.51 | 16.75 | 16.88 | 16.94 | 16.97 | 9.01 | 5.01 | 3 |
| A32 | 8 | 14.79 | 21.52 | 26.37 | 28.94 | 29.64 | 28.83 | 26.28 | 21.46 | 15.06 | 8.93 | 5.02 | 3.00 |
| C32 | 8 | 13.99 | 21.11 | 26.18 | 29.32 | 31.09 | 32.03 | 32.51 | 32.76 | 17.12 | 9.05 | 5.02 | 3.01 |
| A64 | 8 | 15.97 | 28.69 | 41.48 | 50.10 | 53.10 | 50.52 | 42.05 | 29.29 | 17.19 | 9.23 | 5.07 | 3.00 |
| C64 | 8 | 16 | 26.99 | 41.23 | 51.36 | 57.65 | 61.19 | 63.07 | 33.95 | 17.48 | 9.22 | 5.09 | 3.03 |
| A128 | 8 | 16 | 31.84 | 56.42 | 80.18 | 91.11 | 83.70 | 60.99 | 35.79 | 18.69 | 9.57 | 5.23 | 3.05 |
| C128 | 8 | 16 | 32 | 53.00 | 81.49 | 101.76 | 114.35 | 72.27 | 36.73 | 18.84 | 9.87 | 5.37 | 3.13 |
| A256 | 8 | 16 | 32 | 65.53 | 110.64 | 147.29 | 136.88 | 88.38 | 46.95 | 23.92 | 12.27 | 6.32 | 3.44 |
| C256 | 8 | 16 | 32 | 63.84 | 105.05 | 162.09 | 174.95 | 91.84 | 47.34 | 24.23 | 12.45 | 6.49 | 3.50 |
| A512 | 8 | 16 | 32 | 64 | 126.57 | 214.49 | 235.14 | 155.10 | 83.05 | 41.66 | 19.59 | 8.69 | 3.85 |
| C512 | 8 | 16 | 32 | 64 | 126.69 | 209.33 | 262.51 | 156.60 | 86.08 | 44.89 | 22.57 | 10.94 | 4 |
| A1K | 8 | 16 | 32 | 64 | 128 | 251.86 | 391.99 | 327.91 | 192.81 | 89.33 | 33.93 | 11.07 | 4 |
| C1K | 8 | 16 | 32 | 64 | 128 | 252.46 | 407.99 | 332.19 | 214.99 | 120.75 | 38.65 | 11.25 | 4 |
| A2K | 8 | 16 | 32 | 64 | 128 | 256 | 499.80 | 658.92 | 455.91 | 176.87 | 48.40 | 12.72 | 4 |
| C2K | 8 | 16 | 32 | 64 | 128 | 256 | 504.20 | 626.67 | 568.03 | 188.19 | 49.43 | 12.95 | 4 |
| A4K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 975.44 | 1019.90 | 393.73 | 86.27 | 15.10 | 4 |
| C4K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1008.54 | 1095.05 | 431.43 | 99.76 | 15.25 | 4 |
| A8K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1023.92 | 1834.20 | 1055.60 | 150.52 | 15.98 | 4 |
| C8K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2020.45 | 1063.58 | 163.00 | 16 | 4 |
| A16K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2047.48 | 2738.27 | 238.61 | 16 | 4 |
| C16K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 | 4055.95 | 256 | 16 | 4 |
| A32K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 | 3971.75 | 256 | 16 | 4 |
| C32K | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 | 4096 | 256 | 16 | 4 |

### 8.3.2.2 16-Variable Random Functions

In the case of $n=16$, for each weight $u=2^{i}$, where $i=4-15$, we generated 100 functions and obtained the average of profiles.

Table 8.6 compares the profiles of random functions and the average profiles derived by Theorem 8.2.1. For example, the row for $A 16$ denotes the average profile of randomly generated functions with weight 16 , while the row for C 16 denotes the calculated profile using Theorem 8.2.1. To save space, some fractional numbers are denoted by integers: 2.00 is denoted by 2 . Also, the values for $\mu_{1}, \mu_{2}$ and $\mu_{16}$ are omitted from the table, since $\mu_{1}=2, \mu_{2}=4$, and $\mu_{16}=2$, for all cases.

Table 8.6, shows that when $u$ is small (say $u=16$ ), Theorem 8.2.1 gives better bounds than Theorem 8.1.1, while when $u$ is large (say $u=32,768$ ), Theorem 8.1.1 gives better bounds. In Table 8.6, calculated bounds denoted by integers were obtained by Theorem 8.1.1, while calculated bounds denoted by fractional numbers were obtained by Theorem 8.2.1.

### 8.4 Remarks

In this chapter, we considered sparse functions, where $u$, the weight of the function, is much smaller than $2^{n-1}$. However, when 0 and 1 are interchanged, the theory also holds. Thus, these bounds are also useful for the functions where the fraction of 0 's in the truth table is much smaller than the fraction of 1 's. This chapter is based on [133].

## Problems

8.1. Obtain the value of $\lambda(8,20)$.
8.2. Suppose that a function is given as a sum-of-products expression. Show an efficient method to calculate the weigh for $f$.
8.3. Show a $\left(2^{n}+n\right)$-variable function whose C -measure is $2^{2^{n}}$.
8.4. How many 6 -input LUTs are necessary to realize

1. An arbitrary 8 -variable function?
2. An arbitrary 9 -variable symmetric function?
3. An arbitrary 10 -variable function?
4. An arbitrary 10 -variable function with weight 47 ?

## Chapter 9 <br> Index Generation Functions

This chapter introduces index generation functions with various applications. Then, it shows a method to realize index generation functions by LUTs.

### 9.1 Index Generation Functions and Their Realizations

Definition 9.1.1. Consider a set of $k$ different binary vectors of $n$ bits. These vectors are registered vectors. For each registered vector, assign a unique integer from 1 to $k$. A registered vector table shows, for each registered vector, its index. An index generation function produces the corresponding index if the input matches a registered vector, and produces 0 otherwise. $k$ is the weight of the index generation function. An index generation function represents a mapping: $B^{n} \rightarrow\{0,1,2, \ldots, k\}$. An index generator is a circuit that realizes an index generation function.

Example 9.1.1. Table 9.1 shows a registered vector table with $k=4$ vectors. The corresponding index generation function is shown in Table 9.2.

Here, we assume that $k$ is much smaller than $2^{n}$, the total number of input combinations, i.e., the index generation function is sparse.

Index generators are used in address tables for the internet routers, terminal access controller (TAC) for local area networks, databases, memory patch circuits, electronic dictionaries, password lists, etc.

### 9.2 Address Table

IP addresses used in the internet are often represented with 32-bit numbers. An address table for a router stores IP addresses and corresponding indices. We assume that the number of addresses in the table is at most 40,000 . Thus, the number of inputs is 32 and the number of outputs is 16 , which can handle 65,536 addresses. Note that the address table must be updated frequently.

Table 9.1 Registered vector table

| Vector |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | Index |  |
| 1 | 0 | 0 | 1 | $\mathbf{1}$ |  |
| 1 | 1 | 1 | 1 | $\mathbf{2}$ |  |
| 0 | 1 | 0 | 1 | $\mathbf{3}$ |  |
| 1 | 1 | 0 | 0 | $\mathbf{4}$ |  |

Table 9.2 Index generation function

| Input |  |  |  | Output |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 1 | 0 |

### 9.3 Terminal Access Controller

A TAC for a local area network checks whether the requested terminal has permission to access Web addresses outsize the local area network, e-mail, FTP, Telnet, etc.

In Fig. 9.1, eight terminals are connected to the TAC. Some can access all the resources. Others can access only limited resources because of security issue. The TAC checks whether the requested computer has permission to access the Web, e-mail, FTP, Telnet, or not. Each terminal has its unique MAC address represented by 48 bits. We assume that the number of terminals in the table is at most 255. To implement the TAC, we use an index generator and a memory. The memory stores the details of the terminals. The number of inputs for the index generator is 48 and the number of outputs is 8 . Note that the table for the TAC must be updated frequently.

Example 9.3.1. Figure 9.2 shows an example of the TAC. The first terminal has the MAC address 53:03:74:59:03:02. It is allowed to access everything, including the Web outside the local area network, e-mail, FTP, and Telnet. The second one is allowed to access both the Web and e-mail. The third one is allowed to access only the Web. And, the last one is allowed to access only e-mail. The index generated


Fig. 9.1 Terminal access controller (TAC)


Fig. 9.2 Index generator for TAC
by the index generator is used as an address to read the memory which stores the permissions. If we implement the TAC by a single memory, we need 256 Tera words, since the number of inputs is 48 . To reduce the size of the memory, we use an index generator to produce the index, and an additional memory to store the permission data for each internal address.

### 9.4 Memory Patch Circuit

The firmware of an embedded system is usually implemented by Read-Only Memories (ROMs). After shipping the product, it is often necessary to modify a part of the ROM, for example to upgrade to a later version. To convert the address of the ROM


Fig. 9.3 Memory patch circuit
to the address of the patch memory, we use the index generator shown in Fig. 9.3 [28, 29, 74].

The index generator stores addresses (vectors) of the ROM to be updated, and their corresponding indices. The patch memory stores the updated data of the ROM. When the address does not match any elements in the index generation function, the output of the ROM is sent to the output bus. In this case, the output the patch memory is disabled. When the address matches to an element in the index generation function, the index generator produces the corresponding index, and the corresponding data of the patch memory is sent to the output bus. In this case, the output of the ROM is disabled. This method can be also used to improve the yield of large-scale memory, which can be "patched" instead of discarded.

### 9.5 Periodic Table of the Chemical Elements

Consider Table 9.3, which shows a part of periodic table of the chemical elements. Figure 9.4 shows its implementation. This stores, Atomic Number (integer), Chemical Symbol, Density, Specific Heat, State, and Category. We assume that the number of elements in the database is at most 127. The database consists of two circuits:

1. A circuit to produce the Atomic Number from a Chemical Symbol.
2. A circuit to produce Density, State and Category from an Atomic Number.

The first circuit is implemented by an index generator, and the second circuit is implemented by an ordinary memory. Chemical Symbol consists of two characters from the 26-letter English alphabet (uppercase and lowercase) and special symbols (blank, etc.). Since each character requires 6 bits, to represent 2 characters, we need $2 \times 6=12$ bits. On the other hand, to represent an Atomic Number, we need only 7 bits, since the total number of elements in the table is at most 127 . In this case,

Table 9.3 Periodic table of the chemical elements

| Atomic number | Chemical symbol | English name | Density | Specific heat | State | Category |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | H | Hydrogen | 0.082 | 14.304 | Gas | Other nonmetal |
| 2 | He | Helium | 0.147 | 5.188 | Gas | Noble gas |
| 3 | Li | Lithium | 0.534 | 3.489 | Solid | Alkali metal |
| 4 | Be | Beryllium | 1.848 | 1.824 | Solid | Alkaline earth metal |
| 5 | B | Boron | 2.34 | 1.025 | Solid | Metalloid |
| 6 | C | Carbon | 3.51 | 0.513 | Solid | Other nonmetal |
| 7 | N | Nitrogen | 1.2506 | 1.042 | Gas | Other nonmetal |
| 8 | O | Oxygen | 1.429 | 0.916 | Gas | Other nonmetal |
| 9 | F | Fluorine | 1.696 | 0.824 | Gas | Halogen |
| 10 | Ne | Neon | 0.8999 | 1.029 | Gas | Noble gas |
| 11 | Na | Sodium | 0.971 | 1.227 | Solid | Alkali metal |
| 12 | Mg | Magnesium | 1.738 | 1.025 | Solid | Alkaline earth metal |
| 13 | Al | Aluminum | 2.6989 | 0.902 | Solid | Other metal |
| 14 | Si | Silicon | 2.33 | 0.712 | Solid | Metalloid |
| 15 | P | Phosphorus | 1.82 | 0.757 | Solid | Other nonmetal |
| 16 | S | Sulfur | 2.07 | 0.732 | Solid | Other nonmetal |
| 17 | Cl | Chlorine | 3.214 | 0.477 | Gas | Halogen |
| 18 | Ar | Argon | 1.848 | 0.138 | Gas | Noble gas |
| 19 | K | Potassium | 0.862 | 0.766 | Solid | Alkali metal |
| 20 | Ca | Calcium | 1.55 | 0.653 | Solid | Alkaline earth metal |



Fig. 9.4 Circuit for the periodic table
the number of possible input combinations is $2^{12}$, while the number of the registered vectors is at most 127 . Note that each chemical element has its unique atomic number.

### 9.6 English-Japanese Dictionary

For simple English-Japanese communication, we prepare a dictionary consisting of 1,500 English words. To make a list of 1,500 English words using a single memory or a single circuit is unrealistic. Therefore, we partition the list into three groups, so that each list contains at most 500 words. Let the names of the three lists be Word list $A$, Word list $B$, and Word list $C$. The maximum number of letters in the word


Fig. 9.5 Implementation of English-Japanese dictionary
lists is 13 , but we only consider the first 8 letters. For English words consisting of fewer than 8 letters, we append blanks to make the length of words 8 . We represent each alphabetic character by 5 bits. So, all the English words are represented by 40 bits. We assume that each group has at most 500 English words, and each word has unique address from 1 to 500 . The address is represented by 9 bits.

Figure 9.5 shows the English-Japanese dictionary consisting of the index generator and a memory. In this dictionary, the index generator finds the index for the English word, and the memory produces the Japanese translation. Note that, in Japanese, 80 outputs are needed to represent the Chinese characters and KANA characters.

### 9.7 Properties of Index Generation Functions

The index generators in Sects. 9.2 and 9.3 have common properties:

1. The values of the nonzero outputs are distinct.
2. The number of nonzero output values is much smaller than the total number of the input combinations.
3. High-speed circuits are required.
4. Data must be updated.

The last condition is very important in communication networks. This means that index generators must be programmable.

Example 9.7.1. Consider the decomposition chart in Fig. 9.6. It shows an input index generation function $F(X)$ with weight 7. $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ denotes the bound variables, and $X_{2}=\left(x_{5}\right)$ denotes the free variable. Note that the column multiplicity of this decomposition chart is 7 .

Lemma 9.7.1. The C-measure of an index generation function with weight $k$ is at most $k+1$.

Proof. Since the number of nonzero outputs is $k$, the column multiplicity never exceeds $k+1$.

|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $x_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{2}$ |
|  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{3}$ |
|  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{4}$ |
| 0 | 0 | 1 | 0 | 0 | 3 | 0 | 4 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 6 | 0 | 0 | 0 | 0 | 7 | 0 | 0 | 0 |  |
| $x_{5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Fig. 9.6 Decomposition chart for $F$

Lemma 9.7.2. Let $F$ be an index generation function with weight $k$. Then, there exists a functional decomposition

$$
F\left(X_{1}, X_{2}\right)=G\left(H\left(X_{1}\right), X_{2}\right)
$$

where $G$ and $H$ are index generation functions, and the weight of $G$ is $k$, and the weight of $H$ is at most $k$.

Proof. Consider a decomposition chart, in which $X_{1}$ denotes the bound variables, and $X_{2}$ denotes the free variables. Let $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$, where $p \geq\left\lceil\log _{2}(k+1)\right\rceil$. Let $H$ be a function where the input variables are $X_{1}$, and the output values are defined as follows: Consider the decomposition chart, where assignments of values to $X_{1}$ label columns (i.e., bound variables). For the assignments to $X_{1}$ corresponding to columns with only zero elements, $H=0$. For other inputs, the outputs are distinct integers from 1 to $w_{h}$, where $w_{h}$ denotes the number of columns that have nonzero element(s). Since $w_{h} \leq k$, the weight of $H$ is at most $k$, and the number of output values of $H$ is at most $k+1$. On the other hand, the function $G$ is obtained from $F$ by reducing some columns that have all zero outputs in the decomposition chart. Thus, the number of nonzero outputs in $G$ is equal to the number of nonzero outputs in $F$. Thus, $G$ is also an index generation function with weight $k$.

Example 9.7.2. Consider the decomposition chart in Fig. 9.6. Let the function $F(X)$ be decomposed as $F\left(X_{1}, X_{2}\right)=G\left(H\left(X_{1}\right), X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $X_{2}=\left(x_{5}\right)$. Table 9.4 shows the function $H$. It is a 4 -variable 3-output index generation logic function with weight 6 . The decomposition chart for the function $G$ is shown in Fig. 9.7. As shown in this example, the functions obtained by decomposing the index generation function $F$ are also index generation functions, and the weights of $F$ and $G$ are both 7 .

Table 9.4 Truth table for $H$

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 |

Fig. 9.7 Decomposition chart for $G$

|  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $y_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $y_{2}$ |
|  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $y_{3}$ |
| 0 | 0 | 1 | 0 | 3 | 4 | 5 | 0 | 0 |  |
| 1 | 0 | 0 | 2 | 0 | 0 | 6 | 7 | 0 |  |
| $x_{5}$ |  |  |  |  |  |  |  |  |  |

### 9.8 Realization Using ( $p, q$ )-Elements

Definition 9.8.1. A $(\boldsymbol{p}, \boldsymbol{q})$-element realizes an arbitrary $p$-input $q$-output logic function. Its memory size is $q 2^{p}$.

Theorem 9.8.1. An arbitrary two-valued input n-variable index generation function with weight $k$ can be realized as a multilevel network of $(p, q)$-elements. The number of such elements is at most $\left\lceil\frac{n-q}{p-q}\right\rceil$, where $p>q$ and $q=\left\lceil\log _{2}(k+1)\right\rceil$.

Proof. An index generation logic function $F$ with weight $k$ can be decomposed as

$$
F\left(X_{1}, X_{2}\right)=G\left(H\left(X_{1}\right), X_{2}\right)
$$

where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$. In this case, by Lemma 9.7.2, $G\left(X^{\prime}{ }_{1}, X_{2}\right)$ is also an index generation logic function with weight $k$. Note that the number of input variables for $G$ is reduced to $n-(p-q)$, since the number of output variables of $H$ is $q=\left\lceil\log _{2}(k+1)\right\rceil$. By iterating this operation $\left\lceil\frac{n-p}{p-q}\right\rceil$ times, we can reduce the number of variables to $p$ or fewer. Thus, the index generator can be realized by using only $(p, q)$-elements. The number of elements is at most $\left\lceil\frac{n-p}{p-q}\right\rceil+1=\left\lceil\frac{n-q}{p-q}\right\rceil$.

Fig. 9.8 Realization of index generation function $F$


Example 9.8.1. The number of nonzero outputs in the 5 -variable index generation function $F(X)$ shown in Fig. 9.6 is $k=7$. Since $q=\left\lceil\log _{2}(k+1)\right\rceil=\left\lceil\log _{2}(7+\right.$ $1)\rceil=3$, the index generator can be realized by two $(4,3)$ elements as shown in Fig.9.8.

When realizing an index generator by $(p, q)$-elements, increasing $p$ decreases the number of $(p, q)$-elements, but increases the total amount of memory. On the other hand, decreasing $p$ increases the number of $(p, q)$-elements, but decreases the total amount of memory. The next theorem shows a strategy to design index generators using $(p, q)$-elements. It finds a value of $p$ that minimizes the least upper bound on the total amount of memory without increasing the number of elements.

Theorem 9.8.2. When an index generator is implemented as a multilevel network of ( $p, q$ )-elements, the least upper bound on the total amount of memory is minimized when $p-q=1$ or $p-q=2$.

Proof. When an index generation function is decomposed into $(p, q)$-elements, for each decomposition, we can reduce the number of input variables by $r=p-q$. To reduce $n$ inputs into $q$, we need $s=\left\lceil\frac{n-q}{r}\right\rceil$ functional decompositions. To realize the index generator, we need $s(p, q)$-elements. Thus, the total amount of memory necessary to implement the index generator is $M E M=s \cdot 2^{p} q$. When $n$ is sufficiently large, $M E M$ can be approximated by $\left(\frac{2^{r}}{r}\right) \cdot(n-q) \cdot 2^{q} q$. Since $n$ and $q$ are fixed for a given problem, only $r$ can be changed. Note that $\frac{2^{r}}{r}$ takes its minimum when $r=1$ or $r=2$. Hence we have the theorem.

Since networks with fewer levels are desirable, we often select $r=p-q=2$ to design the index generator.

Theorem 9.8 .1 shows that we can design an index generator as a multilevel network of $(p, q)$-elements by iterations of functional decompositions.

The next Example 9.8.2 shows that we can generate various multilevel logic networks, including cascades.

Example 9.8.2. Let us design index generators, where the number of inputs is $n=48$ and the weight is $k=255$. Since $q=\left\lceil\log _{2}(255+1)\right\rceil=8$, when $p=10$, the total amount of memory is minimized, and also the number of levels is minimized. For each $(p, q)$-element, we can reduce the number of input lines by two. So, by using $20(p, q)$-elements, we can reduce the number of inputs into


Fig. 9.9 Cascade realization of index generator


Fig. 9.10 Index generator $(p=10)$
8. For example, we have the LUT cascade as shown in Fig. 9.9. Or, we have the multilevel logic network as shown in Fig. 9.10, where the number of levels is 10 . In this case, the variables are permuted during functional decompositions. Note that both structures require the same amount of memory: 160 K bits. We can further reduce the number of levels by using elements with more inputs. Figure 9.11 shows an example with $p=11$ and $q=8$. In this case, the number of elements is $(48-8) /(11-8)=14$, the number of levels is 8 , and the total amount of memory is 212 Kibits, where 1 Kibit denotes $2^{10}=1024$ bits. Figure 9.12 show an example with $p=12$ and $q=8$. In this case, the number of elements is $(48-8)$ / $(12-8)=10$, the number of levels is 5 , and the total amount of memory is 320 Kibits.

Theorem 9.8 .2 shows the strategy for general index generators. It minimizes the least upper bound on the total amount of memory. For a particular index generator, the total amount of memory can be minimum for cases other than $p-q=2$. The next example illustrates this.

Example 9.8.3. Consider the 6-variable index generation function $F(X)$ shown in Table 9.5. Let the function $F(X)$ be decomposed as $F\left(X_{1}, X_{2}\right)=G\left(H\left(X_{1}\right), X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $X_{2}=\left(x_{5}, x_{6}\right)$. The column multiplicity of the decomposition chart in Table 9.5 is 2. Table 9.6 is the truth table of $H$, and Table 9.7 is the truth table of $G$. This index generator can be implemented as Fig. 9.13. In this case, the weight of the function is $k=7$, but $H$ is realized by a (4,1)-element.


Fig. 9.11 Index generator $(p=11)$
Fig. 9.12 Index generator ( $p=12$ )


Table 9.5 Index generation function $F$

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | - | - | - | - | - | 0 | 0 | 0 |
| - | 0 | - | - | - | - | 0 | 0 | 0 |
| - | - | 0 | - | - | - | 0 | 0 | 0 |
| - | - | - | 0 | - | - | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |
| 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |

### 9.9 Realization of Logic Functions with Weight $k$

Up to now, we have considered the realization of index generation functions. Next, we consider the realization of general logic functions.

Table 9.6 Truth table for $H$

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $y_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 |
| - | 0 | 0 | 0 | 0 |
| 0 | - | 0 | 0 | 0 |
| 0 | 0 | - | 0 | 0 |
| 0 | 0 | 0 | - | 0 |

Table 9.7 Truth table for $G$

| $y_{1}$ | $x_{5}$ | $x_{6}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 | 1 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0 |

Fig. 9.13 Index generator for Table 9.5


Theorem 9.9.1. An arbitrary two-valued $n$-variable $u$-output function with weight $k$ is realized as a multilevel network of $(p, q)$-elements. The number of elements needed is at most $\left\lceil\frac{n-q}{p-q}\right\rceil+\left\lceil\frac{u}{q}\right\rceil$, where $p>q$ and $q=\left\lceil\log _{2}(k+1)\right\rceil$.

Proof. An arbitrary logic function with weight $k$ can be realized as a cascade of an index generator and a decoder, where the index generator produces unique indices for $k$ input combinations, and the decoder converts each index into corresponding outputs. The number of inputs of the decoder is at $\operatorname{most}\left\lceil\log _{2}(k+1)\right\rceil$. By Theorem 9.8.1, the index generator can be realized with $s_{1}=\left\lceil\frac{n-q}{p-q}\right\rceil$ elements. Also, note that the decoder can be realized by $s_{2}$ modules of $q$-input $q$-output elements, where $s_{2}$ is given by $s_{2}=\left\lceil\frac{u}{q}\right\rceil$. Thus, total number of elements is $s_{1}+s_{2}=\left\lceil\frac{n-q}{p-q}\right\rceil+\left\lceil\frac{u}{q}\right\rceil$.

Corollary 9.9.1. An arbitrary two-valued n-variable single-output logic function with weight $k$ is realized as a multilevel network of $(p, q)$-elements. The number of elements needed is at most $\left\lceil\frac{n-q}{p-q}\right\rceil$, where $p>q$ and $q=\left\lceil\log _{2}(k+1)\right\rceil$.

Fig. 9.14 Index generator with weight $k \leq 32$


### 9.10 Remarks

Index generation functions are multiple-output logic functions useful for pattern matching and communication circuits. Logic synthesis for index generation functions is considered in Chaps. 10 and 11. This chapter is based on [124].

## Problems

9.1. Design an index generator where the number of inputs is $n=32$, and the weight is $k=63$. Use 8 -input 6 -output LUTs. Show both the cascade and minimum-delay realizations.
9.2. An index generation function can be directly implemented by a PLA. Discuss the advantage and disadvantage to implement an index generation function using memory instead of a PLA. Consider the case of $n=48$ and $k=400$.
9.3. When $k \leq 32$, an arbitrary index generation function of 12 variables with weight $k$ can be realized by the circuit structure shown in Fig. 9.14. Compare this realization with an LUT cascade realization with respect to the size and speed. Assume that we use 6-LUTs.
9.4. Design an index generator for $n=16$ and $k=3$ by using (4, 2)-elements.

## Chapter 10 <br> Hash-Based Synthesis

In Chap. 5, we considered cascade-based realizations of logic functions with small C-measure. When the weight $k$ of the function satisfies the relation $\left\lceil\log _{2}(k+1)\right\rceil<$ $K$, the function can be efficiently realized by a cascade of $K$-input cells. Also, as shown in Chap. 9, an index generation function can be implemented by a multilevel network of $(p, q)$-elements, or by a multilevel network with $K$-LUTs. However, when $\left\lceil\log _{2}(k+1)\right\rceil \geq K$, such methods are not directly applicable.

This chapter presents the hybrid method, the super hybrid method, and the parallel sieve method. These methods efficiently implement index generation functions using memories. They are particularly suitable for FPGA realizations, since most FPGAs have both LUTs and embedded memories inside. These methods use pairs of smaller memories to implement most of the registered vectors.

### 10.1 Hash Function

Hash functions are often used in software implementations. To show the idea, consider the following:

Example 10.1.1. Assume that one needs to find a name of an employee from his or her 10 -digit telephone number, in a company with 5,000 employees. A straightforward method to do this is to build a complete table of 10 -digit telephone numbers showing the names of the employees. However, this method is unrealistic, since the table has $10^{10}$ entries, most of which are empty. To avoid such a problem, a hash table can be used. Let $x$ be the telephone number, and consider the hash function ${ }^{1}$ :

$$
\operatorname{hash}(x)=x(\bmod 9973)
$$

In this case, the name of the employee can be found from the hash table with 9973 entries, since the value of $\operatorname{hash}(x)$ is between 0 and 9972. When two or more

[^1]Table 10.1 Registered vector table

| Index | Vector |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| 2 | 0 | 1 | 0 | 0 | 1 | 0 |
| 3 | 0 | 0 | 1 | 0 | 1 | 0 |
| 4 | 0 | 0 | 1 | 1 | 1 | 0 |
| 5 | 0 | 0 | 0 | 0 | 0 | 1 |
| 6 | 1 | 1 | 1 | 0 | 1 | 1 |
| 7 | 0 | 1 | 0 | 1 | 1 | 1 |

Table 10.2 Example of an index generation function

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | f |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 0 | 2 |
| 0 | 0 | 1 | 0 | 1 | 0 | 3 |
| 0 | 0 | 1 | 1 | 1 | 0 | 4 |
| 0 | 0 | 0 | 0 | 0 | 1 | 5 |
| 1 | 1 | 1 | 0 | 1 | 1 | 6 |
| 0 | 1 | 0 | 1 | 1 | 1 | 7 |

different employees have the same hash value, a collision occurs. In such a case, the employees with the same hash value are represented by a linked list. Note that using a hash table, the number of digits for table look-up is reduced from 10 to 4 .

This chapter shows a hash method for hardware implementation. With this method, the number of variables can be reduced and the size of memories can be also reduced.

Besides index generation functions, this design method can implement an $n$-variable function where the number of nonzero outputs $k$ is much smaller than $2^{n}$.

Example 10.1.2. Table 10.1 shows a registered vector table consisting of 7 vectors. The corresponding index generation logic function shown in Table 10.2 produces a 3-bit number (e.g., 001) of the matched vector. When no entry matches the input vector, the function produces 000 .

### 10.2 Index Generation Unit

Figure 10.1 shows the Index Generation Unit (IGU). The programmable hash circuit has $n$ inputs and $p$ outputs. It is used to rearrange the nonzero elements. We consider two types of programmable hash circuits. The first type is the double-input hash circuit shown in Fig. 10.2. It performs a linear transformation $y_{i}=x_{i} \oplus x_{j}$ or $y_{i}=x_{i}$, where $i \neq j$. It uses a pair of multiplexers for each variable $y_{i}$. The upper multiplexers have the inputs $x_{1}, x_{2}, \ldots, x_{n}$. The register with $\left\lceil\log _{2} n\right\rceil$ bits specifies which variable to select by the multiplexer. The lower multiplexers have the inputs $x_{1}, x_{2}, \ldots, x_{n}$, except for $x_{i}$. For the $i$-th input, the constant input 0 is


Fig. 10.1 Index generation unit (IGU)

Fig. 10.2 Double-input hash circuit


Fig. 10.3 Single-input hash circuit

connected instead of $x_{i}$. By setting $y_{i}=x_{i} \oplus 0$, we can implement $y_{i}=x_{i}$. The second type of a programmable hash circuit is the single-input hash circuit shown in Fig. 10.3. It consists of only $p$ multiplexers, and selects $p$ variables from $n$ input variables. Note that both types of hash circuits produce only specific kinds of hash
functions. We have found that these functions are suitable for our application. The main memory has $p$ inputs and $\left\lceil\log _{2}(k+1)\right\rceil$ outputs. The main memory produces correct outputs only for registered vectors. However, it may produce incorrect outputs for nonregistered vectors, because the number of input variables is reduced. In an index generation function, if the input vector is nonregistered, then it should produce $00 \ldots 0$. To check whether the main memory produces the correct output or not, we use the AUX memory. The AUX memory has $\left\lceil\log _{2}(k+1)\right\rceil$ inputs and ( $n-p$ ) outputs: It stores the $X_{2}$ part of the registered vectors for each index. The comparator checks if the inputs are the same as the registered vector or not. If they are the same, the main memory produces a correct output. Otherwise, the main memory produces a wrong output, and the input vector is nonregistered. Thus, the output AND gates produce $00 \ldots 0$, showing that the input vector is nonregistered. Note that the main memory produces the correct outputs only for the registered vectors.

Example 10.2.1. Consider the registered vectors in Table 10.3. The number of variables is four, but only two variables $x_{1}$ and $x_{4}$ are necessary to distinguish these four registered vectors. Figure 10.4 shows the IGU. In this case, the programmable hash circuit produces $Y_{1}=\left(x_{1}, x_{4}\right)$ from $X=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. The main memory stores the indices for $X_{1}=Y_{1}=\left(x_{1}, x_{4}\right)$, and the AUX memory stores the values of $X_{2}=\left(x_{2}, x_{3}\right)$ for the corresponding registered vector.

Table 10.3 Index
generation function

| Inputs |  |  |  | Index |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $x_{1}$ | $x_{3}$ | $x_{4}$ | f |  |
| 0 | 0 | 1 | 0 |  | 1 |
| 0 | 1 | 1 | 1 |  | 2 |
| 1 | 1 | 0 | 0 |  | 3 |
| 1 | 1 | 1 | 1 | 4 |  |



Fig. 10.4 When the input vector is registered

## When the input vector is registered

Suppose that a registered vector $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(1,1,0,0)$ is applied to the IGU in Fig. 10.4. First, the programmable hash circuit selects two variables, $x_{1}$ and $x_{4}$, and produces the value $X_{1}=\left(x_{1}, x_{4}\right)=(1,0)$. Second, the main memory produces the corresponding index $(0,1,1)$. Third, the AUX memory produces the values of $X_{2}=\left(x_{2}, x_{3}\right)=(1,0)$ corresponding registered vector $(1,1,0,0)$. Fourth, the comparator confirms that the values of $X_{2}=\left(x_{2}, x_{3}\right)$ of the input vector is equal to the output of the AUX memory. And, finally, the AND gate produces the index for the input vector.

## When the input vector is not registered

Suppose that a nonregistered vector $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(1,0,1,0)$ is applied to the IGU in Fig. 10.5. In this case, the main memory also produces the index $(0,1,1)$, and the AUX memory produces the values of $X_{2}=\left(x_{2}, x_{3}\right)$ for the corresponding registered vector $(1,1,0,0)$. However, in this case, the comparator indicates that $X_{2}=\left(x_{2}, x_{3}\right)=(0,1)$ is different from the output $X_{2}=\left(x_{2}, x_{3}\right)$ of the AUX memory. Thus, the AND gate produces zero output, which shows that the input vector is not registered.

Unfortunately, not all index generation functions have the nice properties of Example 10.2.1. So, we decompose the given function into two:

1. A function that is implemented by an IGU.
2. The remaining part.


Fig. 10.5 When the input vector is not registered

Given an index generation function $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$, we decompose it into two disjoint subfunctions:

$$
f\left(X_{1}, X_{2}\right)=\hat{f}_{1}\left(Y_{1}, X_{2}\right) \vee f_{2}\left(X_{1}, X_{2}\right)
$$

where each column of the decomposition chart for $\hat{f}_{1}\left(Y_{1}, X_{2}\right)$ has at most one nonzero element. In this case, $\hat{f}_{1}\left(Y_{1}, X_{2}\right)$ can be implemented by an IGU, where the inputs to the main memory is $Y_{1}=\left(y_{1}, y_{2}, \ldots, y_{p}\right)$. Since $f_{2}\left(X_{1}, X_{2}\right)$ has fewer nonzero elements than the original function, it is simpler to implement.

Theorem 10.2.1. Consider the IGU in Fig. 10.1. Assume that $Y_{1}=\left(y_{1}, y_{2}, \ldots, y_{p}\right)$, where $y_{i}=x_{i} \oplus x_{j}$ for $j \in\{p+1, p+2, \ldots, n\}$, or $y_{i}=x_{i}$, are applied to the input to the main memory. If the main memory of an IGU implements the function $\tilde{g}\left(Y_{1}\right)$, where $\tilde{g}\left(Y_{1}\right)$ produces the nonzero value when the column $Y_{1}$ of the decomposition chart for $\hat{f}_{1}\left(Y_{1}, X_{2}\right)$ has a nonzero value, and $\tilde{g}\left(Y_{1}\right)$ produces 0 otherwise, then only the values for $X_{2}$ must be stored in the AUX memory.
Proof. Consider the decomposition chart of the function $\hat{f}_{1}\left(Y_{1}, X_{2}\right)$. By construction, each column of the decomposition chart has at most one nonzero element. When a registered vector is applied to the IGU, the main memory produces a nonzero output. In this case, the $X_{2}$ part of the input vector is equal to the output of the AUX memory, showing that the vector is registered. Thus, the IGU produces the correct nonzero output.

Assume that the input vector is not registered, but the output of the AUX memory is equal to the $X_{2}$ part of the input vector. We have two cases:

1. The main memory produces the zero-output.

In this case, even if the $X_{2}$ part of the input vector is equal to the output of the AUX memory, the output of the main memory is zero. Thus, the IGU produces the correct output.
2. The main memory produces a nonzero output.

Due to the construction of the IGU, the input vector is registered. However, this contradicts the assumption. So, such a case never happens.

### 10.3 Reduction by a Linear Transformation

As will be suggested by Conjecture 11.5.2, most incompletely specified index generation functions with weight $k$ can be represented by at most $p=2\left\lceil\log _{2}(k+\right.$ 1) $\rceil-3$ variables. However, there exist functions that require more variables. Example 10.3.1 shows such a function. In this case, we can often reduce the number of variables by a linear transformation of the input variables.

Example 10.3.1. Consider the incompletely specified index generation function shown in Table 10.4. Note that all the variables are essential in $f$. Now, replace the variables $x_{1}, x_{2}, x_{3}$, and $x_{4}$ with $y_{1}=x_{1} \oplus x_{4}, y_{2}=x_{2} \oplus x_{4}, y_{3}=x_{3}$,

Table 10.4 Original index generation function

| Inputs |  |  |  | Index |
| :--- | :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | f |
| 1 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 2 |
| 0 | 0 | 1 | 0 | 3 |
| 0 | 0 | 0 | 1 | 4 |
| 0 | 0 | 0 | 0 | 5 |

Table 10.5 Transformed index generation function

Table 10.6 Registered vector table for a 6 -variable function

| Inputs |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | | Index |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $y_{2}$ | $x_{3}$ | $x_{4}$ | g |
| 1 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 2 |
| 0 | 0 | 1 | 0 | 3 |
| 1 | 1 | 0 | 1 | 4 |
| 0 | 0 | 0 | 0 | 5 |


| Vector |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | Index |
| 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 2 |
| 0 | 0 | 1 | 0 | 0 | 0 | 3 |
| 0 | 0 | 0 | 1 | 0 | 0 | 4 |
| 0 | 0 | 0 | 0 | 1 | 0 | 5 |
| 0 | 0 | 0 | 0 | 0 | 1 | 6 |
| 0 | 0 | 0 | 0 | 0 | 0 | 7 |

and $y_{4}=x_{4}$, respectively. Then, $f$ can be represented as the index generation function $g\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$ shown in Table 10.5 . Note that $g$ can be represented using only $y_{1}, y_{2}$, and $x_{3}$, since they can uniquely specify five different patterns. The programmable hash circuit in Fig. 10.3 performs this linear transformation.

Example 10.3.2. In the registered vector table in Table 10.6, the number of 0's is much larger than that of 1's.

1. A single-input hash circuit is used.

In this case, all the variables are necessary to represent the function, since any change of each variable from $(0,0,0,0,0,0)$ will change the value of the function. Thus, the main memory requires 6 variables.
2. A double-input hash circuit is used.

Consider the transform:

$$
\begin{aligned}
& y_{1}=x_{1} \oplus x_{5} \\
& y_{2}=x_{2} \oplus x_{5} \\
& y_{3}=x_{3} \oplus x_{6} \\
& y_{4}=x_{4} \oplus x_{6}
\end{aligned}
$$

Table 10.7 Registered vector table for IGU with double-input hash circuit

| Vector |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | Index |
| 1 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 2 |
| 0 | 0 | 1 | 0 | 3 |
| 0 | 0 | 0 | 1 | 4 |
| 1 | 1 | 0 | 0 | 5 |
| 0 | 0 | 1 | 1 | 6 |
| 0 | 0 | 0 | 0 | 7 |

Table 10.8 Registered vector table for IGU with triple-input hash circuit

| Vector |  |  |  |
| :--- | :--- | :--- | :--- |
| $z_{1}$ | $z_{2}$ | $z_{3}$ | Index |
| 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 2 |
| 0 | 0 | 1 | 3 |
| 0 | 1 | 1 | 4 |
| 1 | 0 | 1 | 5 |
| 1 | 1 | 0 | 6 |
| 0 | 0 | 0 | 7 |

Table 10.7 shows the transformed function. In this case, all the patterns are different. This means that these four variables are sufficient to represent the function. In fact, this is a minimum solution when a double-input hash circuit is used.
3. A triple-input hash circuit is used.

Consider the transform:

$$
\begin{aligned}
& z_{1}=x_{1} \oplus x_{5} \oplus x_{6} \\
& z_{2}=x_{2} \oplus x_{4} \oplus x_{6} \\
& z_{3}=x_{3} \oplus x_{4} \oplus x_{5}
\end{aligned}
$$

Table 10.8 shows the transformed function. In this case, all the patterns are different. This means that three variables are sufficient to represent the function. In fact, this is a minimum solution when a hash circuit with any number of inputs is used.

We have developed a heuristic algorithm [135] to find a linear transformation that reduces the number of variables, when the double-input hash circuit is used. To find a linear transformation, we use the following:

Theorem 10.3.1. Let $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be an incompletely specified index generation function. Let $Y_{1}=\left(y_{1}, y_{2}, \ldots, y_{p}\right)$, where $y_{i}=x_{i} \oplus x_{j}$ and $j \in\{p+1, p+2, \ldots, n\}$, and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$. Consider the transformed function $g\left(Y_{1}, X_{2}\right)=f\left(X_{1}, X_{2}\right)$. Then, $f$ can be represented using only $Y_{1}$, if each column of the decomposition chart $\left(Y_{1}, X_{2}\right)$ has at most one specified element.

### 10.4 Hybrid Method

From here, we consider methods to implement an index generation function using memories. In the index generation function, the number of registered vectors $k$, is usually much smaller than $2^{n}$, the total number of the input combinations.

Definition 10.4.1. The hybrid method is an implementation of an index generation function using the circuit consisting of an IGU as shown in Fig. 10.6. An IGU is used to realize most of the registered vectors, while a rewritable PLA is used to realize remaining registered vectors. The OR gate in the output combines the indices to form a single output. The rewritable PLA can be replaced by another circuit, such as an LUT cascade or a CAM.

In the hybrid method, the main memory has $p=q+2$ inputs, and realizes $88 \%$ of the registered vectors, where $q=\left\lceil\log _{2}(k+1)\right\rceil$. The rest of the registered vectors are implemented by the rewritable PLA.

Example 10.4.1. For the circuit shown in Fig. 10.7, the values of only $X_{2}=$ $\left(x_{4}, x_{5}, x_{6}\right)$ are compared with the output of the AUX memory to check if the main memory produces the correct output.


Fig. 10.6 Index generator using hybrid method


Fig. 10.7 6-variable function implemented by a hybrid method

Table 10.9 Decomposition chart for $f\left(X_{1}, X_{2}\right)$

|  |  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{2}$ |
|  |  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{1}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 1 | 0 | 2 | 0 | 3 | 0 | 0 | 0 |  |
| 0 | 1 | 1 | 0 | 0 | 0 | 0 | 4 | 0 | 0 | 0 |  |
| 1 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 |  |
| 1 | 1 | 1 | 0 | 0 | 7 | 0 | 0 | 0 | 0 | 0 |  |
| $x_{6}$ | $x_{5}$ | $x_{4}$ |  |  |  |  |  |  |  |  |  |

Table 10.10 Decomposition
chart for $\hat{f}\left(Y_{1}, X_{2}\right)$
(transformed function)

|  |  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $y_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $y_{2}$ |
|  |  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $y_{1}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 2 | 0 | 1 | 0 | 0 | 0 | 3 | 0 |  |
| 0 | 1 | 1 | 0 | 0 | 4 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 6 | 0 | 0 | 0 |  |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 7 | 0 | 0 |  |
| $x_{6}$ | $x_{5}$ | $x_{4}$ |  |  |  |  |  |  |  |  |  |

Example 10.4.2. Consider the index generation function defined by Table 10.2. Table 10.9 is a decomposition chart of a 6 -variable function $f\left(X_{1}, X_{2}\right)$ with weight $k=7$. In this function, transform the variables $X_{1}=\left(x_{1}, x_{2}, x_{3}\right)$ into $Y_{1}=$ $\left(y_{1}, y_{2}, y_{3}\right)=\left(x_{1} \oplus x_{6}, x_{2} \oplus x_{5}, x_{3} \oplus x_{4}\right)$. The decomposition chart of the transformed function $\hat{f}\left(Y_{1}, X_{2}\right)$ is shown in Table 10.10. In the transformed function, the columns of the original truth tables are permuted. Also, each row has a different permutation. In the original table, three columns for $\left(x_{1}, x_{2}, x_{3}\right)=$ $(0,0,0),(0,1,0),(0,0,1)$ have two nonzero elements. On the other hand, in the decomposition chart in Table 10.10, for the transformed function $\hat{h}\left(Y_{1}, X_{2}\right)$, only one column $\left(y_{1}, y_{2}, y_{3}\right)=(0,1,0)$ has two nonzero elements. Let $\hat{f}_{1}\left(Y_{1}, X_{2}\right)$ be the function where the nonzero element 4 is replaced by 0 . The decomposition chart is shown in Table 10.11. Table 10.12 shows the decomposition chart of the function $\hat{f}_{2}\left(Y_{1}, X_{2}\right)$ that is realized by the rewritable PLA. In this case, the function has only one nonzero element. $\hat{f}_{1}\left(Y_{1}, X_{2}\right)$ is implemented by the main memory shown in Table 10.13 and the AUX memory shown in Table 10.14. The output of the main memory $\hat{f}\left(Y_{1}\right)$ shows the nonzero value of the function $\hat{f}_{1}$ for the column $Y_{1}=$ $\left(y_{1}, y_{2}, y_{3}\right)$. The AUX memory shown in Table 10.14 stores the corresponding values of $x_{4}, x_{5}$, and $x_{6}$ when $f\left(X_{1}, X_{2}\right)$ takes nonzero values. Figure 10.8 shows that the pair of the main memory and the AUX memory is sufficient to represent

Table 10.11 Decomposition chart for $\hat{f}_{1}\left(Y_{1}, X_{2}\right)$

|  |  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $y_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $y_{2}$ |
|  |  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $y_{1}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 2 | 0 | 1 | 0 | 0 | 0 | 3 | 0 |  |
| 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 0 | 0 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 6 | 0 | 0 | 0 |  |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 7 | 0 | 0 |  |
| $x_{6}$ | $x_{5}$ | $x_{4}$ |  |  |  |  |  |  |  |  |  |

Table 10.12 Decomposition chart for $\hat{f}_{2}\left(Y_{1}, X_{2}\right)$

|  |  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $y_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $y_{2}$ |
|  |  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $y_{1}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 1 | 0 | 0 | 4 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| $x_{6}$ | $x_{5}$ | $x_{4}$ |  |  |  |  |  |  |  |  |  |

Table 10.13 Function $\hat{h}\left(Y_{1}\right)$ realized by the main memory

| $y_{3}$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y_{2}$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| $y_{1}$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| $\hat{h}\left(Y_{1}\right)$ | 2 | 5 | 1 | 0 | 6 | 7 | 3 | 0 |

Table 10.14 Contents of the AUX memory

| $z_{3}$ | $z_{2}$ | $z_{1}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 1 | 0 |
| 1 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 1 |
| 1 | 1 | 0 | 0 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |



Fig. 10.8 Index generator implemented using a sparse matrix technique
the information of Table 10.11. Table 10.13 is implemented by the main memory. The function that is implemented by the rewritable PLA has nonzero output 4. The corresponding input values are $\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)=(0,0,1,1,1,0)$. The nonzero output is 4 , and its binary representation is $(1,0,0)$. This is implemented by ORing the most significant bit of the AND gates. Figure 10.7 shows the whole circuit for function $f$. The AUX memory and comparator check if $\left(x_{4}, x_{5}, x_{6}\right)$ is the input that produces the nonzero output.

### 10.5 Registered Vectors Realized by Main Memory

In this part, we assume that the nonzero elements in the index generation function are uniformly distributed in the decomposition chart. In this case, we can estimate the fraction of registered vectors realized by the main memory.

Lemma 10.5.1. Let $f(X)$ be a uniformly distributed index function of $n$ variables with weight $k$. Consider a decomposition chart, and let $p$ be the number of bound variables. Then, the probability that a column of the decomposition chart has all zero elements is approximately $\mathrm{e}^{-\xi}$, where $\xi=\frac{\dot{k}}{2^{p}}$.

Proof. The probability that a function takes a specified value is $\alpha=\frac{k}{2^{n}}$. The probability that a function takes a zero value is $\beta=1-\alpha$. Since the decomposition chart has $2^{n-p}$ rows, the probability that a column of the chart has all zero elements is

$$
\beta^{2^{n-p}}=(1-\alpha)^{2^{n-p}} .
$$

Since $\alpha=\frac{k}{2^{n}}$ is sufficiently small, by Lemma 3.7.1, $\beta=1-\alpha$ can be approximated by $\mathrm{e}^{-\alpha}$. Thus, we have

$$
\beta^{2^{n-p}} \simeq \mathrm{e}^{-\alpha 2^{n-p}}=\mathrm{e}^{-\xi},
$$

where $\xi=\frac{k}{2^{p}}$,
Theorem 10.5.1. Consider a set of uniformly distributed index generation functions $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with weight $k$. Consider an IGU whose inputs to the main memory are $x_{1}, x_{2}, \ldots$, and $x_{p}$. Then, the expected number of registered vectors of $f$ that can be realized by the $I G U$ is $2^{p}\left(1-\mathrm{e}^{-\xi}\right)$, where $\xi=\frac{k}{2^{p}}$.

Proof. Let $\left(X_{1}, X_{2}\right)$ be a partition of the input variables $X$, where $X_{1}=$ $\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$. Consider the decomposition chart for $f\left(X_{1}, X_{2}\right)$, where $X_{1}$ labels the column variables and $X_{2}$ labels the row variables. If a column has at least one care element, then the IGU can realize an element of the column. From Lemma 10.5.1, the probability that each column has at least one nonzero element is $1-\mathrm{e}^{-\xi}$, where $\xi=\frac{k}{2^{p}}$. Since there are $2^{p}$ columns, the expected number of registered vectors realized by the IGU is $2^{p}\left(1-\mathrm{e}^{-\xi}\right)$.

Example 10.5.1. Table 10.9 is the decomposition chart for a 6 -variable index generation function with weight $k=7$. Note that $X_{1}=\left(x_{1}, x_{2}, x_{3}\right)$ denotes the bound variables, and $X_{2}=\left(x_{4}, x_{5}, x_{6}\right)$ denotes the free variables. In this case, three columns $\left(x_{1}, x_{2}, x_{3}\right)=(0,0,1),(0,1,1),(1,0,1)$, and $(1,1,0)$ have all zero elements. In the other words, the fraction of columns that have all zero elements is $\frac{4}{8}=0.5$. In Lemma 10.5.1, we have $n=6, p=3$, and $\xi=\frac{k}{2^{p}}=0.875$. It shows that the probability that a column has all zero elements is $\mathrm{e}^{-\xi}=0.4169$. In Theorem 10.5.1, the expected number of vectors realized by the IGU is

$$
2^{p}\left(1-\mathrm{e}^{-\xi}\right)=8 \times 0.583=4.665
$$

In Table 10.9, four vectors for 1, 2, 3, 6 can be realized by an IGU. The remaining vectors should be realized by other parts of the circuit.

Corollary 10.5.1. Consider a set of uniformly distributed incompletely specified index generation functions $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with weight $k$. Consider an IGU whose inputs to the main memory are $x_{1}, x_{2}, \ldots$, and $x_{p}$. Then, the fraction of registered vectors of $f$ that can be realized by the IGU is

$$
\delta=\frac{1-\mathrm{e}^{-\xi}}{\xi}
$$

where $\xi=\frac{k}{2^{p}}$.
For example, when $\frac{k}{2^{p}}=\frac{1}{4}$, we have $\delta \simeq 0.8848$, when $\frac{k}{2^{p}}=\frac{1}{2}$, we have $\delta \simeq 0.7869$, and when $\frac{k}{2^{p}}=1$, we have $\delta \simeq 0.63212$.
Example 10.5.2. Consider the case of $n=40$ and $k=1730$. Let us compare two realizations: LUT cascade and hash-based. Since $q=\left\lceil\log _{2}(k+1)\right\rceil=\left\lceil\log _{2}(1730+\right.$ $1)\rceil=11$, the number of bound variables is $p=13$.

## 1. Realization with an LUT cascade alone

Let $p=13$ be the number of inputs for cells. Then, from Lemma 5.1.5, the number of levels $s$ of the cascade is given by

$$
s=\left\lceil\frac{n-q}{p-q}\right\rceil=\left\lceil\frac{40-11}{13-11}\right\rceil=\left\lceil\frac{29}{2}\right\rceil=15 .
$$

For each cell, the size of the memory is $2^{p} \times q=2^{13} \times 11$ bits. Thus, the total amount of memory is $2^{13} \times 11 \times 15=1351680$ bits.

## 2. Realization with the hybrid method

From the Corollary 10.5.1, the fraction of registered vectors of $f$ that can be realized by the IGU is

$$
\delta \simeq \frac{1-\mathrm{e}^{-\xi}}{\xi}=0.9015
$$

The main memory has $p=13$ inputs and $q=11$ outputs. The AUX memory has $q=11$ inputs and $r=n-p=27$ outputs. The LUT cascade realizes the index generation function with weight $1730 \times(1-0.901) \simeq 171$. In this case, each cell in the cascade has $\left\lceil\log _{2}(171+1)\right\rceil=8$ outputs. Let the number of inputs of cells be 10 . Then, the number of levels in the LUT cascade is

$$
\left\lceil\frac{n-q}{p-q}\right\rceil=\left\lceil\frac{40-8}{10-8}\right\rceil=\left\lceil\frac{32}{2}\right\rceil=16
$$

Note that the size of a cell except for the last stage is $2^{10} \times 8$ bits. The size of the cell in the last stage is $2^{10} \times 11$ bits. Thus, the total amount of memory for the cascade is $2^{10} \times 8 \times 15+2^{10} \times 11=134,144$ bits. The size of the main memory is $2^{13} \times 11=90,112$ bits. The size of the AUX memory is $2^{11} \times 27=55,296$ bits. Thus, the total amount of memory is 279,552 bits, which is $20.7 \%$ of the total memory for the LUT cascade-only realization.

In this example, the hybrid method requires a smaller amount of memory than the LUT cascade alone.

### 10.6 Super Hybrid Method

In the hybrid method, about $88 \%$ of the registered vectors are implemented by an IGU, and the remaining $12 \%$ are implemented by the PLA. When we use two IGUs, about $96 \%$ of the registered vectors are implemented by IGUs and the remaining $4 \%$ are implemented by the PLA.

Definition 10.6.1. The super hybrid method is an implementation of an index generation function using a circuit consisting of two IGUs, as shown in Fig. 10.9.


Fig. 10.9 Index generator implemented by super hybrid method
$I G U_{1}$ is used to realize most of the registered vectors, $I G U_{2}$ is used to realize the registered vectors not realized by $I G U_{1}$, and the rewritable PLA is used to realize registered vectors not realized by either $I G U$. The OR gate in the output combines the indices to form a single output. The rewritable PLA can be replaced by another circuit, such as an LUT cascade, a CAM or an IGU.

The super hybrid method shown in Fig. 10.9 is more complicated than the hybrid method, but requires smaller memory overall. In this method, the main memory in $I G U_{1}$ has $p=q+1$ inputs, and realizes $79 \%$ of the registered vectors. The main memory in $I G U_{2}$ has $p=q$ inputs, and realizes $16.6 \%$ of registered vectors. The rest of the registered vectors are implemented by the rewritable PLA.

Hybrid Method. In a typical hybrid method, the main memory has $p=q+2$ inputs and $q=\left\lceil\log _{2}(k+1)\right\rceil$ outputs, while the AUX memory has $q$ inputs and $n-q-2$ outputs. Therefore, the total amount of memory is

$$
M_{1}=q \cdot 2^{q+2}+(n-q-2) \cdot 2^{q}=(4 n+12 q-8) \cdot 2^{q-2}
$$

Super Hybrid Method. In a typical super hybrid method, in $I G U_{1}$, the main memory has $p_{1}=q+1$ inputs and $q$ outputs, while the AUX memory has $q$ inputs and $n-q-1$ outputs. Also, in $I G U_{2}$, the main memory has $p_{2}=q-1$ inputs and $q-2$ outputs, while the AUX memory has $q-2$ inputs and $n-q+1$ outputs. Therefore, the total amount of memory is
$M_{2}=q \cdot 2^{q+1}+(n-q-1) \cdot 2^{q}+(q-2) \cdot 2^{q-1}+(n-q+1) \cdot 2^{q-2}=(5 n+5 q-7) \cdot 2^{q-2}$.
This implies that, when $n \leq 7 \log _{2}(k+1)-1$, the super hybrid method requires a smaller amount of memory.

Theorem 10.6.1. 1. In a typical hybrid method, about $88 \%$ of the registered vectors can be realized by an IGU.
2. In a typical super hybrid method, about $96 \%$ of the registered vectors can be realized by two IGUs.

## Proof. Hybrid Method

In this case, the number of inputs to the main memory is $p=\left\lceil\log _{2}(k+1)\right\rceil+2$. Thus, $2^{p} \geq 4(k+1)$ and $\xi=\frac{k}{2^{p}} \leq \frac{k}{4(k+1)} \simeq \frac{1}{4}$. From Corollary 10.5.1, the fraction of registered vectors realized by the IGU is

$$
\delta=\frac{1-\mathrm{e}^{-\xi}}{\xi} .
$$

When $\xi=\frac{1}{4}$, we have $\delta=4\left(1-\mathrm{e}^{-0.25}\right)=0.8848$.

## Super Hybrid Method

In this case, $p_{1}=\left\lceil\log _{2}(k+1)\right\rceil+1$. Thus, $2^{p_{1}} \geq 2(k+1)$ and $\xi_{1} \leq \frac{k}{2(k+1)} \simeq \frac{1}{2}$. When $\xi_{1}=\frac{1}{2}$, we have $\delta_{1}=4\left(1-\mathrm{e}^{-0.5}\right)=0.7869$. Thus, the fraction of remaining vectors is 0.213 .

Note that $p_{2}=\left\lceil\log _{2}(k+1)\right\rceil-1$. Thus, $2^{p_{2}} \geq \frac{1}{2}(k+1)$, and $\xi_{2} \leq \frac{k_{2}}{2^{p_{2}}} \simeq$ $\frac{0.213 k}{0.5(k+1)} \simeq 0.426$. When, $\xi_{2}=0.426$, we have $\delta_{2}=\frac{1-\mathrm{e}^{-0.426}}{0.426}=0.8142$.

Thus, the total number of registered vectors realized by $I G U_{1}$ and $I G U_{2}$ is

$$
0.7896 \mathrm{k}+0.8142 \times 0.2134 \mathrm{k}=0.9603 \mathrm{k}
$$

Thus, we have the theorem.
Example 10.6.1. Consider the index generation function with $n=40$ and $k=$ 1730. In this case, $q_{1}=\left\lceil\log _{2}(k+1)\right\rceil=\left\lceil\log _{2}(1730+1)\right\rceil=11$.

## Rewritable PLA

The number of vectors realized by the rewritable PLA is 1730 .

## Hybrid Method

The main memory has $p=q_{1}+2=13$ inputs and $q_{1}=11$ outputs. The AUX memory has $q_{1}=11$ inputs and $r=n-p=27$ outputs. Since, $\xi=\frac{1730}{2^{13}}$, from Corollary 10.5.1, the fraction of registered vectors of $f$ that can be realized by the IGU is

$$
\delta \simeq \frac{1-\mathrm{e}^{-\xi}}{\xi}=0.901
$$

Thus, the number of vectors realized by the $I G U$ is $1730 \times 0.901=1599$, and the number of remaining vectors to be realized by the rewritable PLA is 171 .

The size of the main memory is $2^{13} \times 11=90,112$ bits. The size of the AUX memory is $2^{11} \times 27=55,296$ bits. Thus, the total amount of memory is 145,408 bits.

## Super Hybrid Method

The first main memory has $p_{1}=q_{1}+1=12$ inputs and $q_{1}=11$ outputs. The first AUX memory has $q_{1}=11$ inputs and $r_{1}=n-p_{1}=27$ outputs.

Since, $\xi_{1}=\frac{1730}{2^{12}}=0.422$, from Corollary 10.5.1, the fraction of registered vectors of $f$ that can be realized by $I G U_{1}$ is

$$
\delta_{1} \simeq \frac{1-\mathrm{e}^{-\xi_{1}}}{\xi_{1}}=0.8156
$$

Thus, the number of vectors realized by $I G U_{1}$ is $1730 \times 0.8156=1411$, and the number of the remaining vectors is $1730-1411=319$.

The second main memory has $p_{2}=q_{1}-1=10$ inputs and $q_{2}=9$ outputs. The second AUX memory has $q_{2}=9$ inputs and $r_{2}=n-p_{2}=30$ outputs. Since $\xi_{2}=\frac{319}{2^{p_{2}}}=0.3115$, the fraction of registered vectors of $f$ that can be realized by $I G U_{2}$ is

$$
\delta_{2} \simeq \frac{1-\mathrm{e}^{-\xi_{2}}}{\xi_{2}}=0.859223 .
$$

Thus, the number of vectors realized by $I G U 2$ is $319 \times 0.859223=274$, and the number of the remaining vectors is 45 .

The size of the first main memory is $2^{12} \times 11=45,056$ bits. The size of the first AUX memory is $2^{11} \times 28=57,344$ bits. The size of the second main memory is $2^{10} \times 9=9,216$ bits. The size of the second AUX memory is $2^{9} \times 30=15,360$ bits. Thus, the total amount of memory is 126,976 bits. The number of vectors realized by the rewritable PLA is 45 .

Thus, for this problem, the super hybrid method requires a smaller amount of memory than the hybrid method.

A problem with the super hybrid method is that the second main memory has only $q-2$ outputs. Thus, the indices of the registered vectors in the second main memory should be smaller than or equal to $2^{q-2}-1$. The first main memory stores registered vectors whose indices are greater than $2^{q-2}$.

### 10.7 Parallel Sieve Method

The hybrid method uses only one IGU, while the super hybrid method uses two IGUs. By increasing the number of IGU's, we have the parallel sieve method. The parallel sieve method is especially useful when the number of the registered vectors is very large [85] (Fig. 10.11).


Fig. 10.10 Index generator unit (IGU)


Fig. 10.11 Index generator implemented by parallel sieve method

Definition 10.7.1. The parallel sieve method is an implementation of an index generation function using the circuit consisting of multiple IGUs as shown in Fig. 10.11. $I G U_{i+1}$ is used to realize a part of the registered vectors not realized by $I G U_{1}, I G U_{2}, \ldots$, or $I G U_{i}$. The OR gate in the output combines the indices to form a single output. In the standard parallel sieve method, the number of inputs to the main memory is selected as

$$
p_{i}=\left\lceil\log _{2}\left(k_{i}+1\right)\right\rceil .
$$

Example 10.7.1. By using the standard parallel sieve method, realize an index generation function with $n=40$ and $k_{1}=10,000$. Note that $q_{1}=\left\lceil\log _{2}\left(k_{1}+1\right)\right\rceil=14$. Consider Fig. 10.11.

1. In $I G U_{1}$, the number of inputs for the main memory is $p_{1}=q_{1}=14$.

By Theorem 10.5.1, the number of the vectors realized by $I G U_{1}$ is $2^{p_{1}}(1-$ $\mathrm{e}^{-\xi_{1}}$ ) where $\xi_{1}=\frac{k_{1}}{2^{p 1}}$, which is $16384 \times(1-0.5432)=7484$. The number of remaining vectors is $k_{2}=k_{1}-7484=2516$.
2. In $I G U_{2}$, since $q_{2}=\left\lceil\log _{2}(2516+1)\right\rceil=12$, the number of the inputs for the main memory is $p_{2}=q_{2}=12$. The number of the vectors realized by $I G U_{2}$ is $2^{p_{2}}\left(1-\mathrm{e}^{-\xi_{2}}\right)$ where $\xi_{2}=\frac{k_{2}}{2^{p^{2}}}$, which is $4096 \times 0.4589=1879$. The number of remaining vectors is $k_{3}=k_{2}-1879=637$.
3. In $I G U_{3}$, since $q_{3}=\left\lceil\log _{2}(637+1)\right\rceil=10$, the number of inputs for the main memory is $p_{3}=q_{3}=10$. The number of vectors realized by $I G U_{3}$ is $2^{p_{3}}\left(1-\mathrm{e}^{-\xi_{3}}\right)$ where $\xi_{3}=\frac{k_{3}}{2^{p^{3}}}$, which is $1024 \times 0.46317=474$. The number of remaining vectors is $k_{4}=k_{3}-474=163$.
4. In $I G U_{4}$, since $q_{4}=\left\lceil\log _{2}(163+1)\right\rceil=8$, the number of inputs for the main memory is $p_{4}=q_{4}=8$. The number of vectors realized by $I G U_{4}$ is $2^{p_{4}}(1-$ $\mathrm{e}^{-\xi_{4}}$ ) where $\xi_{4}=\frac{k_{4}}{2^{p 4}}$, which is $256 \times 0.46317=120$. The number of remaining vectors is $k_{4}=k_{3}-120=43$.
5. In $I G U_{5}$, since $q_{5}=\left\lceil\log _{2}(43+1)\right\rceil=6$, the number of inputs for the main memory is $p_{5}=q_{5}=6$. The number of vectors realized by $I G U_{5}$ is $2^{p_{5}}(1-$ $\mathrm{e}^{-\xi_{5}}$ ) where $\xi_{5}=\frac{k_{5}}{2 p 5}$, which is $64 \times 0.48925=31$. The number of remaining vectors is $k_{5}=k_{4}-31=12$.
6. In $I G U_{6}$, since the number of the remaining vectors is only $k_{5}=12$, they can be implemented by an IGU [132], or rewritable PLA or an LUT cascade.

Note that, for each $I G U_{i}$, the main memory has $p_{i}$ inputs and $p_{i}$ outputs, while the AUX memory has $p_{i}$ inputs and $\left(n-p_{i}\right)$ outputs. Thus, the total amount of memory for $I G U_{i}$ is

$$
p_{i} 2^{p_{i}}+\left(n-p_{i}\right) 2^{p_{i}}=n 2^{p^{i}} .
$$

The amount of memory for each $I G U_{i}$ is:

$$
\begin{aligned}
& I G U_{1}: 40 \times 2^{14}=640 \times 2^{10} \\
& I G U_{2}: 40 \times 2^{12}=160 \times 2^{10} . \\
& I G U_{3}: 40 \times 2^{10} . \\
& I G U_{4}: 40 \times 2^{8}=10 \times 2^{10} . \\
& I G U_{5}: 40 \times 2^{6}=2.5 \times 2^{10} .
\end{aligned}
$$

The total amount of memory for the standard parallel sieve method is

$$
\sum_{i=1}^{5} n 2^{n_{i}}=640+160+40+10+2.5=852.5
$$

Kibits.

### 10.8 Experimental Results

### 10.8.1 List of English Words

To demonstrate the usefulness of the design method, first we realized lists of frequently used English words by the hybrid method shown in Fig. 10.6 and the super hybrid method shown in Fig. 10.9. Here, we use three kinds of English word lists: List 1, List 2, and List 3. The numbers of letters in the word lists are at most 13, but we only consider the first 8 letters. For the English words consisting of fewer than 8 letters, we append blanks to the end of words to make them 8 -letter words. Each English alphabet letter is represented by 5 bits. Thus, each English word is represented by 40 bits. The numbers of words in the lists are $1,730,3,366$, and 4,705 , respectively. Within each word list, each English word has a unique index, an integer from 1 to $k$, where $k=1,730$ or 3,360 or 4,705 . The numbers of bits for the indices are 11,12 , and 13 , respectively.

The number of inputs for the main memory is $\left\lceil\log _{2}(k+1)\right\rceil+2$. List 1 consists of $k=1730$ words. The number of bits for the index is $q=\left\lceil\log _{2}(1+k)\right\rceil=$ $\left\lceil\log _{2}(1+1730)\right\rceil=11$. The number of bound variables is $p=q+2=13$. The number of columns in the decomposition chart is $2^{p}=2^{13}=8,192$. The number of columns that has only one nonzero element is 1,389 . The number of columns that has two or more nonzero elements is 165 . The number of registered vectors that are not realized by the main memory is 176 . In other words, about $90 \%$ of the registered vectors are realized by the main memory, and the remaining $10 \%$ of the registered vectors are realized by the rewritable PLA. Table 10.15 shows the design results for three English word lists by the hybrid method shown in Fig. 10.6.

Table 10.15 compares the amount of hardware for the hybrid method, and the super hybrid method. In the super hybrid method, the number of vectors realized by the rewritable PLA is smaller than $4 \%$ of the registered vectors. This is because we optimized the hash functions.

Table 10.15 Realization of English word lists by hybrid method

|  | List 1 | List 2 | List 3 |
| :--- | ---: | ---: | ---: |
| \# of words: $k$ | 1,730 | 3,366 | 4,705 |
| \# of inputs: $n$ | 40 | 40 | 40 |
| \# of outputs: $q$ | 11 | 12 | 13 |
| \# of inputs for the main $p$ <br> memory : | 13 | 14 | 15 |
| \# of columns with only one <br> nonzero element | 1389 | 2752 | 3980 |
| \# of columns with two or <br> more nonzero elements | 165 | 293 | 351 |
| \# of registered vectors not <br> realized by main memory | 176 | 321 | 374 |

### 10.8.2 Randomly Generated Functions

Next, we generated index generation functions with the same sizes by pseudorandom numbers. We did the similar experiments for List 2 and List 3. The experimental results using randomly generated functions and English word lists are close to the theoretical results obtained in Sect. 10.5. This shows that the hash function generated by the hash network effectively scatters the nonzero elements in the decomposition charts.

### 10.8.3 IP Address Table

To verify the effectiveness of the method, we also used IP addresses of computers that accessed our web site in a certain period. List 1 contains 1,730 addresses, List 2 contains 3,366 addresses, and List 3 contains 4,588 addresses. The number of inputs are all 32 , but the number of outputs for Lists $1-3$ are 11,12 , and 13 , respectively. Also, in this case, results produced by the real address tables, the data obtained from the random address tables, and the data obtained by analytical results in Sect. 10.5 were similar (Table 10.16). (Experimental results are omitted.)

Table 10.16 Amount of hardware for English word lists

| Size of Lists |  | List 1 | List 2 | List 3 |
| :---: | :---: | :---: | :---: | :---: |
| \# of inputs | $n$ | 40 | 40 | 40 |
| \# of outputs | $q$ | 11 | 12 | 13 |
| \# of vectors | $k$ | 1,730 | 3,366 | 4,705 |
| Hybrid Method |  | List 1 | List 2 | List 3 |
| \# of inputs for main memory | $p$ | 13 | 14 | 15 |
| Size of main memory | $q 2^{p}$ | 90,112 | 196,608 | 425,984 |
| Size of AUX memory | $r 2^{q}$ | 55,296 | 106,496 | 204,800 |
| Total amount of memory |  | 145,408 | 303,104 | 630,784 |
| \# of remaining vectors |  | 176 | 321 | 374 |
| Super Hybrid Method |  | List 1 | List 2 | List 3 |
| \# of inputs for main memory 1 | $p_{1}$ | 12 | 13 | 14 |
| \# of inputs for main memory 2 | $p_{2}$ | 10 | 11 | 12 |
| Size of main memory 1 | $q_{1} 2^{p_{1}}$ | 45,056 | 98,304 | 212,992 |
| Size of AUX memory 1 | $r_{1} 2^{q_{1}}$ | 57,344 | 110,592 | 212,992 |
| Size of main memory 2 | $q_{2} 2^{p_{2}}$ | 9,216 | 20,480 | 40,960 |
| Size of AUX memory 2 | $r_{2} 2^{q_{2}}$ | 15,360 | 2,969 | 28,672 |
| Total amount of memory |  | 126,976 | 232,345 | 495,616 |
| \# of remaining vectors |  | 30 | 61 | 42 |

### 10.9 Remarks

This chapter presented the hybrid method, the super hybrid method, and the parallel sieve method to realize index generation functions. In these methods, an index generation function $f$ is decomposed into nonoverlapping index generation functions, and each function is realized by an IGU or a rewritable PLA. In this chapter, a rewritable PLA is used to realize the remaining vectors. However, other methods can also be used: a CAM, an LUT cascade, or an IGU implemented by the method shown in Chap. 11. This chapter is based on [126, 128, 136].

## Problems

10.1. In Example 10.1.1, suppose that, in a company with 5,000 employees, each person has a unique employee number between 1 and 5,000 inclusive. Suppose that $\operatorname{hash}(x)=x(\bmod 9973)$ is used to find the employee number from his or her 10digit telephone number. Calculate the expected number of collisions in the hash table. Do the same calculation when the number of the employees is 2,000, instead of 5,000. Assume that the hash function produces a uniform distribution.
10.2. Let $f(x)$ be the index generation function, where $f(x)=i$ when $x$ is the $i$-th prime number, and $f(x)=0$ otherwise. Let $\pi(x)$ be the prime-counting function that gives the number of primes less than or equal to x , for any integer number x . For example, $\pi(8)=4$ because there are four prime numbers ( $2,3,5$, and 7 ) less than or equal to 8 . It is known that $\pi(100,000)=9,592$.

Design the circuit of $f(x)$ that works for $x \leq 100,000$, by the standard parallel sieve method. Estimate the size of the circuit, and compare it with the singlememory realization.
10.3. Design an 8 -digit ternary-to-binary converter [119]. Use the binary-codedternary code to represent a ternary digit. That is, 0 is represented by ( 00 ); 1 is represented by ( 01 ); and 2 is represented by (10). (11) is an unused code. Let $\vec{y}=\left(y_{m-1}, y_{m-2}, \ldots, y_{0}\right)$ be the outputs of the converter, where $y_{i} \in\{0,1\}$. Then, in general, $y_{i}$ depends on all the inputs $x_{i}(i=0,1, \ldots, n-1)$. When this converter is implemented by a two-valued logic circuit, unused combinations occur. So, we have an incompletely specified function. For example, the truth table of the 2 -digit ternary to 4 -bit binary converter is shown in Table 10.17. In the case of binary-coded-ternary representation, (11) is an undefined input, and the corresponding output is a don't care. In Table 10.17, the binary-coded-ternary representation is denoted by $\vec{w}=\left(w_{3}, w_{2}, w_{1}, w_{0}\right)$, the ternary representation is denoted by $\vec{x}=\left(x_{1}, x_{0}\right)$, and the binary representation is denoted by $\vec{y}=\left(y_{3}, y_{2}, y_{1}, y_{0}\right)$. Design a converter for an 8 -digit ternary number to a 13 -digit binary number by the standard parallel sieve method. Compare the memory size with that of the singlememory realization.

Table 10.17 Truth table for a ternary-to-binary converter

| Binary-coded Ternary |  |  |  | Ternary |  | Binary |  |  |  | Decimal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{3}$ | $w_{2}$ | $w_{1}$ | $w_{0}$ | $x_{1}$ | $x_{0}$ | $y_{3}$ | $y_{2}$ | $y_{1}$ | $y_{0}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 0 | 0 | 2 | 0 | 0 | 1 | 0 | 2 |
| 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 3 |
| 0 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 4 |
| 0 | 1 | 1 | 0 | 1 | 2 | 0 | 1 | 0 | 1 | 5 |
| 1 | 0 | 0 | 0 | 2 | 0 | 0 | 1 | 1 | 0 | 6 |
| 1 | 0 | 0 | 1 | 2 | 1 | 0 | 1 | 1 | 1 | 7 |
| 1 | 0 | 1 | 0 | 2 | 2 | 1 | 0 | 0 | 0 | 8 |

Table 10.18 1-out-of-15 to binary converter

| 1-out-of-15 code |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Index |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{15}$ | $x_{14}$ | $x_{13}$ | $x_{12}$ | $x_{11}$ | $x_{10}$ | $x_{9}$ | $x_{8}$ | $x_{7}$ | $x_{6}$ | $x_{5}$ | $x_{4}$ | $x_{3}$ | $x_{2}$ | $x_{1}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 2 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 3 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 4 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 5 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 6 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 7 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 8 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 9 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 10 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 11 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 12 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 13 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 14 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 15 |

10.4. A linear transformation of the input variables, in general, changes a function into an another function. However, it does not change the weight of the function. Prove this.
10.5. In the proof of Lemma $10.5 .1, \beta^{2^{n-p}}$ is approximated by $\mathrm{e}^{-\xi}$, where $\xi=\frac{k}{2^{p}}$, $\beta=1-\alpha$, and $\alpha=\frac{k}{2^{n}}$. When $k=2^{p}$, compute the approximation error: $E R R O R=\mathrm{e}^{-\xi}-\beta^{2^{n-p}}$. Make a table similar to Table 3.1 for $\alpha=$ $2^{-1}, 2^{-2}, 2^{-3}, \ldots, 2^{-14}$, and $2^{-15}$.
10.6. Consider the 15 -variable incompletely specified index generation function $f(X)$ shown in Table 10.18. Show that at least 14 variables are necessary to represent the function. Next, consider the linear transformation:

$$
\begin{aligned}
& y_{1}=x_{1} \oplus x_{3} \oplus x_{5} \oplus x_{7} \oplus x_{9} \oplus x_{11} \oplus x_{13} \oplus x_{15} \\
& y_{2}=x_{2} \oplus x_{3} \oplus x_{6} \oplus x_{7} \oplus x_{10} \oplus x_{11} \oplus x_{14} \oplus x_{15} \\
& y_{3}=x_{4} \oplus x_{5} \oplus x_{6} \oplus x_{7} \oplus x_{12} \oplus x_{13} \oplus x_{14} \oplus x_{15} \\
& y_{4}=x_{8} \oplus x_{9} \oplus x_{10} \oplus x_{11} \oplus x_{12} \oplus x_{13} \oplus x_{14} \oplus x_{15}
\end{aligned}
$$

Show that $f$ can be represented with $y_{1}, y_{2}, y_{3}$, and $y_{4}$.

## Chapter 11 <br> Reduction of the Number of Variables

This chapter considers a method to reduce the number of variables needed to represent incompletely specified logic functions. When the number of specified minterms is $k$, most functions can be represented with at most $2\left\lceil\log _{2}(k+1)\right\rceil-2$ variables.

### 11.1 Optimization for Incompletely Specified Functions

For completely specified logic functions, logic minimization is a process of reducing the number of products to represent the given function. However, for incompletely specified functions (i.e., functions with don't cares), at least two problems exist [46]. The first is to reduce the number of the products to represent the function, and the second is to reduce the number of variables. The first problem is useful for sum-of-products expression (SOP)-based realizations [13], while the second problem is useful for memory-based realizations, since reducing the number of variables reduces the memory size.

Example 11.1.1. Consider the 4-variable function shown in Fig. 11.1, where the blank cells denote don't cares. The SOP with the minimum number of products is $\mathcal{F}_{1}=x_{1} x_{4} \vee x_{2} \bar{x}_{3}$, while the SOP with the minimum number of variables is $\mathcal{F}_{2}=x_{1} x_{2} \vee x_{1} x_{4} \vee x_{2} x_{4}$. Note that $\mathcal{F}_{1}$ shown in Fig. 11.2 has two products and depends on four variables, while $\mathcal{F}_{2}$ shown in Fig. 11.3 has three products and depends on only 3 variables. $x_{3}$ is a nonessential variable, since $\mathcal{F}_{2}$ does not include it.

As shown in this example, the expression corresponding to the minimal number of products is different from the expression corresponding to the minimal number of variables. This chapter considers the minimization of the number of variables in incompletely specified functions. Indeed, it is shown that many variables can be eliminated when the fraction of don't cares is large.

Fig. 11.1 4-variable incompletely specified logic function


Fig. 11.2 Expression with the fewest products


Fig. 11.3 Expression with the fewest variables


### 11.2 Definitions and Basic Properties

Definition 11.2.1. An incompletely specified logic function $f$ is a mapping $D \rightarrow B$, where $D \subset B^{n}, B=\{0,1\}$.

Definition 11.2.2. An incompletely specified logic function is represented by a pair of characteristic functions $F_{0}$ and $F_{1}$, where $F_{0}(\vec{a})=1$ iff $f(\vec{a})=0$, and $F_{1}(\vec{a})=1$ iff $f(\vec{a})=1$. Note that $F_{0} F_{1}=0$. If $\vec{a} \in D$, then the value of $f(\vec{a})$ is specified, and is called care value. Otherwise, the value of $f(\vec{a})$ is unspecified, and is called don't care.

Table 11.1 Function for
Fig. 11.1

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $f$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 |
| 0 | 1 | 0 | 1 | 1 |
| 1 | 0 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 | 1 |

Example 11.2.1. Consider the function in Fig. 11.1. In this case $n=4$. Table 11.1 also shows this function. The characteristic functions are

$$
\begin{aligned}
& F_{0}=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} x_{4} \vee \bar{x}_{1} x_{2} x_{3} \bar{x}_{4} \vee x_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4} \text { and } \\
& F_{1}=\bar{x}_{1} x_{2} \bar{x}_{3} x_{4} \vee x_{1} \bar{x}_{2} \bar{x}_{3} x_{4} \vee x_{1} x_{2} \bar{x}_{3} \bar{x}_{4} .
\end{aligned}
$$

In this case, the function is specified for only 6 out of 16 possible minterms.
Definition 11.2.3. $f$ depends on $x_{i}$ if there exists a pair of vectors

$$
\begin{aligned}
\vec{a} & =\left(a_{1}, a_{2}, \ldots, a_{i}, \ldots, a_{n}\right) \text { and } \\
\vec{b} & =\left(a_{1}, a_{2}, \ldots, b_{i}, \ldots, a_{n}\right)
\end{aligned}
$$

such that both $f(\vec{a})$ and $f(\vec{b})$ are specified, and $f(\vec{a}) \neq f(\vec{b})$.
If $f$ depends on $x_{i}$, then $x_{i}$ is essential in $f$ and $x_{i}$ must appear in every expression for $f$.

Definition 11.2.4. Two functions $f$ and $g$ are compatible when the following condition holds: For any $\vec{a} \in B^{n}$, if both $f(\vec{a})$ and $g(\vec{a})$ are specified, then $f(\vec{a})=g(\vec{a})$.

Lemma 11.2.1. Let $f_{0}=f\left(\mid x_{i}=0\right)$ and $f_{1}=f\left(\mid x_{i}=1\right)$. Then, $x_{i}$ is nonessential in $f$ iff $f_{0}$ and $f_{1}$ are compatible.

If $x_{i}$ is nonessential in $f$, then $f$ can be represented by an expression without $x_{i}$.
Example 11.2.2. Consider the function $f$ in Fig. 11.4. It is easy to verify that all the variables are nonessential. Note that $f$ can be represented as $\mathcal{F}_{1}=\bar{x}_{2} \vee x_{3}$ or $\mathcal{F}_{2}=x_{1} \oplus \bar{x}_{4}$.

Essential variables must appear in every expression for $f$, while nonessential variables may appear in some expressions and not in others. Algorithms to represent a given function by using the minimum number of variables have been considered [14, 32, 38, 46, 67].

Fig. 11.4 4-variable function without essential variables


### 11.3 Algorithm to Minimize the Number of Variables

This section describes an algorithm to represent an incompletely specified index generation function $f: D \rightarrow\{1,2, \ldots, k\}$, where $D \subset B^{n}$, using the minimum number of variables. To show the idea of the method, we use the following:
Example 11.3.1. Let us minimize the number of variables to represent the index generation function shown in Fig. 11.5.

1. Let the four vectors be $\vec{a}_{1}=(1,0,0,1), \vec{a}_{2}=(1,1,1,1), \vec{a}_{3}=(0,1,0,1)$, and $\vec{a}_{4}=(1,1,0,0)$.
2. To distinguish $\vec{a}_{1}$ and $\vec{a}_{2}$, either $x_{2}$ or $x_{3}$ is necessary. Thus, we have the condition $x_{2} \vee x_{3}=1$, where $x_{1}=1$ denotes that $x_{1}$ must appear in the expression. Thus, $x_{2} \vee x_{3}=1$ denotes either $x_{2}$ or $x_{3}$ must appear in the expression. In the same way, to distinguish $\vec{a}_{1}$ and $\vec{a}_{3}$, we have the condition $x_{1} \vee x_{2}=1$; to distinguish $\vec{a}_{1}$ and $\vec{a}_{4}$, we have the condition $x_{2} \vee x_{4}=1$; to distinguish $\vec{a}_{2}$ and $\vec{a}_{3}$, we have the condition $x_{1} \vee x_{3}=1$; to distinguish $\vec{a}_{2}$ and $\vec{a}_{4}$, we have the condition $x_{3} \vee x_{4}=1$; and to distinguish $\vec{a}_{3}$ and $\vec{a}_{4}$, we have the condition $x_{1} \vee x_{4}=1$.
3. To distinguish all the vectors, all the conditions must hold at the same time. This is expressed by the condition $R=1$, where

$$
R=\left(x_{2} \vee x_{3}\right)\left(x_{1} \vee x_{2}\right)\left(x_{2} \vee x_{4}\right)\left(x_{1} \vee x_{3}\right)\left(x_{3} \vee x_{4}\right)\left(x_{1} \vee x_{4}\right) .
$$

4. By the distributive law, and the absorption law, we have

$$
R=x_{1} x_{2} x_{4} \vee x_{1} x_{2} x_{3} \vee x_{2} x_{3} x_{4} \vee x_{1} x_{3} x_{4} .
$$

5. Since every product has three literals, each corresponds to a minimum solution. Thus, $f$ can be represented by 3 variables. Since no variable appears in all product terms, no variable is essential.

In principle, the above method produces the minimum number of variables to represent an incompletely specified index generation function. However, the straightforward application is quite inefficient. Also, we have an efficient minimization algorithm for SOPs, but do not have one for product-of-sums expressions. Thus, instead of obtaining $R$ directly, first we obtain $\bar{R}$, the complement of $R$, and perform simplification, and then convert $\bar{R}$ into the SOP for $R$ as follows:

Fig. 11.5 Index generation function with 4 variables


Fig. 11.6 7-segment display
Algorithm 11.3.1. (Algebraic Method)

1. Let $A$ be the set of vectors $\vec{a}_{i}$, such that $f\left(\vec{a}_{i}\right)=i$, where $i=1,2, \ldots, k$.
2. For each pair of vectors $\vec{a}_{i}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in A$ and $\vec{b}_{j}=\left(b_{1}, b_{2}, \ldots, b_{n}\right) \in$ $A$, associate a product defined by $s(i, j)=\bigwedge_{r=1}^{n} y_{r}$, where $y_{r}=1$ if $a_{r}=b_{r}$ and $y_{r}=\bar{x}_{r}$ if $a_{r} \neq b_{r}$, where $r=1,2, \ldots, n$. Note that there are $k(k-1) / 2$ pairs.
3. Define a covering function $\bar{R}=\bigvee_{i<j} s(i, j)$.
4. Represent $\bar{R}$ by the a minimum $S O P$.
5. Represent $R$, the complement of $\bar{R}$ by a minimum $S O P$.
6. The product with the fewest literals corresponds to the minimum solution.

In Algorithm 11.3.1, Steps 4, 5, and 6 compute a minimum covering. Since $\bar{R}$ has only complemented literals, we generate only products with complemented literals. Applying absorption law yields the minimum SOP for $\bar{R}$.

By first detecting the essential variables, we can reduce the computational effort to derive the covering function. The next example illustrates this.

Example 11.3.2. The 7-segment display shown in Fig. 11.6 displays a decimal number by using 7 segments: $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}$, and g .

Table 11.2 shows the correspondence between segment data and the binary number. Consider a logic circuit that converts 7 -segment data into the corresponding

Table 11.2 7-segment to BCD converter

| 7-segment |  |  |  |  |  |  | BCD code |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | $b$ | c | $d$ | $e$ | $f$ | $g$ | 8 | 4 | 2 | 1 |
| 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 |  |

Binary Coded Decimal (BCD) representation of a digit. The straightforward circuit requires 7 inputs. However, only 5 inputs are necessary to distinguish the decimal numbers. This means that only 5 segments are needed to distinguish between the 10 digits.

1. Let the vectors be

$$
\begin{aligned}
& \vec{a}_{1}=(0,1,1,0,0,0,0), \vec{a}_{2}=(1,1,0,1,1,0,1), \vec{a}_{3}=(1,1,1,1,0,0,1), \\
& \vec{a}_{4}=(0,1,1,0,0,1,1), \vec{a}_{5}=(1,0,1,1,0,1,1), \vec{a}_{6}=(1,0,1,1,1,1,1), \\
& \vec{a}_{7}=(1,1,1,0,0,0,0), \vec{a}_{8}=(1,1,1,1,1,1,1), \vec{a}_{9}=(1,1,1,1,0,1,1), \\
& \text { and } \\
& \vec{a}_{10}=(1,1,1,1,1,1,0) .
\end{aligned}
$$

2. First, find the essential variables.

From $\vec{a}_{6}$ and $\vec{a}_{8}$, we can see that $b$ is essential. From $\vec{a}_{8}$ and $\vec{a}_{9}$, we can see that $e$ is essential. From $\vec{a}_{3}$ and $\vec{a}_{9}$, we can see that $f$ is essential. From $\vec{a}_{8}$ and $\vec{a}_{10}$, we can see that $g$ is essential.
3. Next, we derive $\bar{R}$. Since $b, e, f$, and $g$ are essential, we can ignore the pairs, where the essential variables are inconsistent. For example, from the pair $\left(\vec{a}_{1}, \vec{a}_{2}\right)$, we have the product $\bar{a} \bar{c} \bar{d} \bar{e} \bar{g}$. Note that, in this case, two vectors are inconsistent with the essential variable $g$. Since the essential variable $g$ is always included in the solution, we know that $g=1$. Thus, we need not generate it. From $\vec{a}_{4}$ and $\vec{a}_{9}$, we have $\bar{a} \bar{d}$. Thus, $\bar{R}=\bar{b} \vee \bar{e} \vee \bar{g} \vee \bar{f} \vee \bar{a} \bar{d}$.
4. By using De Morgan's law, and the distributive law, we have $R=\operatorname{befg}(a \vee d)=$ abef $g \vee b d e f g$.
5. Since each product has five literals, each corresponds to a minimum solution. Thus, the binary numbers can be represented by 5 variables.

Thus, we can eliminate either segments $c$ and $d$, or $a$ and $c$, and still determine which digit is being represented.

### 11.4 Analysis for Single-Output Logic Functions

This section derives the number of variables to represent single-output incompletely specified logic functions. In the analysis that follows, we consider a set of functions (e.g., all incompletely specified functions) restricted by conditions (e.g. the number of care values is $2 u$ ).

Definition 11.4.1. A set of functions is uniformly distributed, if the probability of occurrence of any function is the same as any other function.

For example, the set of 4-variable incompletely specified functions with 1 care value consists of 32 members, 16 having a single 1 and 16 having a single 0 . If the functions are uniformly distributed, the probability of the occurrence of any one of them is $\frac{1}{32}$.
Theorem 11.4.1. Consider a set of uniformly distributed incompletely specified functions, where $u$ combinations are mapped to 0 , $u$ combinations mapped to 1 , and the other $2^{n}-2 u$ combinations are mapped to don't cares. Let $\eta$ be the probability that $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be represented by using only $x_{1}, x_{2}, \ldots, x_{p-1}$, and $x_{p}$, where $p<n$. Then, $\eta \geq(1-\tilde{\alpha})^{u}$, where $\tilde{\alpha}=\frac{u}{2^{p}}$.

Proof. Let $f\left(X_{1}, X_{2}\right)$ be an incompletely specified function, where $X_{1}=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{p}\right)$ and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$. Consider the decomposition chart of $f\left(X_{1}, X_{2}\right)$, where $X_{1}$ labels the columns, and $X_{2}$ labels the rows. If no column has both 0 and 1 , a completely specified function can be formed by setting all column entries to the same value, yielding a function independent of $X_{2}$. From here, we obtain the probability $\eta$.
Assume that $u 0$ 's are already distributed to the decomposition chart. Thus, at most $u$ columns have 0 's. Next, we distribute $u 1$ 's to the decomposition chart. The probability of distributing a single 1 to a column not containing 0 's is at least $\frac{2^{p}-u}{2^{p}}=1-\tilde{\alpha}$. Thus, the probability of distributing $u 1$ 's to the columns without 0 's is larger than or equal to $(1-\tilde{\alpha})^{u}$. Hence, we have the relation:

$$
\eta \geq(1-\tilde{\alpha})^{u} .
$$

Theorem 11.4.1 considers the probability for one partition: $X_{1}=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{p}\right)$ and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$. However, in practice, we can select a minimum set of variables to represent the function. The following theorem considers such a case:

Theorem 11.4.2. Consider a set of uniformly distributed incompletely specified functions, where u combinations are mapped to 0 , $u$ combinations mapped to 1 , and the other $2^{n}-2 u$ combinations are mapped to don't cares. Then, the probability that $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be represented by using only $p$ variables is at least

$$
1-\sigma\binom{n}{p},
$$

where $\sigma=1-\eta$, and $\eta$ is the probability that a function can be represented by using only $x_{1}, x_{2}, \ldots, x_{p-1}$, and $x_{p}$.
Proof. The probability that a function cannot be represented by using $x_{1}, x_{2}, \ldots$, $x_{p-1}$, and $x_{p}$ is $\sigma=1-\eta$. Since there are $\binom{n}{p}$ ways to choose $p$ variables out of $n$ variables, the probability that a function cannot be represented by using any combinations of $p$ variables is $\sigma\binom{n}{p}$. The probability that a function can be presented by using at least one combination of $p$ variables is

$$
1-\sigma^{\binom{n}{p}} .
$$

From Theorem 11.4.2, we have the following:
Conjecture 11.4.1. Consider a set of uniformly distributed functions of $n$ variables, where $u$ combinations are mapped to $0, u$ combinations are mapped to 1 , and the other $2^{n}-2 u$ combinations are mapped to don't cares. If

$$
p \geq 2 \log _{2} u-2,
$$

then more than $95 \%$ of the functions can be represented with $p$ variables.
(Explanation supporting the Conjecture) Since $\sigma=1-\eta<1.0,1-\sigma\binom{n}{p}$ approaches 1.0 , as $n$ increases. When $p<n,\binom{n}{p} \geq n(n-1) / 2$. Assume that $n \geq 20$. The condition that $\sigma\binom{n}{p} \leq 0.05$ is $\sigma<0.984$. Thus, if $\eta \geq 0.0156$, then at least $95 \%$ of the functions can be realized with $p$ products. When $\tilde{\alpha}$ is sufficiently small, $1-\tilde{\alpha}$ is approximated by $\mathrm{e}^{-\tilde{\alpha}}$. Thus,

$$
\eta \geq(1-\tilde{\alpha})^{u} \simeq \mathrm{e}^{-\tilde{\alpha} u}=\mathrm{e}^{-\frac{u^{2}}{2 D}}
$$

When $p \geq 2 \log _{2} u-2$, we have $\eta>\mathrm{e}^{-4}=0.0183$. (End of explanation) From experimental results in Sect. 11.6, we have the following:
Conjecture 11.4.2. Consider a set of uniformly distributed functions of $n$ variables, where $u$ combinations are mapped to $0, u$ combinations are mapped to 1 , and the other $2^{n}-2 u$ combinations are mapped to don't cares. Then, the fraction of the functions represented with $p=2\left\lceil\log _{2} u\right\rceil-2$ variables approaches 1.0 , as $n$ increases.

### 11.5 Extension to Multiple-Output Functions

In practical applications, many functions have multiple outputs, and the outputs values are different for different inputs. So, we now consider such a class of functions. First, we consider the class of index generation functions, which are special case of multiple-output functions. Then, we extend the theory to general multipleoutput functions.

### 11.5.1 Number of Variables to Represent Index Generation Functions

This section derives the number of variables to represent an incompletely specified index generation function with $k$ registered vectors. The basic idea is as follows: a function $f\left(X_{1}, X_{2}\right)$ is represented by a decomposition chart, where $X_{1}$ labels the columns and $X_{2}$ labels the rows. If each column has at most one care element, then the function can be represented by using only variables in $X_{1}$. The next example illustrates this.

Example 11.5.1. Table 11.3 shows a registered vector table consisting of 6 vectors. When no entry matches the input vector, the function produces 0 . Consider the decomposition chart shown in Table 11.4. In Table 11.4, $x_{1}, x_{2}$, and $x_{3}$ specify the columns, and $x_{4}$ and $x_{5}$ specify the rows, and blank elements denote don't cares. Note that, in Table 11.4, each column has at most one care element. Thus, the function can be represented by only the column variables: $x_{1}, x_{2}$, and $x_{3}$.

From here, we obtain the probability of such a condition by a statistical analysis.
Theorem 11.5.1. Consider a set of uniformly distributed incompletely specified index generation functions $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with weight $k$, where $2 \leq k<2^{n-2}$. Let $\eta(k)$ be the probability that $f$ can be represented with $x_{1}, x_{2}, \ldots$, and $x_{p}$, where $p<n$. Then,

$$
\begin{equation*}
\eta(k) \simeq \exp \left(-\frac{k^{2}}{2^{p+1}}\right) \tag{11.1}
\end{equation*}
$$

Proof. Let $\left(X_{1}, X_{2}\right)$ be a partition of the input variables $X$, where $X_{1}=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{p}\right)$ and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$. Consider the decomposition chart for

Table 11.3 Registered vector table

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $f$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 2 |
| 0 | 1 | 1 | 1 | 0 | 3 |
| 1 | 0 | 0 | 1 | 1 | 4 |
| 1 | 0 | 0 | 1 | 1 | 5 |
| 1 | 1 | 1 | 1 | 0 | 6 |

Table 11.4 Decomposition chart for $f\left(X_{1}, X_{2}\right)$

|  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{2}$ |
|  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{1}$ |
| 0 | 0 |  | 1 |  |  |  |  |  |  |  |
| 0 | 1 |  |  | 2 |  |  | 5 |  |  |  |
| 1 | 0 |  |  |  | 3 |  |  | 6 |  |  |
| 1 | 1 |  |  |  |  | 4 |  |  |  |  |
| $x_{5}$ | $x_{4}$ |  |  |  |  |  |  |  |  |  |

$f\left(X_{1}, X_{2}\right)$, where $X_{1}$ labels the column variables and $X_{2}$ labels the row variables. If each column has at most one care element, then $f$ can be represented by using only $X_{1}$. Assume that $k$ care elements are distributed in the decomposition chart. Then, the probability that each column has at most one care element is

$$
\begin{aligned}
\eta(k) & =\frac{2^{p}}{2^{p}} \cdot \frac{2^{p}-1}{2^{p}} \cdot \frac{2^{p}-2}{2^{p}} \cdots \cdots \frac{2^{p}-(k-1)}{2^{p}} \\
& =1 \cdot\left(1-\frac{1}{2^{p}}\right) \cdot\left(1-\frac{2}{2^{p}}\right) \cdots \cdots\left(1-\frac{k-1}{2^{p}}\right) \\
& =\prod_{i=0}^{k-1}\left(1-\frac{i}{2^{p}}\right) .
\end{aligned}
$$

That is, in such a distribution, ' 1 ' can be placed in any column, ' 2 ' can be placed in any column except that for ' 1 ', etc.

Next, $\eta(k)$ can be approximated as follows:

$$
\begin{aligned}
\eta(k) & \simeq \prod_{i=0}^{k-1} \exp \left(-\frac{i}{2^{p}}\right)=\exp \left(-\sum_{i=1}^{k-1} \frac{i}{2^{p}}\right) \\
& =\exp \left(-\frac{k(k-1)}{2 \times 2^{p}}\right) \simeq \exp \left(-\frac{k^{2}}{2^{p+1}}\right)
\end{aligned}
$$

The above theorem shows the case when the input variables are removed without considering the property of the function. In practice, we can remove the maximum number of nonessential variables by an optimization program.

Theorem 11.5.2. Consider a set of uniformly distributed incompletely specified index generation functions $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with weight $k$, where $2 \leq k<2^{n-2}$. The probability that $f$ can be represented with $p<n$ variables is greater than

$$
1-\sigma\binom{n}{p},
$$

where $\sigma=1-\eta(k)$, and $\eta(k)$ is the probability that $f$ can be represented with $x_{1}, x_{2}, \ldots, x_{p-1}$, and $x_{p}$.

The proof of Theorem 11.5.2 is similar to that of Theorem 11.4.2. From Theorem 11.5.2, we have the following:

Conjecture 11.5.1. Consider a set of uniformly distributed incompletely specified index generation functions with weight $k$. If $p \geq 2\left\lceil\log _{2}(k+1)\right\rceil-3$, then more than $95 \%$ of the functions can be represented with $p$ variables.

From experimental results, we have the following:
Conjecture 11.5.2. Consider a set of uniformly distributed incompletely specified index generation functions with weight $k$. Then, the fraction of the functions represented with $p=2\left\lceil\log _{2}(k+1)\right\rceil-3$ variables approaches 1.0 , as $n$ increases.

Note that there exist functions that require more than $p=2\left\lceil\log _{2}(k+1)\right\rceil-3$ variables, as shown below. However, the fraction of such functions approaches 0.0, as $n$ increases.

Example 11.5.2. Consider the $n$-variable incompletely specified index generation function $f$ with weight $k=n+1$ :

$$
\begin{aligned}
f(1,0,0, \ldots, 0,0) & =1 \\
f(0,1,0, \ldots, 0,0) & =2 \\
f(0,0,1, \ldots, 0,0) & =3 \\
\vdots & \vdots \\
f(0,0,0, \ldots, 1,0) & =n-1 \\
f(0,0,0, \ldots, 0,1) & =n \\
f(0,0,0, \ldots, 0,0) & =n+1 \\
f\left(a_{1}, a_{2}, a_{3}, \ldots, a_{n-1}, a_{n}\right) & =d \quad \text { (for other combinations). }
\end{aligned}
$$

In this function, all the variables are essential, and no variable can be removed.
Theorem 11.5.3. To represent an incompletely specified index generation function with weight $k$, at least $\left\lceil\log _{2}(k+1)\right\rceil$ variables are necessary.

Proof. To distinguish $k+1$ outputs, at least $\left\lceil\log _{2}(k+1)\right\rceil$ variables are necessary. Note that one output is used to show that there is no matched vector. Nonzero outputs denote registered vectors, while zero outputs denote nonregistered vectors.

### 11.5.2 Number of Variables to Represent General Multiple-Output Functions

Theorem 11.5.4. Let $F$ be an arbitrary $n$ variable $m$ output function, and let $D$ be a set of $k$ randomly selected vectors in $B^{n}$. Let $\hat{F}$ be an incompletely specified function defined on only $D$. The probability that $\hat{F}$ can be represented with $x_{1}, x_{2}, \ldots$, and $x_{p}$, for $p<n$, is $\eta(k)$, where $\eta(k)$ is defined in (11.1).

Proof. For each vector in $D$, assign a unique index in $\{1,2, \ldots, k\}$. From $D$, we can define an incompletely specified index generation function: $D \rightarrow\{1,2, \ldots, k\}$. Next, for each vector in $D$, obtain the output value of $F$, and make a truth table showing the function $\{1,2, \ldots, k\} \rightarrow B^{m}$. Note that this function can be
implemented by memory with $\left\lceil\log _{2}(k+1)\right\rceil$ inputs. Thus, the incompletely specified function $\hat{F}$ can be realized as the cascade connection of the index generation circuit and memory.

By Theorem 11.5.1, the index generation function can be represented with at most $p$ variables. Thus, the function $\hat{F}$ can be also represented with at most $p$ variables.

Similarly to Conjecture 11.5.2, we have the following:
Conjecture 11.5.3. When $k$ minterms are selected randomly, the fraction of multiple-output functions with only $k$ minterms that can be represented by at most $p=2\left\lceil\log _{2}(k+1)\right\rceil-3$ variables approaches 1.0 , as $n$ increases.

### 11.6 Experimental Results

### 11.6.1 Random Single-Output Functions

For different $n$, we randomly generated 1,000 functions, where $u$ combinations are mapped to $0, u$ combinations are mapped to 1 , and the other $2^{n}-2 u$ combinations are mapped to don't cares. We minimized the number of variables by an exact optimization algorithm, which is similar to Algorithm 11.3.1 shown in Sect. 11.3.

Table 11.5 shows the average numbers of variables to represent the single-output functions, where the set of variables are selected by the optimization algorithm. For example, 16 -variable functions where 15 minterms are mapped to zeros, 15 minterms are mapped to ones, and the other minterms are mapped to don't cares, require, on the average, only 5.157 variables to represent the functions.

Table 11.5 shows that the necessary number of variables to represent the functions mainly depends on $u$. The last column of the table shows the number of variables to represent incompletely specified functions by Conjecture 11.4.2. For

Table 11.5 Average numbers of variables to represent single-output logic functions with $u$ 1's and $u 0$ 's

| $u$ | $n=16$ | $n=20$ | $n=24$ | $2\left\lceil\log _{2}(u+1)\right\rceil-2$ |
| :--- | ---: | ---: | ---: | :--- |
| 7 | 3.334 | 3.145 | 3.017 | 4 |
| 15 | 5.157 | 4.981 | 4.940 | 6 |
| 31 | 7.126 | 6.980 | 6.003 | 8 |
| 63 | 9.179 | 8.972 | 8.861 | 10 |
| 127 | 11.362 | 10.971 | 10.776 | 12 |
| 255 | 13.754 | 12.990 | 12.725 | 14 |
| 511 | 15.739 | 15.098 | 14.805 | 16 |
| 1023 | 16.000 | 17.508 | 16.918 | 18 |
| 2047 | 16.000 | 19.705 | 18.996 | 20 |
| 4095 | 16.000 | 20.000 | 21.394 | 22 |
| 8191 | 16.000 | 20.000 | 23.630 | 24 |

Table 11.6 Average number of variables to represent incompletely specified index generation function

| $k$ | $n=16$ | $n=20$ | $n=24$ | $2\left\lceil\log _{2}(k+1)\right\rceil-3$ |
| :--- | ---: | ---: | ---: | :--- |
| 7 | 3.052 | 3.018 | 3.003 | 3 |
| 15 | 4.980 | 4.947 | 4.878 | 5 |
| 31 | 6.447 | 6.115 | 6.003 | 7 |
| 63 | 8.257 | 8.007 | 8.000 | 9 |
| 127 | 10.304 | 10.000 | 9.963 | 11 |
| 255 | 12.589 | 11.996 | 11.896 | 13 |
| 511 | 14.890 | 14.019 | 13.787 | 15 |
| 1023 | 15.991 | 16.293 | 15.874 | 17 |
| 2047 | 16.000 | 18.758 | 17.965 | 19 |
| 4095 | 16.000 | 19.992 | 20.093 | 21 |

example, when $u=15$, to represent a uniformly distributed function, Conjecture 11.4.2 shows that 6 variables are sufficient. On the other hand, experimental results show that only 4,5 , or, 6 variables are necessary to represent the functions. We note that the variance is very small.

### 11.6.2 Random Index Generation Functions

We generated uniformly distributed index generation functions. Table 11.6 shows the average numbers of variables to represent $n$-variables index generation functions with $k$ registered vectors. For the other $2^{n}-k$ combinations, the outputs are set to don't cares. The values are the average of 1,000 randomly generated functions. Table 11.6 shows that the necessary number of variables to represent the functions strongly depends on $k$.

The last column of Table 11.6 shows the number of variables to represent incompletely specified index generation functions with weight $k$ given by Conjecture 11.5.2. For example, when $k=31$, to represent a uniformly distributed function, Conjecture 11.5 .2 shows that 9 variables are sufficient. On the other hand, experimental results show that only 6 or 7 variables are necessary to represent the functions. Again, the variance is very small.

### 11.6.3 IP Address Table

To verify the effectiveness of the method in a practical application, we used distinct IP addresses of computers that accessed our web site over a period of a month. We considered four lists of different sizes: List 1, List 2, List 3, and List 4. Table 11.7 shows the results. The first row shows the number of registered vectors: $k$. The second row shows the number of inputs: $n$. The third row shows the number of outputs: $q=\left\lceil\log _{2}(k+1)\right\rceil$. The fourth row shows the number of variables sufficient to represent the functions given by Conjecture 11.5.2, i.e., $2\left\lceil\log _{2}(k+1)\right\rceil-3$. The fifth

Table 11.7 Realization of IP address tables

|  | List 1 | List 2 | List 3 | List 4 |
| :--- | :---: | :---: | :---: | :---: |
| \# of vectors: $k$ | 1,670 | 3,288 | 4,591 | 7,903 |
| \# of inputs: $n$ | 32 | 32 | 32 | 32 |
| \# of outputs: $q$ | 11 | 12 | 13 | 13 |
| $2\left\lceil\log _{2}(k+1)\right\rceil-3$ | 19 | 21 | 23 | 23 |
| \# of variables using Single-input hash: $n_{s}$ | 18 | 20 | 21 | 23 |
| \# of variables using Double-input hash: $n_{d}$ | 17 | 19 | 20 | 21 |
| Single-memory realization $\left(\times 10^{10}\right.$ bits $)$ | 4.72 | 5.15 | 5.58 | 5.58 |
| Realization using Single-input hash $\left(\times 10^{6}\right.$ bits $)$ | 2.95 | 12.7 | 27.5 | 109.3 |
| Realization using Double-input hash $\left(\times 10^{6}\right.$ bits $)$ | 1.51 | 6.3 | 13.9 | 27.5 |

row shows the number of variables to represent the function, where the number of variables was minimized by Algorithm 11.3.1. In this case, selected input variables are connected to the main memory through the single-input hash circuit shown Fig. 10.3. The sixth row shows the number of variables to represent the function, where a linear transformation is used to reduce the number of variables. In this case, the double-input hash circuit shown in Fig. 10.2 is used. The seventh row shows the number of bits to represent the function by a single memory: $q 2^{n}$. The eighth row shows the total number of bits to represent the function by using the single-input hash circuit shown in Fig. 10.3: $q 2^{n_{s}}+n 2^{q}$, where the first term denotes the size of the main memory, while the second term denotes the size of the AUX memory. The last row shows the total number of bits needed to represent the function by using the double-input hash circuit shown in Fig. 10.2: $q 2^{n_{d}}+n 2^{q}$. As shown in Table 11.7, the total amount of memory can be drastically reduced.

### 11.6.4 Benchmark Multiple-Output Functions

We reduced the number of variables for selected PLA benchmark functions [159]. Table 11.8 shows the numbers of variables to represent benchmark functions ( $b c 0$, chkn, in2, in7, intb, and vg2) for different values of care minterms $k$. In the table, $n$ denotes the number of original input variables, $q$ denotes the number of outputs, and $W$ denotes the number of products in the PLA. The rightmost column shows the upper bound derived by Conjecture 11.5.3: $2\left\lceil\log _{2}(k+1)\right\rceil-3$. Out of $2^{n}$ combinations, we randomly selected $k$ different combinations as care minterms, and set other $2^{n}-k$ minterms to don't cares. Then, we minimized the number of variables. From the table, we observe that the number of variables strongly depends on $k$, but is virtually independent of $n, q, W$, and the function name. Again, for these benchmark functions, the upper bounds on the number of products given by the Conjecture 11.5.3 are valid.

Table 11.8 Number of variables needed to represent incompletely specified multiple-output PLA benchmark functions

| $k$ | $b c 0$ | $c h k n$ | in2 | in7 | intb | $v g 2$ | Conj. 11.5.3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | $n=26$ | $n=29$ | $n=19$ | $n=27$ | $n=15$ | $n=25$ |  |
|  | $q=11$ | $q=7$ | $q=7$ | $q=10$ | $q=7$ | $q=8$ | Upper |
|  | $W=179$ | $W=142$ | $W=135$ | $W=55$ | $W=631$ | $W=110$ | bound |
| 15 | 4 | 4 | 4 | 4 | 5 | 4 | 5 |
| 31 | 6 | 5 | 6 | 6 | 7 | 6 | 7 |
| 63 | 8 | 7 | 7 | 8 | 8 | 7 | 9 |
| 127 | 9 | 9 | 8 | 8 | 10 | 9 | 11 |
| 255 | 11 | 10 | 9 | 10 | 12 | 11 | 13 |
| 511 | 12 | 12 | 10 | 12 | 14 | 13 | 15 |
| 1023 | 14 | 14 | 13 | 13 | 15 | 14 | 17 |

### 11.7 Remarks

For incompletely specified index generation functions, reduction of the number of variables is quite effective. Combined with the hash method presented in the previous chapter, this method drastically reduces the amount of memory to implement the function. An extension to multi-valued input functions is considered in [137]. This chapter is based on $[111,131,132,137]$.

## Problems

11.1. Minimize the number of variables for the incompletely specified logic function whose characteristic functions are:

$$
\begin{gathered}
F_{0}=\bar{x}_{5}\left\{\bar{x}_{1} x_{2}\left(x_{3} \vee \bar{x}_{4}\right) \vee x_{1} x_{2}\left(x_{3} \oplus x_{4}\right)\right\} \vee x_{5}\left\{x_{2} \bar{x}_{3} x_{4} \vee \bar{x}_{1} \bar{x}_{3} \bar{x}_{4} \vee \bar{x}_{1} x_{2} \bar{x}_{3}\right\} . \\
F_{1}=\bar{x}_{5}\left(\bar{x}_{1} \bar{x}_{2} x_{3} \vee x_{1} \bar{x}_{3} \bar{x}_{4} \vee x_{1} \bar{x}_{2} x_{4}\right) \vee x_{5}\left(x_{1} \bar{x}_{2} \bar{x}_{3} \vee x_{1} \bar{x}_{2} \bar{x}_{4} \vee x_{1} x_{2} x_{3} x_{4} \vee \bar{x}_{1} \bar{x}_{2} x_{3} x_{4}\right) .
\end{gathered}
$$

11.2. Consider the incompletely specified function of 8 variables in Table 11.9. Minimize the number of variables.
11.3. Consider a binary matrix of 8 columns and 7 rows, where 0 's and 1 's are distributed uniformly.

1. Calculate the probability that all the rows are distinct.
2. Remove the first column. Calculate the probability that all the rows are distinct.
11.4. Let $n=10$ and $k=31$. Consider a decomposition chart of an index generation function $f\left(X_{1}, X_{2}\right)$ with weight $k$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{9}\right)$ and $X_{2}=\left(x_{10}\right)$. Calculate the probability that each column has at most one nonzero element. Also, calculate the probability, among the 10 partitions, where $X_{1}=X-x_{i}$,

Table 11.9 Incompletely specified function of 8 variables

|  | $a$ | $b$ | $c$ | $d$ | $e$ | $f$ | $g$ | $h$ | $F$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $v_{1}$ | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $v_{2}$ | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| $v_{3}$ | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| $v_{4}$ | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| $v_{5}$ | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 |
| $v_{6}$ | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |

Table 11.10 4-Valued input index generation function

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $f$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | A | G | A | G | C | T | A | 1 |
| A | A | G | C | A | C | G | C | 2 |
| G | A | A | G | A | T | C | A | 3 |
| C | T | G | G | A | G | G | G | 4 |
| T | A | G | G | G | A | T | A | 5 |
| T | A | T | G | C | C | A | G | 6 |
| T | G | A | C | C | G | C | G | 7 |

$X_{2}=\left(x_{i}\right)$, and $X=\left(x_{1}, x_{2}, \ldots, x_{10}\right)$ for $(i=1,2, \ldots, 10)$, there exist at least one partition, in which each column has at most one nonzero element. It is suggested that you use a computer or a calculator to obtain this value.
11.5. Consider a set of uniformly distributed incompletely specified index generation functions of $n$ variables with weight $k$. Derive the probability that all the variables are essential, for $n=2 r$ and $k=2^{r}$.
11.6. Show a 4 -variable incompletely specified index generation function satisfying the following conditions:

1. Four combinations are mapped to 1 .
2. Four combinations are mapped to 0 .
3. All other 8 combinations are mapped to don't cares.
4. All the variables are essential.
11.7. The four bases found in deoxyribonucleic acid (DNA) are adenine (abbreviated A), cytosine (C), guanine (G), and thymine (T). Consider the DNA patterns shown in Table 11.10. Find the minimum set of variables to distinguish these patterns.
11.8. Consider a set of uniformly distributed, incompletely specified index generation functions $f: D \rightarrow I$, where $B=\{0,1\}, D \subset B^{n}$ and $I=\{1, \ldots, k\}$. Then, the probability that $f$ can be represented with only $x_{1}, x_{2}, \ldots, x_{p-1}$ and $x_{p}$, where $p<n$ is $\delta_{n-p}=\gamma_{n-p}^{M}$, where $\gamma_{n-p}=\beta^{2^{n-p}}+2^{n-p} \alpha \beta^{2^{n-p}-1}, \alpha=\frac{k}{2^{n}}$, $\beta=1-\alpha$, and $M=2^{p}$. Prove this.
11.9. Consider a set of uniformly distritbuted index generation functions $f$ : $B^{n} \rightarrow I$, where $B=\{0,1\}$ and $I=\{0,1, \ldots, k\}$. Let $P R$ be the probability that $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be represented by using only $p$ variables. Then

$$
P R=1-\left(1-\delta_{n-p}\right){ }^{\binom{n}{p}},
$$

where $\delta_{n-p}$ is the probability that $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be represented by using only $x_{1}, x_{2}, \ldots, x_{p-1}$, and $x_{p}$. Compute the numerical values of $P R$ when $n=20$ and $k=2047$, for $p=17,18$, and 19 . You can use the results of the previous problem.
11.10. Consider a group of 64 people. Obtain the probability that the birthdays of all the people are distinct. Assume that the probabilities of the birth are the same for all 365 days in a year. Calculate the expected number of distinct birthdays in the group of 64 people.
11.11. Assume that the probabilities of birth are the same for all 365 days in a year. Calculate the expected number of distinct birthdays in a room with 365 people.

## Chapter 12 Various Realizations

This chapter shows various realizations of index generation functions.

### 12.1 Realization Using Registers, Gates, and An Encoder

An index generator can be directly implemented using a Programmable Logic Array (PLA) or a Content Addressable Memory (CAM). An index generator can also be implemented using ordinary logic elements. Figure 12.1 [98] shows an index generator for an LPM implemented by registers, gates, and a priority encoder. A register pair (Reg. 1 and Reg. 0) is used to store each digit of a ternary vector. For example, if the digit is * (don't care), the register pair stores $(1,1)$. Thus, for $n$ bit data, we need a $2 n$-bit register. The comparison circuit consists of an $n$-input AND gate and $n$ comparison circuits, each of which produces a 1 if and only if the input bit matches the stored bit or the stored bit is don't care (* or 11).

For each prefix vector of an $n$-input LPM index generator, we need a $2 n$-bit register, $n$ comparison circuits, and an $n$-input AND gate. For an $n$-input index generator with $k$ registered prefix vectors, we need $k$ registers of $2 n$ bits, $n k$ comparison circuits, and $k$ AND gates with $n$ inputs. In addition, we need a priority encoder with $k$ inputs and $\left\lceil\log _{2}(k+1)\right\rceil$ outputs to generate the LPM address.

The demerit of this circuit is that it becomes complex as the number of registered vectors increases.

### 12.2 LUT Cascade Emulator

In an LUT cascade, once the number of inputs and outputs for each cell are fixed, only a limited class of functions can be realized. Thus, the LUT cascade emulator ${ }^{1}$ having the architecture shown in Fig. 12.2 has been developed [96]. It consists

[^2]

Fig. 12.1 Index generator implemented using registers, gates, and a priority encoder

Fig. 12.2 LUT cascade emulator

of a large memory that stores the data for cells, a programmable interconnection network, and a control circuit. It emulates an LUT cascade sequentially. That is, the outputs of the various LUTs are produced in sequence starting with the leftmost LUT. Although the emulator is slower than the LUT cascade, it is more flexible than the LUT cascade.

A shifter that drives the programmable interconnection network is used for memory packing [118], while a shifter that drives the output register is used to accumulate the outputs.

Example 12.2.1. Let us emulate the LUT cascade with four cells shown in Fig. 12.3 by the emulator [123].


Fig. 12.3 Operation of an LUT cascade emulator

Step 1 To emulate Cell $_{1}$, the two most significant bits of the address for memory for logic are set to $(0,0)$ to specify the first page of the memory for logic, which corresponds to the first cell. Also, the values of $X_{1}$ are set to the lower address bits of the memory for logic, as shown in Fig. 12.3a. This is done through the programmable interconnection network in Fig. 12.2. By reading the content of the first page, we obtain the outputs of $\mathrm{Cell}_{1}$.
Step 2 To emulate $\mathrm{Cell}_{2}$, the two most significant bits of address are set to $(0,1)$ to specify the second page. Also, the values of $X_{2}$ are set to the middle address bits, and the outputs of $\mathrm{Cell}_{1}$ are connected to the least significant bits through the programmable interconnection network, as shown in Fig. 12.3b. By reading the content of the second page, we obtain the outputs of $\mathrm{Cell}_{2}$.
Step 3 To emulate $\mathrm{Cell}_{3}$, the two most significant bits of address are set to $(1,0)$ to specify the 3rd page. Also, the values of $X_{3}$ are set to the middle address bits, and the outputs of $\mathrm{Cell}_{2}$ are connected to the least significant bits through the programmable interconnection network, as shown in Fig. 12.3c. By reading the content of the 3rd page, we obtain the outputs of $\mathrm{Cell}_{3}$.
Step 4 To emulate Cell $_{4}$, the two most significant bits of address are set to $(1,1)$ to specify the last page. Also, the values of $X_{4}$ are set to the middle address bits, and the outputs of $\mathrm{Cell}_{3}$ are connected to the least significant bits through the programmable interconnection network, as shown in Fig. 12.3d. By reading the content of the 4th page, we obtain the outputs of Cell $_{4}$. At this point, the outputs of all LUTs have been obtained, and the complete circuit's output is specified.

### 12.3 Realization Using Cascade and AUX Memory

Here, we show a method to reduce hardware by using an auxiliary memory and a comparator. Figure 12.4 illustrates the idea of the method.


Fig. 12.4 Index generator using auxiliary memory

## Algorithm 12.3.1. (Simplification of Index Generators).

1. Let $f$ be an index generation function. Let $g$ be the function where the output values for the nonregistered inputs in $f$ are replaced by don't cares.
2. Reduce the number of variables to represent $g$. Produce the circuit for $g$. In general, the circuit for $g$ is simpler than the circuit for $f$.
3. When the query data matches a registered vector, the circuit $g$ produces correct outputs. When the query data does not match any registered vector, the circuit for $g$ may produce wrong output values.
4. To detect the correct outputs, we use an auxiliary (AUX) memory with $q=$ $\left\lceil\log _{2}(k+1)\right\rceil$ inputs and $n$ outputs. The AUX memory stores corresponding registered vector for each address.
5. Apply the output address of the circuit for $g$ to the AUX memory, and read out the registered vector in the $A U X$ memory. If the output vector of the $A U X$ memory equals to the input vector, then the circuit for $g$ produces the correct output value. If the output vector of the AUX memory is different from the input vector, then the input vector is not registered. In this case, the comparator sends 0 to the AND gate. Thus, the circuit produces 0 .

An ordinary logic circuit can be simplified by don't cares [110]. The present method has the following features:

- The number of nonzero outputs $(k)$ of the index generation function is much smaller than the total number of input combinations $2^{n}$. In $g$, the outputs for the nonregistered inputs are set to don't cares.
- To verify the correctness of the output of the circuit for $g$, we use the AUX memory.

The total amount of hardware is smaller than the direct implementation of $f$. In logic synthesis using memories, reduction of support variables is important. In the index generation functions, the fraction of don't cares is very large, and we can often reduce the number of support variables. Details are shown in Chap. 11.

Example 12.3.1. (LUT Cascade and LUT Memory) Let us design the index generator for the registered vector table shown in Table 12.1. Since the number of the

Table 12.1 Registered vector table

| Index | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ | $x_{10}$ | $x_{11}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 |
| 2 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 |
| 3 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| 4 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 |
| 5 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 |
| 6 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| 7 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 |
| 8 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |
| 9 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 |
| 10 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 11 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| 12 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| 13 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 |
| 14 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |

Table 12.2 Reduced registered vector table

| Index | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{8}$ | $x_{10}$ | $x_{11}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| 2 | 0 | 0 | 1 | 0 | 0 | 1 |
| 3 | 0 | 0 | 1 | 0 | 1 | 0 |
| 4 | 0 | 1 | 0 | 0 | 0 | 1 |
| 5 | 0 | 1 | 0 | 1 | 1 | 1 |
| 6 | 1 | 0 | 0 | 0 | 0 | 0 |
| 7 | 1 | 0 | 0 | 0 | 0 | 1 |
| 8 | 1 | 0 | 0 | 1 | 0 | 1 |
| 9 | 1 | 0 | 0 | 1 | 1 | 1 |
| 10 | 1 | 0 | 1 | 1 | 0 | 1 |
| 11 | 1 | 0 | 1 | 0 | 0 | 0 |
| 12 | 1 | 1 | 0 | 0 | 0 | 1 |
| 13 | 1 | 1 | 0 | 1 | 1 | 1 |
| 14 | 1 | 1 | 0 | 0 | 0 | 0 |
| 15 | 1 | 1 | 0 | 1 | 0 | 1 |

registered vectors is 15 , the index generator has 4 outputs. It has 11 inputs, as well. Let $g$ be a function, where the output values for the nonregistered input vectors are replaced by don't cares. By reducing the number of variables, $g$ can be represented with only six variables $\left\{x_{1}, x_{2}, x_{3}, x_{8}, x_{10}, x_{11}\right\}$. This can be obtained by Algorithm 11.3.1 with the help of a computer program. Sufficiency can be verified by Table 12.2, where all the reduced vectors are different. Thus, six bits are sufficient to distinguish the indices. Also, the set is minimal. That is, deletion of any variable makes at least one pair of indices indistinguishable. Next, realize the reduced function $g$ by an LUT cascade. Figure 12.5 shows an index generator using the AUX memory. Note that, in Fig. 12.5, only six variables $\left\{x_{1}, x_{2}, x_{3}, x_{8}, x_{10}, x_{11}\right\}$ are used as the inputs for the LUT cascade. We designed the cascade with 5-LUTs. Table 12.3 shows the content of the AUX memory, where the values for $\left\{x_{4}, x_{5}, x_{6}, x_{7}, x_{9}\right\}$ are stored.


Fig. 12.5 Index generator using auxiliary memory
Table 12.3 Truth table for auxiliary memory

| $z_{3}$ | $z_{2}$ | $z_{1}$ | $z_{0}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $y_{7}$ | $y_{9}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 |
| 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |

The second cell realizes the temporary index $\left(z_{3}, z_{2}, z_{1}, z_{0}\right)$. This index is used to read the AUX memory. The output of the AND memory $\left(y_{4}, y_{5}, y_{6}, y_{7}, y_{9}\right)$ is compared with the input values $\left(x_{4}, x_{5}, x_{6}, x_{7}, x_{9}\right)$. If they agree, the temporary index is correct, then $\left(f_{3}, f_{2}, f_{1}, f_{0}\right)=\left(z_{3}, z_{2}, z_{1}, z_{0}\right)$ is the output. Otherwise, the input query data is not in the AUX memory, and $\left(f_{3}, f_{2}, f_{1}, f_{0}\right)=(0,0,0,0)$ is produced at the output.

Figure 12.5 shows the circuit. The total memory is

$$
32 \times 4 \times 2+16 \times 5=256+80=336
$$

bits. Tables 12.4 and 12.5 are truth tables for the cells in the cascade.

Table 12.4 Truth table for the first cell

| Index | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{8}$ | $x_{10}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 |
| 2 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| 3 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 1 |
| 4 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 5 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| 6 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 7 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 8 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 9 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 |
| 10 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 11 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 |
| 12 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 13 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 14 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 15 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 |

Table 12.5 Truth table for the second cell

| Index | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $x_{11}$ | $z_{3}$ | $z_{2}$ | $z_{1}$ | $z_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 2 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 3 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |
| 4 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| 5 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| 6 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| 7 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 0 |
| 8 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 9 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 |
| 10 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |
| 11 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 |
| 12 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 |
| 13 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 14 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 15 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

### 12.4 Comparison of Various Methods

Example 12.4.1. Estimate the amount of hardware to implement index generation functions for

1. $n=10$ and $k=500$. Use a single LUT.
2. $n=10$ and $k=15$. Use an LUT cascade.
3. $n=48$ and $k=100$. Use the hybrid method.
4. $n=48$ and $k=1,000$. Use the super hybrid method.
5. $n=32$ and $k=500,000$. Use the standard parallel sieve method.
(Solution)

## 1. Single LUT.

When $n=10$ and $k=500$. The number of inputs for the memory is $n=10$, and the number of outputs is $q=\left\lceil\log _{2}(500+1)\right\rceil=9$. Thus, the size of the memory is $2^{10} \times 9=9$ Kibits, where 1 Kibit denotes $2^{10}$ bits.
2. LUT Cascade.

When $n=10$ and $k=15$. Consider an LUT cascade with ( $K=6$ )-input LUTs. The number of inputs is $n=10$, the number of rails is $w=\left\lceil\log _{2}(15+1)\right\rceil=4$, and the number of outputs is $m=w=4$. The number of cells is

$$
s=\left\lceil\frac{n-w}{K-w}\right\rceil=\left\lceil\frac{10-4}{6-4}\right\rceil=\frac{6}{2}=3 .
$$

The total amount of memory is

$$
2^{6} \times 4 \times 3=3 \times 2^{8}=0.75 \times 2^{10}
$$

or, 0.75 Kibits.
3. Hybrid Method.

When $n=48, k_{1}=100 . q=\left\lceil\log _{2}(100+1)\right\rceil=7$. In this case, an LUT cascade would be too large, and so we use the hybrid method. Let the number of inputs to the main memory be $p=q+2=9$. In this case, by Corollary 10.5.1, the fraction of remaining registered vectors is

$$
\gamma_{1}=1-\delta_{1}=\frac{\xi-1+\mathrm{e}^{-\xi}}{\xi} .
$$

Since $p=9$ and $k_{1}=100$, we have $\xi=0.1953$, and

$$
\gamma_{1}=1-0.9084=0.0916 .
$$

Thus, the number of remaining vectors is $\gamma_{1} k_{1} \simeq 9$, which can be implemented by an LUT cascade or a rewritable PLA.
The sizes of memories are as follows:
Main memory: 9-input, 7 -outputs: $2^{9} \times 7=3.5 \times 2^{10}=3.5$ Kibits.
AUX memory: 7 -input, 41 -outputs: $2^{7} \times 41=5.1 \times 2^{10}=5.1$ Kibits.
Thus, the total memory size is 8.6 Kibits.
4. Super Hybrid Method.

When $n=48, k_{1}=1,000 . q_{1}=\left\lceil\log _{2}(1000+1)\right\rceil=10$. In the hybrid method, the remaining vector is $10 \%$ of the original vectors. That is, 100 , which is fairly large. Thus, we use the super hybrid method. In the super hybrid method, we use
the first main memory with $p_{1}=q_{1}+1=11$ inputs, and $q_{1}=10$ outputs. The fraction of vectors not realized by the first IGU is

$$
\gamma_{1}=1-\delta_{1}=\frac{\xi_{1}-1+\mathrm{e}^{-\xi_{1}}}{\xi_{1}}
$$

When, $k_{1}=1,000$ and $p_{1}=11$, we have $\xi_{1}=0.48828$ and $\gamma_{1}=0.2088$. The number of remaining vectors is $k_{2}=k_{1} \gamma_{1} \simeq 209 . q_{2}=\left\lceil\log _{2}(209+1)\right\rceil=8$.

The second main memory has $p_{2}=q_{2}+1=8+1=9$ inputs and $q_{2}=8$ outputs. The fraction of vectors not realized by the second IGU is

$$
\gamma_{2}=1-\delta_{2}=\frac{\xi_{2}-1+\mathrm{e}^{-\xi_{2}}}{\xi_{2}}
$$

When, $k_{2}=209$ and $p_{2}=9$, we have $\xi_{2}=0.398437$, and $\gamma_{2} \simeq 0.1752$. Thus, the number of remaining vectors is $k_{3}=k_{2} \gamma_{2} \simeq 36$, which can be implemented by an LUT cascade or a rewritable PLA.
The sizes of memories are as follows:
first main memory: 11-input, 10 -outputs: $2^{11} \times 10=20$ Kibits.
first AUX memory: 10-input, 37-outputs: $2^{10} \times 37=37$ Kibits.
second main memory: 9 -input, 8 -outputs: $2^{9} \times 8=4 \times 2^{10}=4$ Kibits.
second AUX memory: 8 -input, 39 -outputs: $2^{8} \times 39=9.75$ Kibits.
Thus, the total memory size is 70.75 Kibits.
5. Standard Parallel Sieve Method.

When $k_{1}=500,000$, we have $q_{1}=\left\lceil\log _{2}(500,000+1)\right\rceil=19$. In the super hybrid method, the remaining vector is $4 \%$ of the original vectors. That is, 20000, which is very large. Thus, we use the standard parallel sieve method. In the standard parallel sieve method, the first main memory has $p_{1}=q_{1}=19$ inputs and $q_{1}=19$ outputs. The fraction of vectors not realized by the first IGU is

$$
\gamma_{1}=1-\delta_{1}=\frac{\xi_{1}-1+\mathrm{e}^{-\xi_{1}}}{\xi_{1}}
$$

When $k_{1}=500,000$ and $p_{1}=19$, we have $\xi_{1}=0.953674$ and $\gamma_{1}=0.35546$. Thus, the number of remaining vectors is $k_{2}=k_{1} \gamma_{1} \simeq 177,733$. and $q_{2}=$ $\left\lceil\log _{2}(177733+1)\right\rceil=18$.

The second main memory has $p_{2}=q_{2}=18$ inputs and $q_{2}=18$ outputs. The fraction of vectors not realized by the second IGU is

$$
\gamma_{2}=1-\delta_{2}=\frac{\xi_{2}-1+\mathrm{e}^{-\xi_{2}}}{\xi_{2}}
$$

When, $k_{2}=177,733$ and $p_{2}=18$, we have $\xi_{2}=0.6779976$, and the number of remaining vectors is $k_{3}=k_{2} \gamma_{2} \simeq 48662$.

In the similar way, we have

$$
\begin{aligned}
p_{3} & =16, k_{4} \simeq 14,316 . \\
p_{4} & =14, k_{5} \simeq 4,771 . \\
p_{5} & =13, k_{6} \simeq 1,155 . \\
p_{6} & =11, k_{7} \simeq 273 . \\
p_{7} & =9, \quad k_{8} \simeq 62 .
\end{aligned}
$$

Thus, the number of remaining vectors is $k_{8} \simeq 62$, which can be implemented by an LUT cascade or a rewritable PLA.

Note that for each $I G U_{i}$, the main memory has $p_{i}$ inputs and $p_{i}$ outputs, while the AUX memory has $p_{i}$ inputs and $\left(n-p_{i}\right)$ outputs. Thus, the total amount of memory is

$$
p_{i} 2^{p_{i}}+\left(n-p_{i}\right) 2^{p_{i}}=n 2^{p_{i}}
$$

So, the total amount of memory for the parallel sieve method is

$$
\sum_{i=1}^{r} n 2^{p_{i}}=32 \cdot\left(2^{19}+2^{18}+2^{16}+2^{14}+2^{13}+2^{11}+2^{9}\right)
$$

It is about 24-Mibit, where 1 Mibit denotes $2^{20}$ bits.
Example 12.4.2. Consider a system that detects computer viruses. A complete system using only hardware is too complex, so we use two-stage method: In the first stage, suspicious patterns are detected by hardware, and in the second stage, a complete match is performed by software only for the patterns detected in the first stage. Here, we consider the hardware part in the first stage. Assume that we check the text using a window of four characters, and the number of suspicious patterns is $k=500,000$. Fig. 12.6 shows the circuit to detect the suspicious patterns. Eight 4-stage shift registers are used to store four characters. These registers work as a window. Note that the number of inputs to the memory is $4 \times 8=32$, and the number of outputs is $\left\lceil\log _{2}(k+1)\right\rceil=19$.


Fig. 12.6 Virus scanning circuit

A straightforward implementation requires a memory with impractical size: $\left\lceil\log _{2}(k+1)\right\rceil 2^{32}=76$ Gibits, where 1 Gibit denotes $2^{30}$ bits. If we use the standard parallel sieve method shown in Example 12.4.1, we need only 24 Mibits.

### 12.5 Code Converter

In this part, we consider a class of code converters that can be treated as index generation functions.

Definition 12.5.1. An m-out-of-n code consists of $\binom{n}{m}$ binary code words whose weights are $m$.

Definition 12.5.2. An m-out-of-n to binary converter realizes an index generation function with $\binom{n}{m}$ nonzero elements. It has $n$ inputs and $\left\lceil\log _{2}\binom{n}{m}+1\right\rceil$ outputs. When the number of 1 's in the inputs is not $m$, the converter produces the all 0 code. The $m$-out-of- $n$ code is produced in ascending lexicographical order. That is, the smallest number is denoted by $(0,0, \ldots, 0,1,1, \ldots, 1)$, while the largest number is denoted by $(1,1, \ldots 1,0,0, \ldots, 0)$.

Example 12.5.1. When $n=6$ and $m=3$, we have the function shown in Table 12.6.

Table 12.6 Registered vector table for 3-out-of-6 to binary converter

| 3 -out-of- 6 code |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | Index |
| 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| 0 | 0 | 1 | 0 | 1 | 1 | 2 |
| 0 | 0 | 1 | 1 | 0 | 1 | 3 |
| 0 | 0 | 1 | 1 | 1 | 0 | 4 |
| 0 | 1 | 0 | 0 | 1 | 1 | 5 |
| 0 | 1 | 0 | 1 | 0 | 1 | 6 |
| 0 | 1 | 0 | 1 | 1 | 0 | 7 |
| 0 | 1 | 1 | 0 | 0 | 1 | 8 |
| 0 | 1 | 1 | 0 | 1 | 0 | 9 |
| 0 | 1 | 1 | 1 | 0 | 0 | 10 |
| 1 | 0 | 0 | 0 | 1 | 1 | 11 |
| 1 | 0 | 0 | 1 | 0 | 1 | 12 |
| 1 | 0 | 0 | 1 | 1 | 0 | 13 |
| 1 | 0 | 1 | 0 | 0 | 1 | 14 |
| 1 | 0 | 1 | 0 | 1 | 0 | 15 |
| 1 | 0 | 1 | 1 | 0 | 0 | 16 |
| 1 | 1 | 0 | 0 | 0 | 1 | 17 |
| 1 | 1 | 0 | 0 | 1 | 0 | 18 |
| 1 | 1 | 0 | 1 | 0 | 0 | 19 |
| 1 | 1 | 1 | 0 | 0 | 0 | 20 |

Theorem 12.5.1. Let $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be a m-out-of-n to binary converter. Let $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{p}\right)$ and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$ be a partition of $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Then, the column multiplicity $\mu_{p}$ of the decomposition $f\left(X_{1}, X_{2}\right)$ is

$$
\begin{aligned}
& \mu_{p}=2^{p} \quad(\text { when } 1 \leq p \leq m) \\
& \mu_{p}=1+\sum_{i=0}^{m}\binom{p}{i} \quad(\text { when } m<p<n-1) \\
& \mu_{p}=\binom{n}{m}+1 \quad(\text { when } p=n-1, \text { or } n)
\end{aligned}
$$

Example 12.5.2. Consider the case of $m=2$ and $n=9$. The profile of the 2-outof -9 to binary converter is

$$
\left(\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}, \mu_{6}, \mu_{7}, \mu_{8}, \mu_{9}\right)=(2,4,8,12,17,23,30,37,37)
$$

Thus, it can be realized by an LUT cascade as shown in Fig. 12.7. Note that the rightmost LUT has 8 inputs. Lemma 4.2 .2 shows that an 8 -LUT can be realized with 5 modules of 6 -LUTs. Thus, the total number of 6 -LUTs to implemented the function is $6+5+5 \times 6=41$.

Example 12.5.3. Consider the case of $m=2$ and $n=20$. The profile of the 2 -out-of-20 converter is

$$
(2,4,8,12,17,23,30,38,47,57,68,80,93,107,122,138,155,173,191,191)
$$

In this case, the LUT cascade realization is not attractive. Thus, we consider a tree-type realization. Partition the inputs into $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{10}\right)$ and $X_{2}=$ ( $x_{11}, x_{12}, \ldots, x_{20}$ ). The column multiplicity of the decomposition with respect to ( $X_{1}, X_{2}$ ) and ( $X_{2}, X_{1}$ ) are the same and are both 57 . Thus, it can be realized by the circuit shown in Fig. 12.8.

Another implementation is IGU shown in Fig. 10.1. If we can use the linear transformation with many EXOR inputs, then the number of inputs to the main memory is reduced to 9 . The derivation of such a linear transformation is beyond the scope of the book.

Fig. 12.7 LUT cascade realization of 2-out-of-9 to binary converter


Fig. 12.8 Tree-type
realization of 2-out-of-20
to binary converter


Fig. 12.9 Tree-type realization of 3-out-of-20 to binary converter


Example 12.5.4. Consider the case of $m=3$ and $n=20$. The profile of the 3 -out-of-20 converter is

$$
\begin{aligned}
& (2,4,8,16,27,43,65,94,131,177,233,300,379,471,577,698,835,988, \\
& \quad 1141,1141)
\end{aligned}
$$

In this case, the LUT cascade realization is impractical. To realize a tree-type circuit, we partition the inputs into $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{10}\right)$ and $X_{2}=\left(x_{11}, x_{12}, \ldots, x_{20}\right)$. The column multiplicity of the decomposition with respect to ( $X_{1}, X_{2}$ ) and $\left(X_{2}, X_{1}\right)$ are the same and equal to 177 . Thus, it can be realized by the treetype circuit shown in Fig. 12.9. Unfortunately, the output LUT has 16 inputs and 11 outputs, and is rather large. Since the function is an index generation function, it can be realized as shown in Chap. 10.

Another implementation is IGU shown in Fig. 10.1. If we can use the linear transformation with many EXOR inputs, then the number of inputs to the main memory is reduced to 11 . Again, the derivation of such a linear transformation is beyond the scope of the book.

### 12.6 Remarks

This chapter presented various methods to implement index generation functions. Given the number of variables $n$, the number of registered vectors $k$, and available devices, we can select the best design method among various methods: singlememory, LUT cascade, LUT cascade emulator, the hybrid method, the super hybrid method, and the standard parallel sieve method. This chapter is based on [85, 97, 98, 123].

## Problems

12.1. Realize the index generation function shown in Table 12.1. Use an LUT cascade, where each LUT has at most 6 inputs. Compare the amount of memory to implement the function by the method shown in Example12.3.1 and the LUT cascade.
12.2. Realize the index generation function shown in Table 12.1. Use an LUT cascade emulator, where each LUT has at most 6 inputs. Explain the operation of the emulator. Compare the size of memory with the LUT cascade realization.
12.3. The standard parallel sieve method presented in Chapter 10 uses IGUs with different sizes. Consider the parallel sieve method that uses IGUs with the same sizes. Discuss the advantage and disadvantage of this approach [136].
12.4. Realize the 2 -out-of- 12 to binary converter.

## Chapter 13 <br> Conclusions

This book showed various methods to realize logic functions with LUTs. These methods can be used to design FPGAs as well as custom integrated circuits. Main applications are communication circuits and pattern matching circuits, where frequent reconfiguration is needed. Major results are as follows:

1. Chapter 4 showed a general method to realize logic functions by LUTs. The number of 6-LUTs to realize an $n$-variable function is $\left(2^{n-4}-3\right) / 3$ or less, when $n=2 r$.
2. Chapter 5 derived the number of LUTs to realize logic functions with small Cmeasure $\mu(f)$. The number of 6 -LUTs to realize an $n$-variable function ( $n \geq$ 8 ) is:
(a) $5 n-35$ or less, when $\mu(f) \leq 32$.
(b) $2 n-11$ or less, when $\mu(f) \leq 16$.
(c) $n-5$ or less, when $\mu(f) \leq 8(n=3 r)$.
(d) $n-4$ or less, when $\mu(f) \leq 8(n \neq 3 r)$.
3. Chapter 6 showed a method to reduce the number of LUTs using nonstrict encoding in a functional decomposition. This method is a way to find a nondisjoint decomposition.
4. Chapter 7 showed various functions with small C-measures. These include symmetric functions, sparse functions, LPM functions, segment index encoder functions, and WS functions. Thus, these functions can be efficiently realized by a cascade-based method.
5. Chapter 8 derived upper bounds on the column multiplicity of a decomposition chart for logic functions with weight $u$. The number of 6-LUTs needed to realize an $n$ variable function is:
(a) 10 or less, when $n=9$ and $u \leq 55$.
(b) 15 or less, when $n=10$ and $u \leq 47$.
(c) 15 or less, when $n=10$ and $u \leq 64$, for most functions.
6. Chapter 9 introduced index generation functions, and showed their applications. An index generation function with weight $k$ can be realized by $(p, q)$-elements, where a $(p, q)$-element is an LUT with $p=\left\lceil\log _{2}(k+1)\right\rceil+1$ inputs and $q$ outputs, where $p>q$.
7. Chapter 10 showed three methods to realize index generation functions: the hybrid method, the super hybrid method, and the parallel sieve method. In these methods:
(a) The output values for nonregistered inputs are set to don't cares, and an incompletely specified logic function is realized by a main memory.
(b) The output of the main memory is verified by an auxiliary memory. If the output is correct, the circuit produces it as is; otherwise the outputs are set to $00 \ldots 0$.
(c) A hash circuit is used to randomize the distribution of registered vectors.
(d) A main memory is used to realize most of the registered vectors.
(e) To realize the remaining vectors, the same method is recursively used until the final stage is sufficiently small.
8. Chapter 11 showed a reduction method of the number of variables to represent incompletely specified functions. It was shown that most index generation functions with weight $k$ can be represented with $p=2\left\lceil\log _{2}(k+1)\right\rceil-1$ or fewer variables. A method was introduced to reduce the number of variables by using a linear transformation of the input variables.
9. Chapter 12 reviewed various methods to realize index generation functions.

## Solutions

## Problems of Chapter 2

2.1 In the CAM, if two or more rows match, then the priority encoder selects the first one. In the PLA, the product for the first row is not necessary to implement, since the outputs are $(0,0)$. Also, note that the pattern of the top row is disjoint from other rows, and it can be ignored. The second pattern (row) and the third pattern (row) intersect. When $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(0,1,1,0)$, both the second and the third patterns match. However, the second pattern has the priority. So, we have to modify the third pattern to make these patterns disjoint. We have to implement the PLA shown in Table 13.1.
2.2 A synchronous memory requires one clock pulse to read out the data. So, it is unsuitable for combinational circuits. On the other hand, asynchronous memory requires no clock pulse to read out the data. The data can be read out immediately. So, it can be used as an ordinary logic gate.
2.3 With the miniaturization of transistors and interconnections in LSIs, the delay time of the transistors reduces, while that of the interconnection increases. Also, the number of logic devices that can be included in an FPGA increases. Thus, the reduction of the delay time is more important than the reduction of the logic elements. To reduce the delay time, increasing the number of inputs to an LUT is the most effective.
2.4 To implement NOR or NAND in CMOS, transistors must be connected in series. A series connection of up to four transistors is permitted and it still maintains the performance. Thus, when the number of inputs to a PLA is large, a static CMOS circuit is hard to implement. Dynamic CMOS is a method to implement a logic function that is small and dissipates relatively less power.

## 2.5

1. Form a blank truth table of $n$ inputs and $m$ outputs, where $m=\left\lceil\log _{2} W\right\rceil$.
2. From the top word to the bottom word, fill in the truth table entries.
3. From the truth table, obtain a simplified sum-of-products expression.
4. Program the PLA.

Table 13.1 Pattern for PLA

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $f_{1}$ | $f_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0 | - | 0 | 1 |
| 0 | 1 | 1 | 1 | - | 1 | 0 |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 |

## 2.6

1. Form the truth table from the PLA.
2. Form a disjoint sum-of-products expression. Reduce the number of products, if possible.
3. For each product, form a CAM word.

## Problems of Chapter 3

3.1 The left-hand-side is

$$
\begin{aligned}
& S B(4,1) \cdot S B(4,2) \\
& \quad=\left(x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4}\right) \cdot\left(x_{1} x_{2} \oplus x_{1} x_{3} \oplus x_{1} x_{4} \oplus x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{3} x_{4}\right)
\end{aligned}
$$

The right-hand-side is

$$
S B(4,3)=x_{1} x_{2} x_{3} \oplus x_{1} x_{2} x_{4} \oplus x_{1} x_{3} x_{4} \oplus x_{2} x_{3} x_{4}
$$

The straightforward expansion of the left-hand-side will produce a complicated expression. So, we use the Shannon's expansion to prove the equality. When, $x_{1}=0$ : The left-hand-side is

$$
\begin{aligned}
& \left(x_{2} \oplus x_{3} \oplus x_{4}\right) \cdot\left(x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{3} x_{4}\right) \\
& \quad=\left\{\left(x_{2} \oplus x_{3}\right) \oplus x_{4}\right\}\left\{x_{2} x_{3} \oplus\left(x_{2} \oplus x_{3}\right) x_{4}\right\} \\
& \quad=x_{2} x_{3} x_{4} \oplus\left(x_{2} \oplus x_{3}\right) x_{4} \oplus\left(x_{2} \oplus x_{3}\right) x_{4} \\
& \quad=x_{2} x_{3} x_{4} .
\end{aligned}
$$

The right-hand-side is $x_{2} x_{3} x_{4}$.
When, $x_{1}=1$ : The left-hand-side is

$$
\begin{aligned}
& \left(1 \oplus x_{2} \oplus x_{3} \oplus x_{4}\right) \cdot\left(x_{2} \oplus x_{3} \oplus x_{4} \oplus x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{3} x_{4}\right) \\
& \quad=\left\{\left(x_{2} \oplus x_{3}\right) \oplus \bar{x}_{4}\right\}\left\{\left(x_{2} \oplus x_{3}\right) \oplus x_{2} x_{3} \oplus\left(x_{2} \oplus x_{3}\right) x_{4} \oplus x_{4}\right\} \\
& \quad=\left[\left(x_{2} \oplus x_{3}\right) \oplus\left(x_{2} \oplus x_{3}\right) x_{4} \oplus\left(x_{2} \oplus x_{3}\right) x_{4}\right] \oplus\left[\left(x_{2} \oplus x_{3}\right) \bar{x}_{4} \oplus x_{2} x_{3} \bar{x}_{4}\right] \\
& \quad=\left(x_{2} \oplus x_{3}\right) x_{4} \oplus x_{2} x_{3} \bar{x}_{4}
\end{aligned}
$$

The right-hand-side is

$$
\begin{aligned}
x_{2} x_{3} \oplus x_{2} x_{4} \oplus x_{3} x_{4} \oplus x_{2} x_{3} x_{4} & =\left(x_{2} \oplus x_{3}\right) x_{4} \oplus x_{2} x_{3}\left(1 \oplus x_{4}\right) \\
& =\left(x_{2} \oplus x_{3}\right) x_{4} \oplus x_{2} x_{3} \bar{x}_{4}
\end{aligned}
$$

Therefore, the equality holds.
3.2 For $h$, the number of the functions is at most $2^{2^{k}}$. For $g$, the number of the functions is at most $2^{2^{n-k+1}}$. Thus, the total number of functions is at most

$$
2^{2^{k}} \cdot 2^{2^{n-k+1}}=2^{2^{k}+2^{n-k+1}}
$$

3.3 For $h$, the number of functions is at most $\left(2^{2^{k}}\right)^{m}=2^{m 2^{k}}$. For $g$, the number of functions is at most $2^{2^{n-k+m}}$. Thus, the total number of functions is at most

$$
2^{m 2^{k}} \cdot 2^{2^{n-k+m}}=2^{m 2^{k}+2^{n-k+m}} .
$$

3.4 When $X_{1}=\left(x_{1}, x_{2}, x_{3}\right)$, as shown in Fig. 13.1, the column multiplicity is four.
3.5 In an $n$ variable function, the total number of possible input combination is $2^{n}$. Thus, the number of functions with weight $k$ is

$$
\binom{2^{n}}{k}
$$

3.6 Note that

$$
\begin{aligned}
& S_{6}^{9}=\bar{y}_{3} y_{2} y_{1} \bar{y}_{0}, \\
& S_{5}^{9}=\bar{y}_{3} y_{2} \bar{y}_{1} y_{0}, \\
& S_{4}^{9}=\bar{y}_{3} y_{2} \bar{y}_{1} \bar{y}_{0}, \text { and } \\
& S_{3}^{9}=\bar{y}_{3} \bar{y}_{2} y_{1} y_{0} .
\end{aligned}
$$

Fig. 13.1 Decomposition chart for $W G T 5$

|  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{2}$ |
|  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{1}$ |
| 0 | 0 | 0 | 1 | 1 | 2 | 1 | 2 | 2 | 3 |  |
| 0 | 1 | 1 | 2 | 2 | 3 | 2 | 3 | 3 | 4 |  |
| 1 | 0 | 1 | 2 | 2 | 3 | 2 | 3 | 3 | 4 |  |
| 1 | 1 | 2 | 3 | 3 | 4 | 3 | 4 | 4 | 5 |  |
| $x_{5}$ | $x_{4}$ |  |  |  |  |  |  |  |  |  |

Table 13.2 Condensed decomposition chart for SYM12

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $X_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |  |
| 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |  |
| 2 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |  |
| 3 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |  |
| $X_{2}$ |  |  |  |  |  |  |  |  |  |  |  |

Thus, we have

$$
\begin{aligned}
S_{\{3,4,5,6\}}^{9} & =\bar{y}_{3} y_{2} y_{1} \bar{y}_{0} \vee \bar{y}_{3} y_{2} \bar{y}_{1} y_{0} \vee \bar{y}_{3} y_{2} \bar{y}_{1} \bar{y}_{0} \vee \bar{y}_{3} \bar{y}_{2} y_{1} y_{0} \\
& =\bar{y}_{3}\left(y_{2}\left(\bar{y}_{1} \vee \bar{y}_{0}\right) \vee \bar{y}_{2} y_{1} y_{0}\right) \\
& =\bar{y}_{3}\left(y_{2} \oplus y_{1} y_{0}\right) .
\end{aligned}
$$

3.7 Consider the decomposition chart of SYM12. Let $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{8}\right)$ and $X_{2}=\left(x_{9}, x_{10}, x_{11}, x_{12}\right)$. Since it is a symmetric function, we can write a condensed decomposition chart shown in Table 13.2 instead of the full table. Note that the labels show the weights of $X_{1}$ or $X_{2}$. Thus, for example, the column 4 represents $\binom{9}{4}=126$ columns of weight 4 . It is clear that the number of different column patterns is 8 .

## Problems of Chapter 4

4.1 Since $\mu_{6}=16, f$ can be realized by a circuit shown in Fig. 13.2. Note that the first block has 6 inputs and $\left\lceil\log _{2}(16)\right\rceil=4$ outputs. Thus, the second block has $4+4=8$ inputs. Also, note that an arbitrary 8 -variable function can be realized with at most five 6 -LUTs. Thus, $f$ can be realized with $4+5=9$ LUTs.
4.2 Consider the expansion of the function

$$
f\left(X_{1}, X_{2}\right)=\bigvee_{\vec{a}_{i} \in B^{4}} f\left(\vec{a}_{i}, X_{2}\right) X_{1}^{\vec{a}_{i}}
$$

Among 16 subfunctions $f\left(\vec{a}_{i}, X_{2}\right), \vec{a}_{i} \in B^{4}$, only 10 functions are distinct. So, $f$ can be realized as Fig. 13.3. Note that 10 LUTs are used to realize these 10 different subfunctions, while 5 LUTs are used to realize a 4-MUX.
4.3 From (4.2) and (4.3), we have the following relations:

$$
\begin{aligned}
& g_{0}(Y)=f_{0}(Y) \\
& g_{1}(Y)=f_{0}(Y) \oplus f_{2}(Y)
\end{aligned}
$$

Fig. 13.2 Realization of 10 -variable function

Fig. 13.3 Realization of 10 -variable function with 6-LUTs


Fig. 13.4 Reed-Muller type module


$$
\begin{aligned}
& g_{2}(Y)=f_{0}(Y) \oplus f_{1}(Y) \\
& g_{3}(Y)=f_{0}(Y) \oplus f_{1}(Y) \oplus f_{2}(Y) \oplus f_{3}(Y)
\end{aligned}
$$

Thus, instead of the Shannon's expansion, we can also use the Reed-Muller expansion to realize the function. The universal logic element for this expansion is shown in Fig. 13.4, which can be implemented by a 6-LUT.
4.4 The function $f\left(X_{1}, X_{2}\right)$ can be expanded as

$$
f\left(X_{1}, X_{2}\right)=g_{0}\left(\vec{a}_{0}, X_{2}\right) \vee g_{1}\left(\vec{a}_{1}, X_{2}\right) \vee \cdots \vee g_{4^{k}-1}\left(\vec{a}_{4^{k}-1}, X_{2}\right),
$$

where $\vec{a}_{0}=(0,0, \ldots, 0,0), \vec{a}_{1}=(0,0, \ldots, 0,1), \ldots, \vec{a}_{15}=(1,1, \ldots, 1,1)$. Thus, $f\left(X_{1}, X_{2}\right)$ can be realized as the circuit similar to Fig.4.12. Since the column
multiplicity is $\mu$, the number of different column functions $g_{i}\left(\vec{a}_{i}, X_{2}\right)$ is $\mu$. So, in Fig. 4.12, the LUTs producing the same functions can be shared, and only $\mu$ LUTs are sufficient to produce $g_{i}\left(\vec{a}_{i}, X_{2}\right)$. The number of 6-LUTs to realize ( $2 k$ )-MUX is $\frac{4^{k}-1}{3}$. Thus, we need at most $\mu+\frac{4^{k}-1}{3}$ LUTs.

## Problems of Chapter 5

5.1 Tree-type Realization. Advantage: fast. Disadvantage : layout is complex.

Cascade realization. Advantage: layout is simple. Disadvantage : slow.
5.2 Figure 13.5 shows a realization of a 4-bit adder by 6-LUTs. The expressions for the outputs are:

$$
\begin{aligned}
& z_{0}=x_{0} \oplus y_{0} \\
& z_{1}=\left(x_{1} \oplus y_{1}\right) \oplus\left(x_{0} y_{0}\right) \\
& z_{2}=\left(x_{2} \oplus y_{2}\right) \oplus\left(x_{1} y_{1}\right) \oplus\left(x_{1} \oplus y_{1}\right)\left(x_{0} y_{0}\right) \\
& c_{2}=\left(x_{2} y_{2}\right) \oplus\left(x_{2} \oplus y_{2}\right)\left(x_{1} y_{1}\right) \oplus\left(x_{2} \oplus y_{2}\right)\left(x_{1} \oplus y_{1}\right)\left(x_{0} y_{0}\right) \\
& z_{3}=\left(x_{3} \oplus y_{3}\right) \oplus c_{2} \\
& z_{4}=\left(x_{3} y_{3}\right) \oplus c_{2}\left(x_{3} \oplus y_{3}\right)
\end{aligned}
$$

In total, it uses 6 LUTs.
5.3 The outputs of the circuits are $y_{3}=S B(12,8), y_{2}=S B(12,4), y_{1}=S B(12,2)$, and $y_{0}=S B(12,1)$. Each function $y_{i}$ is a symmetric function of 12 variables.


Fig. 13.5 Realization of 4-bit adder by 6-LUTs

Fig. 13.6 Tree-type realization of WGT12 using 6-LUTs


Fig. 13.7 Cascade realization of WGT12 using 6-LUTs


Fig. 13.8 Cascade realization of 7 -variable functions by 6-LUTs


Tree-type realization. The input variables $X=\left(x_{1}, x_{2}, \ldots, x_{12}\right)$ are partitioned into $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{6}\right)$ and $X_{2}=\left(x_{7}, x_{8}, \ldots, x_{12}\right)$. Each output can be implemented by seven 6-LUTs as shown in Fig. 5.9. Thus, WGT12 can be implemented by $7 \times 4=28$ LUTs. However, when the function is decomposed as $g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{2}\right)\right)$ as shown in Fig. 13.6, the number of LUTs is reduced to $3+3+4=10$.

Cascade realization. The input variables $X=\left(x_{1}, x_{2}, \ldots, x_{12}\right)$ are partitioned into $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{6}\right), X_{2}=\left(x_{7}, x_{8}, x_{9}\right), X_{3}=\left(x_{10}, x_{11}\right)$, and $X_{4}=\left(x_{12}\right)$.

When $X_{1}$ denotes the bound variables, $\mu_{6}=7$. When ( $X_{1}, X_{2}$ ) denotes the bound variables, $\mu_{9}=10$. When $\left(X_{1}, X_{2}, X_{3}\right)$ denotes the bound variables, $\mu_{11}=12$. Figure 13.7 shows the realization. In this case, the total number of LUTs is $3+4+4+4=15$.
5.4 Figure 13.8 shows the cascade realization of 7 -variable functions. First, each function is decomposed as $f\left(X_{1}, x_{7}\right)=g\left(h\left(X_{1}\right), x_{7}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{6}\right)$. Note that, the column multiplicity is at most 40. So, the outputs of $h$ can be encoded

Table 13.3 Encoding for intermediate functions

| $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 |
| . | . | . | . | . | . |
| 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 1 | 0 |
| 1 | 0 | 0 | 0 | 1 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 | 0 |
| 1 | 0 | 0 | 1 | 1 | 1 |

by 6 bits as shown in Table 13.3. Note that in the first 32 codes, $y_{1}=0$, while in the remaining 8 codes, $y_{1}=1$. Let the function with $y_{1}=0$ be $f_{0}\left(X_{1}, x_{7}\right)$, and let the function with $y_{1}=1$ be $f_{1}\left(X_{1}, x_{7}\right)$. Then, $f$ can be represented by $f=\overline{y_{1}} f_{0}\left(X_{1}, x_{7}\right) \vee y_{1} f_{1}\left(X_{1}, x_{7}\right)$, where $y_{1}$ denotes the first bit. The LUTs in the middle column realize $f_{0}\left(X_{1}, x_{7}\right)$ and $f_{1}\left(X_{1}, x_{7}\right)$. The LUTs in the output column realize $f\left(X_{1}, x_{7}\right)$. Note that this realization requires 12 LUTs. It is possible to realize each function independently by using Lemma 4.2.1, which requires only $3 \times 3=9$ LUTs .
5.5 Let $\left(X_{1}, X_{2}\right)$ be a partition of the input variables, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. Consider the decomposition chart where $X_{1}$ denotes the bound variables. The number of different column patterns is $\mu_{k}(n)$. Next, consider the decomposition chart with the partition $\left(\hat{X}_{1}, \hat{X}_{2}\right)$, where $\hat{X}_{1}=$ $\left(x_{1}, x_{2}, \ldots, x_{k}, x_{k+1}\right)$ and $\hat{X}_{2}=\left(x_{k+2}, x_{k+3}, \ldots, x_{n}\right)$. In this chart, the number of the columns is halved, while the number of the rows is doubled. The number of different column patterns is at most $2 \mu_{k}(n)$, since the column functions of the original decomposition chart are split into two parts, where the upper and the lower parts have at most $\mu_{k}(n)$ patterns. Thus, we have the first relation.

Next, consider the decomposition chart with the partition ( $\left.\check{X}_{1}, \check{X}_{2}\right)$, where $\check{X}_{1}=$ $\left(x_{1}, x_{2}, \ldots, x_{k-2}, x_{k-1}\right)$ and $\check{X}_{2}=\left(x_{k}, x_{k+1}, \ldots, x_{n}\right)$. In this case, the number of the columns is reduced by half, while the number of the rows is increased by two. The number of different column patterns is at most $\mu_{k}^{2}(n)$, since the upper (lower parts) of the column functions of the new decomposition chart have at most $\mu_{k}(n)$ patterns. Thus, we have the second relation.
5.6 Consider the decomposition chart for $f\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, x_{3}\right.$, $\left.x_{4}, x_{5}\right)$ and $X_{2}=\left(x_{6}, x_{7}, x_{8}\right)$. The number of columns is $2^{5}=32$, and the number of rows is $2^{3}=8$. Consider a function whose column multiplicity is 32 . Since the
column functions are 3 -variable functions, there are $2^{2^{3}}=256$ candidate functions. The number of ways to choose 32 different column functions is

$$
\binom{256}{32}
$$

Next, the number of ways to order 32 columns is 32 ! So, the total number of functions is

$$
\binom{256}{32} \cdot(32!)=(256!) /(224!)
$$

## Problems of Chapter 6

6.1 Consider the decomposition $f\left(X_{1}, X_{2}\right)=g\left(h\left(X_{1}\right), X_{2}\right)$. The column multiplicity is $\mu_{4}=5$. So, we need three intermediate variables $\left(h_{3}, h_{2}, h_{1}\right)$. Note that $x_{1} \Psi_{0}=x_{1} \Psi_{1}=0, \bar{x}_{1} \Psi_{2}=\bar{x}_{1} \Psi_{3}=0, x_{3} \Psi_{0}=x_{3} \Psi_{1}=x_{3} \Psi_{2}=x_{3} \Psi_{3}=0$, $\bar{x}_{3} \Psi_{4}=0$.

To $\bar{x}_{1} \Psi_{0}$ assign the code 000 , to $\bar{x}_{1} \Psi_{1}$ assign the code 001 , to $\bar{x}_{1} \Psi_{4}$ assign the code 010 , to $x_{1} \Psi_{4}$ assign the code 110, to $x_{1} \Psi_{2}$ assign the code 100 , to $x_{1} \Psi_{3}$ assign the code 101 .
From these, we have intermediate variables:

$$
\begin{aligned}
& h_{3}=x_{1}\left(\Psi_{2} \vee \Psi_{3} \vee \Psi_{4}\right)=x_{1} \\
& h_{2}=\bar{x}_{1} \Psi_{4} \vee x_{1} \Psi_{4}=\Psi_{4}=x_{3} \\
& h_{1}=\bar{x}_{1} \Psi_{1} \vee x_{1} \Psi_{3}=\bar{x}_{1} x_{2} \bar{x}_{3} \vee x_{1} \bar{x}_{3} \bar{x}_{4} .
\end{aligned}
$$

Note that, in this case, two variables can be simplified.
6.2 First, consider the decomposition $f(X)=g\left(h\left(X_{1}\right), X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}\right.$, $\left.x_{3}, x_{4}, x_{5}\right)$, and $X_{2}=\left(x_{6}, x_{7}, x_{8}\right)$. The equivalence classes of the decompositions are

$$
\begin{aligned}
& \Psi_{0}=\bar{x}_{1} \bar{x}_{2} \bar{x}_{3} \bar{x}_{4} \bar{x}_{5}, \\
& \Psi_{1}=x_{1} x_{2} x_{3} x_{4} x_{5}, \\
& \Psi_{2}=\overline{\Psi_{0} \vee \Psi_{1}} .
\end{aligned}
$$

Since $\mu=3$, a standard encoding requires $u=\left\lceil\log _{2} 3\right\rceil=2$ intermediate variables. $\Psi_{i}$ and $x_{1}$ satisfy the condition of Theorem 6.3.1: $\bar{x}_{1} \Psi_{1}=0$, and $x_{1} \Psi_{0}=0$.

> To $\bar{x}_{1} \Psi_{0}$, assign the code 00.
> To $\bar{x}_{1} \Psi_{2}$, assign the code 01.
> To $x_{1} \Psi_{2}$, assign the code 11.
> To $x_{1} \Psi_{1}$, assign the code 10.

Thus, we have the following intermediate variables:

$$
\begin{aligned}
& h_{1}=\bar{x}_{1} \Psi_{2} \vee x_{1} \Psi_{2}=\Psi_{2}, \\
& h_{2}=x_{1} \Psi_{1} \vee x_{1} \Psi_{2}=x_{1} .
\end{aligned}
$$

Note that

$$
\begin{aligned}
\bar{h}_{2} \bar{h}_{1} & =\Psi_{0}, \\
h_{2} \bar{h}_{1} & =\Psi_{1} .
\end{aligned}
$$

Therefore, $\Psi_{i}(i=0,1,2)$ can be represented by $\left(h_{2}, h_{1}\right)$. Thus, $f$ can be represented as

$$
\begin{aligned}
f(X) & =\Psi_{0} \bar{x}_{6} \bar{x}_{7} \bar{x}_{8} \vee \Psi_{1} x_{6} x_{7} x_{8} \\
& =\bar{x}_{1} \bar{h}_{1} \bar{x}_{6} \bar{x}_{7} \bar{x}_{8} \vee x_{1} \bar{h}_{1} x_{6} x_{7} x_{8}
\end{aligned}
$$

Figure 13.9 shows the realization using 5-LUTs.
6.3 Consider the decomposition

$$
f\left(X_{1}, X_{2}\right)=g\left(h_{1}\left(X_{1}\right), h_{2}\left(X_{1}\right), \ldots, h_{u}\left(X_{1}\right), X_{2}\right)
$$

Let $\Psi_{i}\left(X_{1}\right),(i=0,1, \ldots, \mu-1)$ be the equivalence classes of the decomposition. Let $x_{j}, x_{k}, \in X_{1}$. If the number of different nonzero functions in each of

$$
\begin{aligned}
& x_{j} x_{k} \Psi_{i}, \\
& x_{j} \bar{x}_{k} \Psi_{i},
\end{aligned}
$$

Fig. 13.9 Realization of symmetric function by 5-LUTs


$$
\begin{aligned}
& \bar{x}_{j} x_{k} \Psi_{i}, \\
& \bar{x}_{j} \bar{x}_{k} \Psi_{i},
\end{aligned}
$$

$(i=1,2, \ldots, \mu)$ is equal to or less than $2^{u-2}$, then $h_{u}\left(X_{1}\right)$ and $h_{u-1}\left(X_{1}\right)$ can be represented as follows: $h_{u}\left(X_{1}\right)=x_{j}$ and $h_{u-1}\left(X_{1}\right)=x_{k}$.

## Problems of Chapter 7

7.1 From Lemma 7.2.1, we have

$$
\left(\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}, \mu_{6}, \mu_{7}, \mu_{8}, \mu_{9}\right)=(2,3,4,5,6,7,8,4,2) .
$$

7.2 When $X_{1}=\left(x_{2}, x_{1}, x_{0}\right)$, as shown in Fig. 13.10, the column multiplicity is 8 . When $X_{1}=\left(x_{3}, x_{2}, x_{1}, x_{0}\right)$, as shown in Fig. 13.11, the column multiplicity is 11 .
7.3 Suppose that $X$ is partitioned as $\left(X_{2}, X_{1}\right)$, where $X_{1}=\left(x_{n-p-1}, x_{n-p-2}\right.$, $\left.\ldots, x_{0}\right)$ and $X_{2}=\left(x_{n-1}, x_{n-2}, \ldots, x_{n-p}\right)$. We assume that the integer represented by $X=\left(x_{n-1}, x_{n-2}, \ldots, x_{1}, x_{0}\right)$ is $\sum_{i=0}^{n-1} 2^{i} x_{i}$. Consider the decomposition chart. Assume that both the columns and rows are labeled in ascending order of the values of $X_{1}$ and $X_{2}$, respectively. In scanning left-to-right and then top-to-bottom, the

Fig. 13.10 Decomposition chart for $f\left(X_{1}, X_{2}\right)$

|  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{1}$ |
|  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{0}$ |
| 0 | 0 | 0 | 1 | 1 | 1 | 2 | 2 | 2 | 3 |  |
| 0 | 1 | 3 | 3 | 4 | 4 | 4 | 5 | 5 | 5 |  |
| 1 | 0 | 6 | 6 | 6 | 7 | 7 | 7 | 8 | 8 |  |
| 1 | 1 | 8 | 9 | 9 | 9 | 10 | 10 | 10 | 11 |  |
| $x_{4}$ | $x_{3}$ |  |  |  |  |  |  |  |  |  |


|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $x_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{2}$ |
|  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{1}$ |
|  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | $x_{0}$ |
| 0 | 0 | 1 | 1 | 1 | 2 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 | 5 |  |
| 1 | 6 | 6 | 6 | 7 | 7 | 7 | 8 | 8 | 8 | 9 | 9 | 9 | 10 | 10 | 10 | 11 |  |
| $x_{4}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Fig. 13.11 Decomposition chart for $f\left(X_{1}, X_{2}\right)$
values of $g(X)$ will increase from 0 to 1 , and then decrease from 1 to 0 . In the chart, remove the rows with all 0 's and rows with all 1 's. Then, the column patterns of the decomposition chart are $(0,1),(1,1)$, and $(1,0)$. Thus, the column multiplicity is three.
7.4 When the function is represented as an SOP with $k$ products, the C-measure increases exponentially with $k$. For example, when $n=2 k$, consider the function

$$
f=x_{1} x_{k} \vee x_{2} x_{k+1} \vee x_{3} x_{k+3} \vee \cdots \vee x_{k} x_{2 k}
$$

Let $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{2 k}\right)$. In this case, the column multiplicity with respect to the decomposition $\left(X_{1}, X_{2}\right)$ is $2^{k}$. Thus, $\mu(f)=2^{k}$.
7.5 Let $n_{i}$ be the number of variables in $X_{i}$, where $i=1,2,3,4$.

1. Since $f$ is symmetric with respect to $X_{1}, X_{2}$, and $X_{3}$, the number of different column patterns is at most

$$
\left(n_{1}+1\right) \times\left(n_{2}+1\right)=12 .
$$

2. Since $f$ is symmetric with respect to $X_{4}$, the column functions are also symmetric. The number of symmetric functions of $n_{4}$ variables is $2^{n_{4}+1}=8$. Thus, the number of different column patterns is at most 8.
7.6 When $X_{1}$ is the set of bound variables, the column functions have $\mu_{1}$ different patterns. When $\left(X_{1}, X_{2}\right)$ is the set of bound variables, the number of different column patters is at most $\mu_{1} \cdot \mu_{2}$.
7.7 Consider the case of $n=8$. Table 13.4 shows the function of the priority encoder. Note that this is an LPM function. Thus, the C-measure is at most $8+1=9$. In general, we can show that the C -measure of the priority encoder function of $n$ variables is $n+1$.
7.8 Table 13.5 shows the decomposition chart of the WS function, while Table 13.6 shows the decomposition chart of the threshold function. The column multiplicity is four.

Table 13.4 Priority encoder ( $n=8$ )

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | output |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | - | - | - | - | - | - | - | 0001 |
| 0 | 1 | - | - | - | - | - | - | 0010 |
| 0 | 0 | 1 | - | - | - | - | - | 0011 |
| 0 | 0 | 0 | 1 | - | - | - | - | 0100 |
| 0 | 0 | 0 | 0 | 1 | - | - | - | 0101 |
| 0 | 0 | 0 | 0 | 0 | 1 | - | - | 0110 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | - | 0111 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1000 |

Table 13.5 A decomposition chart of a WS function

|  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{2}$ |
|  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{0}$ |
| 0 | 0 | 0 | 1 | 2 | 3 | 3 | 4 | 5 | 6 |  |
| 0 | 1 | 4 | 5 | 6 | 7 | 7 | 8 | 9 | 10 |  |
| 1 | 0 | 5 | 6 | 7 | 8 | 8 | 9 | 10 | 11 |  |
| 1 | 1 | 9 | 10 | 11 | 12 | 12 | 13 | 14 | 15 |  |
| $x_{4}$ | $x_{3}$ |  |  |  |  |  |  |  |  |  |

Table 13.6 A decomposition chart of a threshold function

|  |  | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $x_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | $x_{2}$ |
|  |  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | $x_{0}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |  |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |
| $x_{4}$ | $x_{3}$ |  |  |  |  |  |  |  |  |  |

7.9 Let the input variables $X=\left(x_{31}, x_{30}, \ldots, x_{1}, x_{0}\right)$ be partitioned into

$$
\begin{aligned}
& X_{1}=\left(x_{31}, x_{30}, \ldots, x_{25}, x_{24}\right) \\
& X_{2}=\left(x_{23}, x_{22}, \ldots, x_{17}, x_{16}\right) \\
& X_{3}=\left(x_{15}, x_{14}, \ldots, x_{9}, x_{8}\right), \text { and } \\
& X_{4}=\left(x_{7}, x_{6}, \ldots, x_{1}, x_{0}\right)
\end{aligned}
$$

Then,

$$
f(X)=\left(\sum_{i=0}^{31} 2^{i} x_{i}\right)(\bmod 17)
$$

is implemented as

$$
f(X)=\left(h_{1}\left(X_{1}\right)+h_{2}\left(X_{2}\right)+h_{3}\left(X_{3}\right)+h_{4}\left(X_{4}\right)\right)(\bmod 17)
$$

Figure 13.12 shows the circuit to compute the modulo. The circuit A1 computes

$$
\begin{aligned}
h_{1}\left(X_{1}\right) & =\left(\sum_{i=24}^{31} 2^{i} x_{i}\right)(\bmod 17) \\
& =\left(2^{24} \sum_{i=0}^{7} 2^{i} x_{i+24}\right)(\bmod 17) \\
& =\left(\sum_{i=0}^{7} 2^{i} x_{i+24}\right)(\bmod 17)
\end{aligned}
$$

Fig. 13.12 Mod 17 circuit with LUTs


The circuit A2 computes

$$
\begin{aligned}
h_{2}\left(X_{2}\right) & =\left(\sum_{i=16}^{23} 2^{i} x_{i}\right)(\bmod 17) \\
& =\left(2^{16} \sum_{i=0}^{7} 2^{i} x_{i+16}\right)(\bmod 17) \\
& =\left(\sum_{i=0}^{7} 2^{i} x_{i+16}\right)(\bmod 17) .
\end{aligned}
$$

The circuit A3 computes

$$
\begin{aligned}
h_{3}\left(X_{3}\right) & =\left(\sum_{i=8}^{15} 2^{i} x_{i}\right)(\bmod 17) \\
& =\left(2^{8} \sum_{i=0}^{7} 2^{i} x_{i+8}\right)(\bmod 17) \\
& =\left(\sum_{i=0}^{7} 2^{i} x_{i+8}\right)(\bmod 17) .
\end{aligned}
$$

The circuit A4 computes

$$
h_{4}\left(X_{4}\right)=\left(\sum_{i=0}^{7} 2^{i} x_{i}\right)(\bmod 17)
$$

The circuits A5, A6, and A7 compute

$$
\begin{aligned}
& \left(h_{1}+h_{2}\right)(\bmod 17), \\
& \left(h_{3}+h_{4}\right)(\bmod 17),
\end{aligned}
$$

and

$$
f(X)
$$

respectively. Note that in the above equations, we used the relations:

$$
2^{24} \equiv 2^{16} \equiv 2^{8} \equiv 1(\bmod 17)
$$

7.10 The proofs are easily derived from the relations:

$$
\begin{aligned}
& 2^{k} \equiv-1 \quad\left(\bmod 2^{k}+1\right) \\
& 2^{k} \equiv 1 \quad\left(\bmod 2^{k}-1\right) .
\end{aligned}
$$

7.11 Consider the decomposition table $\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$, and $X_{2}=\left(x_{k+1}, x_{k+2}, \ldots, x_{n}\right)$. Consider two columns: $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ and $\left(b_{1}, b_{2}, \ldots, b_{k}\right)$. If

$$
\sum_{i=1}^{k} a_{i} w_{i}=\sum_{i=1}^{k} b_{i} w_{i}
$$

then, two columns have the same patterns due to the definition of the threshold function. Thus, the column multiplicity is at most $1+\sum_{i=1}^{k} w_{i}$.

## Problems of Chapter 8

8.1 From Table 8.3, we can conjecture that $\lambda(8,20) \leq 16$, since $\lambda(8,23)=16$. Consider the case when the column multiplicity is maximum.
8 columns have weight 1,6 columns have weight 2, and all other columns have weight 0 .
Thus, the column multiplicity is $8+6+1=15$. In this way, we have $\lambda(8,20)=15$.
8.2 First, convert the SOP into a disjoint SOP. Then, obtain the sum of volumes for the cubes.
8.3 Let $g_{i}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, where $\left(i=0,1, \ldots, 2^{2^{n}}-1\right)$, be $2^{2^{n}}$ different functions of $n$ variables. Let the function $f\left(x_{1}, x_{2}, \ldots, x_{2^{n}}, y_{1}, y_{2}, \ldots, y_{n}\right)$ represent $g_{i}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, when $\left(x_{1}, x_{2}, \ldots, x_{2^{n}}\right)$ denotes the integer $i$, where $0 \leq i \leq 2^{2^{n}}-1$. Consider the decomposition chart of $f(X, Y)$, where $X=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{2^{n}}\right)$, and $Y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$. In this case, all the columns represent $2^{2^{n}}$ distinct functions $g_{i}$. Thus, the column multiplicity is $2^{2^{n}}$.

## 8.4

1. 5 LUTs (Fig. 4.9).
2. 4 LUTs (Fig. 5.3).
3. 21 LUTs (Fig. 4.12).
4. 15 LUTs. (Fig. 13.13).

Fig. 13.13 Realization of 10 -variable function with weight 47


Fig. 13.14 Cascade realization of index generation function with 32 inputs


Fig. 13.15 Multilevel realization of index generation function with 32 inputs

## Problems of Chapter 9

### 9.1 Cascade Realization.

Consider Lemma 5.1.5. Let $s$ be the number of cells in the cascade. Note that $n=$ $32, K=8, w=\left\lceil\log _{2}(k+1)\right\rceil=6$. We have:

$$
s \leq\left\lceil\frac{n-w}{K-w}\right\rceil=\frac{32-6}{8-6}=13 .
$$

Figure 13.14 shows the cascade with 13 cells. Minimum-delay Realization: Fig. 13.15 shows the multilevel realization.


Fig. 13.16 LUT Cascade Realization of the index generation function

Fig. 13.17 Index generator using (4, 2)-elements

9.2 Advantage: Memory is cheaper than PLA. Memory dissipates lower power than PLA.

Disadvantage: Single-memory realization is usually too large. Logic design using smaller memories is more complicated than with PLA's.
9.3 The LUT cascade is shown in Fig. 13.16. The total number of bits for the LUTs is

$$
2^{6} \times 5 \times 7=2240 .
$$

On the other hand, the total number of bits for the realization shown in Fig. 9.14 is

$$
2^{6} \times 5 \times 2+2^{10} \times 5=5760
$$

Thus, the realization shown in Fig. 9.14 is faster, but larger than the cascade realization.
9.4 Figure 13.17 shows the circuit.

## Problems of Chapter 10

10.1 Suppose that balls are thrown independently and uniformly into $v$ bins. Then, $\alpha=\frac{1}{v}$ is the probability of having a ball in a particular bin. Also, $\beta=1-\alpha$ is the probability of not having a ball in a particular bin. When, we throw $u$ balls,

1. The probability that a bin has no ball is $\beta^{u}$.
2. The probability that a bin has at least one ball is $1-\beta^{u}$.
3. The probability that a bin has exactly one ball is

$$
\binom{u}{1} \alpha \cdot \beta^{u-1}=u \cdot \alpha \cdot \beta^{u-1} .
$$

4. The probability that a bin bas more than one ball is

$$
\begin{aligned}
\eta & =\left(1-\beta^{u}\right)-u \cdot \alpha \cdot \beta^{u-1} \\
& =1-\beta^{u-1} \cdot(\beta+u \alpha)=1-\beta^{u-1} \cdot(1-\alpha+u \alpha) \\
& =1-\beta^{u-1} \cdot[1+(u-1) \alpha] \\
& =1-(1-\alpha)^{u-1} \cdot[1+(u-1) \alpha] \\
& \simeq 1-\mathrm{e}^{\alpha(u-1)} \cdot[1+(u-1) \alpha] .
\end{aligned}
$$

Here, we used the approximation $1-\alpha \simeq e^{-\alpha}$.
Since there are $v$ bins, the expected number of bins with more than one ball is $\eta v$. When $u=5000$ and $v=9973$, we have $\eta v=903$. When $u=2000$ and $v=9973$, we have $\eta v=175$.
10.2 Since the maximum number is $N=100,000, x$ can be represented with $n=17$ bits. Also, there exist $k_{1}=9592$ prime numbers between 1 and 100,000.

1. In $I G U_{1}$, the number of inputs for the main memory is $p_{1}=q_{1}=\left\lceil\log _{2} \times\right.$ $\left.\left(k_{1}+1\right)\right\rceil=14$. The number of the vectors realized by $I G U_{1}$ is $2^{p_{1}}\left(1-\mathrm{e}^{-\xi_{1}}\right)$, where $\xi_{1}=\frac{k_{1}}{2^{p_{1}}}$; that is $2^{14} \times 0.4431444=7260$. The number of the remaining vectors is $k_{2}=k_{1}-7260=2332$.
2. In $I G U_{2}$, since $q_{2}=\left\lceil\log _{2}(2332+1)\right\rceil=12$, we have $p_{2}=q_{2}=12$. The number of the vectors realized by $I G U_{2}$ is $2^{p_{2}}\left(1-\mathrm{e}^{-\xi_{2}}\right)$, where $\xi_{2}=\frac{k_{2}}{2^{p_{2}}}$; that is $4096 \times 0.4340989=1778$. The number of the remaining vectors is $k_{3}=$ $k_{2}-1778=554$.
3. In $I G U_{3}$, since $q_{3}=\left\lceil\log _{2}(554+1)\right\rceil=10$, we have $p_{3}=q_{3}=10$. The number of vectors realized by $I G U_{3}$ is $2^{p_{3}}\left(1-\mathrm{e}^{-\xi_{3}}\right)$, where $\xi_{3}=\frac{k_{3}}{2^{p_{3}}}$; that is $1024 \times 0.4178433=427$. The number of the remaining vectors is $k_{4}=$ $k_{3}-427=127$.
4. In $I G U_{4}$, since $q_{4}=\left\lceil\log _{2}(127+1)\right\rceil=7$, we have $p_{4}=q_{4}=7$. The number of vectors realized by $I G U_{4}$ is $2^{p_{4}}\left(1-\mathrm{e}^{-\xi_{4}}\right)$, where $\xi_{4}=\frac{k_{4}}{2^{p_{4}}}$; that is $128 \times$ $0.6292353=80$. The number of the remaining vectors is $k_{5}=k_{4}-80=47$.
5. In $I G U_{5}$, since $q_{5}=\left\lceil\log _{2}(47+1)\right\rceil=6$, we have $p_{5}=q_{5}=6$. The number of vectors realized by $I G U_{5}$ is $2^{p_{5}}\left(1-\mathrm{e}^{-\xi_{5}}\right)$, where $\xi_{5}=\frac{k_{5}}{2^{p_{5}}}$; that is $64 \times$ $0.5201948=33$. The number of the remaining vectors is $k_{6}=k_{5}-33=14$.
6. In $I G U_{6}$, since the number of the remaining vectors is only $k_{6}=14$, they can be implemented by an IGU [132], or rewritable PLA or an LUT cascade.

Memory for the IGUs is distributed as follows:

$$
\begin{aligned}
& I G U_{1}: 17 \times 2^{14}=272 \times 2^{10} \\
& I G U_{2}: 17 \times 2^{12}=68 \times 2^{10} \\
& I G U_{3}: 17 \times 2^{10} . \\
& I G U_{4}: 17 \times 2^{7}=2.125 \times 2^{10} \\
& I G U_{5}: 17 \times 2^{6}=1.0625 \times 2^{10}
\end{aligned}
$$

The total amount of memory for the parallel sieve method is

$$
\sum_{i=1}^{5} n 2^{n_{i}}=(272+68+17+2.125+1.0625) \times 2^{10} \simeq 360 \times 2^{10}
$$

bits or 360 Kibits. The single-memory realization requires

$$
14 \times 2^{17}=1.75 \times 2^{20}
$$

bits or 1.75 Mibits.
10.3 In this case, $n=16$ and $k_{1}=3^{8}=6561$. We assume that the probabilities of appearing 0 's and 1 's are made to equal by a hash circuit.

1. In $I G U_{1}$, the number of inputs for the main memory is $p_{1}=q_{1}=\left\lceil\log _{2} \times\right.$ $\left.\left(k_{1}+1\right)\right\rceil=13$. The number of the vectors realized by $I G U_{1}$ is $2^{p_{1}}\left(1-\mathrm{e}^{-\xi_{1}}\right)$, where $\xi_{1}=\frac{k_{1}}{2^{p_{1}}}$; that is $2^{13} \times 0.5510768=4514$. The number of the remaining vectors is $k_{2}=k_{1}-4514=2047$.
2. In $I G U_{2}$, since $q_{2}=\left\lceil\log _{2}(2047+1)\right\rceil=11$, we have $p_{2}=q_{2}=11$. The number of the vectors realized by $I G U_{2}$ is $2^{p_{2}}\left(1-\mathrm{e}^{-\xi_{2}}\right)$, where $\xi_{2}=\frac{k_{2}}{2^{p_{2}}}$; that is $2048 \times 0.6319409=1294$. The number of the remaining vectors is $k_{3}=$ $k_{2}-1294=753$.
3. In $I G U_{3}$, since $q_{3}=\left\lceil\log _{2}(753+1)\right\rceil=10$, we have $p_{3}=q_{3}=10$. The number of vectors realized by $I G U_{3}$ is $2^{p_{3}}\left(1-\mathrm{e}^{-\xi_{3}}\right)$, where $\xi_{3}=\frac{k_{3}}{2^{p_{3}}}$; that is $1024 \times 0.5206631=533$. The number of the remaining vectors is $k_{4}=$ $k_{3}-533=220$.
4. In $I G U_{4}$, since $q_{4}=\left\lceil\log _{2}(220+1)\right\rceil=8$, we have $p_{4}=q_{4}=8$. The number of vectors realized by $I G U_{4}$ is $2^{p_{4}}\left(1-\mathrm{e}^{-\xi_{4}}\right)$, where $\xi_{4}=\frac{k_{4}}{2^{p_{4}}}$; that is $256 \times$ $0.5765734=147$. The number of the remaining vectors is $k_{5}=k_{4}-147=73$.
5. In $I G U_{5}$, since $q_{5}=\left\lceil\log _{2}(73+1)\right\rceil=7$, we have $p_{5}=q_{5}=7$. The number of vectors realized by $I G U_{5}$ is $2^{p_{5}}\left(1-\mathrm{e}^{-\xi_{5}}\right)$, where $\xi_{5}=\frac{k_{5}}{2^{p_{5}}}$; that is $128 \times$ $0.4346513=55$. The number of the remaining vectors is $k_{6}=k_{5}-55=18$.
6. In $I G U_{6}$, since the number of the remaining vectors is only $k_{6}=18$, they can be implemented by an IGU [132], or rewritable PLA or an LUT cascade.

Memory for the IGUs is distributed as follows:

$$
\begin{aligned}
& I G U_{1}: 16 \times 2^{13}=128 \times 2^{10} \\
& I G U_{2}: 16 \times 2^{11}=32 \times 2^{10} \\
& I G U_{3}: 16 \times 2^{10} \\
& I G U_{4}: 16 \times 2^{8}=4 \times 2^{10} \\
& I G U_{5}: 16 \times 2^{7}=2 \times 2^{10} .
\end{aligned}
$$

The total amount of memory for the parallel sieve method is

$$
\sum_{i=1}^{5} n 2^{n_{i}}=(128+32+16+4+2) \times 2^{10}=182 \times 2^{10}
$$

bits or 182 Kibits. The single-memory realization requires

$$
13 \times 2^{16}=0.8125 \times 2^{20}
$$

bits or 0.8125 Mibits.
10.4 Suppose a linear transformation changes an input vector $\vec{a}$ into another vector $\vec{b}$. Let $A$ be the transformation matrix. Then, we have the relation:

$$
\vec{a} A=\vec{b},
$$

where $\vec{a}, \vec{b} \in B^{n}, A$ is a $0-1$ matrix, and the addition is $\bmod 2$ sum. Assume that $A$ is nonsingular. Then, the mapping is 1 -to- 1 . This means that the minterms are permuted by the transform. Thus, the number of 1 's in the original function is the same as in the transformed one.
10.5 When $k=2^{p}, \xi=1$, and $\alpha=\frac{2^{p}}{2^{n}}=\frac{1}{2^{n-p}}$. Let $z=\frac{1}{\alpha}$. Then, we have $z=2^{n-p}$ and $\beta^{2^{n-p}}=\left(1-\frac{1}{z}\right)^{z}$. Note that $e^{-1} \simeq 0.3678794$. Table 13.7 shows the approximation error.
10.6 The function $f$ can be represented by $g\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$ as shown in Table 13.8. In this case, we can assume that only one variable among the inputs $x_{1}, x_{2}, \ldots, x_{15}$ takes value 1 , and other variables take value 0 . Since the function is represented with $p=\left\lceil\log _{2}(k+1)\right\rceil=4$ variables, it is an optimal linear transformation.

Table 13.7 Approximation error for $\beta^{2^{n-p}}$

| $\alpha$ | $\beta^{2^{n-p}}$ | Error |
| :--- | :--- | :--- |
| $2^{-1}$ | 0.25000000 | 0.11787945 |
| $2^{-2}$ | 0.31640625 | 0.05147320 |
| $2^{-3}$ | 0.34360892 | 0.02427053 |
| $2^{-4}$ | 0.35607412 | 0.01180532 |
| $2^{-5}$ | 0.36205530 | 0.00582416 |
| $2^{-6}$ | 0.36498654 | 0.00289293 |
| $2^{-7}$ | 0.36643770 | 0.00144173 |
| $2^{-8}$ | 0.36715975 | 0.00071970 |
| $2^{-9}$ | 0.36751989 | 0.00035956 |
| $2^{-10}$ | 0.36769974 | 0.00017971 |
| $2^{-11}$ | 0.36778960 | 0.00008984 |
| $2^{-12}$ | 0.36783454 | 0.00004492 |
| $2^{-13}$ | 0.36785698 | 0.00002246 |
| $2^{-14}$ | 0.36786821 | 0.00001124 |
| $2^{-15}$ | 0.36787382 | 0.00000562 |

Table 13.8 Transformed
1-out-of-15 to binary converter

| Transformed code |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: |
| $y_{4}$ | $y_{3}$ | $y_{2}$ | $y_{1}$ | Index |
| 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 1 | 0 | 2 |
| 0 | 0 | 1 | 1 | 3 |
| 0 | 1 | 0 | 0 | 4 |
| 0 | 1 | 0 | 1 | 5 |
| 0 | 1 | 1 | 0 | 6 |
| 0 | 1 | 1 | 1 | 7 |
| 1 | 0 | 0 | 0 | 8 |
| 1 | 0 | 0 | 1 | 9 |
| 1 | 0 | 1 | 0 | 10 |
| 1 | 0 | 1 | 1 | 11 |
| 1 | 1 | 0 | 0 | 12 |
| 1 | 1 | 0 | 1 | 13 |
| 1 | 1 | 1 | 0 | 14 |
| 1 | 1 | 1 | 1 | 15 |

## Problems of Chapter 11

11.1 To solve manually, write a Karnaugh map of the function. Only one variable $x_{5}$, can be removed.
11.2 From ( $\vec{v}_{1}, \vec{v}_{4}$ ), we have $\bar{c} \bar{d} \bar{g}$.

From $\left(\vec{v}_{2}, \vec{v}_{4}\right)$, we have $\bar{b} \bar{d}$.
From $\left(\vec{v}_{3}, \vec{v}_{4}\right)$, we have $\bar{c} \bar{d} \bar{f}$.
From $\left(\vec{v}_{1}, \vec{v}_{5}\right)$, we have $\bar{b} \bar{c} \bar{e} \bar{f}$.
From $\left(\vec{v}_{2}, \vec{v}_{5}\right)$, we have $\bar{e} \bar{f} \bar{g}$.

From $\left(\vec{v}_{3}, \vec{v}_{5}\right)$, we have $\bar{b} \bar{c} \bar{e} \bar{g}$.
From $\left(\vec{v}_{1}, \vec{v}_{6}\right)$, we have $\bar{a} \bar{c} \bar{d} \bar{f}$.
From $\left(\vec{v}_{2}, \vec{v}_{6}\right)$, we have $\bar{a} \bar{b} \bar{d} \bar{f} \bar{g}$.
From $\left(\vec{v}_{3}, \vec{v}_{6}\right)$, we have $\bar{a} \bar{c} \bar{d} \bar{g}$.

$$
\begin{aligned}
\bar{R} & =\bar{c} \bar{d} \bar{g} \vee \bar{b} \bar{d} \vee \bar{c} \bar{d} \bar{f} \vee \bar{b} \bar{c} \bar{e} \bar{f} \vee \bar{e} \bar{f} \bar{g} \vee \bar{b} \bar{c} \bar{e} \bar{g} \vee \bar{a} \bar{c} \bar{d} \bar{f} \vee \bar{a} \bar{b} \bar{d} \bar{f} \bar{g} \vee \bar{a} \bar{c} \bar{d} \bar{g} \\
& =\bar{c} \bar{d} \bar{g} \vee \bar{b} \bar{d} \vee \bar{c} \bar{d} \bar{f} \vee \bar{b} \bar{c} \bar{e} \bar{f} \vee \bar{e} \bar{f} \bar{g} \vee \bar{b} \bar{c} \bar{e} \bar{g} \\
R & =(c \vee d \vee g)(b \vee d)(c \vee d \vee f)(b \vee c \vee e \vee f)(e \vee f \vee g)(b \vee c \vee e \vee g) \\
& =(c \vee d \vee f g)(b \vee c \vee e \vee f g)(b \vee d)(e \vee f \vee g) \\
& =[f g \vee c \vee d(b \vee e)](b \vee d)(e \vee f \vee g) \\
& =(f g \vee c)(b \vee d)(e \vee f \vee g) \vee d(b \vee e)(b \vee d)(e \vee f \vee g) \\
& =(f g \vee c)(b \vee d)(e \vee f \vee g) \vee d[e \vee b(f \vee g)]
\end{aligned}
$$

The product with the minimum literals is $d e$.
The function can be represented by only two variables, $d$ and $e$.

## 11.3

1. Similar to the proof of Theorem 11.5.1, we have

$$
\begin{aligned}
P R & =\frac{256}{256} \times \frac{255}{256} \times \frac{254}{256} \times \frac{253}{256} \times \frac{252}{256} \times \frac{251}{256} \times \frac{250}{256} \\
& =\prod_{i=0}^{6}\left(1-\frac{i}{256}\right) \\
& \simeq e^{-\sum_{i=1}^{6} \frac{i}{256}}=e^{-\frac{21}{256}}=0.9212
\end{aligned}
$$

2. In a similar way, we have

$$
\begin{aligned}
P R & =\frac{128}{128} \times \frac{127}{128} \times \frac{126}{128} \times \frac{125}{128} \times \frac{124}{128} \times \frac{123}{128} \times \frac{122}{128} \\
& =\prod_{i=0}^{6}\left(1-\frac{i}{128}\right) \\
& \simeq e^{-\sum_{i=1}^{6} \frac{i}{128}}=e^{-\frac{21}{128}}=0.8487 .
\end{aligned}
$$

11.4 From the proof of Theorem 11.5.1, we have

$$
\eta(k)=\prod_{i=0}^{k-1}\left(1-\frac{i}{2^{p}}\right)
$$

where $k=31$ and $p=9$.

$$
\eta(k)=\prod_{i=0}^{30}\left(1-\frac{i}{512}\right) \simeq \prod_{i=0}^{30} e^{-\frac{i}{512}}=e^{-\sum_{i=1}^{30} \frac{i}{512}}=e^{-\frac{465}{512}}=0.40
$$

There are 10 different partitions. So, the probability that, in all 10 partitions, at least one column has two or more nonzero elements is $(1-\eta(k))^{10}$. Thus, the probability that at least one variable is redundant is

$$
1-(1-\eta(k))^{10}=0.994
$$

11.5 First, obtain the probability that the function $f(X)$ does not depend on $x_{1}$. Consider the decomposition $\left(X_{1}, X_{2}\right)$, where $X_{1}=\left(x_{2}, x_{3}, \ldots, x_{n}\right)$, and $X_{2}=\left(x_{1}\right)$.

1. The probability that $f$ takes a specified value is $\alpha=\frac{k}{2^{n}}$.
2. The probability that a column has at least one don't care is $1-\alpha^{2}$.
3. The probability that $f$ does not depend on $x_{1}$ is

$$
\gamma=\left(1-\alpha^{2}\right)^{2^{n-1}}
$$

4. The probability that $f$ depends on $x_{1}$ is $1-\gamma$.
5. The probability that $f$ depends on all the variables is $(1-\gamma)^{n}$.

When $n=2 r$ and $k=2^{n}$, we have $\alpha=\frac{2^{r}}{2^{n}}=2^{-r}$. Thus, $\gamma=\left(1-2^{-n}\right)^{2^{n-1}}$.
Since $2^{-n}$ is sufficiently small, $1-2^{-n}$ can be approximated by $e^{-2^{-n}}$. Thus,

$$
\gamma \simeq e^{-2^{-n} \cdot 2^{n-1}}=e^{-\frac{1}{2}} \simeq 0.6065
$$

Thus, the probability that all the variables are essential is

$$
(1-\gamma)^{n} \simeq 0.393^{n}
$$

11.6 Consider the 4 -variable function $f(X)$ such that

$$
\begin{aligned}
f(0,1,1,1) & =1 \\
f(1,0,1,1) & =1 \\
f(1,1,0,1) & =1 \\
f(1,1,1,0) & =1 \\
f(0,1,0,1) & =0 \\
f(1,0,0,1) & =0 \\
f(1,0,1,0) & =0 \\
f(0,1,1,0) & =0 \\
f\left(a_{1}, a_{2}, a_{3}, a_{4}\right) & =d, \quad \text { (for other combinations). }
\end{aligned}
$$

In this case, all the variables are essential.
11.7 Two variables are sufficient to distinguish all the patterns: $\left(x_{1}, x_{7}\right),\left(x_{2}, x_{7}\right)$, $\left(x_{4}, x_{6}\right),\left(x_{4}, x_{7}\right),\left(x_{5}, x_{6}\right)$, or $\left(x_{6}, x_{7}\right)$.
11.8 Let $\left(X_{1}, X_{2}\right)$ be a partition of the input variables $X$, where $X_{1}=\left(x_{1}\right.$, $\left.x_{2}, \ldots, x_{p}\right)$ and $X_{2}=\left(x_{p+1}, x_{p+2}, \ldots, x_{n}\right)$. Consider the decomposition chart for $f\left(X_{1}, X_{2}\right)$, where $X_{1}$ labels the column variables and $X_{2}$ labels the row variables. If each column has at most one care element, then $f$ can be represented by using only $X_{1}$. Such a condition is true if one of the following is satisfied:

1. A column has only don't cares. The probability of this condition is $\beta^{2^{n-p}}$.
2. A column has only one care element, and the other $2^{n-p}-1$ elements have don't cares. The probability of this condition is $2^{n-p} \alpha \beta^{2^{n-p}-1}$.
Thus, we have $\gamma_{n-p}=\beta^{2^{n-p}}+2^{n-p} \alpha \beta^{2^{n-p}-1}$. Since all the $M=2^{p}$ columns must satisfy this condition, we have $\delta_{n-p}=\gamma_{n-p}^{M}$.

## 11.9

- When $p=17, P R=0.0011$.
- When $p=18, P R=0.3817$.
- When $p=19, P R=0.9461$.
11.10 The probability that the birthdays are all different is the same as the probability that each column of the decomposition chart has at most one care element (See the proof of Theorem 11.5.1). Thus,

$$
\eta(k)=\prod_{i=0}^{k-1}\left(1-\frac{i}{N}\right)=\prod_{i=1}^{k-1}\left(1-\frac{i}{N}\right)
$$

where $k=64$ and $N=365$.

$$
\eta(k) \simeq 2.81 \times 10^{-3} .
$$

Consider the distribution of $u$ distinct balls into $v$ distinct bins, where $u=64$ and $v=365$. Assume that any distribution is as likely as any other. We can use the same argument as in the previous exercise. The probability that a bin has at least one ball is $1-\beta^{u}$, where $\beta=1-\alpha$ and $\alpha=\frac{1}{v}$. Note that

$$
1-\beta^{u}=1-(1-\alpha)^{u} \simeq 1-\mathrm{e}^{-\alpha u}
$$

The expected number of bins with at least one ball is

$$
\left(1-\beta^{u}\right) v \simeq\left(1-\mathrm{e}^{-\alpha u}\right) v
$$

By setting $u=64$ and $v=365$, we have 58.7, as the expected number of distinct birthdays.
11.11 We can use the same argument as the problem 11.10. The probability that a bin has at least one ball is $1-\beta^{u}$, where $\beta=1-\alpha$ and $\alpha=\frac{1}{v}$. The expected number of bins with at least one ball is

$$
\left(1-\beta^{u}\right) \cdot v \simeq\left(1-\mathrm{e}^{-\alpha u}\right) v
$$

By setting $u=365$ and $v=365$, we have

$$
\left(1-\mathrm{e}^{-\alpha u}\right) v=\left(1-e^{-1}\right) \times 365=0.632 \times 365=230.724
$$

as the expected number of distinct birthdays.

## Problems of Chapter 12

12.1 Figure 13.18 shows the cascade realization. The amount of memory for the cascade is

$$
64 \times 4 \times 3+32 \times 4=896
$$

Note that the method shown in Example 12.3.1 requires 336 bits.
12.2 Figure 13.19 shows the LUT cascade emulator. The counter has two bits.

1. When the value of the counter is 00 , set the MSBs to 00 . Also, MUX $A$ selects the variables $x_{1}, x_{2}, x_{3}$, and $x_{4}$. Also, MUX $B$ selects $x_{5}$ and $x_{6}$. In this case, Page 0 is used to emulate $\mathrm{Cell}_{0}$.
2. When the value of the counter is 01 , set the MSBs to 01 . Also, MUX $A$ selects the outputs from the memory, which corresponds to the rail outputs. Also, MUX $B$ selects $x_{7}$ and $x_{8}$. In this case, Page 1 is used to emulate Cell $_{1}$.
3. When the value of the counter is 10 , set the MSBs to 10 . Also, MUX $A$ selects the outputs from the memory, which corresponds to the rail outputs. Also, MUX $B$ selects $x_{7}$ and $x_{8}$. In this case, Page 2 is used to emulate Cell $_{2}$.
4. When the value of the counter is 11 , set the MSBs to 11 . Also, MUX $A$ selects the outputs from the memory, which corresponds to the rail outputs. Also, MUX $B$ selects $x_{11}$. In this case, Page 3 is used to emulate $\mathrm{Cell}_{3}$. Since this is the last cell, the output terminal shows the function value.

Fig. 13.18 Cascade
realization of index generator



Fig. 13.19 LUT cascade emulator
Fig. 13.20 Tree-type realization of 2-out-of-12 to binary converter

12.3 Advantage: Since the sizes of the IGUs are the same, the design of the circuit is easy. Also, the delays of the IGUs are the same. Addition of new registered vectors is easier.

Disadvantage: The approach requires more memory than the method presented in Chap. 10.
12.4 The profile of the 2-out-of-12 to binary converter is

$$
(2,4,8,12,17,23,30,38,47,57,67,67)
$$

In this case, the LUT cascade realization is not attractive. To realize a tree-type circuit, we partition the inputs into $X_{1}=\left(x_{1}, x_{2}, \ldots, x_{6}\right)$ and $X_{2}=\left(x_{7}, x_{8}, \ldots, x_{12}\right)$. The column multiplicity with the decomposition with respect to ( $X_{1}, X_{2}$ ) and $\left(X_{2}, X_{1}\right)$ are the same and both equal to 23 . Thus, it can be realized by the treetype circuit shown in Fig. 13.20. By using a linear transformation, the number of variables can be reduced to 7 , which is the optimum.
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## Index

## Symbols

$K$-feasible, 21, 22
( $p, q$ )-element, 88
1-MUX, 25
2-MUX, 25
3-MUX, 25
7-segment display, 123

## A

address table, 81
alphabetic character, 86
arithmetic decomposition, 64
Ashenhurst decomposition, 12
asynchronous memory, 3
atomic number, 84
AUX memory, 98

## B

BCAM, 5
BCD, 124
BDD, 14, 55
binary CAM, 5
Binary Coded Decimal, 124
binary decision diagram, 14
bound variables, 12

## C

C-measure, 34
CAM, 4
category, 84
cells, 34
characteristic functions, 120
chemical symbol, 84
Chinese characters, 86
collision, 96
column function, 12
column multiplicity, 12
comparator, 98
compatible, 121
condensed decomposition chart, 156
cone, 21
Curtis decomposition, 13
cut, 22
cut-set, 22

## D

decomposition chart, 12
density, 84
depends on, 121
dictionary, 85
digital filters, 62
directed acyclic graph, 21
disjoint decomposition, 13
disjoint encoding, 42
distributed arithmetic, 62
double-input hash circuit, 96
DRAM, 3
dynamic PLA, 4

## E

ECFN, 53
EEPROM, 7
elementary functions, 61
elementary symmetric functions, 18
embedded block RAMs, 8
embedded memories, 8
encoding method, 41
essential, 121

## F

fanin size, 21
fanout-free cone, 22

FeRAM, 7
firmware, 83
flash RAM, 7
FPGA, 6
free variables, 12
FTP, 82
functional decomposition, 12

## G

generalized decomposition, 13
Gibits, 147

## H

hash function, 95
hash table, 95
hybrid method, 95, 103

## I

IGU, 96
incompletely specified logic function, 120
index, 81
index generation function, 81
Index Generation Unit, 96
index generator, 81
input vector, 62
Internet Protocol version 4, 58
interval function, 68
IP addresses, 81
IP forwarding table, 59
IPv4, 58
island-style, 6

## K

K-LUT, 6
KANA characters, 86
Kibit, 90
Komamiya, 19

## L

leakage current, 8
linear transformation, 96,117
linked list, 96
literal, 11
logical product, 11
longest prefix match, 57
look-up tables, 6
LPM, 57
LPM function, 58
LPM index generator, 58

LPM table, 57
LUT, 6
LUT cascade, 34
LUT cascade emulator, 137

## M

m-out-of-n code, 147
m-out-of-n to binary converter, 147
MAC address, 82
main memory, 98
maximum fanout free cone, 22
memory packing, 138
memory patch, 83
memory size, 88
Mibit, 146
minimum length encoding, 42
modulo $m$ function, 65
MRAM, 7
MTBDD, 17
multiple-output functions, 126
multiplexer, 25
multiterminal BDD, 17
MUX, 25

## N

natural order, 34
NFG, 61
nondisjoint decomposition, 13, 45
nondisjoint encoding, 43
nonessential, 119, 121
nonvolatile, 3
nonvolatile memory, 7
numerical function generator, 61

## 0

OBDD, 14
ordered BDD, 14
output AND gates, 98

## $\mathbf{P}$

parallel sieve method, 95,112
partially symmetric, 18
patch memory, 84
periodic table, 84
PLA, 4
power dissipation, 8
primary input, 21
primary output, 21
prime-counting function, 116
priority encoder, 5
priority encoder function, 68
product, 11
product term, 11
profile, 33
programmable hash circuit, 96
pseudo-Kronecker expansion, 32

## Q

QRMTBDD, 55
QROBDD, 15
quasi-reduced ordered BDD, 15

## R

radix converters, 62
rails, 34
range match, 5
rd73, 20
reduced ordered BDD, 15
Reed-Muller expansion, 32
refreshing, 3
registered vector table, 81
registered vectors, 81
rewritable PLA, 4
ROBDD, 15
ROM, 3
root, 21
Roth-Karp decomposition, 13

## S

$\mathrm{SB}(n, k), 18$
segment index encoder function, 60
segment index logic function, 60
sense amplifier, 3
Shannon expansion, 32
SIE, 60
simple disjoint decomposition, 13
single-input hash circuit, 97
SOP, 11
sparse, 57
sparse function, 71
specific heat, 84
SRAM, 3
standard parallel sieve method, 112
state, 84
static PLA, 4
strict encoding, 42
sum-of-products expression, 11
super hybrid method, 95, 108
SYM12, 38
SYM9, 50
symmetric function, 18
symmetric with respect, 18
synchronous memory, 3

T
$t$-MUX, 25
TAC, 82
TCAM, 5, 59
Telnet, 82
term, 11
terminal access controller, 82
ternary CAM, 5
ternary content addressable memory, 59
ternary-to-binary converter, 116
threshold, 63
threshold function, 63
totally symmetric, 18
totally symmetric function, 56

## $\mathbf{U}$

uniformly distributed, 76, 125

## V

volatile, 3

## W

Web, 82
weight, 11, 71, 81
weight vector, 62,63
WGT $n, 19$
WGT12, 40
WGT3, 48
WGT4, 48
WGT5, 51
WGT7, 20, 48, 51
WS function, 62


[^0]:    ${ }^{1}$ In the previous publications, disjoint encoding was called strict encoding [44, 112].

[^1]:    ${ }^{1} 9,973$ is the largest prime number less than 10,000 .

[^2]:    ${ }^{1}$ In some publications [113], the emulator was called an LUT cascade. However, later the sequential circuit that emulates an LUT cascade is called an LUT cascade emulator.

