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Preface

IP is clearly emerging as the networking paradigm for the integration of the traf-
fic flows generated by a variety of new applications (IP telephony, multimedia
multicasting, e-business, ...), whose performance requirements may be extremely
different. This situation has generated a great interest in the development of tech-
niques for the provision of quality of service (QoS) guarantees in IP networks.
Two proposals have already emerged from the IETF groups IntServ and Diff-
Serv, but research and experiments are continuing, in order to identify the most
effective architectures and protocols. The Italian Ministry for University and
Scientific Research has been funding a research program on these topics, named
“Techniques for quality of service guarantees in multiservice telecommunication
networks” or MQOS for short, in the years 1999 and 2000.

At the end of its activity, the MQOS program has organized in Rome (Italy)
in January 2001 the International Workshop on QoS in Multiserevice IP Net-
works (QoS-IP 2001), for the presentation of high-quality recent research results
on QoS in IP networks, and the dissemination of the most relevant research
results obtained within the MQOS program.

This volume of the LNCS series contains the procedings of QoS-IP 2001,
including 2 invited papers as well as 26 papers selected from an open call. These
very high quality papers provide a clear view of the state of the art of the research
in the field of quality of service provisioning in multiservice IP networks, and we
hope that these proceedings will be a valuable reference for years to come.

The preparation of this volume has benefitted from the hard work of many
people: the MQOS researchers, the paper authors, the reviewers, and the LNCS
staff, Alfred Hofmann in particular. We wish to thank all of them for their
cooperation.

November 2000 Marco Ajmone Marsan
Andrea Bianco
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Design and Implementation of Scalable

Admission Control

Julie Schlembach1, Anders Skoe2, Ping Yuan1, and Edward Knightly1

1 Department of Electrical and Computer Engineering, Rice University
2 Department of Electrical Engineering, Stanford University

Abstract. While the IntServ solution to Internet QoS can achieve a
strong service model that guarantees flow throughputs and loss rates,
it places excessive burdens on high-speed core routers to signal, sched-
ule, and manage state for individual flows. Alternatively, the DiffServ
solution achieves scalability via aggregate control, yet cannot ensure a
particular QoS to individual flows. To simultaneously achieve scalabil-
ity and a strong service model, we have designed and implemented a
novel architecture and admission control algorithm termed Egress Ad-
mission Control. In our approach, the available service on a network
path is passively monitored, and admission control is performed only at
egress nodes, incorporating the effects of cross traffic with implicit mea-
surements rather than with explicit signaling. In this paper, we describe
our implementation of the scheme on a network of prototype routers en-
hanced with ingress-egress path monitoring and edge admission control.
We report the results of testbed experiments and demonstrate the feasi-
bility of an edge-based architecture for providing IntServ-like services in
a scalable way.

1 Introduction

The Integrated Services (IntServ) architecture of the IETF provides a mechanism
for supporting quality-of-service for real-time flows. Two important components
of this architecture are admission control [2,4] and signaling [12]: the former
ensures that sufficient network resources are available for each new flow, and
the latter communicates such resource demands to each router along the flow’s
path. However, without further enhancements (e.g., aggregation [7]), the demand
for high-speed core routers to process per-flow reservation requests introduces
scalability and deployability limitations for this architecture.

In contrast, the Differentiated Services (DiffServ) architecture [1,6,10] a-
chieves scalability by limiting quality-of-service functionalities to class-based
priority mechanisms together with service level agreements. However, without
per-flow admission control, such an approach necessarily weakens the service
model as compared to IntServ; namely, individual flows are not assured of a
bandwidth or loss guarantee.

To simultaneously achieve scalability and a strong service model, we have
devised Egress Admission Control [3], an architecture and algorithm for scalable

M. Ajmone Marsan, A. Bianco (Eds.): QoS-IP 2001, LNCS 1989, pp. 1–15, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



2 Julie Schlembach et al.

QoS provisioning. In this scheme, admission control decisions are made solely at
egress routers; per-flow state is not maintained in the network core nor in the
egress router, and there is no coordination of state with core nodes or other egress
nodes. Therefore, admission control and resource reservation are performed in
a distributed and scalable way. As a consequence of the scalable architecture,
a key challenge is how to assess the network’s available resources at an egress
point. Our solution is to employ continuous passive monitoring of a path (ingress-
egress pair) and assess its available service by measurement-based analysis of the
arrival and service times of packets on the path. In this way, an egress router
holds implicit control over other paths, by ensuring that all classes on all paths
maintain their desired quality-of-service levels. This implicit control factors in
effects of cross traffic and prevents other egress routers from admitting flows
that would exceed the available bandwidth.

Figure 1 illustrates a simplified model of egress admission control. The fig-
ure depicts how an ingress-to-egress path is modeled as a “black box” with an
unknown service discipline and cross-traffic that cannot be directly measured.
An important part of egress admission control is assessing the available service
along this path. We will show how the abstraction of a statistical service envelope
[8] provides a general framework for characterizing service, including fluctuating
available resources due to varying demands of cross traffic.

Core Nodes

Unknown
Service

Arrivals Services

Interfering
Cross-traffic

Edge Nodes

Fig. 1. Egress Admission Control System Model

This paper describes our design, implementation, and measurement study of
Egress Admission Control. In particular, we illustrate the key design issues that
must be addressed for scalable admission control. Compared with an IntServ
architecture, our implementation addresses three issues. First, we modify RSVP
so that only egress nodes process reservation requests. Second, to assess both
arrivals and available service at a path’s egress node, we insert timestamps and
path-level sequence numbers into packets: we describe our implementation of
both IPv4 time stamping and NTP clock synchronization. Finally, we implement
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an edge based admission control algorithm in which measurements of the service
along a path are used to predict and control network-wide QoS.

To evaluate the scheme, we performed an extensive measurement study on
a testbed consisting of prototype routers equipped with our implementation
of Egress Admission Control. The experiments indicate that the algorithm is
able to control the network’s admissible region within a range such that the
requested quality-of-service parameters can be satisfied. This demonstrates a
key component of scalable admission control, namely, that flow-based QoS can
be achieved without signaling each traversed node for each reservation request.

2 Design and Implementation

Our design consists of three inter-related components: (1) the signaling protocol
by which new flows are established, (2) the traffic measurement module, includ-
ing time stamping and loss detection, and (3) the admission control module
which accepts or rejects requests to establish new real-time flows.

RSVP
Daemon

Ingress
Timestamp

Adm. Control

Packet Classifier
Scheduler

Envelope
Statistics

Packet
Monitoring

Control
Path

Data
Path

Fig. 2. Edge Router Architecture

Figure 2 depicts the relationship among these system components. As shown,
when a user desires to initiate a new QoS session such as streaming video or
voice over IP, the host sends a signaling message to determine if the requested
service is available. The request handler then calls the admission control routine
to determine whether the new flow may be admitted while satisfying all flows’
statistical service guarantees. Meanwhile, the statistical properties of a path are
monitored in real-time at the egress node. This information is accessed by the
admission control algorithm in its decision. Each of these edge-router components
communicate via shared memory.

2.1 Flow Establishment and Signaling

In order to perform flow-based admission control decisions, a signaling protocol is
required to communicate a resource reservation request from a host to a domain’s
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egress router. Consequently, we modified RSVP to establish flows in the Egress
Admission Control architecture.

In general, RSVP’s functionality as defined in [12] can be described as fol-
lows. When a host’s application requests a specific QoS for its data stream, the
host calls the RSVP daemon to deliver its request to routers along the data
stream’s path. Each RSVP router has several local procedures for reservation
setup and enforcement. Policy control determines whether the user has admin-
istrative permission to make the reservation. Admission control keeps track of
the system resources and determines whether the node has sufficient resources
to supply the requested QoS. The RSVP daemon invokes both procedures be-
fore accepting the new flow. If either test fails, the RSVP daemon returns an
error notification to the application that originated the request. If both checks
succeed, the RSVP daemon sets parameters in the packet classifier and packet
scheduler to obtain the requested QoS. The packet classifier determines the QoS
class for each packet and the packet scheduler orders packet transmission to
achieve the promised QoS for each flow.

In our implementation of Egress Admission Control, the requirements of
RSVP are significantly simplified. Foremost, RSVP reservation messages need
only be processed by a requesting flow’s egress router (or each domain’s egress
router in the case of multiple domains). Since a prominent feature of RSVP
is that it provides transparent operation through non-supporting regions, the
RSVP daemon is simply not running on the core routers, and reservation requests
are merely forwarded by core routers as normal IP packets. Therefore, it is only
necessary to run the RSVP daemon on edge routers where admission control
decisions are made.

The next step is for an edge node to identify that it is in fact the egress
node and not an ingress node. This is quite simple to achieve based on the static
configuration of the edge router itself: if it receives an RSVP message on its
core-node interface, it is the egress node for the flow and should process the
request; otherwise, the router is an ingress node and should simply forward the
packet.

Our second alteration to RSVP is in the admission control algorithm. We
modified the RSVP daemon to call our egress admission control program (de-
scribed below) upon receipt of a new reservation request. This algorithm is in-
voked as an alternative to IntServ-style per-link measurement based admission
control such as described in [2].

Finally, we do not send explicit tear down messages upon completion of a
real-time session, as per-flow state is not maintained anywhere in the system,
and all admission decisions are based on measurements. (We note however, that
tear down messages may be desirable for other purposes such as resource usage
accounting).

Regardless, the RSVP messages themselves are not modified. Excluding the
changes made to the RSVP daemon, the protocol is compliant with the standard,
and the host and user interfaces are left unaltered.
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2.2 Measuring Path Traffic and Service

In order for an egress router to assess even simple characteristics of a path such
as ingress-to-egress queueing delays, the egress router must measure both the
egress router’s service time of packets, and the times that packets entered the
ingress node. Consequently, to reveal such entrance times to the egress nodes,
we insert time stamps for real-time packets at ingress nodes.1

There are four design components to our traffic and service measurement
methodology: inserting timestamps at ingress nodes, synchronizing edge-router
clocks, capturing and reading timestamps along with other packet header infor-
mation at the egress node, and calculating traffic envelopes from this data.

Timestamping In order to communicate packet ingress entrance times to egress
routers, we insert information into fields of the IP header at the ingress node,
which is ignored by the core nodes and read at the egress node. With an approach
analogous to the Dynamic Packet State code [9], we utilize 18 bits from the ip tos
field and ip off field to transmit a 10-bit timestamp as depicted in Figure 3.

ingress
id

class
identifier

sequence
number

ip_tos

     -2 bits-      -2 bits-       -1 bit-    -3 bits-              -10 bits-

sequence
number

timestamp

ip_frag

Fig. 3. IP Header Insertions for Path Monitoring

The ingress node transmits the ten most significant bits of the fraction of
the second that just passed in UTC (Universal Coordinated Time) when the call
to insert the arrival timestamp is summoned in the ip input() routine. At the
egress node, the service time is registered when the packet leaves the router at
the outgoing interface. This ensures that when calculating the envelopes, we also
account for queuing delays at both edge routers.

In our particular implementation, inserting the timestamps into the ip tos
and ip off fields of the IP packet header ensures that the intermediate routers
forward the packets without any additional processing overhead. Had the IP
timestamp options been used, additional packet-processing overhead would have
occurred at the intermediate nodes. This type of implementation does assume
that no packets are fragmented, but this is simple to control in a laboratory
setting.

1 A modified design that would avoid time stamping would be for ingress nodes to
collect arrival statistics and periodically transmit the aggregate information to the
egress nodes. However, such coordination of state among edge nodes is not a part of
our current design.
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The aspect of the implementation illustrates the current limitations of IP
options, as the existence of the IP OPTIONS flag invokes the function ip doop-
tions(). This then incurs significant overhead since the function call places the
packet on the “slow path”. A more efficient solution could utilize a flag indicating
whether a packet should be simply be forwarded by an interior node, or whether
it needs to be processed further. Such a flag would easily be detected in hardware,
and hence be compatible with high-speed core routers.

NTP and Time Synchronization As explained above, the arrival time of
the packet at the ingress node must be communicated in order to calculate the
service envelopes at the egress node of the network. For this to occur, the clocks in
the various edge routers have to be synchronized within a value that guarantees
delay bounds on the order of tens of msec. We implemented the Network Time
Protocol (NTP) on the ingress/egress machines to achieve this goal.

NTP operates by sending its own packets, containing the four most recent
timestamps between the two host computers, at polling intervals between 64
and 1024 seconds, depending on the stability of the two clocks. The roundtrip
propagation time and offset are calculated from these four timestamps. Then
the computer specified to adjust its time does so by gradually skewing its clock
to the “correct time” of the other clock using a phase lock loop clock discipline
algorithm described in detail in [5]. This algorithm alters the computer clock
time, while compensating for the intrinsic frequency error and dynamically ad-
justing the poll interval. The measured time errors discipline a feedback loop,
which controls the phase and frequency of the clock oscillator. This is done with
the aid of the clock adjust process, which runs at intervals of one second.

For our testbed described in Section 3 and moderate workloads, the offset
between the edge routers’ clocks was typically 0.2 msec, whereas the offset value
increased as high as 2 msec when the router was under a heavy load. Regardless,
as queuing delays and transmission delays are significantly larger than this offset,
the timestamps are accurate enough to calculate the path characteristics at the
egress router using the timestamp information from the ingress node.

An important feature of NTP relevant for this research is its scalability:
its phase lock loop clock discipline is designed for large-scale networks so that
NTP can maintain low offsets among clocks, even if propagation delays increase
significantly [5].

Regardless, our future plan is to employ Global Positioning System receivers
for clock synchronization among edge routers. The key problem of NTP is that
under heavy load, constantly fluctuating offsets may cause frequent clock read-
justments by NTP. During each readjustment, packets transmitted at a later
time may have smaller time stamps than packets transmitted earlier. Such er-
rors in turn interfere with path monitoring.

Capturing Traffic at Egress Nodes In order to collect timestamps of all real-
time packets traversing a path, we modified the packet sniffer tcpdump2, which
2 www.tcpdump.org
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uses the libpcap library to read header information from IP and TCP/UDP
headers. While tcpdump is not the ideal way to perform this task, since it is
performed at user level, it is sufficient for the 10 Mb/sec routers employed in the
testbed. For high-speed implementation, this functionality could be integrated
into the kernel or supplemented with hardware support.

In addition to timestamps, the egress router records the packet length, an
ingress node identifier, a class identifier, and a four-bit per-path sequence num-
ber (as depicted in Figure 3). The class and ingress node identifier will allow
admission control on a per-class, per-path (ingress-egress pair) basis.

The per-path sequence number is used to identify loss on the path at the
egress point. Using a 4-bit sequence number ensures that up to 15 consecutive
packet losses can be detected. In our current implementation, we have not used
this loss detection, as the class QoS requirements are stringent enough to keep
loss sufficiently low that dropped packets can be ignored. However, for less strin-
gent QoS requirements, such loss would need to be incorporated: otherwise egress
routers may over-estimate the available service along a path, as not all arriving
traffic is incorporated into the measurement.

Computing a Path’s Available Service To assess the available service on a
path, we measure a path’s statistical service envelope [8], a general characteriza-
tion of the end-to-end service received by a traffic class. This service abstraction
can incorporate the effects of interfering cross traffic without explicitly mea-
suring or controlling it. Moreover, the service envelope exploits features of the
backbone nodes’ schedulers and the effects of statistical resource sharing at both
the flow level and the class level. For example, if a class is provided a circuit-like
service without sharing among traffic classes, the service envelope will measure a
simple linear function. In contrast, if the network performs scheduling similar to
weighted fair queuing, the service envelope will reflect the available capacity be-
yond the minimum “guaranteed rate” which can be exploited by the class, i.e.,
the excess capacity which is available due to fluctuating resource demands of
cross traffic and other traffic classes. Finally, by limiting a class’ traffic through
controlling admission of flows into the class, we can ensure that the class’ pre-
dicted quality-of-service is within its requirements. When all edge routers per-
form the algorithm, the scheme ensures that all classes of all paths receive their
desired service levels.

There are two methods for calculating the traffic envelope. One approach is
to use the method where a rate-based envelope is considered; that is, calculate
the peak rate for a given interval length. A second, and analogous method, is to
calculate the total number of bytes that arrived in an interval - that is, measure
the minimum interval length over which a certain number of bytes is transmitted.
In our implementation, we use the latter approach, as it removes a number of
divisions by the interval size from the algorithm.

In other words, instead of determining the maximum number of bytes to ar-
rive in an interval of given size (via a sliding window) or discretizing the time
scale, we calculate the minimum time required for a certain number of bytes to
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arrive/ be serviced or discretize the scale for the number of bytes that arrived.
The primary motivation for this design decision is the fact that the flow requests
specify a statistical delay bound, and following the latter scheme ensures that
the variance remains in the time-domain. Consequently, the admission control
equation (described below) can be applied directly without undergoing compu-
tationally expensive conversions.

(a) Interval Discretization (b) Data Discretization

Fig. 4. Envelope Illustrations of Bytes vs. Interval Length

Admission Control An egress router’s admission control decision is described
as follows and is illustrated in Figure 5 (see [3] for further details). Consider
a system where a traffic class between a particular ingress-egress pair has a
measured peak rate arrival envelope with mean R̄(t) and variance σ2(t). In other
words, over successive measurement windows, the average maximum number of
arrivals is given by tR̄(t), and its variance is given by t2σ2(t). Similarly, the class’
minimum service envelope has measured average S̄(t) and variance Ψ2(t). The
new flow with peak rate P is admissible with delay bound D if

tR̄(t) + Pt − S̄(t + D) + α
√

t2σ2(t) + Ψ2(t + D) < 0

where α is set according to the required violation probability [3]. Moreover, we
ensure the stability condition that

lim
t→∞ R̄(t) <

S̄(t)
t

.

Notice that for a first-come-first-serve server with link capacity C, S̄(t)
t = C.

For a given threshold, the algorithm determines whether the network can satisfy
the new flow’s quality of service requirements. If both of the above requirements
are satisfied, a message to admit the new flow is relayed by the request handler
and the user may begin sending the traffic.

This approach pushes the task of network resource management to the edge
of the system, and does not require that interior nodes perform per-flow or per-
class bandwidth reservation. Instead, edge nodes exclusively handle admission
control decisions and signaling messages. The available service in the contiguous
interior of the network is inferred by inserting timestamps into packet headers
at the ingress nodes and statistically analyzing the path’s characteristics.
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Service
envelope

Arrival
envelope

new arrival envelope

threshold

t servicet arrivalt new

Fig. 5. Illustration of Admission Control

3 Experimental Design and Measurements

In this section, we present the results of a measurement study obtained using our
implementation of egress admission control in a network of prototype routers.

3.1 Scenario

In order to study the performance of the scheme, we perform four different
experiments, each building upon the previous one. All routers and hosts run
the FreeBSD v3.2 operating system and are connected via 10 Mb/sec links. The
buffer size of the routers is 250 packets, which for a link capacity of 10 Mb/sec and
MTU of 1500 bytes corresponds to a maximum queuing delay of 300 milliseconds.
We begin with a baseline experiment depicted in Figure 6, in which a single node
functions as both the ingress and egress router. This router resides between the
source machine, which generates the traffic, and the destination machine, which
receives the traffic. In all cases, each host will generate multiple flows, and hosts
are connected to routers via 100 Mb/sec links so that no queueing occurs in
hosts.

src

dest

src

router

Fig. 6. Baseline Experiment

The remaining experiments are performed with the configuration depicted in
Figure 7. Here, three routers interconnect five hosts. Depending on the experi-
ment, these routers function as ingress, egress and/or core routers. Experimental
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results are reported between the hosts labeled “src” and “dest” whereas the two
hosts labeled “cross traffic src” 1 and 2 function as cross-traffic generators to
congest routers and test the egress admission control algorithm’s ability to infer
the available service along a path with unmeasured cross traffic.

src

cross
traffic
dest  1

dest

cross
traffic
src 1

cross
traffic
src 2

router A router B router C

Fig. 7. Ingress/Egress Pair Experiments

3.2 Traffic Generation

To emulate the behavior of realistic real-time flows, we designed a Pareto on-off
traffic generator that transmits packets only after the QoS request is admitted
by the egress router’s admission control test. It consists of two components: the
actual traffic generation and communication with RSVP. Packets are generated
according to the Pareto on-off model with the following parameters: packet size
1000 bytes, mean burst time 250 msec, mean idle time 250 msec, and peak
rate 400 kb/sec. The Pareto shape parameter is 1.9 (recall that a Pareto shape
parameter less than 1 results in an infinite mean while a shape parameter less
than 2 results in an infinite variance) and the flow lifetime is 5 minutes. Thus, this
traffic generator produces highly bursty traffic which, when aggregated, forms a
flow that exhibits self-similarity [11].

The second part of the traffic generator handles communication with RSVP.
As RSVP is a receiver oriented reservation protocol, it needs both the path
information from the source host and the QoS request information from the
destination host. In order to communicate the user’s request to the egress router,
a module in the traffic generation program on the source host side generates a
path message, while a module on the destination side sends a reserve message
with the QoS request. By calling the RSVP application interface function, the
sender side receives the admission control result.

3.3 Measurements

Experiment 1: One Node The first experiment consists of a single router,
one class, and no cross traffic. Pareto on-off traffic is sent from the main source
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host to the router, and then to the destination host as depicted in Figure 6.
The peak rate of each flow is 800 kb/sec and the mean rate is 400 kb/sec.
The link capacity is manually configured to be 9 Mb/sec using ATLQ. Thus,
under a peak rate allocation scheme, 11 flows would be admitted, and to ensure
stability, no more than 22 flows can be admitted. In this simplified scenario, the
service envelope is simply S(t) = 9t, and we configured S(t) manually (rather
than measuring it) in order to establish a performance benchmark in the case
in which service is known and largely deterministic. Moreover, with the single
router configuration, timestamps are not required as the router monitors the
original packet entrance times (similar to the case of IntServ MBAC [2]). For
the experiments, α, the parameter which controls the fraction of packets violating
the class delay bound (and hence controlling the loss probability as some of these
packets will be dropped when the buffer is full) is 1.0. The arrival envelope is
computed by evaluating the output of tcpdump at the end of each one-second
interval.

Delay Reqst Number Mean Delay Maximum % Outside
(msec) of Flows (msec) Delay (msec) Bound

5 16.0 1.52 17.9 1.25
10 16.3 1.83 22.5 1.20
20 18.0 2.35 36.8 0.56
60 21.1 12.85 124.7 6.16

Table 1. Single Node Baseline Experiments

We make the following observations about the experimental results reported
in Table 1.3 First, the algorithm has exploited statistical multiplexing gains,
even in this scenario of a moderate number of traffic flows. The average link
utilizations are in the range of 67% to 94%. As a consequence of overbooking,
violations of the target delay occur and the fifth column indicates that the vi-
olations range from 0.56% to 6.16% of packets. Second, observe that assigning
different delay targets has the desired impact on measured performance, allow-
ing mean delays in the range of 1.52 msec to 12.85 msec, and maximum delays
in the range of 17.9 msec to 124.7 msec. Hence, the algorithm provides the basic
mechanisms for performance differentiation in multi-class networks. Finally, we
observe that the targeted violations due to statistical multiplexing are not pre-
cisely met, as the percentage of violations differs in the four cases despite having
the same α of 1.0 for all experiments. The differences arise from a number of
factors: the quantization of the measured arrival process; the discrete nature of
flows themselves (a discrete number of flows is admitted, whereas to achieve the
precise QoS target may require between N and N + 1 flows); the strong impact
on QoS for each new flow in the regime of a moderate number of flows; and the
extreme burstiness of the traffic itself.
3 All reported measurements refer to average results from at least three experiments.
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Experiment 2: Ingress-Egress Pair In the second set of experiments, we
consider multiple routers but without cross traffic. As depicted in Figure 7, the
system contains an ingress, core, and egress router (A, B, and C respectively),
and traffic is transmitted between the two hosts at ingress node A and a single
destination host attached to egress router C.

Here, we establish Pareto on-off flows with peak rate 400 kb/sec, mean rate
200 kb/sec, and a link capacity of 9 Mb/sec, so that the range of admissible
flows is 22 to 44. The target delay bound is 20 msec and α = 0.6.

Figure 8 displays an example arrival and service envelope used to make an
admission decision at a particular time instance of the experiment. Observe that
the arrival and service envelopes have crossed indicating that the stability condi-
tion is satisfied. Moreover, observe the general concavity of the arrival envelope
and convexity of the service envelope. Convexity of service envelopes is normally
evident in multi-class scenarios, for if a flow remains continually backlogged over
longer interval lengths, it attains a greater service on average, due to the fluc-
tuating demands of other flows in other classes. In this case with a single class
and no cross traffic, one may expect the service to be closer to linear, i.e., S(t)
= 9t. However, there are two reasons for its convexity. First, other traffic is still
traversing the links, including RSVP messages, NTP traffic, and other minor but
noticeable background traffic such as NFS traffic. Second, the empirical service
envelope is actually an approximation to the true available service. For example,
while an infinite rate input flow would indeed measure a service envelope of 9t,
a “minimally backlogged” flow, such as described in [8] would measure a lower
service envelope due to its own rate variations.

In the experiments, the maximum number of admitted flows is 38, corre-
sponding to an average link utilization of 84%, quite similar to utilizations ob-
tained in theory for similar types of flows (see [4] for example).4 In this scenario,
we measured a mean delay of 3.77 msec and a maximum delay of 21.6 msec,
with the percentage of packets exceeding the delay bound of 20 msec measured
to be 0.0045%. (Refer to Table 2 below for summary results.)

Experiment 3: Cross Traffic- Congested Ingress Router In these exper-
iments, we introduce cross traffic between the host labeled “cross traffic src 1”
and “cross traffic dest 1.” Thus, the cross traffic flows traverse routers A and B
whereas the test flows traverse routers A, B, and C. Consequently, egress router
C has no explicit measurements of the cross traffic, and must rely on its own
path measurements to assess the available capacity on the link between routers
A and B. We establish 22 on-off flows as described above for cross traffic, which
correspondingly reduces the available capacity along path A-B-C. As in Exper-
iment 2, the delay request for users’ traffic is 20 msec and α in the algorithm
is again set to 0.6. With the 22 cross-traffic flows, 12.7 of the A-B-C source’s
flows were admitted on average. Thus, the egress node has inferred the reduction
in available service as compared to experiment 3 and significantly reduced its
4 Unfortunately, no precise theoretical multi-node admission control algorithm yet
exists for comparison.
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Fig. 8. Measured Arrival and Service Envelopes

number of admitted flows. Regardless, the 12.7 admitted flows correspond to
34.7 flows on link A-B, three less than allowed in Experiment 2, indicating that
the un-measured cross traffic has caused the algorithm to slightly under admit.
In the experiments, the mean packet delay is 3.58 msec, and the maximum delay
is 18.1 msec, which led to 0% of the packets exceeding the requested target.

Experiment 4: Cross Traffic- Congested Egress Router For the final
experiments, we establish cross traffic sessions through the egress router rather
than the ingress router. While node C is the egress point for both the A-B-C
flows and the cross traffic, these flows do not share the same path, and hence
are treated separately by node C. Thus, egress router C must again implicitly
discover the cross traffic’s effect on the available service. Again, 22 flows of the
cross traffic were established, with α set to 0.6 and a delay request of 20 msec.

In the experiments, 13.7 flows from the primary host on path A-B-C were
admitted by the egress router, totaling 35.7 flows when combined with the cross
traffic. This closely approximates the 83.7% utilization achieved in Experiment
2. In the experiments, the mean packet delay is 2.57 msec, the maximum delay
is 21.2 msec, and the percentage of packets exceeding 20 msec delay is 0.0066%.

Exp. Number Mean Mean Maximum % Outside
No. of Flows Util. Delay Delay Bound
2 37.7 0.837 3.77 msec 21.6 msec 4.5 ·10−3

3 22+12.7 0.770 3.58 msec 18.1 msec 0
4 22+13.7 0.793 2.57 msec 21.2 msec 6.6 ·10−3

Table 2. Multiple Router Experiments
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Comparing experiments 2, 3, and 4, variations in the total number of ad-
mitted flows should be expected, as the scenarios have different queueing and
multiplexing characteristics. However, the percentage of packets outside the tar-
geted delay bound would ideally be nearly identical in all three cases, at least to
within the granularity of a traffic flow. Figure 9 further illustrates performance
differences in the three experiments by depicting the different delay histograms
in each case. While these measurements illustrate the difficulties of achieving
precise control of end-to-end quality-of-service measures, the experiments do
indicate that the algorithm can control admissions so that empirical quality-of-
service have a strong correspondence to the targeted values.
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Fig. 9. Delay Distribution

4 Conclusions

This paper describes our design, implementation, and measurements of Egress
Admission Control, an architecture and algorithm designed to combine the strong
service model of IntServ with the scalability of DiffServ, without sacrificing net-
work utilization. While some aspects of scalability cannot be explored in a lab-
oratory setting, our results demonstrate a key component of scalable admission
control, namely, that admission control, signaling, and state management, need
not be performed at each node traversed by a flow. Instead, with proper mon-
itoring and control of the available service on an ingress-egress path, network
wide quality-of-service can be ensured while signaling only egress nodes.
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Abstract. A parsimonious traffic characterisation allows the design of
efficient measurement based Connection Admission Control (CAC) algo-
rithms. In recent years the notion of effective bandwidth (EB) has been
successfully employed to quantify the amount of bandwidth to allot a
connection in order to meet its Quality of Service (QoS) requirements.
The EB function depends on two parameters, namely the time scale and
the space scale, whose values represent the link operating point and they
are related to the link capacity, the buffer size and the traffic mix. In
this paper we present a study of the Many Sources Asymptotic (MSA),
a Large Deviations technique that employs the notion of EB to evaluate
the performance of a queueing system. Since the MSA requires to deter-
mine the time and space parameters, we firstly analysed their sensitivity
to the variation of the traffic mix. We subsequently applied the results of
this analysis to the refinement of a CAC algorithm based on the MSA,
by using suitable thresholds for bounding the smallest mix variation be-
yond which a new estimation of the link operating point is required.
Finally, we compared the performance of a CAC algorithm employing
first the MSA then the Large Buffer Asymptotic (LBA) to estimate the
bandwidth requirement of the active calls.

1 Introduction

The notion of effective bandwidth can significantly simplify CAC algorithms.
The Large Deviations theory provides in fact results that relate the EB to the
performance of a queueing system. Specifically it is possible to quantify the
amount of bandwidth required by a connection in order to satisfy its QoS con-
straints in terms of buffer overflow probability. The EB function depends on
two parameters, namely the time scale and the space scale [11], whose values
represent the link operating point and they are related to the link capacity, the
buffer size and the traffic mix. In the recent years two distinct types of analysis
have been developed, that involve the concept of effective bandwidth, namely
the Many Sources Asymptotic (MSA) and the Large Buffer Asymptotic (LBA).
Both techniques provide asymptotics for the buffer overflow probability. The
former analysis assumes that the number of multiplexed sources tends to infin-
ity, whereas the latter is valid for very large buffers. In this paper we intend to
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compare the performance of the same measurement based CAC algorithm, that
employs first the MSA and then the LBA to estimate the bandwidth requirement
of the active calls. The choice of a measurement based scheme [10] is motivated
by the fact that the analytical evaluation of the effective bandwidth of a traf-
fic stream requires the full characterisation of the underlying process. Therefore
its application in a practical environment is not trivial. However, the effective
bandwidth can be successfully estimated based on traffic measurements (see [9]
and references therein). We simulated several operational conditions to test the
efficiency of the admission control system under the two different methods. Our
study shows that the CAC scheme based on the MSA allows to achieve the
best performance as compared to the LBA method. However, the MSA-based
technique has the drawback of being computationally more complex. Indeed it
requires to evaluate a new operating-point every time there is a variation in the
traffic mix. Motivated by this remark, in this paper we focus on the feasibility of
placing proper thresholds in the traffic mix composition. Only after one of these
thresholds is crossed, the system triggers the computation of a new working-
point. In order to determine the values of such thresholds we first investigate
the sensitivity of the working-point to variations of the traffic mix. This paper
is organised as follows. In section 2 we review the theory that leads to the MSA
and LBA methods. In section 3 we subsequently investigate the sensitivity of the
time and space scale parameters with respect to variations in the mix composi-
tion under different load conditions. We then apply the MSA and LBA theories
to implement an admission control scheme in section 4, where we also test its
effectiveness by running a set of simulations. Finally, we propose to improve the
computational efficiency of the MSA-scheme by introducing proper thresholds
to reduce the number of updates of the system operating-point.

2 Large Deviations Asymptotic

In the first part of this section we recall the main results on the asymptotic for
the queue length of a multiplexer loaded by a large number of traffic sources
and served at a constant (and independent of the number of sources) rate. The
analysis, commonly known as Many Sources Asymptotic, involves the notion
of shape function and basically follows the approach from Botvich et al. [1,2].
In the second part we present a different approach, namely the Large Buffer
Asymptotic. The latter deals with a multiplexer where we let the buffer size
be large enough (instead of the number of sources): this technique leads to the
so-called Effective Bandwidth approximation.

2.1 The Many Sources Asymptotic

Let us consider a multiplexer with N input sources, served at a fixed rate C
(independent of N) and with large buffer size B. Denote further with Q the
queue-length, with At the total amount of work arriving at the system in the
last t times and with Wt = At −Ct the workload process. Finally let b and c be
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respectively the buffer size and the service rate scaled to the number of sources
N , i.e. B = bN and C = cN . Under fairly general conditions (see [1,2]) it can
be shown that the following holds:

lim
N→∞

1
N

log Pr{Q > bN} = −I(b) (1)

where I(b) is the shape function defined as

I(b) = inf
t>0

tλ∗
t

(
b

t

)
(2)

the * operator denotes the Legendre-Fenchel transform:

f∗(x) = sup
θ
{θx − f(θ)} (3)

and λt is the finite time cumulant generating function of the workload process
Wt.

λt(θ) =
1
t

log EeθWt (4)

Roughly speaking, result (1) tells that, in a multiplexer fed by a large number of
sources, the probability that the queue-length exceeds a given threshold B can
be approximated with:

P (Q > B) ≈ e−NI(B/N) (5)

Of course, expression (5) can be used as long as the shape function I is known.
This typically happens when:

– either the source models are known so that I can be analytically computed
– or the source models are unknown but I can be estimated based on traffic

measurements.

If we assume that sources are classified into J different classes and nj is the
portion of type j sources, that is nj = Nj/N (where Nj is the number of type j
sources, with 1 ≤ j ≤ J and N is the total number of sources), fairly easy calcu-
lations show that (1) is equivalent to the well known result from Courcoubetis
et al. ([3]), obtained for a discrete time system:

lim
N→∞

1
N

log P{Q > Nb} = sup
t

inf
θ


θt

J∑
j=1

njαj(θ, t) − θ(b + ct)


 (6)

where αj(θ, t) is the effective bandwidth of the type j sources:

αj(θ, t) =
1
θt

log EeθAj,t (7)

Since expressions (6)-(7) are widely used throughout this paper, it is worth
pointing out some of the most relevant aspects they involve.
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Firstly, notice that (6) and (7) contain the parameters t and θ, called time scale
and space scale respectively. In particular, the probability in (6) depends on the
value the right hand member assumes for a particular pair (θ∗, t∗), the one for
which the sup-inf is attained. Such a pair represents the working-point of the
system and basically depends on traffic characteristics and resource availability
(i.e. service rate and buffer size). Roughly, the time scale parameter corresponds
to the most likely duration of the busy period preceding an overflow event,
while the space scale is related to the sources multiplexing level and basically
depends on the ratio between their peak-rate and the link capacity. To give a
more“physical” interpretation to both parameters (see also [4,5,11]), by denoting
with γ = − log(Pover) and differentiating against the buffer size and the link
capacity, we obtain:

θ =
δγ

δB
and θt =

δγ

δC
(8)

In other words, θ represents the rate at which the logarithm of the overflow
probability decays when the buffer size increases with fixed service rate C while
the product θt expresses the decay rate of the logarithm of the overflow proba-
bility when the link capacity increases, for fixed buffer size B. Finally, evaluating
(7) in the pair (θ∗, t∗), we get the effective bandwidth of each source that is their
need of bandwidth in the considered working conditions.

2.2 The Large Buffer Asymptotic

A different asymptotic for the queue-length based on Large Deviations (see for
example [6,7]) analysis can be obtained by letting the threshold B be large
enough, regardless of the number of sources. In particular, with the usual nota-
tion, under fairly general conditions, the following holds:

lim
b→∞

1
B

log P{Q > B} = − inf
x

I(x + C)
x

= −δ(C) (9)

where now, I(x) is called rate-function and plays a role very similar to that of
the shape function. I(x) is defined as:

I(x) = λ∗(x) = sup
θ
{θx − λ(θ)} (10)

with λ(θ) the scaled cumulant generating function of the workload process Wt:

λ(θ) = lim
t→∞λt(θ) = lim

t→∞
1
t

log EeθAt (11)

Beyond the mathematical expressions, the previous result means that for multi-
plexer with large buffers, the asymptotic buffer overflow probability goes to zero
versus the buffer size as slow as:

P{Q > B} ≈ e−δ(C)B (12)
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The expression (12) is known in literature as effective bandwidth approximation.
If we now require that the overflow probability does not exceed a given value
Γ , by solving (12) with respect to C, we can get the minimum service rate a
source has to be served with in order to meet its QoS level, obtaining its effective
bandwidth as:

Ceff =
λ(θ)

θ

∣∣∣∣
θ=− log Γ

B

(13)

It is worth noticing that, although in this case the definition of effective band-
width is slightly different from the one previously introduced for the MSA asymp-
totic, the expressions (13) and (7) are closely related. Furthermore, we can still
identify a working-point, which in this case is defined by θ∗ = − log Γ

B and thus
it does not depend on the traffic mix.

3 Time Scale and Space Scale Parameters Sensitivity

In section 2.2 we showed that, according to the many sources asymptotic, the
probability that the queue occupancy crosses a threshold B depends on the
working-point of the system, identified by the pair (θ∗, t∗). In this section we
report our analysis of the sensitivity of the time and space parameters to traffic
mix variations. This study aimed at investigating how tight is the bond between
the values of the pair (θ∗, t∗), derived from equation (6), and the multiplexed
sources mix. If the link utilisation is low, we expect the working-point to be
scarcely influenced by small variations in the number of sources. The link is
under-loaded, therefore there is no resource contention, independent of the degree
of multiplexing. On the contrary, if the link utilisation is high, the sensitivity
should grow and also the statistical multiplexing should have a major effect on
the result. The knowledge of the parameters sensitivity to mix variations can
help to speed up CAC algorithms based on MSA, as we will discuss later in the
paper.

Our analysis involves three (J=3) different types of sources:

– voice sources, modelled by an on-off Markov chain with peak rate 64Kbps
and average time spent in the “on” and “off” states equal to 352msec and
650msec respectively;

– data sources, namely a Bellcore Ethernet trace;
– video sources, represented by an MPEG sequence of the movie “Asterix”.

Table 1 shows mean value, variance and Hurst parameter for each source.
We considered a link capacity C =155Mbps, a buffer size B =100 cells, a time
unit TU=1msec and the following realistic hypotheses:

– high degree of multiplexing (N � 1000);
– a realistic traffic mix, i.e. the number of voice sources prevails over data and

video sources and video traffic is bounded in bandwidth.
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Mean value (Cell/TU) Variance (cell2/TU2H) Hurst parameter
Voice 0.0529094 0.00518678 0.5
Data 0.855524 0.76352 0.76
Video 1.22682 1.41854 0.77

Table 1.

Since we employed three types of sources, in each simulation we let the num-
ber of one traffic source increase, while keeping constant the remaining mix. This
means that the link utilisation ρ slightly changes within each trial. We conse-
quently classified the simulation scenarios according to the link utilisation, as
follows:

– ρ < 0.65 low utilisation
– 0.65 < ρ < 0.8 middle utilisation
– ρ > 0.8 high utilisation.
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Fig. 1. Variation of the parameter θ for voice traffic

We studied separately the behaviour of the three types of sources: voice,
video and data.

In figure 1 we reported the results of the sensitivity of the θ parameter for
voice flows. We repeated the experiment for three different utilisation levels. In
each case we let the number of voice sources vary between 600 and 700, and
we changed the number of video and data sources, so that the total utilisation
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was different in the three cases. Partly due to the low mean value and partly
to the statistical characteristics of the on-off processes, we observe that even a
variation of 100 sources has little impact on the θ parameter. What is instead
relevant is the utilisation level of the link. As for the time parameter t, it never
changed in all these experiments and amounted to 10.

A similar test was performed for the video traces, as illustrated in figure 2.
For the number of video sources, we considered a much narrower range, between
20 and 30. We observe that for video flows the sensitivity of the θ parameter
is very high, due to both the higher mean value and the bursty nature of video
traffic. On the contrary, the time parameter t remains also in this case always
equal to 10.
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Fig. 2. Variation of the parameter θ for video traffic

Finally, we performed a slightly different test for data sources. As illustrated
in figure 3, we let the number of data sources vary in a very wide range, be-
tween 300 and 550. We kept the number of voice and video sources constant
in the regions of the figure indicated as low and middle link utilisation, while
we increased the number of video sources (from 20 to 30) to obtain a high link
utilisation. The variability of the θ parameter has an intermediate behaviour, as
compared to the previous two cases. The time parameter t remains in this case
equal to 10 until the number of data sources reaches 530. For a greater number
of data flows, t results equal to 20. The link utilisation is in this range bigger
than 0.94.

Based on the above results, we conclude that:

– The time parameter is less sensitive to traffic mix variations than the space
parameter. This can be explained by recalling what already stated in section
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Fig. 3. Variation of the parameter θ for data traffic

2.1, i.e. that t corresponds to the most probable duration of the busy period
prior to the overflow and it depends on the ratio between the buffer size B
and the quantity C − λT , where λT is the mean value of the multiplexed
sources. Therefore minor changes in the latter do not significantly affect t∗.

– The parameter sensitivity grows significantly with the link utilisation.
– The range of mix variation, within which the two parameters can be consid-

ered constant, depends on the type of source that provokes the variation: a
larger variation in the number of data and voice sources has to occur in order
to cause a change in the working-point as compared to the video sources.

4 CAC Based on the MSA

In this section we first compare the performance of an MSA-based CAC scheme
with that of an LBA-based algorithm. Finally we attempt to overcome some
drawbacks of the MSA scheme, by improving its efficiency in terms of computa-
tional time.

4.1 The CAC Model

The algorithm we implemented combines estimates of the current link utilisation
with the peak rate declared by the new call to judge whether the available
bandwidth is sufficient to satisfy the QoS requirements, expressed in terms of
overflow probability. Figure 4 shows the scheme of the CAC algorithm. A set
of calls is multiplexed at the input of a single service queue with deterministic
service rate C. A measurement system estimates the bandwidth necessary to
serve the active calls in order to meet their QoS requirements. This estimation
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is taken using both the MSA and the LBA. When a new request arrives, the new
call declares a peak rate. The latter is summed to the estimated current utilised
bandwidth. If the total is less than the output link capacity C, then the new
call is accepted. In this way we can statistically guarantee the required QoS to
all connections.
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Active
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C

B
Output

N+1
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Fig. 4. AC block diagram scheme

As soon as the new call starts transmitting data, the algorithm begins to
update the estimation of the total bandwidth requirement. This estimate has
to be updated also every time a connection ends. If a new connection request
arrives before the algorithm has achieved an accurate estimate of the bandwidth
requirement, the algorithm acts conservatively. Indeed, it uses the most recent
stable estimate of the bandwidth requirement, plus the sum of the peak rates of
all subsequently admitted calls.

As already mentioned, the CAC algorithm can estimate the bandwidth re-
quirement of the multiplexed sources using either the MSA or the LBA. A signif-
icant drawback of the MSA approach is that theoretically any time a connection
starts or ends the system has to evaluate a new working-point. This requirement
makes the MSA-based scheme time consuming as compared to the one based on
the LBA. The latter method does not require to update the working-point as it
depends only on the buffer size and the QoS constraint and it is independent
of the traffic mix (see section 2.2). Therefore we tried to take advantage of the
results in section 3 to speed-up the update process. We observed in fact that only
a significant change in the traffic mix modifies the working-point. Therefore we
propose to place proper thresholds to delimit the variation of mix beyond which
a new operating-point estimate is necessary. In the last part of this section we
report simulation results to show the performance achieved in this case.
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4.2 Simulation Scenarios

In each simulation we modelled a single output buffer and transmission link of
an ATM switch. The link speed used is 155Mbps and the buffer size is either
500 (small buffer) or 5000 cells (large buffer). The simulated time is 10,800
sec (corresponding to three hours) and the QoS requirement corresponds to an
overflow probability less than 10−6. To compare the performance of the MSA
scheme with that of the LBA scheme, we studied three different scenarios:

1. high degree of multiplexing and large buffer size;
2. high degree of multiplexing and small buffer size;
3. low degree of multiplexing and large buffer size.

With high degree of multiplexing we mean that in the steady-state the num-
ber of multiplexed sources is at least 1000 while we refer to low degree of mul-
tiplexing when the number of multiplexed sources is about 300. Note that the
first scenario satisfies both the MSA and the LBA hypothesis while the second
and the third satisfy only the MSA and the LBA hypothesis respectively.

Our simulations involve the three different types of sources (voice, data and
video traffic) described in section 3. The calls of a particular traffic type arrive
according to an exponential inter-arrival time distribution and have an expo-
nentially distributed length. Table 3 shows the frequency of connection requests
and connection ends for each traffic type.

Voice Data Video
Fre. of connection request (calls/sec) 5 5 0.5
Freq. of connection end(deaths/sec) 0.005 0.003 0.00027

Table 2.

Each accepted call transmits a trace, derived by randomly selecting a starting
point in the corresponding traffic trace. Calls are not correlated.

4.3 Simulation Results

In order to illustrate the results we reported for each type of simulation a graph
that represents the histogram of the accepted connections and the plot of the
corresponding link utilisation as a function of time. Figure 5 refers to a high
degree of multiplexing and a large buffer size. Although this scenario satisfies
the hypotheses of both methods, observe that the performance of the MSA
algorithm clearly overcomes the LBA scheme.

Figure 5.a shows that the gap between the most probable number of connec-
tions is about 70/80 sources (7-8%) and the difference between the maximum
number of accepted connections is about 50 units (5%).
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Fig. 5. Comparison between MSA and LBA based CACs : high degree of mul-
tiplexing and large buffer size

Figure 5.b shows the behaviour of the link utilisation as a function of time:
note that, using the MSA method, the link utilisation approaches 1, that is the
available transmission capacity is most exploited.
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Fig. 6. Comparison between MSA and LBA based CACs : high degree of mul-
tiplexing and small buffer size

Figure 6 shows the results concerning a high degree of multiplexing and a
small buffer size. As expected under these conditions, the MSA-based algorithm
performs much better than the LBA-based CAC algorithm. Figure 6.a shows that
the difference between the most probable number of connections and between
the maximum number of accepted connections is about 200 units (20%).

Figure 6.b underlines the different utilisation reached in the steady-state:
when using the LBA, the steady-state value of the link utilisation is about 0.5;
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whereas by using the MSA, the steady-state value of the link utilisation amounts
almost to 0.9. Note that this scenario is likely to occur in a real environment,
since both the number of connected sources and the size of the buffer are realistic,
especially for real time and delay sensitive applications.
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Fig. 7. Comparison between MSA and LBA based CACs : low degree of multi-
plexing and large buffer size

Figure 7 reports results for a low degree of multiplexing and a large buffer
size. According to the theory, this scenario should favour the LBA-based CAC
algorithm. However, figure 7 witnesses that the performance of the two meth-
ods is almost equivalent: the mean values of the histograms of the number of
connected sources are very close. The same holds for the link utilisation plots.

In all three simulation scenarios the MSA-based algorithm allows either to
achieve the best performance or it performs the same as the LBA scheme in terms
of link exploitation. Moreover, the performance of the MSA-based algorithm is
independent from the buffer size, as it results, by comparing figures 5 and 6.
However, our simulations highlighted also that a major drawback of the MSA
approach is the computational time necessary to evaluate the working-point,
every time a connection starts or ends. Indeed, the simulations performed to
test the MSA scheme resulted about sixty times longer than those for the LBA
scheme.

4.4 Improving the Computational Efficiency of the MSA-Based
Scheme

In the following we face the problem of the computational inefficiency of the
MSA-based scheme, due to the large number of updates of the working-point.
Our idea is motivated by the results in section 3, that showed how only a signifi-
cant change in the traffic mix modifies the working-point. Therefore, we propose
to place proper thresholds to delimit the variation of mix beyond which a new
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operating-point estimate is necessary. Based on the results in section 3, we em-
pirically derived thresholds as reported in table 4.

Voice Data Video
Threshold 10 5 1

Table 3.

Observe that the values of the thresholds depend on the source type. We
subsequently ran a set of simulations, to evaluate the degradation of the perfor-
mance in terms of number of accepted connections and link utilisation. To this
end, we compared results obtained by both evaluating the working-point any
time a change in the mix occurs and by using thresholds as explained above.
With the thresholds we selected, the simulations resulted about five times faster
than those without thresholds.
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Fig. 8. Comparison between MSA (with thresholds) and LBA based CACs :
high degree of multiplexing and small buffer size

Figure 8 reports results derived by considering a high degree of multiplexing
and a large buffer size. Note that the values for the mean and the maximum
number of accepted connections clearly degenerate. However, the performance
of the MSA-based CAC algorithm remains almost unchanged in terms of link
utilisation when applying the proposed method.

We repeated the same test considering a high degree of multiplexing and a
small buffer size. Also in this case we observed a similar behaviour (see figure
9).

This behaviour is due to a change in the mix composition of the multiplexed
sources that occurs when the CAC algorithm uses thresholds. In this case, the
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Fig. 9. Comparison between MSA based CACs with and without thresholds

mix composition is influenced by the value of the selected thresholds: sources
with a low threshold value prevail in number with respect to calls with higher
thresholds. In our scenario, the selected thresholds favour the video sources.
Thus, although the total number of multiplexed sources is smaller, the link util-
isation achieves the same level as in the case without thresholds. This is due
to the higher percentage of video sources which require a greater amount of
bandwidth compared to data and voice streams.

5 Conclusions

We studied the performance of a CAC algorithm under two different mathemat-
ical approaches: the MSA and the LBA. From our analysis it turns out that
the CAC scheme based on the MSA allows to achieve the best performance
as compared to the LBA method. However, the MSA-based technique has the
drawback of being computationally more complex, since it requires to evaluate a
new operating-point every time there is a variation in the traffic mix. In order to
improve the computational efficiency of the MSA-based scheme we investigated
the feasibility of placing proper thresholds in the traffic mix composition. The
system triggers the computation of a new working-point, only after reaching one
of these thresholds. We empirically set the values of such thresholds on the basis
of the analysis we carried out on the sensitivity of the working-point to traffic
mix variations. By employing this technique we significantly reduced the com-
putational effort. Besides, our simulations show that the link utilisation level
remains unaffected, although with our choice of the thresholds the total number
of admitted connections decreases.
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Abstract. In the context of an IP-over-ATM access and transport net-
work, carrying guaranteed quality (CBR, rt-VBR) services as well as IP
datagrams (as ABR or UBR traffic classes), we consider the joint prob-
lems of Call Admission Control (CAC), bandwidth allocation and rout-
ing. The presence of distributed access multiplexers is assumed, which are
both geographically dispersed (e.g., at the user premises) and hierarchi-
cally structured. Such multiplexers are intelligent devices with decision
making capabilities that operate jointly, in order to make the best possi-
ble use of the transport capacity of the access network and to maintain
the Quality of Service (QoS) requirements of different users and service
classes. Following the physical system organization, a hierarchical con-
trol structure is defined, where the admission of calls for real-time traffic
classes (or different users) is performed by independent controllers; the
latter are parametrized by the bandwidths allocated by a common link
agent, playing the role of a “link coordinator” in the hierarchical con-
trol scheme. This decision maker aims at minimizing a general cost that
captures QoS requirements both at the call-level (call blocking probabil-
ity) for QoS-aware, connection-oriented services and at the cell-level (cell
loss probability) for connectionless, best-effort, ones. The control archi-
tecture also reflects the multilayer hierarchy introduced by the presence
of multiple teletraffic time scales, by essentially decoupling the above
problem from that of ensuring QoS at the cell-level for services of the
first type. We derive the optimal parameters’ setting from the numerical
solution of a mathematical programming problem. Then, the same struc-
ture is applied to link multiplexers of the transport network nodes, which
are supposed to possess both ATM and IP switching/routing capabili-
ties. Routing strategies at both ATM and IP levels are defined, which
are combined with the above described CAC and bandwidth allocation
scheme. The performance of the whole structure is tested by simulation.

M. Ajmone Marsan, A. Bianco (Eds.): QoS-IP 2001, LNCS 1989, pp. 33–49, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



34 Raffaele Bolla et al.

1 Introduction

Key factors for multimedia telecommunication services distribution to business
and residential customers on a large scale are the presence of a broadband access
network [1,2,3,4,5] and of an integrated high-speed transport.

In general, a similar framework can be recognized in several access networks,
where distributed multiplexing units are present, which are both geographically
dispersed (e.g., at the user premises) and hierarchically structured. With current
computing technology, such multiplexers can become intelligent devices with
decision making capabilities, which operate jointly in order to make the best
possible use of the transport capacity of the access network, while at the same
time maintaining the Quality of Service (QoS) requirements of different users
and service classes. In this respect, a first distinction can be made between QoS-
aware, connection-oriented services, and connectionless, best-effort, ones. At the
same time, whenever cell-level statistical multiplexing is present for services of
the first type, the control architecture should also reflect the multilayer hierarchy
introduced by the presence of multiple teletraffic time scales, by coping with the
problem of ensuring QoS at the cell-level also in this case (cell loss probability
and, possibly, cell transfer delay). A similar structure for service and time-scale
decoupling can be recognized also at link multiplexers within a switching node
in the transport network, be it based on IP only or on IP-over-ATM.

These features suggest the application of dynamic hierarchical control struc-
tures, similarly as in the context of hybrid TDM [6], where the admission of
calls for real-time traffic classes (or different users) is performed by indepen-
dent controllers; the latter are parameterized by the bandwidths allocated by a
common link agent, playing the role of a coordinator in the hierarchical control
scheme. This agent’s decisions are based on the (constrained) minimization of a
global cost, whose form tries to capture QoS requirements, both at the call-level
(call blocking probability) for QoS-aware, connection-oriented services, and at
the cell-level (cell loss probability) for connectionless, best-effort, ones.

In this paper, we consider a general structure of such multiplexers, loaded
with different service classes, with the goal of defining management and control
laws and algorithms of the type mentioned above in this specific context. To this
aim, we suppose to operate over an ATM access and transport structure, and to
have a mix of Continuous Bit Rate (CBR) and Variable Bit Rate (VBR) service
classes, which share a common bandwidth with Available Bit Rate (ABR) or
even Unspecified Bit Rate (UBR) ones; the latter are generated by a flow of
data packets at the network layer (e.g., IP datagrams with best-effort service).
Given the bandwidth allocated to the CBR and VBR sources, we derive the
region in the space of connections of the various classes of this type, within which
cell-level QoS is satisfied (Service Separation with Dynamic Partitions [7]): this
concept essentially decouples the problem of cell- and call-level QoS. Above this
region, the dynamics of connection-oriented, QoS-aware, traffic will be described
by Markov chains at the call level, and Call Admission Control (CAC) strategies
will be defined. On the other hand, a self-similar traffic model can be used
to characterize connectionless, best-effort, traffic (e.g., “short-lived” IP flows),
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which may be given the “residual” bandwidth over the link, possibly with a
constraint on the minimal allocation (in order to avoid TCP congestion control
to drastically reduce the throughput). We use the above models to also construct
a coordination structure, which is based on a hierarchical decomposition between
“local” admission controllers and a link bandwidth allocation controller that
plays the role of the coordinator. In the access area, this hierarchical structure
may be applied to realize a decomposition among both service classes and users.
At the transport nodes, only decomposition and coordination among the services
for each outgoing link is present.

After the introduction and analysis of this CAC and bandwidth allocation
paradigm, we also define routing strategies, both for connection-oriented, QoS-
aware traffic at the ATM call-level (including “long-lived” IP flows) and for
connectionless “short-lived” IP flows. To do so, we suppose switching nodes to
possess both IP and ATM switching capabilities; ATM VP/VC routing is used
for traffic of the first type, whereas datagrams of the second type are segmented
into cells and transferred over ATM VPs between IP routers, where the datagram
is reconstructed and routed accordingly. In particular, in the present work we
suppose to use the underlying ATM structure to ensure QoS, by only considering
best-effort IP services with a minimum assured quality. However, the concepts
used can be applied also in different scenarios, e.g., by considering IP flows
with different QoS (as in the DiffServ paradigm) over a MPLS platform, when
bandwidth allocation is performed. The definition of a similar architecture in this
environment is currently under investigation; in fact, admission and congestion
control issues in the Internet environment are among the most challenging topics
in the recent literature (see, e.g., [8,9,10]).

The paper is organized as follows. We outline our model and the cell-level
requirements in the next section. Section 3 is dedicated to the admission con-
trol level, and to the definition of the cost function of the bandwidth allocation
level. Section 4 extends the model to the case of a complete access and trans-
port network, by introducing also the proposed solution for routing. Numerical
simulation results on the performance of the overall control scheme are reported
and discussed in Section 5. Section 6 contains the conclusion.

2 Traffic Models and Service Separation

We suppose the traffic in the network to be categorized into H+1 service classes.
The first H contain either CBR or bursty VBR (on-off) sources, characterized by
statistical parameters like peak rate, average transmission rate and average burst
length, as well as by QoS requirements, like cell loss probability and cell delay.
We indicate with B(h) [cells], P (h) [bits/s], M (h) [bits/s] and b(h) = P (h)/M (h),
the average burst length, the peak bit rate, the average bit rate and the bursti-
ness, respectively, of a source of the h-th class, h = 1, . . . , H (obviously, CBR
sources are included in this description, with b(h) = 1). We let λ(h) and 1/µ(h)

represent the average arrival rate and the average duration of connections of
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class h, respectively, and ρ(h) = λ(h)/µ(h). The channel time is slotted, and a
slot carries an ATM cell.

Moreover, we suppose to have an asynchronous packet flow, which represents
the traffic generated by connectionless, best-effort, services; this flow is supposed
to originate from the superposition of a number of on-off sources, whose sojourn
time Y (expressed in “source time units”, to be defined below) in the active state
follows a Pareto distribution, i.e.,

Pr{Y = y} = cy−(α+1) 1 < α < 2, y ≥ 1 (1)

where c is the normalization constant and α is a parameter. In our setting, the
“source time unit” T is defined as the packetization delay of the above-defined
sources, i.e., the time to generate a cell at the source speed.

The Pareto distribution is well known for its “heavy-tail” property, and has
actually been used to model self-similar traffic; more specifically, the aggregation
of a large number of sources of the above mentioned type has been shown to give
rise to self-similar traffic [11]. The packets (after segmentation into ATM cells)
receive a variable rate service (ABR or even UBR). We model the queueing of
cells generated in this way as a synchronous Z/D/Casy/Q

(H+1) system, where
Z is the aggregate self-similar process (discretized over a “source time unit”),
Casy the capacity available for the connectionless traffic, and Q(H+1) [cells] is
the dimension of the buffer dedicated to it. In the following, the upper bound
on the overflow probability derived in [11] will be used.

At each ATM multiplexer, traffic class h, h = 1, . . . , H, is assigned a sep-
arate buffer of length Q(h) [cells], whose output is statistically multiplexed on
the outgoing link by a scheduler, which substantially divides the part of channel
capacity assigned to connection-oriented traffic Cco [bits/s] into “virtual” parti-
tions C(h) among the classes, whose sum amounts to Cco (service separation).
The partitions may be maintained by serving the buffer in a Weighted Round
Robin fashion, or by using a technique like Generalized Processor Sharing [12].
The overall queueing system at the cell level is depicted in Fig 1.
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Fig. 1. Cell-level multiplexing under service separation.

Connection requests are also processed on a per-class basis. Given a model
for the traffic sources of a class, the cell-level performance requirements (e.g., in
terms of average cell loss and delayed cell rate) allow to define a region in call-
space (which will be referred to as “Feasibility Region” or FR), where they are
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certainly satisfied. This region corresponds to the CAC method named “service
separation with dynamic partitions” in [7, p.147]. In a network, one such region
can be associated with each link.

Clearly, the points on the boundary of the FR correspond to the maximum
numbers of Virtual Circuit (VC) connections [N (1)

max, . . . , N
(H)
max] that are com-

patible with the given cell-level QoS constraints. We can associate each N
(h)
max

with the minimum amount of bandwidth C
(h)
min that is necessary to support that

number of connections with the given QoS guarantees.
The computation of the FR has been the object of several studies and can

be effected in different ways, either by analysis, given a model of the traffic
sources, or by simulation. Using any approach based on equivalent bandwidth
(involving, in our Service Separation context, only homogeneous sources) yields
a straightforward boundary of the FR. In any case, it is worth noting that, in the
context of the methods to be considered in the next section, the FR itself will be
just a tool to describe the CAC schemes. The specific technique to ensure QoS
satisfaction at the cell-level might be changed (always within the framework of
Service Separation), without affecting the access control general procedure.

However, to fix ideas, we refer here for the computation of the FR to the
model we have used in [13] and in previous works, where a maximum threshold
value ε(h) is set for the average cell loss rate (P (h)

loss(N (h), C(h))) and another
one (δ(h)) for the average delayed cell rate (P (h)

delay(N (h), C(h))), with N (h) ac-
cepted calls and a bandwidth C(h) assigned to traffic class h. An Interrupted
Bernoulli Process (IBP) [14] is used to model the state of a call, from which
P

(h)
loss(N (h), C(h)) and P

(h)
delay(N (h), C(h)) are derived, under a quasi-stationarity

assumption on the number of active connections, and both N
(h)
max and C

(h)
min,

h = 1, . . . , H, are computed. We remark again that, as an alternative approach,
any one based on equivalent bandwidth (e.g., [15]) could be used, yielding simi-
lar results (see [13]). Obviously, in the present case, the FR is parametrized by
the capacity Cco actually assigned to the connection-oriented traffic.

We let

NA(k) = col[N (h)
A (k), h = 1, . . . , H] (2)

where N
(h)
A (k) is the number of connections in progress at the generic instant

(slot) k for class h. The vector in (2) represents the state of the system at instant
k (the VC-profile in [7]).

3 Call Admission Control and Capacity Allocation

At this point, we are ready to consider QoS performance measures and con-
straints at the call level, having essentially decoupled this problem from the
lower level one. As in our previous work in the ATM context [13], we have
chosen to adopt admission control policies for our connection-oriented traffic
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that belong to the class of Complete Partitioning (CP) ones; such policies de-
fine a “rectangular” sub-region within the FR, by dividing the available ca-
pacity among traffic classes in a “static” way. In other words, given a point
N∗

max = col[N∗,(h)
max , h = 1, . . . , H] on the boundary of a specific FR (as defined

in the previous section), a new connection of class h at time k is accepted only
if

N
(h)
A (k) + 1 ≤ N∗,(h)

max (3)

Even with this restriction, there are several optimization criteria that can
be followed, in order to place the vertex N∗

max of the rectangular acceptance
region [13]; in the present case, an additional constraint may be added by the
requirements of the connectionless traffic. Actually, even though this traffic will
be mostly best-effort, an upper bound on the cell loss probability may be consid-
ered in the bandwidth allocation, in order to avoid some undesired effects (e.g.,
too many TCP retransmissions).

Before considering the choice of the “optimal” point Nopt
max, we may note

that the connectionless traffic can always be allocated all the bandwidth unused
by the connection-oriented classes, in a way analogous to movable boundary
schemes in TDM networks [6]. We can do this through the knowledge of the
VC-profile N

(h)
A (k), by calculating (with any valid method, as mentioned in the

previous section) the minimum bandwidth C
(h)
min(k) that is necessary to ensure

cell-level QoS to the N
(h)
A (k) connections of class h in progress. By letting

Cmin(k) =
H∑

h=1

C
(h)
min(k) (4)

we can assign (through the scheduler) the connectionless traffic the residual
bandwidth

R(k) = C − Cmin(k) (5)

where C is the total transfer capacity of the link; this assignment can last until
either a new call is accepted or a connection terminates. It can be noted that,
given the connection-oriented traffic characteristics and the bandwidth Cco glob-
ally assigned to it, the corresponding FR can be constructed off-line, and the
residual bandwidth R(k) can be determined for each of its points.

Even with the above described assignment, it is however clear that different
“static” partitions (determined by the value of Cco) may be necessary to combine
the requirements of the various classes. These will be determined by the opti-
mization procedure that leads to the choice of Nopt

max. By first setting Cco = C
and then gradually decreasing (in discrete steps) the bandwidth globally allo-
cated to connection-oriented services, we obtain a family of FRs, with decreasing
“volumes”. For each corresponding boundary S(Cco), we can compute the point
N∗

max(Cco) ∈ S(Cco) that minimizes a cost function involving the stationary call
blocking probabilities P

(h)
block(N (h)

max); owing to the service separation assumption,
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each of these probabilities can be simply expressed by the Erlang B formula [7],
where N

(h)
max is the number of servers. Among the various possibilities, we have

chosen the following cost function (named Balanced Erlang Scheme (BES) in
[13], which tends to equalize weighted blocking among the classes):

J1(Nmax) = max
h

{θ(h)P
(h)
block(N (h)

max)} (6)

If, for each service class, we also want to take into account a constraint on
the blocking probability, say

P
(h)
block(N (h)) ≤ Γ (h) h = 1, . . . , H (7)

we can modify the cost function (6) as follows. Let N̄ be the point whose coor-
dinates satisfy relations (7) with equality; then we can consider

J̃1(Nmax) =

{
τJ1(Nmax) Nmax < N̄
J1(Nmax) Nmax ≥ N̄

(8)

where τ is a constant (the larger τ , the higher the penalty for not matching
the constraint), and the inequalities involving vectors are to be interpreted as
applied to all the components.

We now turn to the definition of a cost function related to the performance
of the best-effort traffic.

Let R represent a value of capacity (expressed in slots per “source time unit”)
available for the asynchronous traffic. Moreover, let aY ≡ E{Y } = c

∑∞
1 y−a

be the mean of the Pareto distribution (1), Pover be the probability of buffer
overflow, and let λ indicate the intensity of the number of sources becoming
active at a generic instant (“source time unit”) in the aggregated process [11].

If λaY < R, then

Pover ≤ cλ

α(α − 1)(R− aY λ)
(Q(H+1))−α+1 (9)

asymptotically with Q(H+1) [11].
We can define

Ploss(R) =

{
min{ cλ

α(α−1)(R−aY λ) (Q(H+1))−α+1, 1} if R > aY λ

1 otherwise
(10)

as an approximation of the loss probability.
Given N∗

max(Cco) = arg min J̃1[Nmax(Cco)], for each value of Cco, the average
loss probability for the asynchronous, connectionless traffic can be computed as:

P̄
(H+1)
loss (N∗

max) =
∑

s∈SR(N∗
max)

Ploss(Rs)π(s) (11)

where Rs represents the residual capacity corresponding to the value s of the
VC-profile NA(k) (the system’s state) and SR(N∗

max) is the “rectangular” region
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within the FR, whose vertex on the FR’s boundary is N∗
max. With the given

CAC rule, the state of the system NA(k) is a multidimensional Markov chain
over SR(N∗

max), whose stationary distribution has been indicated by {π(s)}.
Essentially, in determining both Ploss and the stationary distribution {π(s)},

one can use the same decoupling procedure as in [6] and [16]; {π(s)} is computed
from the transition probability of the multidimensional birth-death process de-
scribing the call dynamics [6].

Equation (11) may represent a possible choice for the asynchronous traffic
cost function (and has been indeed adopted in [17,18]). A simpler alternative
may be constituted by the maximum loss probability incurred by the best-effort
traffic with a given choice of Cco (and consequently of N∗

max), namely

P
(H+1)
loss,max(Cco) = Ploss(Rco) (12)

where Rco is the number of slots per source time unit corresponding to the
bandwidth C − Cco.

In order to simplify the computational effort, in this paper we have chosen
the cost function for the best-effort traffic as

J2[Cco] = P
(H+1)
loss,max(Cco) (13)

Here, we may want to set a desired level of (rather than a strict constraint
on) the maximum cell loss that is tolerable for the connectionless service, i.e.,

P
(H+1)
loss,max(Cco) ≤ ε(H+1) (14)

We can now turn to the determination of the “globally” optimal point Nopt
max

that minimizes an overall cost function, to be defined. Among a few possible
choices (see [18] for a different one), we have found that the following allows to
obtain the most straightforward control over the desired tradeoff between the
two traffic types; specifically, we have chosen

Nopt
max = arg min

Cco

{max{J̃1[N∗
max(Cco)], σJ2[Cco]} (15)

where σ is a weighting coefficient. The above form of the overall link cost tends
to equalize the two values at the minimum point; in any case, their relative
importance is weighted by the parameter σ, whose choice can take into account
the “desired” upper bound in (14).

All calculations related to the FRs only depend on the cell-level parameters,
i.e., on the statistical characteristics of the sources, which determine their catego-
rization into specific classes, but not on the call-level ones (e.g., offered load); for
a given classification, all the FRs can be computed off-line. The same would be
possible for the optimization we have described, if the offered load of each traffic
class remained constant: actually, this is the situation that was considered in the
numerical examples reported in [17], [18], where some instances of the feasibility
regions and of the corresponding optimal points have been derived. However,
slow variations in the offered load of some class could be followed by an on-line
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application of the algorithm, possibly by adopting some simplified numerical
procedure, along the same lines as in [6]. Such on-line bandwidth reallocation
will be applied in conjunction with the routing strategy, in the network-wide
control architecture described in the following section.

It is also worth noting that the case considered in this paper is limited to
the inter-class bandwidth allocation, where a service class gathers the flows gen-
erated by multiple users; a similar optimization procedure can be extended to
include explicitly the service provision to individual users (or user aggregations)
at the access nodes, and can distinguish explicitly the downlink and uplink di-
rections. This requires a further (third) level of coordination, which allocates the
corresponding bandwidth shares, according to a new overall link cost function.
This problem has been touched in [19], with respect to an ATM-Passive Optical
Network (ATM-PON) model [5] and is also the subject of further investigation.

4 Combining CAC, Bandwidth Allocation, and Routing

As we mentioned, the CAC and bandwidth allocation technique previously in-
troduced can be applied not only at the network access multiplexers, but also
within each node. More specifically, we suppose to have a controller of this kind
for each output link of the switching node. However, we need now to combine
their actions with those of the routing strategies. We have taken into account
the Distributed Least Congested Path (DLCP) algorithm [19], [20] for routing of
incoming calls at set-up time, and a minimum hop routing for the asynchronous
traffic. The two algorithms work jointly with distributed bandwidth allocators,
one for each link at each network node, operating as adaptive controllers, whose
aim is to adjust the bandwidth sharing among traffic classes, to absorb possible
variations in the traffic flows caused by the routing decisions.

The DLCP routing works as follows. At connection set-up, a call request
packet is forwarded, hop by hop, from node to node. At each node traversed, the
call request of a certain class is first assigned a subset of outgoing links towards
the destination, upon which the resources necessary to maintain the required
level of QoS are available; then, a routing decision is taken among these links,
by choosing the least “cost” one.

The cost of the link is formed by two different terms: the first one states the
actual (local) link congestion; the second one takes into account, in the same way,
an aggregate (global) congestion measure of the successors of the link. A node i
chooses the link to which to forward a class h connection request, by minimizing
(over the subset of outgoing links ij that lead toward the destination required)
the quantity

c
(h)
ij (k, s) = c

(h)
ij,L(k) + ξjc

(h)
j (s) (16)

where c
(h)
ij,L(k) is the actual link congestion and c

(h)
j (s) is the aggregate measure

of node j and its successors, measured at time s < k and communicated to
the node; ξj ∈ [0, 1] is a weighting coefficient, used to balance the influence of
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the local and aggregate cost. For the local congestion of link ij, we choose the
following form:

c
(h)
ij,L(k) =

1

N
(h)
ij,max(k) −N

(h)
ij,A(k) + 1

(17)

where N
(h)
ij,max(k) and N

(h)
ij,A(k) correspond to the same quantities defined in

sections 2 and 3 above, indexed by the link indices, having dropped the ∗ symbol
where present.

The aggregate cost of node j is formed by two terms

c
(h)
j (s) = c

(h)
j,L(s) + ζjc

(h)
j,A(s) (18)

where ζj is a weighting coefficient, c(h)
j,L(s) represents the average situation of the

node with respect to the congestion state of its links, and c
(h)
j,A(s) is an aggregate

information on the average congestion of its adjacent nodes. More specifically,
we define

c
(h)
j,L(s) =

1
Lj

∑
k∈Succ(j)

c
(h)
jk,L(s) (19)

c
(h)
j,A(s) =

1
Lj

∑
k∈Succ(j)

c
(h)
k (s) (20)

Succ(j) being the set of nodes that are successors of node j, and Lj its cardi-
nality. The aggregate costs are exchanged periodically among adjacent nodes.

The strategy applied to route the data flows should try to avoid oscillatory
phenomena due to the dynamic interaction of routing and reallocation algo-
rithms. The most straightforward way to achieve this is to use a shortest path
algorithm, with a metric that is not time varying (e.g., based on the minimum
number of hops), and let the reallocation procedure ensure enough bandwidth
over the links by driving connection-oriented traffic in other directions, if nec-
essary. We have actually used this approach in deriving the simulation results
below. Obviously, other routing metrics for the data flows may be adopted.
Among these, one might be constituted by the mean residual capacity of each
link left by the calls; this is indeed dependent on the (controlled) behavior of
the QoS-aware traffic classes, but should be “smoother” than the instantaneous
residual capacity (even though it requires a new route computation each time the
mean residual bandwidth changes, which occurs either when the traffic intensity
of the calls varies, or the bandwidth allocation changes the value N

(h)
ij,max(k)).

Still another possibility is to adopt a metric based on the minimum capacity
reserved for best-effort traffic (C − Cco). In this case, the metric remains any-
way constant between bandwidth reallocation instants and its computation is
simpler.
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In all cases, the routing technique works together with the CAC and band-
width allocation, through of the term N

(h)
ij,max(k) that is chosen by the latter

according to the previously stated scheme: N (h)
ij,max(k) = N

(h),opt
ij,max , adopting, for

example, the constrained BES algorithm. It must be noted that now the traffic
intensities (of both calls and data), viewed at the input of the links used by
the algorithm, are strictly dependent from the routing decisions. In practice,
this means that they must be estimated over a time window; the corresponding
partitions must be recomputed either when the estimates fall outside a given
range around the value that was previously used for the bandwidth allocation,
or periodically at fixed time intervals.

5 Numerical Results

Stability, fairness and efficiency of the above described reallocation and routing
algorithms have been investigated by simulation, under a range of different load
conditions.

A list of default test parameters follows; unless otherwise stated, the values
indicated are adopted in the simulation runs.

– Connection-oriented traffic characteristics (2 classes have been used) are in-
dicated in Table 1.

Class 1 Class 2
Peak rate [Mbits/s] 0.0640 10
Average rate [Mbits/s] 0.0256 2
Maximum delay [µs] 1000 1000
Buffer length [cells] 100 100
Maximum cell loss rate 10e-6 10e-4
Maximum delayed cell rate 10e-5 10e-4
Mean call duration [s] 180 480
Call arrival rate [s−1] 30 0.077

Table 1. QoS-aware traffic classes characteristics.

– The best-effort traffic class is characterized as an aggregate flow having an
average rate of 150 Mbits/s, and a Pareto coefficient α = 1.4.

– The network has the topology depicted in Fig. 2, where the transport capac-
ity of each link is 150 Mbits/s.

– The successors’ cost weighting parameter over the local link cost is taken as
ξj = 0.5 for every link j.

– The successors’ cost weighting parameter over the downstream aggregate
cost is also taken as ζj = 0.5 for every link j.

– The reallocation frequency, if periodic reallocation is assumed, is one reallo-
cation every 100 s.
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a

b

source

e

d

f
c

destination

Fig. 2. The test network topology.

– The window size used to estimate the load over every link is set at 200 s.
– The network load L represents a scaling factor applied both to the call arrival

rate stated before, and to the average rate of the data flow. With L = 1 the
load in Erlangs generated by connection-oriented traffic is 5400 Erlangs for
class 1 and 37 Erlangs for class 2.

– The constraints (7) have not been enforced, i.e. J̃1 = J1.
– The aggregate cost information exchange interval is 1 s.
– All the weighting coefficients θ(h) in (6) have been taken equal to 1.

For what concerns DLCP routing, no preassigned path has been planned,
but an algorithm avoids links that would cause loops or that would increase the
number of hops towards the destination with respect to the minimum number
required from the node where the decision is taken.

The data flows have not been modeled with a “single-cell” granularity (i.e.,
at the cell level), but a mapping has been estimated between the average load
served by a given link capacity (namely, the residual link capacity) and the
resulting loss rate of the data cells, in order to render simulations feasible, by
generating events only at the call time scale. Rather than applying again the
approximation given by (9), (10) to evaluate the loss rate, we have preferred
to run a number of independent simulations “off-line”, at different values of
normalized offered load, and to use their results in the definition of the mapping.
During the simulation runs at the call-level in the network, the response to load
values not in the mapping table is obtained by interpolation. This choice has
been preferred, because it results in a smaller error than that given by the upper
bound. Actually, the use of the latter can be justified in the definition of the cost
function for the allocation, where an analytical expression is more handy, and
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a characterization of the loss behavior can be sufficient for control purpose; on
the other hand, the loss rate is necessary at this stage in order to derive the real
data flows at a nodes’ output, which we would like to be known with as much
accuracy as possible (in principle, with the same accuracy that would be given
by direct measurement, i.e., by running the whole network simulation at the cell
scale).

Two kinds of results have been investigated, relating to the dynamic and
“average” behavior of the controlled system. The first one shows the behavior of
the joint routing and allocation strategies, by displaying the allocation results for
the two QoS-aware traffic classes on the input and output links of the network
during the simulation time. The second one aims at showing the fair and efficient
operation of the strategy, by displaying the average values of the blocking rate
of the calls and of the loss rate of the data flow, for various network load values.
Each point is obtained by averaging over the events occurred in a time window
of 7000 s, having dropped the first 3000 s of simulation, in order to eliminate
the effects of initial transients.

Fig. 3 reports the results of the bandwidth allocation over time, for the two
connection-oriented traffic classes over the three input links of the test network,
for a load L = 0.7 and a weighting coefficient σ = 5000. For the same parameter
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Fig. 3. Allocation for traffic class 1 and 2 over the three input links.

values, Fig. 4 shows the allocation over the three output links (d, e, f). It is worth
noting that the latter is directly influenced by all the routing decisions (and
indirectly by the bandwidth allocations over the previous links). The behavior
is relatively steady. In particular, oscillations that may occur, due to statistical
fluctuations, are readily compensated. The behavior of the allocation depends
on the joint effect of bandwidth allocation, CAC, and routing. In the particular
case under consideration the two connection oriented classes are almost uniquely
assigned to different “initial” and “final” links, rather than being distributed
among them. The link that is almost unused by these traffic types, is mostly
dedicated to the best-effort one. In any case, the goal of the joint control effort is
to achieve the desired balance between various performance indices (call blocking
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for the two connection-oriented classes and data loss probability for the best-
effort one).
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Fig. 4. Allocation for traffic class 1 and 2 over the three output links.

Fig. 5 shows the overall average blocking probability and the loss probability
seen by the destination, estimated over 10000 s simulation runs (by dropping the
first 3000 s). The 95% confidence intervals are also displayed. The two plots refer
to the situation of synchronous and asynchronous reallocation, respectively. As
expected, the latter yields slightly larger call blocking and data loss values, but
still very low for loads below saturation.
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Fig. 5. Average block and loss rate with synchronous and asynchronous reallo-
cation.

The effect of different values of the weighting coefficient σ, used in equa-
tion (15), is shown in fig. 6. Values of σ in the order of 10000 practically equalize
the blocking and loss probabilities.
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Fig. 6. Blocking and loss probability vs. coefficient σ.

6 Conclusions

We have introduced and analyzed a control scheme operating with ATM and IP
over ATM service classes. The presence of multiple classes with possibly conflict-
ing requirements has been taken into account and a joint strategy for resource
(bandwidth) allocation and call admission control has been defined for each
link in the network. The hierarchical control approach we have followed decou-
ples cell- and call-level requirements and makes use of service separation with
optimized and adaptive bandwidth partitioning. In particular, the presence of
connectionless, best-effort, traffic with self-similar properties has been explicitly
incorporated in the model. The operation of the resulting control architecture
has been integrated with that of a distributed routing algorithm. The latter is ac-
tually composed of two related modules, dedicated to QoS-aware and best-effort
flows, respectively. The global behavior of the whole integrated control system
has been tested by simulation. In general, the resource allocation results in an
adaptive flexible strategy, with a reasonable degree of stability. Moreover, the
reallocation procedure can be implemented asynchronously by the links, with
a very limited decrease in performance, with respect to periodic synchronous
updates. Further work is being done to investigate the effect of cooperative re-
allocation strategies, where the link controllers share some information on their
respective states.

Acknowledgment

This work was supported by the Italian Ministry of the University and Scientific
and Technological Research (MURST), under the national Research Program on
Techniques for QoS Guarantees in Multiservice Telecommunication Networks.



48 Raffaele Bolla et al.

References

1. C.-J.L. van Driel, P.A.M. van Grinsven, V. Pronk, W.A.M. Snijders, “The
(R)evolution of access networks for the Information Superhighway”, IEEE Com-
mun. Mag., vol. 35, no. 6, pp. 104-112, June 1997.

2. V.K. Bhagavath, “Open technical issues in provisioning high-speed interactive
data services over residential access networks”, IEEE Network Mag., vol. 11, no.
1, pp. 10-12, Jan./Feb. 1997.

3. D. Faulkner, R. Mistry, T. Rowbotham, K. Okada, W. Warzanskyj, A. Zylber-
sztejn, Y. Picaud, “The Full Services Access Networks initiative”, IEEE Commun.
Mag., vol. 35, no. 4, pp. 58-68, April 1997.

4. I. Van de Voorde, G. Van der Plas, “Full Service Optical Access Networks: ATM
transport on passive optical networks”, IEEE Commun. Mag., vol. 35, no. 4, pp.
70-75, April 1997.

5. Full Services Access Network Requirements Specification, J.A. Quayle, Ed., Issue
1, 1998, (http://www.labs.bt.com/profsoc/access/index.htm).

6. R. Bolla, F. Davoli, “Control of multirate synchronous streams in hybrid TDM
access networks”, IEEE/ACM Trans. on Networking, vol. 5, no. 2, pp. 291-304,
April 1997.

7. K.W. Ross, Multiservice Loss Models for Broadband Telecommunication Networks,
Springer Verlag, London, UK, 1995.

8. R.J. Gibbens, F.P. Kelly, “Distributed connection acceptance control for a con-
nectionless network”, Proc. Internat. Teletraffic Congress 16, 1999, pp. 941-952.

9. R.J. Gibbens, F.P. Kelly, “Resource pricing and the evolution of congestion con-
trol”, Automatica, vol. 35, pp. 1969-1985, 1999.

10. S. Jamin, S. Shenker, “Measurement-based admission control algorithms for
controlled-load service: a structural examination”, University of Michigan, 1997,
Technical Report, CSE-TR-333-97.

11. B. Tsybakov, N.D. Georganas, “Overflow probability in an ATM queue with self-
similar input traffic”, Proc. IEEE Internat. Conf. Commun. (ICC’97), Montreal,
Canada, 1997.

12. A.K. Parekh, R.G. Gallager, “A generalized processor sharing approach to flow
control in integrated services networks: The single node case”, IEEE/ACM Trans.
Networking, vol. 1, pp. 344-357, 1993.

13. R. Bolla, F. Davoli, M. Marchese, “Bandwidth allocation and admission control
in ATM networks with service separation”, IEEE Commun. Mag., vol. 35, no. 5,
pp. 130-137, May 1997.

14. J.P. Cosmas, G.H. Petit, R. Lehnert, C. Blondia, K. Kontovassilis, O. Casals, T.
Theimer, “A review of voice, data and video traffic models for ATM”, Europ.
Trans. Telecommun., vol. 5, no. 2, pp. 11-26, March-April 1994.
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Abstract. In the context of Diffserv networks some services should be charac-
terized by end-to-end quantitative QoS guarantees. In order to provide such
guarantees to single flows (or flow aggregates), the end-to-end analysis of delay
and loss performance in a Diffserv domain is needed. The impact of jitter
should be considered in the performance analysis at the successive nodes along
the path of a flow (flow aggregate). Worst-case analysis is a solution to provide
deterministic quantitative guarantees, at the price of very low efficiency. As an
alternative this paper proposes a probabilistic approach, aimed at providing sta-
tistical quantitative guarantees and achieve higher efficiency. The proposed
analytical approach is based on the insertion of a discarding device before the
FIFO queue, called �dropper�. The purpose of the dropper is to avoid the analy-
sis of the congestion at the burst level in the queue, allowing for the application
of an analytical result derived for packet scale conflicts in the modulated
ND/D/1 queue. Simulations are presented that validate the analytical bound. Fi-
nally numerical results are provided to evaluate the efficiency of the bound in
an admission control scheme.

1   Introduction

Providing QoS guarantees in a packet switched network means also to be able to keep
the end-to-end loss level below a target value. In order to do that, a method is essential
to evaluate the loss probability at any network node, or at least to provide an upper
bound for it, given a certain characterization of the traffic mix feeding the network. On
the basis of such a method, one can build an Admission Control mechanism, central-
ized or distributed, able to ensure that the end-to-end loss probability along any ge-
neric path does not exceed the admissible value.

One major problem when dealing with performance analysis in multistage networks
is to take into account the effect of jitter. As the traffic flow originated by the generic
i�th source crosses several nodes (i.e. multiplexer) through the network, let fi

k repre-
sent the arrival process relevant to this flow at the k-th node along his path. If the
sources are directly connected to the network fi

1 characterizes the original i-th source
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flow. In general the arrival process fi
k (k>1) has different characteristics from fi

1, be-
cause of the jitter introduced by the previous k-1 multiplexing processes. In the litera-
ture many methods are proposed to analyze the multiplexing performances in different
cases depending on the characterization of the flows sources, i.e. fi

1 in our notation.
Such methods can only be applied to the nodes located at the edge of the network, i.e.
before any jitter is introduced onto the flows. The problem of performance analysis in
the internal nodes, or equivalently the problem of accounting for the effect of jitter, is
faced in the literature in the following ways:
− the problem is neglected basing on the conjecture of �negligible jitter�[1];
− the effect of jitter is taken into account in a deterministic worst-case fashion [4] [5]

[6].
The first approach can be applied only in a restricted class of cases, i.e. when the

involved delays are �small� (compared to a poissonian scenario of equivalent inten-
sity). The second approach, though extensively addressed in recent papers, in general
leads to very low efficiency. In particular it has been shown ([4][5][6]) that the deter-
ministic worst-case �explodes� when the number of multiplexing stages increases,
accordingly the achievable efficiency diminishes dramatically.

In this paper an alternative approach is proposed, where the effect of jitter, assumed
as non-negligible, is taken into account looking for statistical guarantees instead of
deterministic worst case guarantees. The approach is mainly based on an analytical
result obtained in [1] and [2] for the modulated N⋅D/D/1 queue and successive ma-
nipulation given in [3]. The basic idea is to reduce to the analysis of the per-flow arri-
val patterns in a sliding time window of opportune length: in the internal of such a
window the effect of conflicts on the queue state can be evaluated by means of the
above mentioned analytical result. The effect of jitter is taken into account in terms of
the maximum packet clumping, which has an impact on the maximum number of arri-
vals in the considered time window. The effect of conflicts at a time scale larger than
the considered window is accounted for by means of a discarding device, called
�dropper�, which is inserted before the queue. Its function is to filter such large-time-
scale conflicts thus isolating the conflicts inside the considered time window. Because
of the presence of the dropper the overall multiplexer system is non-work-conserving,
therefore it can be assumed that the upper bound to loss probability derived for such a
system works for the simple FIFO queue multiplexer too. In this sense the dropper is
to be considered simply as a �virtual� device which allows for the analytical deriva-
tion of the bound.

The rest of the paper is organized as follows: In section 2 the complete analytical
approach is presented. In section 3 the results are compared with simulations. Section
4 discusses the application to a sample case study. Finally conclusions are discussed in
section 0 along with some directions for further study.
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2   The Analytical Approach

2.1   The Model

Consider the multiplexer model of Fig. 1. It represents a generic network node (multi-
plexer) Ω in the network. Before reaching node Ω, the traffic flow originated by the
generic i-th source, denoted by fi,s, crosses a certain number of previous multiplexing
stages which introduce a variable queuing delay (jitter), whose cumulated maximum
value will be denoted by ∆i. The number of different flows entering the node is I. The
arrival process at node Ω relevant to i-th source will be denoted by fi.

...

1

2

I

C
B

...

∆1

∆2

∆I

fi,s fi

f1,s

f2,s

∆i

Ω

Fig. 1. Network Node Model.

In Fig. 1 C and B are the output link capacity (bit/s) time and the buffer size (bits)
respectively. τ=L/C will denote the packet service time. The generic source flow fi,s is
assumed to be an on/off process, with constant emission rate during the on state and
general distribution of active period duration. Fixed packet size is assumed. For fi,s we
assume to know:
− Ti,s: the minimum inter-departure time during the active periods;
− siT , : the average inter-departure time in the long term.

The parameters Ti,s and siT ,  equal the inverse of the peak and average packet rates

respectively. Given that ∆i is known (it trivially equals the sum of the queues depletion
times along the path from the i-th source to node Ω), one can compute the minimum
interarrival time for the process fi:

( )inisii CLTT /,max , ∆−= (1)
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wherein Cin denotes the capacity of the input line to Ω. The average interarrival time
for the process is substantially preserved along the flow path, i.e. sii TT ,≅ , as the
average packet rate is affected exclusively by the loss events, whose probability
should be kept small (typically not larger than 10-4). One important parameter of the
aggregate arrival process to Ω is the minimum interarrival time between consecutive
packets of the same flow, which will denoted by D = mini{Ti}. Another parameter of
interest is the maximum number of arrivals to node Ω in a generic interval of duration
W from flow fi, denoted by Ai(W): it can be easily computed from the source parameter
Ti,s (and eventually from the maximum burst size in case of sources constrained by a
Token Bucket (b,p,r)) and the maximum cumulated queuing delay ∆i. As an example,
here we give the expressions of Ai(W) for a generic on/off source with unlimited
maximum burst size (e.g. markovian on/off):

( ) { } ( ) iiiii TWWTkkWA ∆+=<∆−⋅= :max (2)

and for an extremal on/off token-bucket-constrained source for the case W<bp/(p-r)r:

( ) ( ) { }LMBSTWWA iii /,min ∆+= (3)

In the rest of the paper our aim will be to find an upper bound for the loss prob-
abilities πi (i=1,..I) and πtot  defined as follows:
− πi is the per-flow loss probability for the generic flow fi, i.e. the probability that the

system can not accommodate a new packet at time t conditioned to an arrival at
time t from the i-th flow.

− πtot is the loss probability at node Ω for the aggregate πtot as a whole, i.e. the prob-
ability that the system can not accommodate a new packet at time t conditioned to
an arrival at time t (without distinguishing the flow originating the arrival).
In general πtot equals the average of the {πi} weighted over the flow average rates

Ri, formally (R = ΣiRi):

R

R
I

i
ii

tot

∑
=

⋅
= 1

π
π

(4)

2.2   Case I: Direct Analysis

Under the following condition, which relates the number of different flows with the
minimum interarrival time:

I ≤ D/τ = mini{Ti}/τ (5)

the formula derived in [1 pp. 397÷404] and [2] for the modulated N⋅D/D/1 queue can
be directly applied to derive the following upper bound for the generic πi for the sys-
tem under study (with a finite buffer of size B and output capacity C):
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wherein QN
D,τ(x) is the probability of having an amount of backlog larger than x⋅C in

an infinite buffer at the generic instant t given the number of arrivals in [t-D,t) is N:
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wherein τ = L / C is the packet service time and PD(N) is the probability to collect N
arrivals in [t-D,t). Denoting by gD,i(k) the probability of k arrivals from flow fi in [t-
D,t), PD(N) is given by the convolution of the single gD,i(k) as the flows are independ-
ent, formally:

PD(N) = conv{gD,i(k), i=1,..I} (8)

As D is smaller than Ti, the generic gD,i(k) is defined only in k∈  {0,1}, precisely:

( )









=−

=

=
otherwise0

0/1

1/

, kTD

kTD

kg i

i

iD

(9)

Unfortunately, condition (5) is quite restrictive, so that the bound (6) is not appli-
cable in a wide range of cases of practical interest. The scope of the following section
is to derive an upper bound for the cases where condition (5) is not met.

It is useful to point out that the queue analysis found in [1] and [2] which led to
bound (6) is based on the following properties of the overall arrival process with ref-
erence to a generic interval θD of duration D:

i. at most one arrival from each flow in θD;
ii. the arrivals are randomly distributed in θD;
iii. the maximum number of arrivals in θD is not larger than the number of packets

that can be served in the same interval.
Note that:
- property i) derives from the definition of D;
- property ii) derives from i) and from the independence of the flows;
- property iii) derives from i) and (5).
Finally, from (4) it derives that the right-hand term of (6) is also an upper bound for

the aggregate loss probability πtot.

2.3   Case II: The Analysis in Presence of a Dropper with Short Dropping
Window

Condition (5) can heavily limit the number of flows that can be multiplexed. Condi-
tion (5) implicitly implies that D > τ. Now we face the case where for the input traffic
aggregate the condition D > τ still holds but the number of multiplexed flows is larger



56           Marco Listanti, Fabio Ricciato, and Stefano Salsano

than D/τ, i.e. condition (5) is not met. In this case, by inserting a device called drop-
perW before the FIFO queue, we can refer to the system in Fig. 2, denoted by S(W,{fi}).

...

f1

f2

fI

C
B

D
ro

pp
er
W

Fig. 2. The system S(W,{fi}).

The dropperW admits a packet arriving at time t if and only if the number of packets
admitted in [t-W,t) is smaller than W/τ-1, otherwise it discards the packet. The dura-
tion of the dropping window is indicated as a subscript in �dropperW� to stress that
such a parameter characterizes the device. Under the following condition:

W ≤ D = mini{Ti} (10)

the following single upper bound can be given for the generic πi (i =1,..I) in the sys-
tem S(W,{fi})|W≤D:

( ) ( ) ( )∑∑
=

−

= =
+⋅≤

I

NN
W

N

N CBx
N

WWi
d

d

NPxQNP
1

0 /,τπ
(11)

wherein  τ/WNd =  while PW(N) and QN
W,τ(x) are given by equations (7) through

(9) by substituting W to D. This result is equivalent to that found in [3]. Demonstration
of (11) is given in Appendix A. Substantially, the first and second terms in (11) ac-
count for the loss probability at the queue and at the dropperW respectively. It can be
seen that the term relevant to the loss due to the queue is similar to (6). In facts the
queue analysis for the two cases is substantially the same, as also in case II the arrival
process to the queue holds the same properties i) through iii) defined above with ref-
erence to a generic interval θW of duration W. As a difference with the case I, in case II
property iii) is a consequence of the dropper action - rather than of condition (5). It
should be clear that the presence of the dropperW along with condition (10) have re-
placed condition (5). Finally, it can be noted that when W = D ≥ I⋅τ the bounds (11)
and (6) are equivalent.

The meaning of the presence of dropperW will be discussed in section 2.5.
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2.4   Case III: The Analysis in Presence of a Dropper with Long Dropping
Window

The aim of this section is to provide an upper bound for the loss probability in the
system of Fig. 2 (i.e. in presence of the dropperW) in case condition (10) is not met, i.e.
the dropping window length is longer than D = mini{Ti}. This system will be denoted
by S(W,{fi})|W>D: In this case it is not possible in general to identify any reference
interval for which the above mentioned properties i) and ii) hold. In facts in any time
window θW of duration W it is possible to collect more than one arrival from the same
j-th flow, provided that Tj < W. That has the following consequences:

a) the distribution gW,j(k) of the number of arrivals from the j-th flow in the generic
interval [t-W,t) is unknown; in facts in general gW,j(k) >0 also outside the set k
∈  {0,1}, then from E{gW,j(k)} only is not possible to univocally identify gW,j(k)
for any k.

b) the arrivals in the generic interval [t-W,t) are not uniformly distributed, as the
epochs of arrivals from the same flow are not independent.

From a) it derives that the distribution PW(N) of the arrivals in [t-W,t) can not be
computed, while from b) it derives that the expression (7) for QN

W,τ(x) can not be
applied. In order to find an upper bound for the generic πi in S(W,{fi})|W>D, we will
build a virtual scenario Si

* such that:
- in Si

* the per-flow loss probability for i-th flow πi
* can be analytically upper

bounded;
- Si

* is �worse� than S(W,{fi})|W>D in terms of the per-flow loss probability for i-th
flow i.e. πi ≤ πi

*.
In this strategy, building up a �worse� system Si

* is somewhat critical: roughly, our
proposal is to consider Si

* to be derived from S(W,{fi})|W>D by substituting a �worse�
flow fj

* to each actual flow fj (1≤j≤I, j ≠ i), and assuming a �worst case� arrival pattern
for fi in [t-W,t). Denote by mj (1≤j≤I) the maximum number of arrivals that can be
collected in [t-W,t) from flow fj, and by M = maxj{mj}. When focusing on the loss
probability πi for a packet arriving at epoch t from flow fi we will build the worse
system Si

* in the following way:
1. replace each flow fj (1≤j≤I, j ≠ i) with a �worse� flow fj

*(M) with the same aver-
age rate in the long term but for which arrivals occur only in batches of size M
packets (it is equivalent to assume packets of fixed size M⋅L)

2. similarly, replace flow fi with a �worse� flow fi
*(mi) with the same average rate

but for which arrivals occur in batches of size mi.
The system Si

* can be ideally realized in the way depicted in Fig. 3: before entering
the multiplexer, each packet flow passes a �re-packing� stage, of parameter M for fj

(1≤j≤I, j ≠ i) and mi for fi. The �re-packing� stage of size k (k positive integer) has the
function to gather the packets of a single flow in batches of size k: it buffers the input
packets until it collects k ones, then sends them consecutively in a single batch. As k ≥
1, the �re-packing� stage concentrates the activity periods of the flows. Considering
that the single packet flows are randomly phased, in the average the system Si

* will
present loss probabilities greater than S(W,{fi})|W>D, in other words it is statistically
�worse� in terms of loss. System Si

* is similar to the system considered in section 2.3
(case II) as all the batch arrivals in [t-W,t) belong to different flows, thus are inde-
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pendent. Our approach will be to consider each batch of M arrivals as the arrival of a
single packet with service time τ⋅M in order to apply (7).

... C

fi

fj (j≠  i)

... C

fi

fj (j≠  i)

...

fi
*

M

M

mi

fj
*

M
U

X
M

U
X

{ }( ) DWifWS >|, System

* System iS

Fig. 3. System with batch arrivals.

Let�s cluster the set of flows fj according to the values of mi, by defining the h-class
Fh (1 ≤ h ≤ M) as the set of flows for which mi = h, i.e. Fh={fi: mi=h}. Following an
approach similar to (11), for any flow of class Fh the following bound can be derived:
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wherein ( ) MhNN d
M
d /−= +1 and

P*
W(k) = conv{g*

W,j(k), j=1,..I} (13)
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Demonstration is given in appendix B. Note that (12) includes (11) as a particular case
when M = 1. Similarly to (11) the first and second terms in (12) account for the loss at
the queue and at the dropperW respectively. The multiplicity of bounds expressed by
(12) is equal to the number of different classes. Our aim is now to derive a single
bound for the loss probability πtot relevant to the input aggregate as a whole. Having in
mind equation (4) the following bounds can be derived from (12):
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1. averaging (12):

( )

R

hR
Hh

Wh

tot

∑
∈

Π⋅
≤π

(15)

wherein Rh represents the sum of the mean rates for all the flows in the class Fh and H
represents the set of values for h.
2. finding the maximum of (12):

( )( ) ( ) MhWW
Hh

tot hh =∈
Π=Π≤ maxπ (16)

The bound (15) is tighter than (16), although the last one is more immediate to
compute. Note that for the homogeneous scenario where only one class is present (mi

= M ∀ i) the two bounds are equivalent.

2.5   Implementation Aspects

As the right-hand term in (6) is not dependent on i, it can be shown that it is an upper
bound for the aggregate loss probability πtot as well as for each single πi (i=1,..I). The
same applies to bound (11). Thus, for the cases I and II upper bounds for πtot are
available. Additionally, (15) and (16) provide bounds for πtot for the case III. So far
we have explored the cases II and III by assuming that a dropper acting on a time
window of length W were present before the queue (Fig. 4b).
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Fig. 4. Reference systems.

It must be noted that the multiplexing system of Fig. 4b is not work-conserving be-
cause of the presence of the dropperW. As a consequence, the aggregate loss for such a
multiplexer fed with a input traffic mix {fi}, denoted by πtot

(b), can not be smaller than
the aggregate loss for a multiplexer simply constituted by the FIFO queue (Fig. 4a) fed
with the same input traffic mix, denoted by πtot

(a). Formally:

πtot
(a) ≤ πtot

(b) (17)

As a consequence, all the bounds for the aggregate loss found above for the cases II
and III in presence of a dropperW work also for the simple FIFO queue scheme. Un-
fortunately, the same does not apply for the single per flow loss, i.e. in general one can
not be sure that πi

(a) ≤ πi
(b) ∀ i.
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In a real scenario, one can choose not to implement the dropper device: it only acts
as a �virtual device� useful to derive the bounds for the aggregate loss probability. In
this context the duration W of the dropper window could be arbitrarily chosen in order
to minimize the bound to the loss probability. In particular, given D = mini{Ti} if I ≤ D
(i.e. condition (5) holds), (6) can be used to evaluate the bound to the loss probability
and there is no need to use the dropper and to optimize W. Conversely, if I > D one
should optimize the choice of W to obtain the tightest upper bound. The effect of
choosing different values of W is depicted in Fig. 5. This figure plots the bound to the
loss probability evaluated using (12). The two components of the bound relevant to
the dropper and to the queue are represented. The bound is evaluated for a homogene-
ous scenario where a set of 120 sources is multiplexed at a generic stage (parameters
are shown in Tab. 1), and the cumulative maximum delay which has been encountered
by each source is ∆=50 ms. For this case Ti,s = 72 ms, while D = mini{Ti} = Ti,s - ∆ =
22 ms. Increasing W, the discontinuities in the curve occur when the maximum number
of arrivals m that can be collected in the window of duration W increases. The mini-
mum bound of the loss probability is achieved for W≅ 94 ms.

Analytical Bound for the Loss Pr.
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Fig. 5. Analytical bound vs. W (∆=50 ms).

As an alternative to the approach of considering the dropperW as a virtual device,
one can choose to actually implement it in the multiplexer. The cons are that for each
dropper the dropping window duration, i.e. the parameter W, must be somehow man-
aged, either statically or dynamically according to the mix of input flows. The pros of
such a choice is that the bounds found previously for the per flow loss probabilities
can be exploited to guarantee a target maximum loss to the single flows rather than
simply to the aggregate as a whole. This would be a major advantage from a theoreti-
cal point of view, although in practice it is often sufficient to be able to control the
aggregate loss.
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3   Simulations and Numerical Results

Simulations have been run in order to validate the upper bounds provided above. Here
for sake of simplicity we present exclusively the results relevant to the bound of case
III (eq. (12)). Further simulations relevant to case II are available in [3].
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Fig. 6. Simulation scenario

The simulation scenario consists of a linear chain of identical multiplexing stages
with the same output capacity and buffer size (see Tab. 1). A set of identical and inde-
pendent packet sources with is attached directly to the 1st multiplexing stage. Before
entering the k+1 (k=1,2..) multiplexing stage, the flows are scrambled in order to
eliminate the correlation in time introduced by the previous k stages: a fixed delay i⋅λ
is added to the packets of the generic i-th flow, with λ large compared to the average
burst duration. This way the flows in input to the generic multiplexing stage k present
identical statistical properties as i) were originated by identical sources and ii) experi-
enced identical jitter processes as passed through the same previous multiplexing
processes. This simulation technique was also used in [7].

Table 1. Simulation parameters

Link capacity C = 5 Mb/s Peak rate P = 64 Kb/s
Buffer size B = 10⋅L Activity a = 0.4
Packet size L = 576bytes Ton = 1.2 sec, Toff = 1.8 sec

Two kinds of on/off sources were considered (parameters are shown in Tab. 1):
- Markovian sources: with average duration of active and idle period Ton and Toff

respectively;
- Extremal TB sources: with active and idle periods of fixed duration Ton and Toff

respectively: such sources are representative of extremal on/off sources con-
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strained by a token bucket with parameters p = 64 Kb/s, r = 25.6 Kb/s, b = 5760
bytes.

All the simulations confirmed that the empirical loss stays below the analytical
bound at each multiplexing stage. For sake of simplicity only the curves relevant to 3rd

multiplexing stage in the case of the Extremal TB sources are presented. Two sets of
simulations have been run: in the first set the dropperW device was actually imple-
mented at each stage, i.e. the multiplexer scheme was that of Fig. 4b. The dropping
window duration was set at W = 84 ms, which resulted in a value of mi = 2 ∀ i at the 3rd

stage, as can be derived from eq (3) considering that the maximum queuing delay
introduced by the two previous multiplexing stages is ∆ = ∆i = 18.4 ms ∀ i and the
minimum inter-departure time is T = Ti = 72 ms ∀ i. Fig. 7 shows the empirical per-
centage of packet lost in the whole multiplexer with the analytical bound given by (12)
(only one class is present) for different loads. The load was varied by varying the
number I of multiplexed flows. Note that the abscissa axis reports the average load,
i.e. ρav = I⋅P⋅a/C. Fig. 7 also compares the empirical percentage of packets lost at the
queue and at the dropper respectively with the first and second terms of (12).

Fig. 7 clearly shows that the bound is met in the whole range of considered loads.
Moreover it is evident that the analytical curves follow quite well the behavior of the
empirical ones.
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Fig. 7. Comparison between bounds and simulation (1)

In the second set of simulations the dropperW was not implemented at all, i.e. the
multiplexer scheme was the simple FIFO queue of Fig. 4a. Fig. 8 shows the empirical
percentage of packet lost vs. the average load, and compares them with analytical
bounds computed for different values of parameter W. It can be seen that the empirical
curve remains below the analytical bounds for all the considered values of parameter
W.
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4   Application to a Case Study

Throughout this paper we derived upper bounds for the loss probability at a generic
network node. The effect of jitter introduced by previous multiplexing stages, sup-
posed non negligible, has been properly taken into account. Such bounds can be used
to perform Admission Control, in order to provide a service with loss guarantees in a
Diffserv network. In order to gain an insight about the efficiency of an Admission
Control scheme based on our bounds, we computed the achievable utilization effi-
ciency for the following sample case. Consider a cascade of multiplexers with output
capacity C = 10 Mb/s and buffer size B = 30 packets, fed by on/off packet flows with
packet size L = 576 bytes, peak rate P = 128 Kb/s and activity a = 0.7. Denote by
ΩK+1 the generic (K+1)-th multiplexer along the cascade: the maximum variable delay
(jitter) introduced by the previous multiplexing stages onto the flows entering ΩK+1 is
∆K+1 = K⋅B⋅L/C. Given a maximum admitted loss probability Π = 10-4, we computed
the maximum number of flows that can be admitted to cross ΩK+1 so that the bound
(16) stays below the threshold Π. Tab. 2 shows the results for different values of K,
along with the resulting average utilization efficiency ρav = Imax⋅P⋅a/C.

Table 2. Maximum number of flows and achievable average load for a sample case (Π = 10-4).

K 1 2 3 4 5 6 7
Imax 82 74 72 66 59 58 52
ρav 0.73 0.66 0.65 0.59 0.53 0.52 0.47

It can be seen from Tab.2 that the achievable efficiency decreases with the multi-
plexing stage due to the effect of jitter, but the decrease is not dramatic as for the
worst-case based admission control schemes [4], which present much lower efficiency.
The values of achievable efficiency provided in Tab. 2 suggest that the proposed
bounds are feasible to be used in Admission Control schemes of practical interest.
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5   Conclusions and Future Works

We have presented a statistical approach to bound the loss probability in a network
multiplexer fed by jittered flows. A set of simulations have been run in order to vali-
date the bounds. Some numerical results have been presented, which show that such
bounds can be used to perform Admission Control in a more effective way than by
relying on deterministic worst-case approaches.

As directions for further study we envisage extensions to the proposed approach in
order to i) deal with variable size packets and ii) take into account the effect of prior-
ity scheduling.

Appendix A

We want to derive an upper bound for πi, i.e. the probability that the system is not able
to accommodate (i.e. discards) an arrival at time t conditioned to the event Φi = �one
packet arriving from flow fi at epoch t�. Consider that a packet arriving at t can be
discarded either at the dropperW if �the number of packets already admitted in [t-W,t)
equals Nd =  τ/W � (denote such an event by Θd) or at the queue if �the backlog in t -

is larger than B� (denote such an event by Θq)1. Using this formalism we can write πi

= Pr{Θd∪Θ q |Φi}. By partitioning on the number of arrivals in [t-W,t), denoted by AW,
we can write:

{ } { } { }

{ } ( )NNA

NANA

W
N

Wiqd

iW
N

Wiqdiqdi

Pr,|Pr

|Pr,|Pr|Pr

⋅⋅=ΦΘ∪Θ≤

≤Φ=⋅⋅=ΦΘ∪Θ=ΦΘ∪Θ=

∑
∑π (18)

with PW(N) = Pr{AW = N}. The last inequality holds as the arrival at epoch t from flow
fi excludes the possibility to collect one arrival from c itself in [t-W,t) as W ≤ Ti, while
the arrivals from the other flows fj (j ≠ i) are independent from Φi: then it derives that
substituting Pr{AW = N} in place of Pr{AW = N | Φi} leads to an upper bound. Further
split the sum in (18) into two, for 0 ≤ N ≤ Nd-1 and Nd ≤ N ≤ I, and consider that the
event Θd has null probability when AW < Nd. We end up with the following inequality:

{ } ( ) { } ( )∑∑
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(19)

As the arrival at time t does not influence the queue state at t - the term
{ }NAWiq =ΦΘ ,|Pr  in the first sum can be rewritten as { }NAWq =Θ |Pr : it repre-

sents the probability to have an amount of backlog larger than B at t conditioned to N
(N < W⋅τ) arrivals in [t-W,t) for a finite buffer system, and can be bounded by the
same probability for the case of infinite buffer, i.e. QN

W,τ(x)|x=B/C as given by eq. (7)
with W in place of D. Note that eq. (7) can be applied as the arrivals in [t-W,t) are
                                                          
11 Note that a service system with fixed packet size L and a buffer of size B can contain up to

B+L work: B in the queue plus L in the servent.
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independent (they all belong to different flows) and then uniformly distributed in [t-
W,t). Finally, the term { }NAWiqd =ΦΘ∪Θ ,|Pr  in the second sum can be roughly
bounded by 1. From (19) we can thus derive (11).

Appendix B

Let�s consider a flow fi belonging to the class Fh, which means that the maximum
number of arrivals that can be collected in [t-W,t) from flow fj is mi = h. As we have
no information about the pattern of such arrivals, i.e. the correlation between the arri-
val epochs, we consider the �worst case� scenario in which such correlation is maxi-
mal, i.e. the h arrivals occur at the same epoch t. Denote by Φi

h the event �one batch
of size h arrives from flow fi at epoch t�. The loss probability πi can be expressed as
follows:

∑∑
==

≤⋅=
h

r
r

h

r
ri PP

h
r

10
π

(20)

wherein Pr represent the probability that r packets are discarded over the h ones con-
stituting the batch arrival from fi. Equality holds for h = 1. In a fashion similar to Ap-
pendix A, denote by Θd

h the event �the number of packets already admitted in [t-W,t)
equals Nd � h� (where Nd =  τ/W ) and by Θq

h the event �the backlog in t - is larger
than B+ L - h⋅L�, i.e. the buffer can not accommodate all the incoming h packets.
Clearly the sum in the last term of (20) represents the probability that at least one
packet is discarded - either at the dropper or at the queue - conditioned to event Φi

h,
then using the formalism introduced above we can write from (20):

{ }h
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h
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h
di ΦΘ∪Θ≤ |Prπ (21)

Following the same procedure used for (18) in Appendix A, (20) can be partitioned on
the number A*

W of arrivals in [t-W,t). Note that in the system under study the number
of arrivals in [t-W,t) is an integer multiple of M, i.e. A*

W = k⋅M with k integer. Then we
obtain:
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Further split the sum into the ranges where 0 ≤ A*
W ≤ Nd-h (or equivalently 0 ≤ k ≤

(Nd-h)/M) and Nd � h + 1 ≤ A*
W ≤ I⋅M (or equivalently (Nd-h)/M < k ≤ I). Considering

that the event Θd
h has null probability when AW ≤ Nd � h, we end up with the following

equation (similar to (19)):
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wherein ( ) MhNN d
M
d /−= +1 and P*

W(k) has replaced Pr{A*
W = k⋅M}. Like for

(19) the term { }MkAWi
h
q ⋅=ΦΘ *,|Pr  = { }MkAW

h
q ⋅=Θ *|Pr  in the first sum repre-

sents the probability to have an amount of backlog larger than B+ L - h⋅L at t - condi-
tioned to k arrivals (of batches with M packets) in [t-W,t) for a finite buffer system. To
find an upper bound for it, we can apply eq. (7) by considering that a batch of M arri-
vals is equivalent to the arrival of a single packet with service time τ⋅M and that dif-
ferent batch arrivals belongs to different flows and thus are independent. Formally we
have for 0 ≤ k ≤ Nd

M-1:

{ } ( )
C

hLLBx
k

MWWi
h
q xQMkA )(,

* |,|Pr −+=⋅≤⋅=ΦΘ τ
(24)

Finally, the term { }MkAWi
h
q

h
d ⋅=ΦΘ∪Θ *,|Pr  in the second sum can be roughly

bounded by 1. Thus from (24) we derive (12).
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Abstract. The main concern with the IETF proposed Intserv archi-
tecture is that the use of per-flow routing and reservation state in the
routers may not be scalable to high-speed backbone networks. This paper
proposes the Scalable Multipath Aggregated RouTing (SMART) archi-
tecture that aggregates flows along multipaths such that the per-flow
reservation state in the routers is reduced to a small scalable aggregated
state whose size is dependent only on the number of destinations and
flow classes. The SMART architecture can be implemented in current IP
networks and the complexity is similar to the best-effort IP architecture.

1 Introduction

Several different architectures have been proposed to support applications that
require strict service guarantees. In the IETF Integrated Services architecture
(Intserv) [3,21] and other architectures [10,12,15], the network reserves the re-
quired bandwidth on per-flow basis, and ensures that the flows receive their
allotted bandwidth by using fair schedulers, such as Weighted Fair Queuing
(WFQ) or equivalent [4,13,14], at each link. However, these per-flow approaches
have many scaling problems as described below.

Firstly, as the links in backbone networks reach or exceed gigabit capaci-
ties, routers are expected to carry large numbers of flows, which requires large
amounts of memory to store the routing and reservation state in the routers. Sec-
ondly, as the reservation state increases, maintaining the consistency of reser-
vations in the presence of network failures and control message loss becomes
complex in per-flow architectures. To maintain the consistency of reservation
state, the IETF proposed the soft-state reservation protocol RSVP [21], which
though robust can be prohibitively expensive due to its use of per-flow refresh
messages. Thirdly, as the number of flows on a link grows, the complexity of
link-schedulers (e.g., [13,14]) grows, thus making it more and more difficult to
schedule packets in a timely manner. All these scalability problems arise mainly
because the per-flow mechanisms in all these architectures are functions of the
number of flows.

M. Ajmone Marsan, A. Bianco (Eds.): QoS-IP 2001, LNCS 1989, pp. 67–79, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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Scalability problems of the Intserv architecture are well-known and are cur-
rently being addressed by several researchers. To make RSVP scalable, there
have been many proposals to reduce its refresh message overhead [1,19]. But un-
fortunately, they are only partial solutions that mitigate the problem rather than
solve the problem; the amount of reservation state that needs to be maintained
in the routers is still the same. One approach to providing a scalable Intserv solu-
tion is to eliminate the per-flow reservation state in the core routers and follow a
stateless 1 approach similar to Differentiated Services (Diffserv) architecture [5].
The architectures proposed in [15,22] follow this approach for example. In [15],
the reservation state is stored in the packets of the flows instead of storing in
the routers. The reservation state in the packets is then used by the core routers
to estimate the aggregate reservation on the links. There are no explicit refresh
messages and thus the problems associated with lost or delayed refresh messages
are greatly diminished. However, there is concern regarding bandwidth under-
utilization resulting from inaccurate estimation of aggregate reservation on the
links. Also, the overhead related to state carried in the packets and processing
power required for packet processing can limit the scalability and efficiency of
this architecture. In [22], a central broker is used to store the reservations of all
the flows. This too has serious scalability problems because the central broker
not only has to perform path-selection and termination on per-flow basis but
also has to process periodic refresh messages from all the flows in the network if
a soft-state mechanism is used to maintain the reservation state.

In this paper, we describe a new architecture called SMART (Scalable Multi-
path Aggregated RouTing), that addresses the scalability problems of the above
architectures. The key idea in the SMART architecture is that flows are aggre-
gated along multipaths [16,17]. Multipaths are acyclic directed graphs rooted at
the destination and are a generalization of single shortest-path routing trees. In
our earlier work [16], we described the main concepts in the SMART architecture
using a fluid traffic model and discussed the many benefits of using multipaths.
This paper extends that work by using the realistic non-fluid traffic model. Flows
are aggregated at the ingress router based on class and destination, and the inte-
rior or core routers process only aggregated flows. The aggregation is such that,
by providing guarantees to the aggregated flow, the guarantees of the individual
flows within the aggregate are also guaranteed. The delay variations introduced
by link schedulers are removed through shaping of aggregated flows rather than
shaping of individual flows. The flow classes defer from previous approaches (e.g.,
[2,8,9]) in that they satisfy a closure property; the delay bounds obtained for a
class are independent of the number of flows that form the group. As a result of
the use of multipaths and flow classes the routing and reservation state in the
SMART architecture is proportional to the number of destinations rather than
the number of the end-user flows; consequently, the soft-state reservation pro-
tocol used to maintain the reservation state is also scalable. In our prior work,
we described such a reservation protocol, called AGREE [17], which maintains

1 note that stateless means there is no reservation state stored in the routers, but there
is still routing state
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consistency of aggregated reservation state of the SMART architecture. Also,
the link schedulers in the SMART architecture process only aggregated flows
which is proportional to the number of active destinations and not the number
of individual flows. Thus, the complexity of all the mechanisms in the SMART
architecture are function of the a priori known network parameters (number
of destinations and classes) which is similar to the Diffserv architecture. This
echoes the main reason why the current best-effort IP architecture is so scalable
– the routing state is a function of the number of destinations in the network.
The main drawback of using multipaths, however, is that packets may arrive out
of order at the destination, but this should not be a concern, if deterministic
end-to-end delay bounds are also provided concurrently. Typically, real-time ap-
plications use a playback time, which means packets need only arrive within a
specific time frame, and arrival order of the packets does not matter.

The rest of paper is organized as follows. Section 2 describes the SMART
architecture. In Section 3 we derive the end-to-end delay bounds and describe
through an example how a QoS network design based on the SMART architec-
ture can be designed. Section 4 concludes the paper.

2 The SMART Architecture

2.1 Overview

The SMART architecture aims at intra-domain QoS and accordingly assumes
a network infrastructure consisting of a single autonomous network running an
interior-gateway protocol (e.g., OSPF, IS-IS) that computes distances between
routers and propagates link-bandwidth information. For simplicity we assume a
non-hierarchical network. The edge routers maintain per-flow state and perform
per-flow tasks such as packet classification, path selection and signaling, while
the core routers maintain aggregated state and perform packet forwarding and
link scheduling on per-aggregated-flow basis.

For each destination, a multipath is constructed using the distances com-
puted by the routing protocol. A multipath is an acyclic directed graph with
the destination as the sink node and flows of a particular destination are always
established along the multipath of that destination. We describe in detail how
multipaths are constructed in Section 2.2. Aggregating flows removes isolation
between flows which, in general, results in increased burstiness in traffic. In sec-
tion 2.3, we present a simple technique to aggregate flows that minimizes traffic
burstiness and define a small number of aggregated flow classes based on it.
Once flows with a particular destination and class are aggregated, they collec-
tively share the bandwidth allocated to that class along the multipath of that
destination and are serviced collectively by the routers. Note that the packets of
a flow can follow any path in the successor graph in a connection-less fashion;
there is no explicit connection maintained on a per-flow basis.

Figure 1 shows the schematic for a router in the SMART architecture. Router
i has N i links and each outgoing link is serviced by a WFQ scheduler or equiv-
alent. Router i uses token buckets to enforce the rates of the Z flows generated
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Fig. 1. Block diagram for the SMART router

locally by the host attached to the router. It then encodes the destination and
class identifier in each packet before it forwards it the next router. At router i, let
Si

j be the set of next-hop routers for destination j. Packets received by router i
destined for router j are only forwarded to neighbors in the set Si

j . Because there
can be more than one next-hop in Si

j , bandwidth for each of the next-hops must
be specified. Let Bi

j,g,k specify the aggregated bandwidth of class g and desti-
nation j that is forwarded to neighbor k ∈ Si

j , and let B
i
j,g = {Bi

j,g,k|k ∈ Si
j}.

A routing table entry, therefore, is of the form 〈j, g, Bi
j,g, S

i
j〉, where the class g

and the destination j uniquely identify a table entry.
When the router receives a packet with destination j and class g, the cor-

responding routing table entry is accessed. The first task of the router is to
determine a successor k for this packet from Si

j according to the set B
i
j,g. This

task is performed by the distributor (Fig.2(b)), which uses a scheduling discipline
to allocate packets to successors according to routing parameter set Bi

j,g. The
algorithm for this has been provided in our prior work [18]. The router then puts
the packet in the queue of j and class g at the link scheduler of link to (i, k).
The time complexity of determining the next hop by the distributor is constant
as there are fixed number of neighbors.

When flows are added and deleted, the routing tables are modified to reflect
the bandwidth requirements as follows. Assume a flow request with class g and
bandwidth ρ is required to be established between a particular source and des-
tination j. A path P is selected such that, for each link (i, k) ∈ P , k ∈ Si

j and
Bi

j,g,k + ρ ≤ Ci
k, where C

i
k is the link capacity. The routing table entry is then

modified such that Bi
j,g,k ← Bi

j,g,k + ρ. Similarly, the allocated bandwidth is
decremented when flows are terminated. Note that the link admission test takes
O(1) time which is much simpler than the admission tests in [8,12,20] which
depend on the individual reservations already made to other flows and are gen-
erally complex. Also, the link schedulers have to service flows on per-destination
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per-class basis irrespective of number of flows through the link. And finally, the
number of refresh messages on a link used by the soft-state refresh mechanism in
AGREE [17] is bounded by O(NQ), where Q is the number of flow classes and
N the number of destinations. The rest of this section describes the architecture
in further detail.

2.2 Multipaths

Let Di
j be the distance from router i to router j measured in number of hops.

Define the successor set at a router with respect to a destination as consisting
of all neighbors of a router that are closer to the destination, or are at equal
distance but with lower address. The successor set of node i for j is denoted by
Si

j = {k|k ∈ N i ∧ (Dk
j < Di

j ∨ (Dk
j = Di

j ∧ k < i))}, where N i is the number
of neighbors of router i. Now, with respect to a router j, the successor sets
Si

j define a successor graph SGj = {(m,n)|(m,n) ∈ E, n ∈ Sm
j (t), m ∈ N},

where N is the set of nodes in the network and E is the set of links. A shortest
multipath from router i to j is a generalization of shortest path and is defined as
the subgraph of SGj consisting of all nodes that are reachable from the source
i. Fig. 3(b) shows the shortest multipath with destination 0 for the network in
Fig. 3(a).

Using the shortest multipath as defined above poses a problem: when two
routers are equidistant from the destination, ties are resolved based on addresses,
which may result in an unfair and uneven successor graph. Fig. 4(a) shows an
example of such an uneven successor graph with 4 as the destination. The longest
path from 5 to 4 is four hops and the shortest path is one hop. Since end-to-end
delays are determined by the longest path (Eq.(3)), this results in longer delay
bounds for flows from E to A. Furthermore, the link (1, 4) is a hot-spot link,
because all traffic reaching 1 must be transmitted on link (1, 4) as there is no
alternative.

This unevenness can be fixed in a couple of different ways. In the first method,
the successor set is restricted to consists of all neighbors that are strictly closer to
the destination than the node itself. That is, Ŝi

j = {k | k ∈ N i∧Dk
j < Di

j}, which
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is in fact the next-hop set computed by OSPF. A shortcoming of this approach
is that it does not use the full connectivity of the network. For example, in
Fig. 4(b), which is a successor graph using Ŝi

j for destination 4 in the network
given in Fig. 3(a), some links are not used. This results in lower utilization of
network bandwidth and higher call-blocking rates.

In the second method, the successor set is defined as Si
j = {k|k ∈ N i ∧Dk

j ≤
Di

j}. That is, the successor set with respect to a destination consists of all neigh-
bors of a router that are closer to or at the same distance from the destination.
We call this the enhanced multipath (EMP). For example, Fig. 4(c) shows the
EMP for destination 4 in Fig. 3(a). The EMPs fix the unevenness problem of the
shortest multipath and also improve the bandwidth utilization over the multi-
paths computed by OSPF. However, there is one important problem with EMPs
that needs to be addressed. Note that each router now includes the neighbor
that is equidistant from the destination in its successor set, which can cause
packets to loop. This can be easily fixed using the following simple technique.
Each packet carries a bit-flag called the e-bit, which indicates whether the packet
was ever forwarded to a peer router (neighbor router that is at the same dis-
tant from the destination) on its path so far. A router forwards a packet to a
peer neighbor only if the e-bit is set; otherwise, the packet is forwarded to one
of the subordinate neighbor (neighbor whose distance is strictly less than the
distance of this router). If a packet is forwarded to a peer neighbor the e-bit is
cleared so that all the future routers visited will forward it only to their subor-
dinate routers. It is easy to see that a packet can be forwarded to peer neighbor
at most once, thus preventing packet from looping. The packets of a flow can,
therefore, follow at most (Di

j + 1) hops. The ingress router sets the e-bit of the
packets only for those flows that were established along the EMP with length
(Di

j + 1). The per-flow e-bit information of the flows is maintained only at the
ingress router. The routing table entries are extended to specify the bandwidths
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for traffic with e-bit set and for traffic without e-bit set. The extended routing
table entry is 〈j, g, Si

j , B
i
j,g, Ŝ

i
j , B̂

i
j,g〉. When a packet is received with the e-bit

set the distributor uses the Bi
j,g to determine the next hop, otherwise the B̂

i
j,g is

used. As already mentioned, the e-bit is cleared before the packet is forwarded
to a peer.

Our intuition for using EMPs follows from the dynamics of Widest-Shortest
path-selection strategy which is often used as a benchmark [7]. The Widest-
Shortest path-selection algorithm first selects valid paths that are the shortest,
and as bandwidth on the shorter paths is consumed, longer paths are tried.
Effectively, the requests are first attempted along the EMPs. By always selecting
paths along EMPs, bandwidth utilization comparable to Widest-Shortest path
can be attained [16].

2.3 Flow Aggregation and Shaping

We characterize a flow by the parameters (L, ρ), where L is the maximum size
of any packet of the flow and ρ is the average rate of the flow. Flows are then
grouped into classes based on their maximum packet sizes and their rate. Assume
there are Q real-time classes and with each class g associate a maximum packet
size Lg and rate of ρg. A flow belongs to class g if the maximum size of its
packets is less than Lg and its rate is at least ρg. The flow’s class is determined
at flow setup and when the application sends its data packets, the ingress router
inserts the flow’s class identifier in the TOS field of the IP packet header before
forwarding it to the network. At the ingress and in the core routers all flows
of the same destination and class are merged and handled as a single flow. We
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now show how, by providing guarantees to the aggregate flow, the guarantees of
individual flows in the class aggregate can be ensured.

Flows are shaped at the ingress node to have at most a single packet burst
before merging with other flows. That is, a flow f with parameters (L, ρ) is
shaped with token bucket with bucket size L and token rate ρ (Fig.2(a)). If the
flow f is serviced by a WFQ scheduler at a link (i, k), the delay bound for a
packet of the flow df is given by

df =
L

ρ
+

Lmax

Cik
+ τik. (1)

where τik and Cik are the propagation delay and capacity of the link respectively
and Lmax is the maximum packet size allowed for any packet in the network [13].
Now, if the flow belongs to the class g, then L ≤ Lg and ρ ≥ ρg and thus we
have L

ρ ≤ Lg

ρg
. Therefore,

df ≤ θg
i,k =

Lg

ρg
+

Lmax

Cik
+ τik. (2)

That is, θg
i,k is the delay bound for the class g at link (i, k). We can easily show

that delay bound θg
i,k holds for the flow even after it is aggregated with other

flows belonging to the same class. Assume that flow f is merged with n−1 other
flows of the same class g and shaped to a single packet burst. The maximum
burst the aggregate flow can have is nLg. Thus, the resulting aggregated flow can
be characterized by the token-bucket parameters (nLg, ρa), where the aggregate
bandwidth ρa is the sum of rates of the participating flows. The delay bound
offered by WFQ to the aggregate is then nLg

ρa + Lmax

C + τik. However, this delay
bound cannot be used in the end-to-end delay bound for the flow f , because ρa

varies in a dynamic environment where flow f may merge with different flows at
different times. However, given that ρa ≥ nρg always holds true, a delay bound
of nLg

nρg
+ Lmax

C + τik will always hold for the aggregate flow and the constituent
flows. This is of course equal θg

i,k; therefore, for flow f we can use the delay bound
of θg

i,k on the link in its computation of end-to-end delay bound irrespective of
what flows are aggregated with it and at any time as long as they are of the
same class. Note that depending on what flows are part of the aggregation tighter
delay bounds can be obtained; however, our objective is to obtain delay bound
that is independent of constituent flows.

The link scheduler introduces some delay-jitter in the traffic passing through
the link. This is removed at the receiving router by reshaping traffic, again using
token buckets, before it is merged with other flows. There is one token-bucket
for each class-destination pair at the receiving end of the link. The token buckets
are dynamic in the sense that each time a flow is added on the link during flow
setup, the parameters of the corresponding token bucket are adjusted. That is,
for link (i, k), class g and destination j, at node k, the rate of the corresponding
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token-bucket is set at rate Bi
j,g,k and the bucket-size at

LgBi
j,g,k

ρg
. The maximum

delay experienced by a packet of class g in the link scheduler and in the shaper
at the receiving end of the link is θg

i,k. The traffic emerging from the shaper
belongs to class g and can be readily merged with the shaped traffic of the same
class received on the other links.

Because the distributors cannot split packets, an extra burst is introduced by
the distributors, which has to be incorporated in the end-to-end delay bounds.
This is removed using a token-bucket shaper as shown in Fig 2(b). There is one
token-bucket shaper for each class-destination pair at the output queue of the
distributor. The rate of the token-bucket shaper at link (i, k), for j and class g

is set at Bi
j,g,k and the bucket-size to the

LgBi
j,g,k

ρg
, and is adjusted as flows are

setup and terminated. The extra burst can be at most Lg and the proof for this
is given in [18]. The delay introduced by the shaper k of the distributor output
is Lg

Bi
j,g,k

which is upper bounded by Lg

ρg
as Bi

j,g,k ≥ ρg.

The number of queues at a link scheduler is of O(|N |Q). This can be reduced
to O(Q) by merging all flows of a particular class, irrespective of the destination,
into a single queue. Because flows have different destinations, unlike before, the
per-destination aggregated flows may have to be extracted from the per-class
aggregate at the receiving end of the link. Merely reshaping the class-aggregated
flow to fit the class envelope is not sufficient in this case; the class-aggregated
flow must be restored completely to the traffic pattern it had before entering
the scheduler. To achieve this, instead of using a token-bucket for each class-
destination pair at the receiving end of the link, a device called regulator [20]
is used for each class-aggregated flow. The regulator works as follows. If the
delay in link scheduler is θ for a packet, the regulator holds the packet for time
(θg

i,k − θ) before forwarding to the distributor. By delaying each packet passing
through the link to experience the worst-case delay of θi

i,k, the regulator restores
the class-aggregated flow to the form it had before it entered the link scheduler.
Now the packets of a particular destination and class can be extracted from the
class-aggregated flow and freely merged with traffic of the same destination and
class received on the other links. The disadvantage of this scheme is that a delay
field must be used in the packet which makes the scheme difficult to implement
in current IPv4 architecture.

Aggregation in the context of guaranteed flows has been discussed before
[2,9], but they primarily deal with static aggregation of flows between a source-
destination pair, and do not address delay guarantees when individual flows enter
and leave the aggregation dynamically. In [8], the delay bounds are dependent on
the constituent flows of the aggregated flow. The closure property differentiates
our aggregation method from the other aggregation methods. The aggregation
scheme proposed for RSVP [6] is meant for aggregating reservation state of
flows within a single multicast group. Our aggregation scheme is orthogonal to
aggregation of RSVP. In our architecture, aggregated flows are shaped and not
individual flows as in [11,12], in which the benefits of per-hop shaping can be
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realized (e.g., reduction in buffer sizes), but are largely undone by the per-flow
traffic management that must simultaneously be employed!

3 End-to-End Delay Bounds

3.1 Multipath Flows

The end-to-end delay bound for flows established along multipaths must include
the delays experienced in the distributor and the delays in the link schedulers.
Because the links can have different bandwidths, the delay of the worst path in
the multipath should be chosen for computing the end-to-end bound. Thus, for
a class g flow from router i to j, the end-to-end delay δi

j,g is recursively defined
as follows

δi
j,g =

Lg

ρg
+MAX{θg

i,k + δk
j,g | k ∈ Si

j}. (3)

where θg
i,k is as in Eq.(2) and δj

j,g = 0 for all j and g. The first term on the
right hand side of Eq.(3) is due to the delay in the distributor. Observe that the
end-to-end delay bounds2 in this architecture can be determined at the ingress
node itself using the class and destination of the flow and the link information
propagated by the routing protocol. For high-speed backbone networks where the
link capacities tend to be very high compared to individual flow bandwidths, the
Lg

ρg
will be the dominant component of Eq.(2). So the δi

j,g of Eq.(3) will reduce
to

δi
j,g = (2M

i
j − 1)θg (4)

where θg = Lg

ρg
and M i

j is the longest path from i to j in the shortest multipath.
For an EMP M i

j = Di
j + 1, and the end-to-end delay-bound is

δi
j,g = (2D

i
j + 1)θ

g (5)

The error terms (Lmax/Ci,k and τi,k) due to link capacities and propagation
delays can be propagated using the routing protocol. The ingress router simply
needs to add this to the end-to-end class delay.

3.2 Single-Path Flows

The delay-bound Lg

ρg
introduced by the distributor can be expensive for flows

that have small bandwidth. The resulting end-to-end delay-bound can be as
2 note that we assume the end-to-end delay bounds are known a priori; they are not
specified by the user, but are provided by the network through design.
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much as twice compared to those in per-flow architecture. This, however, can be
overcome by simply bypassing the distributor, and forcing all packets of a flow
to follow the same path. The flows are still established along multipaths, but
flows of the same destination do not share the bandwidth along the multipaths.
We have shown how this is implemented in [18]. The packets carry a key which is
used to hash into one of the subordinate next-hops. The ingress router maintains
the key information in the per-flow table. In the core routers, there is no need
for distributing the packets of these classes along the multiple next-hops and
thus it eliminates the delay introduced by the distributors, and the delay bound
obtained will then be comparable to those provided by per-flow mechanism. If a
single-path flow of class g and path P from i to j, then the maximum end-to-end
delay-bound δi

j,g for this flow is given by

δi
j,g =

∑

(m,n)∈P

θg
m,n (6)

Again, assuming that class delays are the dominating components at all links,
we have

δi
j,g = Di

jθ
g (7)

Note that the delay bound obtained through Eq.(7) is half that of the delay-
bound obtained through Eq.(5). The disadvantage of using single-path flows is
that bandwidth utilization can be lower compared to the utilization achieved
through multipaths. We explore this effect in a future publication.

3.3 Designing a QoS Network

In this section we discuss how a network supporting QoS can be designed based
on the SMART architecture, using an example. The problem can be formulated
as follows. We are given (1) a physical network topology, the capacities and
propagation delays of the links (2) the characteristics of input flows that the
network is expected to support; and (3) the types of delay-bounds that the input
flows expect. We want to determine a set of flow classes and their corresponding
parameters Lg, ρg, and whether the flow class is of single-path or multipath
type. The following simple example illustrates the design process. We are given:

1. A network with diameter of 16 hops, link capacities of 150 Mbps and prop-
agation delays of 1 ms.

2. Two types of real-time input flows. Video flows of bandwidths 1-3 Mbps,
and audio flows of 64 Kbps.

3. End-to-end delay-bounds of 150 ms for both types of flows. (According to
CCITT, this is sufficient to support real-time applications.)

4. Maximum packet size for the system is 1500 bytes. (Using the MTU of
Ethernet)
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To derive a feasible set of class parameters, set ρaudio = 64Kbps and ρvideo =
1 Mbps. Using Eq. (7) for audio flows we obtain Laudio ≈ 70 bytes. For video
flows we obtain Lvideo ≈ 620 bytes using Eq.(5).

Observe that the packet sizes are significantly large for video flows while they
are quite small for audio flows. This shows that supporting low-bandwidth flows
such as audio is generally more difficult than supporting large bandwidth flows
such as video, even in the case of per-flow architectures; this is a fundamental
problem with low-bandwidth flows. Therefore, it is reasonable to expect low-
bandwidth flows to use small packets, if burstiness is to be controlled. Packet
sizes can be increased for audio flows, however, if the ingress nodes establish
reservations for collection of flows. For instance, the ingress node can aggregate
several audio flows, say 10, and setup a single aggregated flow. Because the
bandwidth is increased 10 fold, the aggregated flow can belong to a flow-class
that has a minimum bandwidth requirement of 640 Kbps, with corresponding
maximum packet size of 700 bytes. The resulting larger packet sizes may now
be acceptable. Reserving more bandwidth than the flow requires is a technique
that is often used to overcome difficulties with supporting low-bandwidth flows.

4 Conclusions

The paper presented a scalable multipath QoS architecture SMART that pro-
vides end-to-end delay guarantees to real-time multimedia applications. The ar-
chitecture uses multipaths to reduce the size of the routing and reservation state
to levels comparable to the highly scalable current best-effort IP architecture.
The reduced state in the routers can then be managed using the AGREE soft-
state reservation protocol [17]. The refresh messages needed in the AGREE archi-
tecture is determined by the number of destinations and classes rather than the
number of actual flows and is much more scalable than the Intserv/RSVP model.
The link schedulers are scalable as they only have to process per-destination per-
class aggregated flows.

The main drawback of the SMART architecture is that the delay bounds are
loose compared to the tight delays that can be achieved using per-flow process-
ing. We showed through an example how by engineering the parameters of flow
classes, acceptable delay bounds for supporting real-time multimedia applica-
tions can be obtained.
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Abstract. We introduce a control architecture in which several (in-
dependent) multimedia clusters share the same (local or metropolitan)
networking resources in a controlled framework. In particular, a central
entity (i.e., the Gatekeeper) harmonizes the transmission rates of the
various clusters following a given sharing policy. Each cluster, in turn,
adopts its own end-to-end rate control mechanism to meet the Gate-
keeper’s transmission rate indications. A testbed has been developed and
the system has been evaluated with real experiments by using different
types of transmission sources. A software architecture is also introduced
and described, with particular reference to the middleware framework
realized with the Jini system.

1 Introduction

The near future in the telecommunications domain will be characterized by the
coexistence of a large number of multimedia applications, all sharing parts of the
same networking infrastructure [1]. To date, several efforts have been addressed
in identifying end-to-end control algorithms able to optimize, in real time, trans-
mission parameters such as transmission rate or coding settings (among others,
see, e.g., [2,3], VIC [4], NEVOT [5], and NEVIT [6]). In the Wide Area Network
(WAN) environment, DiffServ/IntServ [7,8,9,10] paradigms are being used to
ensure Quality of Service (QoS) guarantees at the network level, but the use of
end-to-end congestion control is still needed to avoid negative effects and the risk
of collapse [11,12] caused by uncontrolled best-effort traffic. However, most of the
work has been focused on controlling single multimedia sessions (i.e., the single
transmitter-receiver(s) cluster), with the possible result of having a number of
quality of service control algorithms running together in the same network in a
non-cooperative way. Indeed, in limited frameworks such as Local Area Networks
(LAN) or Metropolitan Area Networks (MAN), some form inter-operation would
be possible, easy and helpful, with the aim of reducing congestion and providing
also some level of QoS in an otherwise uncontrolled segment of the network.
In this scenario, which is roughly sketched in Figure 1, we introduce a control

M. Ajmone Marsan, A. Bianco (Eds.): QoS-IP 2001, LNCS 1989, pp. 81–95, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



82 Franco Davoli et al.

architecture in which several (independent) multimedia clusters share the same
networking resources in a controlled framework. In particular, a central entity

Access network
IntServ

Unreserved
best-effort

shared medium

= Gatekeeper
= Transmitter

Core network
DiffServ

TX

TX

TXG

TX
G

Fig. 1. The system scenario.

(i.e., the Gatekeeper [13]) harmonizes the (relative) transmission rates of the
various clusters following a given sharing policy. Each cluster adopts its own
end-to-end rate control mechanism to meet the Gatekeeper’s transmission rate
indications. A large number of end-to-end control mechanisms have been proven
to fit in this architecture. A testbed has been developed and evaluated with
real experiments over a 100 Mbit/s LAN. The results presented demonstrate
the effectiveness and the flexibility of the system. The software architecture is
outlined focusing, in particular, on the Jini middleware framework, which has
been adopted for the implementation of the testbed.

The paper is organized as follows. Section 2 describes the system control
architecture, also outlining a number of admission control issues. Section 3 illus-
trates the software architecture used for the implementation of the testbed. It
focuses, in particular, on the middleware issues. Section 4 shows the results ob-
tained from the testbed system, highlighting the differences between controlled
and uncontrolled systems (with respect the control carried out by the Gate-
keeper).
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2 The Control System Architecture

The system under control is characterized by a set of multimedia clusters com-
posed by a main transmitter and one or more receivers (in a multicast fashion).
The multimedia transmission within the system is ruled by a two level rate con-
trol scheme. The first level of rate control is embedded within each single mul-
timedia cluster and takes place as a result of an exchange of control messages
between the transmitter and the receiver(s) (see also, e.g., [14]). The implemen-
tation details of such control algorithm are not of interest for the overall control
system: each cluster can decide its own rate control procedure depending on the
particular type of multimedia session on service. The second level of rate control
is performed by a network entity, which is embedded into the Gatekeeper, that
supervises the activity of all controlled multimedia clusters, as shown in Figure 2.
Each cluster (i.e., the transmitter), at the beginning of the session, registers with
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Fig. 2. The system control model.

the Gatekeeper, declaring its transmission rate boundaries, say rmin and rmax.
For the i-th cluster (out of a total number of N controlled ones), the Gatekeeper
periodically computes a control parameter γ∗

i , i = 1, . . . , N , which indicates the
amount of bandwidth r∗i the transmitter should conform to. More in particular:

r∗i = γ∗
i · rmax

i 0 ≤ γ∗
i ≤ 1 . (1)

The control parameter that the Gatekeeper computes is, of course, just a
reference target. Each transmitter tries to set its transmission rate accordingly,
but it is not certain it will succeed. The only real constraint is that such reference
target should not be exceeded. Furthermore, each transmitter might decide to
decrease its transmission rate depending on network conditions. For this reason,
the Gatekeeper polls the transmitters in order to receive a feedback value γi

(0 ≤ γi ≤ 1), which is a number such that ri = γi ·rmax
i . The rate ri is the actual

rate for cluster i.
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By means of its control parameters γ∗ = [γ∗
1 , γ∗

2 , . . . , γ∗
N ] the Gatekeeper has

the ability to implement a large number of policies. Just as an example, a very
simple computing scheme for the values of γ∗ could be the following (which gives
rise to the same control parameter for all clusters):

γ∗
i =

∑N
1 γjr

max
j∑N

1 rmax
j

i = 1, . . . , N . (2)

Each transmitter i then scales back the value of γ∗
i to its transmission range

by means of (1). In other words, though all γ∗
i are equal in this simple case, the

actual rates are generally different; only the scaling factor is unique.
So far so good. The various clusters operate independently, with the only

constraint that the reference rate fed by the Gatekeeper should not be exceeded.
However, it is reasonable to expect that, due to network bandwidth oscillations,
one or more clusters might decrease their transmitting rate. If a mechanism such
as the one in (2) is used, then the reference value computed by the Gatekeeper
is forced to decrease (since the values of γi, i = 1, . . . , N decrease). This fact is
positive because the system reallocates bandwidth among the clusters following
the desired policy. However, when bandwidth becomes again available, some
sort of mechanism is needed to raise back the cluster rates. Among the many
possible ones, the mechanism used here is the following. If the feedback values
γi, i = 1, . . . , N remain constant for more than K times (i.e., K polling events),
then the Gatekeeper increases its computed control parameters by β (provided
that the parameter remains less than one). In our experiments, for the sake
of simplicity, the increasing value β has been set equal for all clusters. This
mechanism has proven to work pretty well, as shown in Section 4. A further
issue to be addressed is the possible presence of small oscillations. This might
happen for the effects of (2) if station j does not reach exactly its value γ∗

j :
the other clusters will be forced to decrease their rate. A trivial solution is to
allow transmitters to get just close to their target. To do so, it is sufficient to
substitute, in (2), γj with γ̂j where

γ̂j =
{

γ∗
j if γ∗

j − γj < η
γj otherwise

. (3)

and η represents an “activation” threshold.
A form of high level control activity such as the one operated by the Gate-

keeper is particularly important when the available bandwidth in the network
changes abruptly and the control algorithms of the various clusters have to op-
erate in order to achieve again transmission stability. A key example is the
joining of a new cluster. If all clusters operated in a separate way, their stability
points would be rather undefined and uncontrollable. Depending on their par-
ticular control algorithms, the stability levels of clusters that would have needed
almost the same bandwidth requirements might be remarkably different. The
Gatekeeper helps in harmonizing them by introducing a simple form of global
coordination.



QoS Control in Multimedia Networks 85

A nice characteristic of this control scheme is that the interface between a
cluster controller and the Gatekeeper is only represented by a positive fraction
number, less than one. A better knowledge of the low level control algorithms
would, of course, lead to a finer high level cluster handling, but it would also
make the interface more complex. The degree of freedom in the choice of the
cluster control algorithm would be also much lower. A drawback of this scheme
is that low level control algorithms have to be designed to try to conform to
the Gatekeeper control parameter. This problem can, however, be easily solved
by introducing some sort of “middle-layer” control level which “translates” this
single parameter value into an appropriate set of controls for the particular
transmitting control process (see, e.g., [14]). Another drawback is that such a
single parameter might, in effect, not allow to tune the cluster with a high degree
of accuracy. Nonetheless, as will be shown in the remainder of the paper, the
results obtained by applying this kind of architecture are definitely encouraging.

2.1 Admission Control Issues

The Gatekeeper also performs the admission control function for new clusters
that ask to participate in the overall control system. The admission control for
multimedia sessions is one of the most discussed issues in the literature (see, e.g.,
[15]). The main problem is the lack of valuable models and, hence, the need to
eventually come up with heuristics or measurement-based techniques that may
not always give high quality results, if not properly engineered. Even if this work
is not focused on admission control issues, we describe in the following how this
function has been performed in our model.

For the system being described in this work, the model that best fit is the
“classic” one introduced in [16]. In this case, in particular, the admission con-
troller relies on the concept of (Multimedia) Schedulable Region, which is a
data abstraction that describes the maximum load achievable by a device or
a network. The model needs the identification of a fixed and limited number
of traffic classes. A traffic class gathers streams with similar characteristics in
terms of bandwidth requirement, traffic behavior, and quality of service con-
straints. For example, the set of MPEG streams might identify a traffic class.
The identification of streams that have similar requirements is receiving more
attention to date, also in view of the way real-time traffic is going to be handled
in the Internet (e.g., via the Multiprotocol Label Switching [17]). The Multime-
dia Schedulable Region describes the region, in the space of the traffic classes,
within which packet-level quality of service constraints are guaranteed. An ex-
ample of Multimedia Schedulable Region for three classes of traffic is given in
Figure 3 below. The nice characteristic of this model is that it allows to maintain
a neat separation between the admission controller and the underlying network
details. In the simplest form, the admission controller, upon a request for a new
multimedia session, merely checks if the new state would be inside the region in
order to decide for acceptance or rejection. However, more sophisticated forms
are possible (see, e.g., [16]).
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Fig. 3. An example of Multimedia Schedulable Region for three traffic classes.

The problem now turns into the identification (or estimation) of the bound-
aries of the Multimedia Schedulable Region, i.e., the identification of the maxi-
mum load bearable by the network. Several solutions have been described in the
literature (see, e.g., [18,19,16]). Some of them make use of analytical procedures
(such as [19]), while others rely on heuristic models (see, e.g., [20]) or measure-
ment based techniques (as in [21,22]). Our experience has suggested that the
latter ones have better performances, especially when results are needed for real
time control purposes. The Multimedia Schedulable Region would work perfectly
in a completely controlled system, where no background transmission “noise” is
present. The region would remain fixed over time. In this context, where we
allow some form of (light) background traffic, the need is to keep the region up-
dated. It might enlarge if the background traffic decreases, or it might decrease
if the background traffic increases. The method we adopted here is based, in
particular, on measurements taken over a test flow. An interesting discussion
that highlights peculiarities and advantages of this well-known technique can be
found, e.g., in [23] and [24]. The test flow is used in this context for indicating
if a given shape of the Multimedia Schedulable Region still holds. For a detailed
description of the test flow measurements technique, see [24]. For the sake of
completeness, however, a short presentation of it is reported in the Appendix.

The main result obtained by the test flow is a value ξε(t) that increases as
the total load in the network increases. It is possible to find, for each traffic class,
a threshold value above which no other sessions of that class can be accepted. If
the state of the Multimedia Schedulable Region would indicate the availability
of space for a given session but ξε(t) has exceeded (or is close) to such threshold
value, the Multimedia Schedulable Region is decreased. If, on the other hand,
given a previously reduced Multimedia Schedulable Region, the value of ξε(t)
is below another threshold, then the region is augmented (till it reaches the
“original maximum size”).
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3 Implementing the Architecture

The overall architecture involves a number of actors that have to co-operate
together within the control system. The main ones are the Gatekeeper and the
cluster transmitters, but also the test flow handling processes participate, and
the implementation has to leave room for other actors that might be added
in the future. It is evident, hence, that all of them have to operate above a
middleware layer that takes care of binding requests with responses throughout
the network. Strictly speaking, the core of a middleware service is a lookup
server that accepts registrations from whatever entity that is able to provide
services through the network (from printers to, e.g., computation services), and
binds such services, on request, to other entities that require it. A key point of a
middleware architecture is, hence, the protocol that allows the interactions with
such lookup service and that defines the way the interfaces of the various service
providers have to be passed around, through the network. The lookup service,
moreover, has to have a way to be known within the network.

The testbed we have developed for validating the aforementioned model ar-
chitecture has been implemented using the Java framework. More in particu-
lar, the key packages heavily employed have been the Java Media Framework
(JMF) [25] and the middleware Java environment Jini [26]. The latter represents
a complete setting (at least, for our requirements) for the implementation of a
distributed service system coordinated by a lookup service. There are three key
moments in which Jini intervenes. The first is the registration of the various
services. Each actor, at start-up, registers by the lookup service as shown in
Figure 4. Notice that each software component is unaware to act within a Jini
environment: the middleware system is hidden by a tiny software interface layer,
as shown in the figure. Figure 4 gives also the opportunity to start describing
the transmitter’s main components. They are structured by following the JMF
architecture as a sending engine, that takes care of handling the particular input
device and that shows itself as a generic Java datasource. The session manager
is the one that takes care of Quality of Service handling in co-ordination with
the peer session manager(s) at the receiver site(s), if any. The Real Time Pro-
tocol (RTP) and Real Time Control Protocol (RTCP) are originated within the
session manager, which has also the ability to drive the sending engine. The Jini
Tx Interface is the tiny software interface layer that makes transparent the pres-
ence of the Jini middleware framework (the same is for the other Jini interface
modules). Once actors have registered their services (the Jini interfaces do this),
they are ready to operate in the network. The set-up of a new cluster session
requires the main transmitter to register by the Gatekeeper (notice that this has
nothing to do with middleware: it is the admission control function). In order to
do this, the transmitter looks for the Gatekeeper registry interface in the lookup
service, it downloads it, and it uses it to ask the Gatekeeper for admission. The
Gatekeeper has previously asked for the interface to interact with the test flow
module, as schematically shown in Figure 5. Now a cluster session can take
place. The transmitter asks for the interface that allows to receive the control
parameter by and to send feedback to the Gatekeeper (so does the Gatekeeper
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Fig. 4. The (initial) registration phase within the control architecture.

with respect to the transmitter). It then sets up a real time connection with a
requesting receiver, which also has found the way to connect to the transmitter
in the lookup service server. This step is sketched in Figure 6.

4 Numerical Results

The system has been tested within a 100 Mbit/s switched Ethernet. The load
was composed by uncontrolled background traffic (generated by other users), by
controlled real-time multimedia sessions, and, sometimes, by dummy ftp sessions.
Two types of video streams have been mainly considered: the first one is a
low bandwidth H.263 [13] video stream with maximum transmission rate of
100 Kbits/s, while the second is a medium bandwidth MJPEG [27] one, with
maximum transmission rate of 1 Mbits/s. Audio streams, in MP3 format [13],
are also currently under investigation. Each cluster was sending a single video
stream and, hence, by having a mix of clusters running in parallel, we also had
a mix of H.263 and MJPEG in the network. In the experiments, clusters were
coming up asynchronously in order to see both the disturbing effect and the
ability to reach a stable transmission rate.

The end-to-end control algorithm implemented in the transmitters is the one
adopted for the VIC [4] application, as introduced in [28], with the modification
that the source also accepts a control value by the Gatekeeper. Real-time streams
are transported over a RTP/UDP stack and the source, on receiving an RTCP
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report, performs an RTCP analysis, estimates the network state, and adjusts the
bandwidth (coherently with the threshold given by the Gatekeeper). All steps
except the adjustment are independent of the characteristics of the multimedia
application. The adjustment is, of course, dependent, in that a controller has to
drive the bit error generation of the coder, and this is done in different ways for
different stream types. For example, the H.263 coder allows a direct control of
the bit rate; the MJPEG coder we have used is driven by a parameter that, in
our case, has an almost linear correspondence with the bit rate. In general, this
control framework applies smoothly whenever the source bit rate can be directly
selected. Recent multimedia coding schemes almost always allow to do so.

The Gatekeeper performs the high-level control scheme with the activation
threshold η (see, equation (3)) set to 0.05. The Gatekeeper recomputes and
redistributes the control value roughly about every 7 sec, which is the standard
time RTCP messages arrive to the source from the player(s). Whenever the value
of the control parameter is met by the clusters for K = 2 times (i.e., every 14
sec), then the control parameter is augmented by a value β = 0.1.

In general, the same experiment has been repeated many times, both in the
controlled and in the uncontrolled situation, and the difference between the two
cases was always evident.

Figure 7 shows the results obtained from three clusters that use H.263 video
streams, both in the controlled and uncontrolled case. The load in the network
is enforced with a number of ftp sessions. The usefulness of the joint high level
control performed by the Gatekeeper is evident. Without it, the various clusters
behave in a completely independent fashion, leading to a highly unfair resource
usage.
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Fig. 7. Controlled vs. uncontrolled system. All clusters send H.263 video streams

In Figure 8 a mix of different types of sources is presented. In particular, two
of them transmit H.263 streams, while the remaining one transmits MJPEG.
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The results are comparable with the ones presented in Figure 7. Notice that, due
to the relative transmission parameter, streams that have different bandwidth
requirements can be treated together.
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Fig. 8. Controlled vs. uncontrolled system.

Figure 9 shows results obtained by having clusters composed of two streams,
namely, an H.263 video stream and a high quality MP3 audio one. The maximum
rate of the MP3 stream is 128 Kbits/s. The plots, again, show the benefits of
the presence of the high level joint control mechanism.
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The policy carried out by the Gatekeeper has to be studied carefully. In fact,
there are possible negative effects that may arise from a very simple implementa-
tion such as the one considered so far. One of the main drawbacks can originate
by the fact that the current policy tends to move all clusters’ flows together
and, hence, if one cluster decreases its rate for reasons that are independent of
congestion, the Gatekeeper would force also other clusters to follow. This effect
is caused by the coupled action of the weighted averaging mechanism used to
derive the control parameter and of the feedback from the clusters. Such be-
havior is depicted in Figure 10, where the MJPEG source (the “heaviest” in
terms of load) decreases its rate even if the available bandwidth of the network
remains high (this could happen, for example, for coder failures). A simple load
estimation mechanism, such as the one introduced in the Appendix, could help
in distinguish whether a source decreases its rate because of congestion or not.
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Fig. 10. The effect of a transmitter failure

5 Conclusions

An overall control architecture for the joint control of multimedia clusters has
been introduced. The overall control actions take place at two different lev-
els: the intra-cluster and the inter-cluster. At the intra-cluster level, the control
mechanism takes care of adapting the transmission rate based on end-to-end
traffic considerations. At the inter-cluster level, a central actor, embedded in the
Gatekeeper, drives all the cluster by following a given policy, in order to reduce
congestion and to improve QoS for the multimedia flows in a best-effort envi-
ronment. A possible software implementation is also introduced. The presented
results show the effectiveness of a central, high-level, control action, along with
the possible negative effects of too simplistic high-level control policies.
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7 Appendix: The Test Flow Measurement Technique

Consider two end-points of a ”channel” of a generic network, one of them acting
as a transmitter, the other one acting as a receiver. We may think of a ”channel”
as a link between any two nodes in a network (which may be shared with other
stations, as in a LAN) or a path composed by more than one link (which we will
consider as a ”virtual pipe”), which a certain total bandwidth can be attributed
to. The transmitter generates and sends a short packet to the receiver once every
T seconds. The receiver, upon reception of a packet, computes its interarrival
time, which will be used to construct an estimate of the load of the channel.
In such a framework, if the channel is lightly loaded, it is reasonable to expect
that also the receiver will ”see” a synchronous (or quasi-synchronous) train of
packets. On the other hand, as the load of the channel increases, we expect to see,
at the receiver site, a degradation of such a synchronicity. A detailed description
of how the received packet train can be analyzed is given in [24]. We only sum
up here the main outcomes. The major observation is that the process of the
interarrival times presents self-similar characteristics and, as such, considering
first or second moment averages (over windows of samples) leads to poor results.
A much better value is the ε-percentile ξε,n(i), which is the i-th percentile of
n sliding variances computed over non overlapping windows of m interarrival
times. The value ξε,n(i) is such that 100ε of such variances are less than ξε,n(i).
This value is easy to compute, it gives a stable load estimate and it is also quite
fast in reacting to varying load conditions. Figure 11 shows an example in which
the network is incrementally loaded with three heavy file transfer sessions.

It is worth observing that the synchronous packet train can be thought as the
equivalent of a “fuse” in an electric implant. It is very sensible to load conditions
and, indeed, we have noticed it is the first one to “break” in case of congestion
(even when other real-time applications keep working well). It could be, hence,
used to some extent as an “alarm” flow.

Self-similar parameters such as the Hurst one can be also evaluated and, in-
deed, they reflect the system load. However, when it comes to exploit self-similar
analysis, we have to remember that many time scales are involved. Hence, they
are scarcely applicable in a real-time framework, where the estimating mech-
anism must be fastly reactive to load variations. Nonetheless, they might be
useful in estimating some level of ”background” traffic, over which multimedia
connections may be thought of as being ”superimposed”. Their application in
this direction is currently under study.
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Abstract Multimedia and real-time applications have peculiar require-
ments in terms of the quality of data transmission services, that are not
satisfied by the best effort nature of IP. Moreover, many of the mul-
timedia applications are characterized by a multicast communication
pattern. In this work, we propose a functional architecture aiming at
providing a common framework to deploy network protocols supporting
QoS. The architecture is compliant with the main standards proposed in
the literature. We discuss two possible implementations of the architec-
ture modules for the service set-up, in either the int-serv model or the
diff-serv model. We present some performance evaluations obtained by
performing experiments with those two implementations.

1 Introduction

Multimedia applications are becoming of common use in the last few years,
thanks to the large diffusion of the World Wide Web. Although the possibility
of accessing those applications is attracting a lot of interest by the potential
users, so far the tools to provide them with a good quality level are not yet
available. Despite the continuous growth of the link capacity and of the switching
power of the routers, the best effort nature of IP is not sufficient, alone, to
meet the requirements (e.g., in terms of received rate, maximum end-to-end
delay or maximum data loss probability) of the multimedia and the real-time
applications.

As a further problem, many of the multimedia applications are characterized
by either a one-to-many or a many-to-many communication pattern. Hence, they
strongly demand for multicast protocols, that allow both to ease the manage-
ment of several recipients and to efficiently use the network resources. Multicast
introduces new quality parameters (e.g., the fair delay) to be considered when
providing QoS, and new issues in the QoS protocols design, such as that of
having to deal with heterogeneous recipients.
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Several initiatives have been undertaken in recent years to bridge this Quality
Of Service (QoS) gap [16,15,8,6,3]. So far, however, the standardization process
is far to be completed, the available proposals do not refer to a common ar-
chitectural framework and the literature is fragmented. Moreover, the available
protocols apply to single, homogeneous, QoS-domains, while the understanding
of the inter-domain communications is at a preliminary stage. All these argu-
ments are slowing the deployment of large QoS platforms by ISPs and making
very hard to ensure their interoperability.

In this paper, we describe a functional and architectural framework for end-
to-end QoS in large multi-domain networks where int-serv and diff-serv are both
deployed, or deployable, to provide service differentiation. The architecture pro-
vides the building blocks to design the structure of the routers operating at the
border between domains adopting different differentiation policies. It guarantees
backward compatibility with existing protocols and services. We studied possi-
ble mechanisms to realize the fundamental modules of the architecture for the
service set-up under both the IS and the DS models. The performance of those
mechanisms has been evaluated by simulations.

The paper is organized as follows: in Section 2, we introduce the model of
the system we consider and the notation used throughout the paper. In Section
3, we discuss the reference functional architecture. In Section 4, we describe the
architecture implementation both for the IS model and for the DS model. In
Section 5, we present our experimental results.

2 The System Model

So far, two main service differentiation models have been provided: integrated
services (int-serv) [6] and differentiated services (diff-serv) [3]. Int-serv’s offer
QoS on a per-flow basis. The data packets are labeled with the identifier of the
flow to which they belong. By contrast, diff-serv offers QoS service on a per-
packet basis. According to this model, each DS domain offers a specified set
of service classes, and the traffic entering the domain is assigned to the offered
service classes as the consequence of a classification and, possibly, conditioning
process. Each packet, through the use of the TOS/DS byte field of the IP header
[11], is labeled with the identifier of the class (DS codepoint) to which it belongs.
Resource reservation is performed on the base of the different service classes.
All the packets which belong to a given service class C are subject to the same
forwarding policy; they constitute a behaviour aggregate.

The interconnected system we will consider in the following is composed of
a set of networks connected by routers. The hosts in the networks may run ap-
plications that require a QoS transmission service. Routers allow the forwarding
of messages through different networks and are assumed to implement the QoS
services. In the following, the term QoS-capable routers is used to denote these
QoS-sensitive routers. We call domain, a set of contiguous networks which oper-
ate with a common set of service differentiation models, provisioning policy and
service definition. We denote as border routers those routers connecting contigu-



QoS Guarantees for Multicast Traffic 99

ous network domains. In order to guarantee the requested end-to-end QoS, the
border routers are responsible of mapping the service provisioning and forward-
ing policy to which a flow is subject in one domain into the model and policy
which have to be applied in the adjacent domain. The translation policy depends
on the agreement between the adjacent domains.

3 The Reference Architecture

In [13] we propose a reference functional architecture to support QoS in the In-
ternet. It has been designed for large networks, where both IS and DS can be de-
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Fig.1. Functional architecture of a QoS-capable router

ployed. It supports both unicast and multicast communications. It is composed
by the functional modules needed to provide QoS over an IP-based network.
Most of the functional modules composing the described architecture are cov-
ered by the unicast-oriented and multicast-oriented protocols which have been
proposed so far [15,16,8,10]. Other modules are available within either research
or proprietary QoS architectures (e.g., MBone, XRM, the Tenet architecture,
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the Heidelberg QoS model). The modules organization corresponds to a layered
structure which can be easily mapped onto the layers 2, 3 and higher, end-to-end,
of the OSI reference model.

The overall functional organization of a QoS-capable element of a network
is described by the QoS architecture of Figure 1. This architecture has been
derived after the scanning of the literature and its functional re-organization
aimed to be as general as possible, to guarantee backward compatibility with
the available proposals, and to reduce (not eliminate yet) function duplications.

In Figure 1, bold lines are used to specify the control flow, which describes
the service set-up phase, while thin lines specify the data flow, which describes
the data transfer phase. Dashed lines indicate intra-layer control/data flows.

The functional modules that belong to this QoS architecture can be grouped
in four main classes, spanning the layers of Figure 1.

System setting class. This class embodies the functions needed to reserve the
buffer and bandwidth resources and to set the internal QoS parameters along
the path from the source to the destination(s) of a QoS flow. Since applications
are likely to be unaware of the network internals, at the end-to-end layer a lieson
service should be provided between host and network functions. It consists in
supplying an abstraction of the underlying QoS implementation. It translates the
independent application service specification into the format which is suitable
for the network layer (e.g., a TSpec and a RSpec [6] in the case of int-serv’s, or a
Per-Hop-Behavior (PHB) [3] in the case of diff-serv’s). Resource allocation must
be performed at all of the architectural levels, as well as the configuration of
both the modules carrying out the packet processing (e.g. packet classification
and scheduling) at each intermediate router, and the destination entity that
delivers the data flow at the final user.

Traffic management class. This class groups the functions which define the QoS
traffic management policy. The modules belonging to this class apply the policies
for packet processing decided in the service set-up phase. They also deal with the
tasks of message fragmentation and reassembly, data encoding and data delivery
at the destination according to the agreed QoS.

Metering class. This class includes the functions which allow to monitor QoS
parameters during both the set-up and the data transfer phases in order to
trace the dynamics of resource availability to allow reservation, adaptation and
exception handling. The metering services have multiple purposes. The gathered
measures are used to estimate the amount of resources needed to achieve a given
QoS. These estimates are used when a request for a new QoS flow or behaviour
aggregate is received, to perform the reservation and the module configuration.
The measurements may be as well used at both the end-to-end layer and the
network layer to dynamically re-configure some of the functional modules to
adapt to the changing network conditions. The reports might be notified to the
source application, to allow traffic profile adaptation according to the available
network resources.



QoS Guarantees for Multicast Traffic 101

Security class. This class includes functions which allow the authentication of
an application, access control, accounting and security management. At the net-
work layer, the validity of all the incoming requests (from both the network and
the upper layer) is checked. Whenever a new data packet is received, it must
be checked the correctness of a specified portion of the packet header and its
coherence with the QoS requested at the set-up time.

For more details about the functional architecture, the interested readers
may refer to [13]. In that work we show as well how the proposed architecture
can be applied to provide interoperability among different domains.

3.1 Supporting QoS-Multicast Traffic

In Figure 2, we show how the network layer modules of a generic QoS capable
router should be modified with respect to Figure 1 to support multicast traffic.
Modules are added or modified to manage the changes in the group membership,
and to perform multicast routing, which is supposed to maintain a tree-based
multicast infrastructure among the QoS/multicast-capable routers.

classifier

reservation

Transport Layer

policy
control

Network Layer

pck scheduler pck scheduler pck scheduler

branch
conditioner

meter dropper

shapermarker

manager

routing

membership

admission
control

flow of data pcksflow of control pcks

Data Link Layer
out-link i out-link j out-link k

instance of traffic conditioner

b.c. b.c.

Fig.2. QoS multicast functional architecture

Different receivers may be characterized by different resource availability,
thus requiring different levels of QoS. To deal with the receivers heterogeneity,
packet processing may be performed according to different policies for different
destinations. As the consequence, in a branch router in the multicast tree one
copy of the packet management modules (the branch conditioner in Figure 2)
must be instantiated for each downstream path. These instances must apply
appropriate traffic conditioning policies according to the QoS to deliver to their
downstream destinations.

For what concerns the end-to-end layer, to support the multicast traffic, the
end-to-end modules are required to be group-aware, and must compensate the
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heterogeneity among different destinations. If fair delay requirements are to be
satisfied, the modules at each destination must be configured, which carry out
the delivery of the data flow at the final receiver. When reliability requirements
(i.e. all destinations receive with a certain probability) or atomicity requirements
(i.e. all or none of the destinations receive) must be satisfied, the service becomes
much harder to be provided and, in the latter case above, the set of delivery
modules are requested to execute an agreement protocol.

Further considerations regarding the issues related with multi-domain mul-
ticast routing are discussed in [13].

4 The Architecture Implementation

As a preliminary step towards the architecture implementation, we studied the
mechanisms that can be adopted to realize the functional modules, in either the
IS model or the DS model. We focused on the modules for the service set-up,
and we implemented some alternative policies for each of them.

4.1 The Diff-serv Approach

In figure 3 we show the architecture we have considered to support QoS according
to the statically configured DS model. In the DS model, the system configuration
is in charge of the bandwidth broker [12], that corresponds to the routing and
reservation modules in the proposed architecture. Applications must notify to
their ISP the service they require, the profile of their traffic and the destinations
of each microflow. Periodically, the bandwidth broker performs call-admission
control, and it computes the paths along which the behaviour aggregates must
be forwarded. To this purpose, it exploits the topology and resource availability
information collected by a link-state protocol. The bandwidth broker configures
the routers that must be traversed by the QoS traffic, so that they implement
the appropriate PHBs. We have designed some algorithms that may be used to
implement the bandwidth broker. They build a multicast source-based routing
tree structure along which the behaviour aggregates are forwarded, and have
a centralized control. To support multicast services with QoS, algorithms for
routing data packets, optimized in order to minimize connection costs only, are
not recommendable. It is also necessary to consider constraints regarding the
total maximum delay and especially the difference among delays experienced
by the packets in reaching their destinations (fair delay). Therefore, since the
considered problem depends on three different constraints (cost, delay and fair
delay), any effort of searching its optimal solution is not effective.

Let us define the maximum source-destination delay ∆max as the age of
obsolescence of the packet information. The maximum spread of the source-
destination delay δmax, also called fair delay, is the maximum difference of the
end-to-end delay for every couple of destinations belonging to the same multicast
group. The link cost is defined as the ratio between the allocated bandwidth
and the total link bandwidth; this means that the cost increases as the available
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bandwidth decreases. Inside a network, let us consider a routing tree T , with
cost C, corresponding to a multicast group M with source s. For every node
u ∈ M a route P (s, u) exists in T . Saying r a generic branch of T with cost
c(r) and correspondent average delay D(r), the considered constraints can be
analytically written as follows:

∆ =
∑

r∈P (s,u)

D(r) ≤ ∆max (maximum delay constr.) (1)

δ = max
u,v∈T

|
∑

r∈P (s,u)

D(r) −
∑

q∈P (s,v)

D(q)| ≤ δmax (fair delay constr.) (2)

C =
∑

r∈T

c(r) ≤ Cmax (cost constr.) (3)

where Cmax is the maximum acceptable cost of a multicast connection. Starting
from the knowledge of the three parameters ∆max, δmax and Cmax, the heuristic
algorithms presented in this section have been developed to find sub-optimal
multicast routing trees.

The DVMA Algorithm (Delay Variation Multicast Algorithm) [14] has been
conceived to build a routing tree satisfying, when possible, the maximum delay
constraint and, at the same time, the fair delay constraint. When it fails, the
algorithm identifies a multicast tree whose maximum delay complies with con-
straint (1) at least. Dijkstra’s algorithm is encapsulated in DVMA to perform
the first attempt path search, by identifying a shortest path tree T0 minimizing
the source-destination delays. If either T0 complies with both delay constraints
(1) and (2), or the maximum delay observed by the farest destination is greater
than ∆max, no further computation is performed. The DVMA enhancements,
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with respect to its Dijkstra’s subroutine, are activated when the maximum delay
is lower than ∆max, but the fair delay is greater than δmax. In order to overcome
that problem, DVMA operates by lengthening the shortest paths of T0. DVMA
considers the farest destination v, connected to s by an incomplete tree produced
by Dikstra. DVMA selects some alternative paths to reach the members of M
not belonging to such tree yet. Each of them is joined when the correspondent
path complies with both constraints (1) and (2). In this case that path becomes
a new branch of the tree. DVMA has been one of the first algorithms devoted
to guarantee QoS. On the other hand, it does not take into account the network
efficiency, since cost constraints are not included in it.

The CCDVMA Algorithm (Cost Conscious Delay and Delay Variation Multicast
Algorithm) [9] has been developed to include connection costs within the goals
of QoS multicast routing. CCDVMA uses the Dijkstra’s algorithm to identify
a first attempt multicast tree, which is computed considering the link costs.
Consequently, the resulting paths are characterized by a minimum cost, but
they do not optimize the source-destination delay. After that, CCDVMA selects
a given number of possible alternative routes, to join the nodes not reached by
the tree, trying to satisfy rules (1) and (2). In practice, the algorithm is cost
optimized first and delay constrained afterwards. When the two delay limits
cannot be simultaneously fulfilled, CCDVMA privileges the reduction of the fair
delay, since it is supposed to be the most important QoS parameter.

The CDSAMA Algorithms (Cost and Delay Sensitive Applications - Multicast
Algorithm) [4] use a different approach. First of all, CDSAMA chooses a mini-
mum cost tree T by means of an adaptation of the Dijkstra’s algorithm operating
on the link costs. After that, among all the destinations, CDSAMA selects the
one (say node q) characterized by the minimum delay on the path that connects
it with the given source along T . Then the algorithm looks for alternative s → q
paths, not belonging to T but having relatively low costs and delay lower than
the relative constraint. Such paths are obtained erasing, one per time, every links
present on the s → q path in T . For every path characterized in this way, CD-
SAMA finds the best link connecting a new destination to the tree. The choice
is taken according to the following rules:

a) if only one path is characterized by a maximum delay ∆ with ∆ ≤ ∆max, it
is selected;

b) if multiple paths exist, having a maximum delay lower than, or equal to,
∆max, the new path is selected as the one that is the best in terms of
maximum difference δ (with respect to all the other destinations already
reached by the tree);

c) if multiple paths are characterized by either maximum delay ∆ ≤ ∆max or
maximum difference of delay δ ≤ δmax, the path having the minimum cost
is selected.

In this way, node after node, repeating the same procedure illustrated above,
CDSAMA provides a multicast tree that connects all the destinations with the
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given source. In practice, when possible, the algorithm identifies a tree that is
compatible with both the delay constraints. Among all the trees that satisfy such
limits, it chooses the cheapest. When the algorithm fails, in any case, it suggests
the choice of the closest solution to the optimal one. CDSAMA2, a modification
of CDSAMA, differs from CDSAMA in the Dijkstra subroutine, that produces
the first multicast tree T considering the link delays. Being essentially focused on
QoS, CDSAMA2 accepts higher costs as a counterpart of a better performance.

The DVMA2 Algorithm [5] represents a possible evolution of DVMA. It is a
3-constrained multicast algorithm, obtained optimizing the procedure adopted
by DVMA to identify alternative source-destination paths. More precisely, with
respect to the original algorithm, DVMA2 discards the paths which do not com-
ply with the QoS parameters during their construction, without waiting for their
complete definition. In this way, the computational complexity results to be re-
duced, making this algorithm well suited in a dynamic context, where the mod-
ification of the multicast group composition, due to join-and-leave operations,
implies a frequent tree re-fitting. The output of the algorithm is represented by a
tree minimizing the fair delay, even when the relative constraint (2) is violated.

4.2 The Int-serv Approach

In the IS model, we were interested in studying the impact of both the flows
and the group membership dynamics on the end-to-end QoS. Starting from the
ns-2 simulation package, we have developed a modular implementation of the
described architectural framework, where functional modules can be incremen-
tally added or substituted to observe primitive QoS parameters, such as received
data rate, delay, jitter and fair delay, under different traffic sources. The ns-2
simulation package supplies for modules implementing many standard network
protocols. At the current state, though, only a template of RTP [15] is available
for what concerns QoS support.

The simulation framework currently involves the basic modules for each archi-
tectural level; alternative implementations have been realized for some modules.
The modules can be variously combined to perform experiments under different
system settings. In Figure 4 we show the architecture under test.

As the packet scheduling policies we currently consider:

fifo: with this policy best effort and QoS packets have the same priority. No
resource reservation is performed;

weighted fair queue (wfq): QoS packets are assigned a weight proportional
to the amount of resources reserved for the QoS traffic [7];

worst-case fair weighted fair queue (113:wf2q): it is a modification of the
wfq, that better approximates the fluidic model, thus improving the fairness
in the bandwidth sharing amongst flows [1];

priority (pq): QoS packets virtually have all of the bandwidth reserved.

The wfq behaviours depend on two parameters: the promptness parameter d
[7], and the weight normalization. The promptness parameter represents a sort
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of wfq memory that remembers when the last packet has been scheduled for
each flow. It is used together with the flow weights to compute the transmission
time of the packets received at a node: the greater d, the less the low-rate flows
are penalized with respect to high-rate flows. Without weight normalization, the
bandwidth assigned to a flow f cannot be used by other flows also when no f
packet is queued, that is, the policy is non-work-conserving.

ns-2 offers both unicast and multicast routing protocols. As the unicast pro-
tocol we consider the Distance Vector. We modified the original class of ns-2 so
that paths can be chosen according to several quality metrics: not only distance
in hops as usual, but also offered bandwidth, delay or loss probability. Hence, a
family of QoS-sensitive unicast routing protocols is available.

The multicast routing and resource reservationmodules are obtained
by an implementation of the QoSMIC protocol [8], which has been chosen among
others [10,2] for its simplicity and flexibility. QoSMIC builds a shared tree TG

composed of the receivers belonging to a multicast group G; it adopts a dis-
tributed approach. When a new router nr joins G, it identifies a subset of the
nodes in TG as its candidates to join to the tree. A node nc candidates if the qual-
ity of the unicast path connecting nc to nr is such that the QoS requested by nr
can be provided and, possibly, nc realizes a local optimum in terms of quality-
of-path. Several heuristics can be used to characterize the set of candidates;
we adopted the multicast tree search policy with the directivity mechanism for
the selection of the candidates. Among them, nr chooses the router (and the
branch) that offers the best QoS. QoSMIC can consider only one quality-of-path
metrics at a time; it requires an underlying QoS-sensitive unicast routing pro-
tocol that finds “good” paths according to that metrics. The QoSMIC protocol
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can be used to provide call admission and resource reservation in both IS and
DS domains. So far, we performed experiments in the IS model only. Besides
of QoSMIC, other multicast routing protocols are natively available with ns-2,
such as Bidirectional Shared Tree (bst), that uses the distance in hops as the
quality metrics, and that we used in comparison with QoSMIC. At the end-to-
end layer, we modified the ns-2 RTP class to meet the real implementation of
that protocol. We interfaced it with the underlying routing protocols.

5 Performance Evaluation

5.1 The Diff-serv Approach

In this section the performance of the algorithms presented in Section 4.2 is
analyzed and compared. We tested such algorithms in networks whose topology
has been randomly generated. Each node of the network transmits uniformly
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Fig.5. (a) Maximum delay towards 2 destinations in a 20-nodes network. (b)
Maximum fair delay towards 2 destinations in a 20-nodes network

distributed unicast traffic by means of packets of fixed length. The rate of the
unicast traffic is determined by the parameter p, that is the probability that a
node emits a unicast packet in a time slot. In the sequel, p varies from 10% to
80%. A multicast connection between a source and a multicast group is then
overlapped on the unicast communications. The positions of source and destina-
tions of the multicast connection are randomly selected. We considered networks
composed by 20 and 30 nodes, supporting a network load equal to 20p and 30p
respectively. For every class of networks, simulations have been repeated for dif-
ferent sizes of the multicast group. In particular, the membership is equal to
10%, 20% and 30% of the total number of nodes belonging to the network. For
every simulation conditions, ∆, δ and C are measured. The parameters ∆ and



108 Andrea Borella et al.

10 20 30 40 50 60 70 80

p (%)

0

200

400

600

800

1000

1200

1400

C

0

200

400

600

800

1000

1200

1400

...
..
...
...
...
...
..
...
..
...
...
..
...
..
...
...
..
...
..
...
...
...
...
...
...
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
..
....
...
...
..
...
...
...
...
..
...
...
...
...
..
...
...
..
...
...
...
....
....
...
....
....
....
....
....
....
....
...
....
....
....
....
..
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
..
.
......
......
.....
.....
.....
.....
......
.....
.....
.....
.....
..
..
...
...
...
...
...
...
...
..
..
...
...
...
...
...
...
..
..
...
...

� DVMA

.........
..........
.........
...........

..........
.........
......
......
.....
......
......
......
......
......
......
.....
....
.....
....
....
.....
....
.....
....
.....
....
.....
...
...
...
...
...
...
...
....
...
...
...
...
...
...
...
...
...
....
..
...
..
...
..
...
...
..
...
..
...
...
..
...
..
...
..
...
...
..
...
..
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.

� CCDVMA

..........
.........
...........

.........
..........
.........
.......
......
.......
.......
.......
......
.......
.......
....
....
....
....
....
.....
....
....
....
....
....
.....
.....
....
....
....
.....
....
....
....
....
.....
....
....
....
.....
...
....
...
....
...
....
...
...
....
...
....
...
....
...
...
.....
...
....
...
....
...
....
...
....
...
....
...
....
...
....
...
....
..
..
...
..
..
...
...
..
..
...
..
..
...
...
..
..
...
..
..
...
...
..
..
.

? CDSAMA

..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
...
....
....
.....
....
....
....
.....
....
....
....
.....
....
.....
...
...
...
...
...
....
...
...
...
...
...
....
...
...
...
...
...
.....
...
....
...
...
....
...
....
...
...
....
...
....
...
...
....
......
......
......
.......
......
......
......
......
......
......
....
....
....
.....
....
....
....
.....
....
....
.....
.....
....
.....
....
.....
....
.....
....
....
.....
....
.....
....

Æ CDSAMA2

.....
.....
.......
.....
......
.....
......
.....
......
......
......
.....
......
.....
......
.....
......
......
.....
......
...
....
...
....
...
...
....
...
....
...
....
...
...
....
...
.....
....
....
....
....
....
....
....
....
...
....
....
....
....
....
...
...
...
...
...
..
...
...
...
...
...
...
..
...
...
...
...
...
...
..
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
...
.....
....
.....
....
.....
....
.....
....
.....
.....
....
....

� DVMA2

�
�
��
�
��
�
��
�
��

�

�

�� � ��
�
�

� � �� � �� � ��
�
��
�
��
�
��
�
�

? ? ?? ? ?? ? ?? ? ?? ? ?? ? ?? ?
?

Æ

Æ

ÆÆ Æ ÆÆ
Æ
ÆÆ
Æ
ÆÆ Æ ÆÆ Æ ÆÆ Æ Æ

� � �� � ��
�
��
�
��
�
��
�

�� � �

10 20 30 40 50 60 70 80

p (%)

400

500

600

700

800

900

1000

�

400

500

600

700

800

900

1000

...........
............

...........
...........

.......................................................................
........
........
........
.......
........
..........................................................................................................................................

.........................
............

........
.......
........
.......
.......
........
...

� DVMA

...
...
..
...
...
...
..
...
...
...
...
...
...
..
...
...
...
...
...
....
..
...
...
...
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
........................................................................

............
.............

............
.........................................................................................................................................................................

� CCDVMA

..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
............................................................

..

.

.

..

.

..

.

.

..

.

..

.

.

..

.

..

.

.

..

.

..

.

..

.

.

..

.

..

.

.

..

.

..

.

.

..

.

..

.

.

..

.

..

.

.

..

.

..

.

..

.

.

..

.

..

.

.

..

.

..

.

.

..

.

.........................................................
..
.
..
.
.
..
.
..
.
.
..
.
.
..
.
..
.
.
..
.
..
.
.
..
.
..
.
.
..
.
.
..
.
..
.
.
..
.
..
.
.
..
.
.
..
.
..
.
.
..
.
..
.
.
..
.
..
.
.
..
.
.
..
.
.....
...
....
...
...
...
...
...
...
....
...
...
...
...
...
...
....
...
...
...
...
...
...
..............................................

..........

? CDSAMA

...
...
..
...
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
...
.......
.........
.........
.........
.........
.........
............................................................

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

.

.

.

..

.

.

.

.

.

..

.

...
...
..
...
..
...
...
..
...
...
..
...
..
...
...
..
...
...
..
...
..
...
...
..
...
...
..
...
...
....
...
....
...
...
...
....
...
...
...
....
...
...
...
....
...
...
.................................................................

Æ CDSAMA2

...
..
...
...
..
...
..
...
..
...
..
...
..
...
..
...
..
...
..
...
..
...
....
....
.....
.....
.....
.....
.....
.....
.....
....
.....
.....
....
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
........
....................

...................
.....................................................................

.....
.....
......
.....
.....
......
.....
.....
......
.........................................

...............

� DVMA2

� � �� � �� � �� � �� � �� � �� � �

�
�
��
�
��
�
�� � �� � �� � �� � �

?
?

??
?

??

?

?

?? ? ??

?

?

??

?

?? ? ?

Æ
Æ
ÆÆ Æ ÆÆ Æ ÆÆ

Æ

Æ

Æ

ÆÆ

Æ

Æ

ÆÆ
Æ
ÆÆ

Æ

Æ

�
�
�� � ��

�
�� � �� � �� � �� � �
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Fig.6. (a) Cost of the tree connecting 2 destinations in a 20-nodes network. (b)
Maximum delay towards 4 destinations in a 20-nodes network

δ are measured in tens of time slots, whereas C is reported in centesimal units.
In Figs. 5, 6 and 7 we report the graphs relative to networks composed by 20
nodes, where the multicast group size is set equal to 2 and 4. Similar results
have been obtained with 6 destinations.

From this group of plots we can summarize the following considerations:

– DVMA, being constrained by delay specifications only, is characterized by a
low efficiency, whereas it provides good QoS with respect to the delays;

– CCDVMA, with respect to DVMA, shows higher values of δ and ∆ but,
obviously, it is preferable for the cost profile;

– CDSAMA has an optimal behaviour in terms of connection efficiency; its
classic behaviour (characterized by high ∆ and δ values) is not evident here
because of the small network dimension;

– CDSAMA2 is the opposite of CDSAMA, that is, it has acceptable QoS levels
(especially when the group size increases) at the expense of higher tree costs;

– probably DVMA2 provides the best cost/performance ratio, since it shows a
quite good behaviour, at a cost similar to that of the other algorithms, but
always lower than the DVMA one.

We repeated the same experiments in the case of 30-nodes networks, where
the multicast group is composed by 3, 6 and 9 destinations. In those cases, we
observe that all the algorithms are characterized by behaviours similar to those
of the 20-nodes case, where the worsening of the performance is essentially due
to the increase of the network dimension. Even though DVMA is focused on
delay minimization only (no cost constraint is considered), it fails in determin-
ing the trees having the minimum δ for every intensity of the unicast traffic. In
fact in general our new algorithms, which instead operate on three constraints,
show a better behaviour. For the same reason, the DVMA efficiency is always
worse than that of the other algorithms (CDSAMA2 excepted). In particular,



QoS Guarantees for Multicast Traffic 109

10 20 30 40 50 60 70 80

p (%)

0

50

100

150

200

250

300

350

400

450

Æ

0

50

100

150

200

250

300

350

400

450

....
....
....
...
....
....
...
....
....
....
...
....
....
...
................................................................

.....
....
....
....
.....
....
....
.....
....
....
....
........................................................................................................................

.....
......
......
.....
......
.....
......
.....
.......
.......
.......
.......
.......
........
.......
.......
...

� DVMA

.........................
..............................

..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
............

...............
..............

...............
...
....
....
....
...
....
....
....
...
....
....
...
....
....
..............................................................

.....
....
....
.....
....
....
....
.....
....
....
.....
..........................................................

� CCDVMA

..
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
..
...
...
..
....
.........................

........................
............................................................................

....
.....
....
.....
....
.....
....
.....
....
.....
....
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
......................................................................................................................

? CDSAMA

................................................................................................................
.........
..........
.........
..........

.........
.....
..
.
..
.
..
.
..
.
..
.
..
.
..
..
..
.
..
.
..
.
..
.
..
.
..
.
..
..
..
.
..
.
..
.
..
.
..
.
..
.
..
..
..
.
..
.
...............................................................

......
......
......
......
......
......
......
......
........................................................

Æ CDSAMA2

...........................................................
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
...
.....
.....
.....
.....
....
.....
.....
.....
.....
.....
.....
.....
....
...
....
....
....
...
....
....
...
....
....
....
...
....
..........
..........

.........
..........
.........
..........
......
.......
......
.......
......
.......
......
.............................................................

� DVMA2

�
�
��
�
�� � �� � �� � �� � �� � �

� � ��

�

�� � ��
�
�� � �� � �� � �

? ? ?? ? ??
?

?? ? ??
?

??
?

?? ? ?Æ Æ ÆÆ Æ ÆÆ Æ ÆÆ

Æ

ÆÆ
Æ
ÆÆ Æ ÆÆ Æ Æ

�
�
��
�
�� � ��

�
�� � �� � �� � �

10 20 30 40 50 60 70 80

p (%)

0

200

400

600

800

1000

1200

1400

C

0

200

400

600

800

1000

1200

1400

...
...
...
...
...
..
...
..
...
...
..
...
..
...
...
..
...
..
...
...
..
....
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
..
..
...
...
...
..
..
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
.....
....
....
....
....
....
...
....
....
....
....
....
....
....
..
..
.
..
.
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
..
.
..
.
..
..
.
..
.
..
..
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
...
..
..
..
..
..
.
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
.
.

� DVMA

.....
.....
......
......
.....
......
.....
......
......
......
...
...
...
...
...
...
...
...
...
..
...
...
...
...
...
...
...
...
....
..
...
...
..
..
...
..
...
...
...
..
...
...
...
..
...
...
...
..
..
...
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
...
..
..
.
..
..
.
..
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
..
.
..
..
.
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
..
.
..
..
..
..
.
..
..
..
...
..
.
..
..
..
.
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
.
..
..
..
.
..
..

� CCDVMA

.....
......
.......
......
......
......
......
.......
.......
....
....
....
....
....
....
....
....
....
....
....
....
....
......
.....
.....
.....
.....
.....
....
.....
.....
.....
.....
......
....
....
....
.....
....
....
....
....
.....
....
....
....
....
...
...
..
...
...
...
..
...
...
...
..
...
...
...
..
...
...
...
..
....
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.

? CDSAMA

...
..
..
...
...
..
..
...
..
..
...
...
..
..
...
..
..
...
...
..
..
...
..
..
...
.
..
..
..
.
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
.
....
...
...
...
...
....
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
..
.
..
....
...
..
...
...
...
...
..
...
...
...
...
..
...
...
..
...
...
...
...
...
..
...
...
...
..
...
...
...
...
...
..
...
...
...
...
..
...
...
...
...
...
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..

Æ CDSAMA2

.......
......
.......
.......
.......
......
.......
.......
....
...
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
....
..
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
...
..
...
..
...
..
...
..
...
..
...
..
...
..
...
..
...
..
...
...
.
..
..
..
..
.
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
.
..
..
..
..
..
...
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
..
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
..
..
.
..
.
..
.
..
.
..
.
..
.
....
..
...
...
...
..
...
...
...
..
...
...
...
..
...
...
...
..
...
...
...

� DVMA2

�
�
��
�
��

�

��
�
��

�

�

��

�

��

�

�

� � ��
�
��
�
��

�

��

�

��

�

�

��

�

�

�

? ? ?? ? ?? ? ?? ? ?? ? ??
?
??
?
?

Æ
Æ
ÆÆ

Æ

Æ

ÆÆ
Æ
ÆÆ

Æ

Æ

ÆÆ
Æ
ÆÆ
Æ
ÆÆ
Æ
Æ

� � ��
�
��
�
��
�
��

�

��

�

��
�
�

(a) (b)

Fig.7. (a) Maximum fair delay towards 4 destinations in a 20-nodes network.
(b) Cost of the tree connecting 4 destinations in a 20-nodes network

the correspondent tree cost increases as load gets higher. Among the developed
algorithms CDSAMA2, essentially but not exclusively focused on delay optimiza-
tion, performs particularly better than DVMA. Finally we can observe that, for
every algorithm, all the QoS levels seem to be affected by load increase very
weakly. This is not true for the cost parameter.

5.2 The Int-serv Approach

We performed measures with the protocol stack described in section 4.2 under
different network conditions. We consider a meshed network of 64 routers inter-
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Fig.8. (a) Average end-to-end delay with pq. (b) Average end-to-end delay with
113:wf2q
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connected by optical fiber links having a 2 Mbps bandwidth and length variable
between 50 and 100 Km. QoS CBR traffic originates in the tree root; we per-
formed our measures with different transmission rates. The background, best
effort traffic is uniformly distributed all over the network and the average use of
the bandwidth resources is 33%. We considered group memberships of 5, 10 and
20 nodes. As the quality of path metrics we considered the bandwidth.

QoSMIC has proved to efficiently perform call admission: when the sum of
the QoS source rates approximates the link capacity, the receivers in the inter-
section of the group memberships successfully join the tree only for a subset of
those sources. Unfortunately, the efficacy of the heuristics used by QoSMIC to
characterize a set of candidates and distribute the load is limited by the depen-
dency on the unicast routing. The unicast routing provides the paths having the
maximum bandwidth, according to the link characteristics. Along those paths
all the flows are forwarded. When links saturate along those paths, destinations
have to renounce to receive QoS traffic, although alternative paths with enough
resource availability could exist.
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Fig.9. (a) Average end-to-end delay with wfq. (b) Jitter for |G| = 10 and
different packet scheduling policies

We measured the end-to-end QoS achieved with different packet scheduling
policies. Obviously, the fifo policy does not offer any guarantee. The wfq policy
quarantees a better fairness among different flows than wf2q, only when the
prompteness parameter is set to 1 and no weight normalization is performed.
This way, the queueing delay of the slow flows is bounded. Since CBR sources are
honest (i.e., they produce traffic at the claimed rate), pq does not delay packets
in the queues. A packet arriving at a node must wait at most for a packet
transmission time before being forwarded. By contrast, the policies aiming at
providing a better fairness guarantee the unreserved bandwidth to best effort
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packets, that are always present, thus worsening the delay experimented by QoS
packets and introducing irregularities in the flows.

This is confirmed by the end-to-end delay curves for increasing QoS rate
and different group G cardinalities (figures 8 and 9(a)). Those curves have been
obtained by considering two QoS sources: the former has a 1 Mbps rate, the rate
of the latter varies between 0.4 Mbps and 1.9 Mbps. The performance indexes
reported by these and the following figures concern the flow generated by the
latter source. Thewfq policy has d = 1 and no weight normalization. The impact
of the queueing delay is particularly evident when the network is congested (rate
of the second source of 0.9 Mbps). For higher rates the contention between the
two sources disappears, as their flows cannot traverse the same links.

Obviously, pq does not behave well when irregularities are introduced in the
generated CBR flows: bursts of a flow are drained by stealing bandwidth to
the flows with lower priorities, thus violating the flow isolation. As a matter of
fact, those delays are negligible; we observed that all the policies guarantee the
correct traffic arrival rate at the destinations grafted to the tree. The fair delay
behaviour is consistent with that of the end-to-end delay: the recipients farer
from the source suffer greatly for the queueing delays when wfq or 113:wf2q
are used. In figure 9(b) the jitter is shown, averaged on the recipients of the
second source. All the considered scheduling policies are unable to control the
jitter, due to the interleaving among different flows at the intermediate nodes. In
fact, the jitter goes to zero for high QoS rate just because the best effort traffic
is almost completely excluded from the network.

6 Concluding Remarks

In this paper we propose a functional architecture to support QoS in multi-
domain IP networks. We describe two implementations of the architecture, to
support multicast QoS in both the int-serv model and the diff-serv model. We
discuss the performance results obtained with those implementations.

For the DS model, we studied some heuristic methods of path searching sub-
mitted to three cost/performance constraints for meshed topology. In particular
the new CDSAMA, CDSAMA2 e DVMA2 algorithms have been presented and
tested in comparison with the previous DVMA and CCDVMA solutions. The
simulation results show that the new techniques offer a maximum delay slightly
greater than that produced by DVMA. Similarly, encouraging results character-
ize the performance of such algorithms with regard to the fair delay as well. On
the other hand, significant advantages are achieved in terms of connection costs.

For the IS model, some interesting considerations derive from the obtained
results, regarding the policies that seem more promising to realize QoS support.
Jitter and fair delay can be controlled only at the end-to-end layer, by appro-
priately configuring the delivery modules at the recipients. All the scheduling
policies guarantee the arrival rate. But, with respect to the end-to-end delay,
the pq policy behaves better. To avoid the negative effects of irregularities in
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the flows, traffic shaping modules should be implemented at the source nodes,
and possibly at the intree routers.

A lot of work still remains to be done. We are extending the framework with
other policies either available in ns-2 (e.g., red, cbq) or that we are currently
implementing, such as Weighted Round-Robin. We are modifying QoSMIC to
adopt it in the DS model as a distributed bandwidth broker, to support dynamic
system reconfiguration. We are implementing both the QoS cbt protocol [10]
and the QoS pim-sm protocol [2].
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Abstract. In this paper we propose a DiffServ architecture for the sup-
port of real time traffic (e.g., video) with QoS constraints (e.g., band-
width and delay) over an IP domain. The main goal of the paper is to
identify solutions which provide QoS guarantees without requiring per
flow processing in the core routers (as is commonly done in IntServ so-
lutions) and which are thus scalable. We propose, and evaluate through
simulation, different approaches for call admission control (CAC) and
resource allocation. These approaches are all consistent with the Diff-
Serv model, but place different processing and signaling loads on edge
and core routers. Paths are computed by means of a QoS routing algo-
rithm, Q-OSPF, and MPLS is used to handle explicit routing and class
separation.

1 Introduction

This paper deals with the DiffServ approach by which Internet network service
providers can offer different service quality to different classes by using different
admission control and reservation “styles.” We recall that the main goal of the
DiffServ approach is to overcome the well known limitations of Integrated Ser-
vices and RSVP, namely, low scalability of per-flow management in core routers.
The basic approach of DiffServ is to manage traffic in core routers by applying
different per-hop behaviors (PHBs). PHBs are specified by a code, named DS
codepoint, in a dedicated field in the header of IPv4 and IPv6 datagrams. This
way, traffic flows can be aggregated into a relative small number of PHBs, which
can be easily handled by core routers without scalability restrictions.

In this context, we seek scalable admission control and reservation solutions
for DiffServ over an IP domain. The main contribution of this work is the defi-
nition of alternate connection admission control (CAC) strategies which provide
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a variable degree of QoS guarantees to behavior aggregates. Another key per-
formance to watch in the proposed solutions is the level of involvement of core
routers in traffic management. The intent is to move the complexity and the
processing O/H from the core to the boundary of the DS domain. The guide-
lines of our proposal are compatible with [1], and in particular include only
aggregated classification state within the core routers. However, due to space
limitations, in this paper we will not address all the issues raised in [1]. Rather,
we will describe and analyze only those issues related to performance guaran-
tees. In regard to the end-to-end behaviors, our attempt is to provide hard and
soft bounds on delay, and loss. These are the same targets of the guaranteed
quality of service specified in [2]. Our approach departs from that in [2] in that
we simplify core router by eliminating re-shaping of traffic in core routers. This
enhances scalability since reshaping is done on a per flow basis. While the lack
of reshaping implies a progressive alteration of the statistical properties of each
micro-flow along the path, some QoS guarantees are still provided to each micro-
flow while operating only on behavior aggregates in core routers. Depending on
the processing and signaling load that we are willing to tolerate in core routers,
we define three alternate CAC approaches, discussed in section 3. In all three
cases, paths are determined by means of a QoS routing algorithm. We assume
that the forwarding layer of the protocol stack is based on MPLS [3], so that
the DiffServ Behavior Aggregates can be mapped into Label Switched Paths.
The above CAC styles are characterized by different levels of complexity and
provide different levels of QoS guarantees, as discussed in the following sections.
We also study the coexistence of different styles in the same network and show
that WFQ is necessary to maintain “differentiated” performance in the different
classes. The various approaches are illustrated and validated via simulation us-
ing a PARSEC wide area network simulation platform. The real-time traffic is
represented by MPEG video traces. In the following sections we introduce the
various “building blocks” of the proposed DiffServ architecture starting from its
foundation, namely QoS routing.

2 QoS Routing

The QoS routing scheme plays a key role in this architecture. It serves the dual
purpose of finding feasible routes as well reporting (to each edge router) the
quality of an existing route. A general QoS routing problem consists of finding a
path from a source to a destination, which is suitable to a given application with
given end-to-end constraints. The importance of QoS routing for supporting
QoS in the Internet is testified by the IETF activity in this field [4]. In our
framework, the constraints that we will consider are delay and bandwidth, as
they are particularly suited to real-time applications like IP telephony and video
conferencing.

An optimal path is here defined as a path with minimum number of hops
which still satisfies a set of multiple constraints. In general, optimal routing
with multiple metrics is known to be an NP-complete problem [5]. To avoid
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the complexity of exact, combinatorial solutions, several papers [6,7,8] have ad-
dressed QoS-constrained routing problems using a variety of heuristic strategies.
An interesting departure from the current heuristics is offered by [9], where a
QoS routing algorithm based on Bellman-Ford is proposed, the Multiple Con-
straints (MC) Bellman-Ford, which finds “optimal” (min hop) solutions when
dealing with bandwidth and delay constraints.

In our experiments, we have restricted our study to intradomain routing and
have used as a starting point OSPF, an intradomain routing protocol. We have
extended OSPF (calling it Q-OSPF) to enable QoS routing by including available
link bandwidth and packet delay in the link state packet. Although the standard
OSPF uses the Dijkstra algorithm for path computation, in Q-OSPF such task
is performed by the MC Bellman-Ford algorithm, which is instrumental in the
support of measurement-based Admission Control schemes.

3 Call Admission Control

Next to QoS routing, call admission control is the most critical function in net-
works supporting real time traffic. In this section we review several CAC strate-
gies, while we refer the reader to [20] for implementation issues.

3.1 Measurement-Based CAC

Using measurement-based strategies, such as the ones described in [10,11,12,13],
entails periodically collecting samples of meaningful quantities representing the
state of the network, such as the bandwidth available on a link. Admission deci-
sions are then based on these measurements rather than on worst-case bounds.
It is a well known fact that, while measurement-based algorithms can achieve a
higher network utilization, they can only provide statistical guarantees, and are
therefore practical only for highly predictable traffic, such as voice connections,
and for large traffic aggregations. If deterministic delay and loss guarantees need
to be achieved, a measurement-based admission scheme falls short of the task. In
this paper, we test the pros and cons of using Q-OSPF as a collection vehicle for
timely traffic measurements. In our simulation experiments we will in fact ex-
amine strategies where MPEG video streams are subject to measurement-based
admission control.

With this approach, the edge router performs Connection Admission Control
(CAC) on the incoming video calls solely based on the bandwidth and delay
information provided by Q-OSPF. These parameters are monitored periodically
by each router using a measurement window and are packed and distributed to
all the other nodes via the Q-OSPF Link State Update packet. Since timeliness
of these measurements is crucial, we trigger a new Link State packet when the
measurement changes exceed a specified percentage; and at the same time reduce
the Link State Update interval from 30 minutes (the current Internet practice)
to 2 seconds, as long as changes persist. Upon receiving a call request from the
subscriber network, the edge router inspects one of the current active MPLS
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paths to determine if there is enough residual bandwidth BR to accommodate
the call and if the delay constraint is met. If the answer is affirmative, the call
is immediately accepted. If the existing MPLS pipes are saturated, the router
invokes a new QoS route computation. If a new feasible path is found, the call
is forwarded onto such path. Else, the call is rejected. As mentioned earlier,
a path is feasible if it satisfies the end-to-end delay constraint, and if it has
residual bandwidth ≥ BR. The choice of the residual bandwidth BR is dictated
by the need to guarantee adequate performance to the new coming connection
and, at the same time, protect the performance of ongoing connections from the
statistical fluctuations of the real time traffic around the average value measured
by Q-OSPF. Note that the optimal path dynamically changes as a function of
load level and load distribution in the network. This is because metrics depend
on traffic loads (e.g., bandwidth, etc). In our case, the selected path is pinned
at call setup time by MPLS [3,14].

3.2 Resource Allocation-Based CAC

As discussed in [20], real-time, high-priority traffic classification is performed
according to a set of traffic descriptors (rs, Ps, BTS). These descriptors are de-
termined by a characterization of the traffic by means of a Dual Leaky Buffer
(DLB) traffic shaper. Specifically, rs indicates the rate at which the leaky buffer
is fed, while Ps and BTS are the peak output rate and the buffer size, respec-
tively. A further organization in subclasses is performed according to the value
of the delay bound Dmax. This classification is used to store state informa-
tion management within core routers for each class. Note that this “class” state
stored in core routers depends only on the number of classes; it is independent
of the number of actual flows in the class. Using the approach described in [20],
we can compute, for each flow belonging to class k, an “equivalent capacity”
c0k = f(rs, Dmax, BTS , C) (with C equal to the channel capacity) and an “ef-
fective buffer” b0k. Let us now assume that each core router keeps track of the
number of flows currently being transmitted on its outgoing trunks for each sub-
class. From this number, it can easily compute the aggregate effective capacity
allocated so far. It is thus able to determine if an incoming request can be ac-
cepted. Moreover, to avoid time-consuming trial and error attempts to route new
flow requests on links which may be already saturated, it is desirable to base the
routing decisions on the available capacity of each individual link.

To illustrate the Resource Allocation-based CAC procedure, let us consider
a set of n subclasses S1, S2, . . . , Sn. The state information table at each router
consists of the following entries:

[OUTPUTTRUNK;AC;NS1;NS2; . . . NSn]

where the entry AC is the available trunk capacity, and NSk, k = 1, . . . , n, is the
number of additional flows that the router can accept for subclass Sk within the
specified QoS parameters. For a generic trunk i, j, the corresponding available
capacity ACij is calculated as follows:
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ACij = Clink,ij −
n∑

k=1

ndkc0k (1)

where Clink,ij is the trunk capacity of the link, c0k is the effective capacity of each
flow belonging to the subclass k and ndk is the number of flows of that subclass
currently being delivered. This parameter is denoted as the aggregation factor,
and is known by the router. The number of additional flows Sk, k = 1, . . . , n, is
computed using the relation

NSk = min(
ABij

b0k
,
ACij

c0k
), k = 1, . . . , n (2)

ABij being the available buffer space, that is

ABij = Bij −
n∑

k=1

ndkb0k (3)

where Bij is the output buffer size to trunk j and b0k is the effective buffer of
each flow belonging to the subclass k.

The computation of all entries of the state information table requires that
the number of flows ndk be known. If signaling is performed in conjunction
with CAC, the information is immediately available to all routers along the
path, since they know exactly how many connections have been accepted so
far into the network. They also know how many have been cleared because of
explicit signaling. This way, each router knows the aggregation factor ndk for
each subclass and can use this information to perform a CAC.

From the implementation point of view it is worth noting that the number
of state entries depends uniquely on the number of classes, rather than on the
number of flows. In this sense, the approach is very scalable.

The following steps describe the CAC algorithm in more detail. CAC is trig-
gered by a request to an edge router of delivering a new flow belonging to a
specific class, say k. The edge router identifies a potentially feasible MPLS path
(among the ones available to this class). The request is then sent on the MPLS
path to the receiver. Resource allocation is carried out on the way back. Namely,
the last router on the path decides if the request can be accepted according to
the bandwidth and buffers available, as described above. If the request is not
accepted, the source edge router eventually learns about it, and searches for a
new path using Q-OSPF. If still no feasible path is found, a reject notification
is sent back to the source.

3.3 Hybrid CAC

The Resource Allocation-based CAC enforces accurate performance bounds at
the expense of network utilization as well as increased processing load and spe-
cialized software in the core routers due to bookkeeping. This load at the core
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routers can be shifted to the edge routers by making use of Q-OSPF relayed
measurements. In fact the edge router can directly estimate the number of flows
(in a given class, on a given trunk) from the measured trunk load (for that class)
by dividing the load by the sustainable flow rate for the class in question. The
larger the number of flows, the more accurate the estimate. More precisely, the
following “hybrid” CAC scheme is proposed:

1. compute the number of flows from trunk load measurements
2. multiply the number of flows by the equivalent bandwidth to obtain the

current aggregate “equivalent” bandwidth allocation to that trunk
3. perform the CAC functions at the edge router based upon the total available

bandwidth and currently available buffer information provided by Q-OSPF,
much in the same way as done in the Resource Allocation-based CAC at each
core router. This method should lead to results close to the explicit signaling
method as long as the number of flows is large so as to mask imprecision due
to traffic fluctuations.

4 Simulation Results

Based on the schemes discussed in the previous sections, simulation experiments
were carried out to evaluate the performance tradeoffs of the three CAC schemes.

The simulation topology used in these experiments is relatively simple (see
Fig. 1). It contains a single bottleneck between sources and destinations. All
the simulation experiments were performed with a DLB at every traffic source.
The detailed configuration parameters are described in Table 1. The simulation
environment is based on the parallel simulation language PARSEC developed at
UCLA [18].

0
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6 7

8

9

Fig. 1. Simple 10-node topology used to demonstrate the CAC mechanisms and
differences.
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Table 1. Simulation configuration for the demonstration of the three CAC mech-
anisms and differences.

Traffic type MPEG video trace
Traffic average rate 0.7 Mbps
Traffic peak rate 4.5 Mbps
Traffic source Node 0, 1, 2, and 3
Traffic destination Node 8 and 9
Link capacity 45 Mbps for all links
Link propagation delay 0.1 ms for all links
Router buffer space 562500 bytes for all nodes
Connection request arrival 1 per second at each source
Connection duration 60 sec of exponential dist.
Bandwidth allocation 1 Mbps
Buffer allocation 12500 bytes

Each connection lasts about 60 seconds on average; the connection requests
arrive at 1 per second per source; thus, the bottleneck can carry on the order
of 40 to 80 connections. The network has reached steady state after the first 60
seconds. Fig. 2 shows traffic load as a function of time on the bottleneck link
between node 6 and 7. As described in the previous sections, the three CAC
schemes have quite different characteristics and are expected to give different
results. RA-CAC performs most conservatively (lowest throughput and number
of accepted connections), but enforces all the constraints (delay and packet loss).
M-CAC on the other hand does not always satisfy the constraints, in spite of
the fact that the DLB shapers are active at all sources. Recall that M-CAC
simply takes the current load measurement carried by OSPF and interprets it
as the “allocated” bandwidth. This estimate is extremely optimistic and “ag-
gressive.” In particular, it makes no assumptions on the statistical nature of the
measured traffic. Consequently, the throughput and number of accepted calls is
much higher than for the RA-CAC case. However, traffic fluctuations caused by
a change in the background scene on the video trace, for example, can easily
lead to large queueing delays and buffer overflow, with packet loss and delay
constraint violations as shown in Table 2 and Fig. 4, respectively.

H-CAC performance is very similar to RA-CAC, as expected, since we are
dealing here with a relatively large number of video calls in the bottleneck trunk.
Thus, the law of large numbers applies, and the number of ongoing calls can be
estimated with reasonable accuracy from traffic measurements. The throughput
and number of calls accepted by H-CAC is slightly larger than for RA-CAC,
possibly because H-CAC underestimates the number of calls on a trunk. This
behavior deserves further investigation. Fig. 4 shows the delay distributions for
the three schemes and clearly exposes the delay violations of M-CAC. Fig. 4
actually shows a spike for the M-CAC delay at 100 ms. This is because only the
packets actually received contribute to the delay distribution. Dropped packets
are not accounted for. Given that the buffer size at the bottleneck is 562 kB,
the maximum delay at the bottleneck computed according to the methodology
in [20] is 100 ms.

In our experiments we have also monitored the line overhead introduced by
Q-OSPF. This is an important factor in the overall CAC strategy evaluation



120 Mario Gerla et al.

0

10

20

30

40

50

60

0 100 200 300 400 500 600

B
ot

tle
ne

ck
 L

in
k 

L
oa

d 
(M

bp
s)

Time (sec)

Max bandwidth
RA-CAC
M-CAC
H-CAC

Fig. 2. Bottleneck link load of each case of the three CAC schemes.

Table 2. Performance statistics of the three CACs.

Scheme # of conn. tried # of conn. admitted % of pkt. lost

RA-CAC 2400 465 0 %
M-CAC 2400 864 0.39 %
H-CAC 2400 504 0 %

since Q-OSPF is strictly required by M-CAC and H-CAC, which use Q-OSPF
measurements to determine acceptance/rejection at the edge router. In RA-
CAC, on the other hand, the link state updates provided by Q-OSPF are not
strictly required (as long as it is deemed sufficient to use min hop paths). Or, if Q-
OSPF is used for alternate path routing, the update frequency can be drastically
reduced since a separate signalling protocol verifies the constraints router by
router along the path.

In our Q-OSPF evaluation via simulation, we measured the total amount of
OSPF packets transferred through the bottleneck link over the entire simulation
time. A total of 2236800 bits during 600 seconds were transferred through the
bottleneck via OSPF flooding. Therefore, merely about 3.7 Kbps out of the 4.5
Mbps bottleneck bandwidth were consumed.
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schemes.

In [19], the overhead analysis was studied in more detail. Those experiments
where consistent with ours, which use a 2-second interval. Moreover, the topol-
ogy is a perfect grid network which is more dense than the topology used in our
simulations (thus, more Link State updates). The OSPF overhead we have mea-
sured over the grid topology was of little more than 40 Kbps for 36 nodes and
of 100 Kbps for 81 nodes, confirming the fact that the O/H impact is negligible
up to fairly large network sizes. The chosen update rate (2 seconds) strikes a
good balance between network performance and bandwidth overhead [19], and
is consistent with previous research results on OSPF QoS routing [4].

In the previous experiments, the different CAC strategies were tested sep-
arately. It is conceivable that an ISP provider will offer the choice of multiple
CAC “styles,” for different prices and different performance guarantees. Some
users may tolerate the performance degradation of M-CAC (at heavy load) in
exchange for a discount rate. Thus, different styles may coexist in the same net-
work. In the following set of experiments we study the multiple CAC and mixed
flow situation.

We define two classes of video users and let them share the network simul-
taneously, applying a different CAC scheme to each. The problem with this
approach is that M-CAC is more aggressive than RA-CAC (it accepts calls even
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Fig. 4. End-to-end packet delay caused by the three CAC schemes.

when RA-CAC rejects them) and would capture the entire bandwidth. Thus, a
proper fair scheduling scheme (e.g., WFQ) is required to “protect” the RA-CAC
class from the M-CAC class.

The new simulation scenario is shown in Fig. 5; the configuration parameters
are listed in Table 1 and 3.

We deploy 3 queues: control, RA-CAC and M-CAC. The weights for the
queues determine the maximum bandwidth allowed for each queue in the case
where all queues were fully loaded. WFQ achieves max-min fairness: if one queue
is not fully consuming its maximum bandwidth other queues use the leftover
bandwidth.

Having assigned weight = 5 to queue 0 for (control packets) and 20 to the
other two queues (RA-CAC and M-CAC packets), the corresponding bandwidth
assigned to the queues at the bottleneck links is 5 Mbps for the control packet
queue, and 20 Mbps each for RA-CAC and M-CAC queues. As in the previous
simulation scenarios, we consider two traffic situations - low and high.

Fig. 6 shows the number of concurrent calls in the network. Since the queue of
RA-CAC has maximum available bandwidth of 20 Mbps, the maximum number
of concurrent calls is 100, which is (20 Mbps / 0.8 Mbps) × 4 possible paths in
the bottleneck. As expected, M-CAC allows more calls due to stale link state
information and optimistic traffic load estimates.
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Fig. 5. Simulation topology with multiple alternate paths at the core.

Table 3. Simulation configuration of the second scenario.

Number of queues 3 (0 through 2)
Queue weights 5 for queue 0 which is primarily for control

packets such as Q-OSPF LSA packets.
20 for queue 1 which admits calls by RA-
CAC.
20 for queue 2 which admits calls by M-
CAC.

Traffic generation In lightly loaded case, calls arrive at one of
the source nodes every 4 seconds for each
queue, 1 and 2. In highly loaded case, calls
arrive at one of the source nodes every 0.5
second for each queue.

Fig. 7 shows that the M-CAC streams achieve their limit, namely 20 Mbps. In
fact, no longer bounded by a physical limit (i.e., 45 Mbps), the M-CAC traffic is
now able to even surpass the 20 Mbps soft limit and in part invade the bandwidth
left over by RA-CAC. As shown in Fig. 8, the RA-CAC traffic achieves only 15
Mbps on the bottleneck links.

Remarkably, the bandwidth “borrowed” from RA-CAC significantly improves
M-CAC end-to-end delay performance. The delay distributions clearly show this
trend in Fig. 9. Table 4 summarizes the CAC statistics of the simulation re-
sults. We note that even the M-CAC traffic is now in compliance of the 100 ms
delay constraint. The explanation is that M-CAC has now at its disposal more
bandwidth than advertised by the available bandwidth measurements. Thus, the
optimistic estimation is now rewarded. As a general rule, the presence of RA-
CAC streams ensures that there is still extra bandwidth statistically available
on the link even when the RA-CAC portion of the bandwidth bas been fully
allocated. Aggressively, optimistic CAC strategies (such as M-CAC) can take
advantage of such extra bandwidth and avoid excessive delay degradation.
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Combining RA-CAC and M-CAC styles in the same network, together with
the use of WFQ offers a number of new options and opportunities. For example,
as the number of traffic classes grows, it may become impractical to measure and
propagate traffic volume and available bandwidth information for each class. To
reduce Q-OSPF overhead and enhance scalability we can conceive a scheme
where all the M-CAC traffic classes are “aggregated” into one common group
for resource monitoring purposes. Minimum resource allocation to each class on
each network link is still guaranteed by per class WFQ. Call acceptance control
for M-CAC traffic is based on bandwidth available to the entire group. With this
policy, it is possible that a video call in a “discount,” adjustable rate class, say,
is accepted by the edge router, even if the WFQ allocation is exceeded. If the
M-CAC portion of the bandwidth becomes later congested, the performance of
the discount video call will degrade. The source may react to packet loss by a
reduction in data rate.

We have been carrying out experiments with aggregated class measurements.
The initial results look promising. They confirm the importance of exploiting Q-
OSPF routing, per class WFQ scheduling and multiple CAC styles in order to
accommodate customers with different needs and strike the best balance between
QoS guarantee and link capacity utilization.
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5 Conclusions

In this paper, we have introduced three methods to provide QoS guarantees in
DiffServ environment. They are all scalable, but strike a different tradeoff be-
tween implementation complexity, use of network resources and “hardness” of
the QoS guarantees. They are all based on traffic shaping at border routers, elim-
inating costly, non-scalable re-shaping at core routers. Full scalability is achieved
in core routers by operating on behavior aggregates, without addressing any sin-
gle flow. The first two techniques that we tested (M-CAC and RA-CAC) yielded
opposite results regarding performance. In fact, while measurement based CAC
provides hard guarantees at the expenses of channel utilization efficiency, the
measurement based CAC provides high utilization efficiency but frequent viola-
tions of delay bounds. This prompted the design of a midway solution, hybrid
CAC, which is based on the same allocation rules as RA-CAC, but estimates
allocation using measurements. The hybrid scheme increases somewhat the uti-
lization efficiency without incurring in the performance degradation problems of
measurement based CAC. Moreover, as the number of flows in the bottleneck
grows large, the load fluctuations are reduced, and the delay bounds are easily
respected by H-CAC. This may not true for a small number of bursty flows,
where measurements may not provide reliable measurements.
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Abstract. The Int-Serv and Diff-Serv differentiation approaches, which
have been proposed by the IETF, are in practice unable to provide QoS
guarantees to the emerging multicast-enabled applications by means of
a scalable mechanism able to support QoS services on a per-call basis
and dynamic group memberships.
This paper describes a new approach that is capable of ensuring band-
width guarantees to multicast sessions on IP-based networks and satisfies
the above requirements. It includes a scalable, end-to-end Call Admis-
sion Multicast Protocol (CAMP) that operates as a sort of distributed
bandwidth broker and allows to combine the benefits of both the IS and
DS approaches in a single approach which is simple, scalable, operates
on a per-call basis and supports the group membership dynamics.
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1 Introduction

A great deal of efforts has been recently devoted to provide through the Internet
a transport platform capable of satisfying the Quality-of-Service (QoS) require-
ments of the emerging multimedia and real-time applications. This goal cannot
be achieved without the introduction of some traffic differentiation policy, that
changes the best-effort nature of the Internet protocols into a new generation
of protocols providing the QoS guarantees (e.g., in terms of delay, bandwidth,
jitter [7,2]), and addresses the following general application requirements:

multicast: most of the video, voice and multimedia applications require the
support of one-to-many or many-to-many interaction schema [6];

scalability: the QoS-capable transport mechanism should scale to the entire
Internet and to large multicast groups;

dynamic sessions: the QoS-capable transport mechanism should accept the
dynamic opening/closing of QoS sessions on an on-demand basis;
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group membership: the membership of the multicast group may be static,
i.e. the result of an announcement and subscription process through, for
instance, sdr [11], or dynamic. In the former case, the source can be aware
of the group membership, while, in the latter, the source is generally unaware
of both the membership and the cardinality of the group over time.

The Int-Serv (IS for short [5]) and Diff-Serv (DS for short [3]) differentiation
approaches, which have been proposed by the IETF, do not completely satisfy
the above requirements and, although they consider the multicast communica-
tions, in practice, they do not offer a satisfactory solution for managing group
membership and session dynamics. IS can dynamically provide QoS guarantees
on a per-flow basis through RSVP [18]. To do that, it requires substantial changes
in the router architecture; each router maintains per-flow status information by
running a hop-by-hop information exchange protocol. This makes RSVP hard to
scale and unusable, in practice, when large multicast groups are considered. DS,
on the contrary, considers flow aggregates and all packets belonging to the same
aggregate receive the same network service on the base of the TOS byte in their
IP header (DS byte in IPv6) [13], that identifies, and differentiates, the packet’s
Per-Hop-Behaviour (PHB). The DS model is simple and more scalable because
it confines the QoS complexity at the border routers (i.e., the routers of the
access network or the routers on a domain border) and leaves the core routers
nearly unchanged. This approach requires that an end-to-end admission mech-
anism (the bandwidth broker [14]) dynamically controls and limits the amount
of incoming flows to be assigned to a given aggregate. So far, such an end-to-
end admission mechanism has not been designed for multicast-enabled sessions.
As the consequence, the current QoS multicast experiences (e.g., QBone [10])
still consider a static environment where the amount of multicast QoS sessions
and the group membership are both statically defined in a sort of permanent
multi-point virtual circuit.

This paper describes a new approach that is capable of ensuring bandwidth
guarantees to multicast sessions on IP-based networks and satisfies the above re-
quirements. It includes a scalable, end-to-end Call Admission Multicast Protocol
(CAMP) that allows to combine the benefits of both the IS and DS approaches
in a single approach which is simple, scalable, operates on a per-call basis and
supports the group membership dynamics. Camp performs the functionalities
of a distributed bandwidth broker and has been designed to operate within the
RTP/RTCP protocol suite [16] and on top of a Diff-Serv network. When the
membership dynamically changes, Camp utilizes a Camp proxy which is instan-
tiated within the core, intree router involved in the topology change. The Camp
proxy however, autonomously and locally finds the needed information and stays
active for the call set-up time only. Then, it turns off and the core routers have
not to maintain status information.

As far as we know, this is the first attempt to address all the above require-
ments for multicast traffic in DS networks. A similar approach has been recently
followed in [4] and applied to point-to-point video/voice sessions. The simulation
results are encouraging and indicate that the approach is efficient for CBR traf-
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fic. Although the transition to support VBR traffic seems affordable, this will be
part of the forthcoming research.

The paper is organized as follows: in Section 2, we describe the basic version
of the algorithm, and we introduce the system architecture. In Section 3, we
discuss the modifications needed to support dynamic changes in the multicast
group membership. In Section 4, we present our simulation results.

2 Call Admission Multicast Protocol

2.1 The System Architecture

In this work we consider a network N of interconnected LANs. The network
constitutes a domain [3], that is, a contiguous set of routers which operate with
a common set of service models, service definitions and provisioning policies.
Throughout this work we consider a Diff-Serv domain, in which the QoS is
provided on a per-packet basis.

We assume that the routers in N are multicast-enabled, QoS-unaware, and
that they are configured to use the priority packet scheduling policy. A member-
ship protocol is used (e.g., IGMP [8]) to discover the group membership of the
attached LANs. A multicast routing protocol (e.g., DVMRP [15]) maintains a
tree-based multicast infrastructure among the routers, but Camp is independent
of the underlying multicast protocol.

Camp is implemented as a module of the RTP library, which is linked to
the application (figure 1). It performs the call set-up of an RTP session and is
activated once the application calls RTP passing the traffic profile, through, for
instance, a TSpec [17]. Camp exploits the services of RTP and RTCP [16]. RTCP
is used to monitor the QoS provided at the recipients. RTP can be used at the
receiver side to appropriately perform the playback of the source transmission.
Upon the termination of the call set-up phase, the RTP session data transfer is
initiated or terminated accordingly.

2.2 Camp with Static Membership

This section describes the Camp protocol that applies to static group mem-
bership. In this case, a session announcement protocol (e.g., SDAP [11]) can be
used to announce the needed session information, such as the start time and the
multicast address. Receivers perform an explicit join procedure and the group
membership is defined before the transmission starts. The transmission source
is aware of the membership of the group of recipients. Under these conditions, a
multicast session is divided into two phases: the session set-up phase, performed
by Camp, and the data transfer phase, performed through RTP. In the set-up
phase, Camp uses the information supplied by the application to test if the net-
work can guarantee the requested bandwidth. The test consists of sending probe
packets to the destinations, so that the generated probing traffic has the same
profile of the specified data traffic. The probes are forwarded along the multicast
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Fig. 1. Architecture of a Camp-based end station

routing tree. The basic idea consists of differentiating probe, QoS data and best
effort packets by means of three priority levels. The probe packets are marked
with a higher priority than the best effort packets and a lower priority than the
QoS data packets. This priority assignment ensures that the probing traffic does
not affect the existing QoS flows. On the other hand, probe packets can drain
the available bandwidth for new QoS flows at the expenses of the best effort
traffic.

At the receiver side, the Camp entity evaluates the quality of the received
probing traffic. The source diffuses its own traffic profile by using the RTCP
reports. Each receiver r matches that profile against the received probing traffic
profile and decides whether to accept the whole transmission or not. r informs
the source about its decision with its own RTCP reports. A receiver that refuses
the service unsubscribes from the group. As the consequence, the corresponding
router may be pruned from the multicast routing tree.

If the service is accepted by at least one recipient, then the source switches
from the transmission of probe packets to the transmission of the data packets
generated by the source application, without discontinuity. Data packets are
forwarded along the pruned tree. The priority policy ensures a sort of resource
reservation: it guarantees that the bandwidth that has been ‘assigned’ to a given
flow during its probing phase cannot be later assigned to other probe or best
effort packets. Moreover, priority naturally provides flow aggregation.

The knowledge of the group membership is needed because the source must
wait for the reports from all the receivers, before switching to the data trans-
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mission. The example of figure 2(a) explaines this point. The source generates a
QoS flow flow1. If it receives positive reports from a subset of receivers, let us
say those in the subtree A, it knows that some destination is available for the
data flow. If the source switches to the data transmission before receiving the
reports from the receivers in the subtree B, other established QoS flows could be
negatively affected. In fact, let us consider the flow flow2 that traverses the B’s
branches, and does not leave enough bandwidth for flow1. As the consequence,
the receivers in B would eventually send negative reports and prune to refuse
flow1. If the switch is performed before receiving all the reports (i.e., before
the needed prune operations), the data packets of the aggregate flowing on the
subtree B will be dropped, independently of the flow they belong to.
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Fig. 2. (a) Example of concurrent flows. (b) Example of dynamic group mem-
bership

The need of obtaining all the decisions requires that report loss is prevented,
for instance by having RTCP that uses the TCP services. The source can notice
when all the reports have been received, because, by hypothesis, it knows the
(static) destination group membership beforehand. The case of dynamic group
membership is discussed in the next section.

3 Supporting Dynamic Group Membership

In several applications, such as news services and video broadcasting, the source
does not need, or desire, to be aware of the receivers group membership, while
receivers are free to join and leave the group dynamically. In this new model,
the source announces the multicast session via SDAP and starts transmitting
at the scheduled time if at least one receiver is listening. In all these cases, the
Camp model described above does not apply, because the tree infrastructure
that supports the session flow is unable to maintain the bandwidth guarantees
in case of topology changes. To understand where the problem arises, let us
consider the example shown in figure 2(b), where a receiver wants to join the
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group when the transmission of a flow flow1 is established. According to the
multicast routing protocol, the joining node would graft to an intree router,
say g. Anyway, the data packets cannot be forwarded along the new branch,
without testing if enough resources are available to accommodate them, for the
same arguments discussed before (see figure 2(a)). The probing phase cannot be
started at the root, to avoid the duplication of the resource reservation already
installed for flow1 on the path from the root to g. On the other hand, the
probing can neither be started by g, which is QoS-unaware. In fact, flow1 shall
be transported through the new branch as part of the proper PHB to which it
belongs and, in line with the DS model, the involved intree router should be
unable to identify the subset of packets belonging to flow1.

3.1 The Camp Proxy

To overcome the above limitations we decided to install a Camp proxy in the
in-tree routers involved in the membership change. The proxies are in charge of
managing the joining nodes.

When a new node wants to join a QoS multicast session, it explicitly joins the
proper group of receivers (through, for instance, IGMP report exchange). Let
us indicate with f the transmission flow and with Gf the group of the receivers
of f . As soon as an intree router g, belonging to the tree Tf for Gf , creates a
new downstream interface for Tf , it instantiates the Camp proxy, say pg

f , whose
lifetime lasts until the set-up phase for the new host terminates. Once activated,
the proxy receives the identifier of the new interface and generates, by gathering
the information from the local routing table, the data structure of figure 3, where
it temporarily maintains the status of the active probing phases. If a new join
request is received while the proxy is active, a new entry of the data structure
is created. The proxy turns off when all the entries in the data structure have
been deleted (service refused) or switched to data transfer.

probingoutput interface n

output interface 1

state

data

probing interfaces

. . .

. . .

. . .

. . .
. . . . . .

Fig. 3. Data structure maintained by a proxy

During its activity the proxy re-marks as probe packets all the incoming
QoS data packets that should be routed to the probing interfaces. Moreover, the
proxy snoops all the packets received from the downstream interfaces. When a
RTCP report is received, pg

f temporarily records it and drops it to prevent its
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forwarding. Should the report be positive, the proxy changes the corresponding
entry from the state probing to data. Otherwise, it removes the entry. This simple
mechanism solves the problem due to a dynamically changing tree topology and
achieves the following goals:

1. the “probe” packets allow to evaluate the resource availability only along
the new branch;

2. the new destination immediately starts receiving the real data flow, although
possibly with a lower quality than required;

3. the data sent to the new destination do not affect previously established
flows traversing the new branch, as the data packets are marked and treated
as probe packets;

4. the membership is hidden to the source.

To show that the proxy mechanism is in practice very general, let us consider
the system condition when the multicast session is initiating. At that time, we
assume that a certain amount of recipients joined the multicast tree (in the
trivial case of no recipients the transmission would not be initiated to avoid the
waste of bandwidth) and that the local Camp proxies are active as described
before waiting for some packet to forward downstream. At the scheduled session
time, the Camp protocol at the source host will start the probing phase. Camp
proxies act as described: remark (although uselessly) the incoming probe packets
into outgoing probe packets and wait for snooping RTCP reports. In addition,
they understand they are running a probing phase because of the type of the
incoming packets. As long as they receive probe packets, they snoop RTCP
reports to update the local data structure, but forward them upstream. When
the source Camp entity receives at least one positive report from the group,
it switches to the transmission of the data and both the end systems and the
proxies operate as described.

4 Performance Evaluation

We have implemented the architecture shown in figure 1, in the frame of the ns-2
simulation package [9], to evaluate how Camp behaves when several QoS flows
compete with the best effort traffic for the available bandwidth. We considered
the DVMRP multicast routing protocol and we embedded a real RTP imple-
mentation [1] into the RTP template of ns-2. We simulated a meshed network
of 64 nodes, connected by optical links of 2 Mbps bandwidth and variable length
in the range 50 to 100 Km. The size of probe, best effort and data packets is
512 bytes. The background best effort traffic is provided by 32 unicast connec-
tions between randomly chosen source-destination pairs. Each best effort source
generates traffic with a rate of 0.66 Mbps.

The recipients compare the received rate with the source rate: if the dif-
ference is below a tolerated threshold, a recipient sends a positive report. We
performed measures for different thresholds. The decision is sent within the first
RTCP report a destination generates after the reception of a number of probe
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packets, i.e. of samples, sufficient to ensure an accurate measure of the available
bandwidth by covering the rate of the slowest traffic source. In all our simula-
tions, the recipients decide after the reception of 500 probe packets. This way,
the length of the set-up phase depends on the source rate.

A first set of experiments has been performed with two CBR sources located
on the same node, and the acceptance threshold at the receivers set to the
5% of the source rate. The first source generates traffic at the rate of 1 Mbps;
the rate of the second source assumes different values in the range 0.4 Mbps
to 1.9 Mbps. The probing phase of the second source starts 1.5 sec. after the
start of the first source, so that the two set-up phases partially overlap. By
performing experiments with different group cardinalities for the two groups we
observed that the performance are almost independent of the group cardinality.
In the following, we only report the results we obtained when both groups have

src_1
src_2
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51 10

3262

3
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36
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21 26

23
15

52

19

42

7

2

35

28

49

27

2443

in−tree node

dest. of src_1 dest. of both sources

dest. of src_2

Fig. 4. Overlapped multicast trees for the QoS sources

10 destinations. Groups partially overlap; the simulated topology restricted to
the multicast routing trees for the two groups is shown in figure 4. The group
membership is static throughout the simulation.

Simulations indicate that Camp effectively performs the call admission con-
trol. In fact, until the sum of the source rates is lower than the link capacity,
the recipients in both groups accept the transmissions and receive at the cor-
rect data rate. When the rate of the second source is higher than 1 Mbps, the
source transmission can be accepted only by receivers linked through separate
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branches to the multicast trees. When the multicast trees of the two groups
share the same link, only the destinations in one group shall be able to accept
the transmission. Camp correctly identifies the receivers able to receive at the
proper data rate, removes the others from the group, and performs this task with
the required fairness. In fact, it ensures that the transmission that started the
probing phase earlier would not be negatively affected by the second group, and,
when in competition, would receive the bandwidth guarantees as shown in figure
5. In figure 5(a) we report the number of recipients of both groups that accepted
the transmission, with respect to the traffic generated by the second source. In
figure 5(b) we show with a solid line the rate received at the destinations that ac-
cept the service. The dashed line represents the average rate obtained during the
set-up phase by considering all the receivers, and also represents the data rate
that would be observed at the destinations without the call admission control.
As shown in figure 5(a), by setting the threshold to 2%, 5%, 10% of the source
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Fig. 5. (a) Overall number of accepting recipients for both groups, for different
threshold values and |G| = 10. (b) Average received rate for the second group of
recipients vs. offered load, for |G| = 10 and threshold value 5%

rate, Camp is able to properly provide the bandwidth guarantees to all the re-
ceivers in both groups until the data rate does not saturate the link capacity. At
a higher request of bandwidth, and threshold at 5% and 10%, all the receivers
in the first group accept the transmission while, in the second group, only the
destinations on separate branches accept the transmission (in the simulation,
only 1 receiver). As confirmed by the results of figure 5(b), the receivers able to
accept the transmission receive the adequate bandwidth guarantees to receive
at the correct data rate. When the threshold is set too low, 2%, the number of
receivers able to accept the transmission becomes very low due to the observed
delay and jitter, as discussed below. The acceptance threshold should be chosen
according to the semantics of the source application, that is, it should be no
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greater than the maximum packet loss probability that can be tolerated so that
the information does not become useless.

In figure 6, we report the observed end-to-end delay (figure 6(a)) and jitter
(figure 6(b)). The jitter is the variance on the packet inter-arrival time and has
been computed according to the algorithm given in the RTP specification [16].
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Fig. 6. (a) Average end-to-end delay and (b) jitter for the second group of re-
cipients vs. offered load, for |G| = 10 and threshold value 5%

The end-to-end delay is almost constant before saturating the links, and it
remains unchanged for the accepting destinations with congested links. This
indicates that the flows characteristics are preserved from source to destination,
independently of the network load and the group cardinality. The measure of the
jitter shows the effects of the presence of best effort packets at the core routers. As
expected, the priority mechanism alone is not sufficient to ensure delay and jitter
control at the destinations. As the consequence, the jitter decreases together with
the decreasing of the amount of best effort packets competing to use the link
resources. Jitter approaches 0 when both the QoS sources generate at the rate of
1 Mbps (in this case, there is no space left for best effort traffic). At higher QoS
rate some destination has to refuse the service (see figure 5(a)), thus allowing
that a few best effort packets still succeed in accessing the network. As shown
by figure 6(b), their effect is marginal over the links where the accepted traffic
is forwarded.

By exploiting the RTP service is possible to annihilate the jitter, by delivering
the received packets at a constant rate.

5 Concluding Remarks

In this paper we propose the Camp library to perform call admission control
in diff-serv domains for multicast applications. Camp adopts an innovative ap-
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proach, intermediate between the IS and the DS model, to support dynamic
changes in the group of recipients. Camp proxies are dynamically created in the
routers that must take care of those changes. They perform the updates in the
system configuration required by the membership changes, and then they are
destroyed. We implemented the described mechanism in the frame of the ns-2
simulation package. The achieved results are promising: the devised approach
effectively performs admission control. The accepted services have the requested
QoS guaranteed. Yet, further investigation has to be carried out concerning the
interactions amongst several concurrent transmissions and their impact on the
probability of successful service establishment.

So far, proxies can support dynamic multicast membership under the assump-
tion that all the recipients grafted to the tree receive the same transmissions.
We are extending their capabilities so that heterogeneous destinations, willing
to accept different sets of data flows, can be supported. Similarly, the mixing
and translation functionalities of RTP could be embedded into the proxies. In
the near future, we will be able to perform experiments with the described ar-
chitecture in the frame of a testbed that we are currently deploying over the
departmental network [12].
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Abstract. In this paper, we outline a methodology that can be applied
to model the behavior of TCP Reno flows. The proposed methodology
stems from a Markovian model of a single TCP source, and eventually
considers the superposition and interaction of several such sources using
standard queueing analysis techniques. Our approach allows the eval-
uation of such performance indices as throughput, queueing delay and
segment loss of TCP flows. The results obtained through our model are
validated by means of simulation, under different traffic settings.

1 Introduction

The TCP protocol plays a key role in delivering a reliable service to the most
common network applications such as email programs and Web browsers. Over
the years, several versions of the TCP protocol have been proposed, with the
aim of enhancing its response to network congestion and data loss. However, the
resulting complexity of the algorithms governing TCP’s flow control dynamics
has so far defied any accurate analytic representation.

In recent years, several efforts have been devoted to modeling such a complex
protocol as TCP. Some papers have tried to capture the essential TCP dynamics
through closed-form expressions. Lakshman and Madhow [6] and Kumar [5] use
Markovian analysis to develop a closed-form expression for the throughput of
TCP connections by observing the cyclical evolution of the TCP transmission
window; the latter work introduces some extensions for several versions of TCP,
incorporating such features as coarse timers, fast retransmit and fast recovery. A
fluid model of a single TCP connection sharing a link with background, non-TCP
traffic was proposed by Altman et al. [1], in a hybrid approach combining both
analytical and experimental work; as was done in other, more recent studies,
their model proceeds through a stochastic analysis of the dynamic behavior of
TCP’s congestion window size: specifically, they aim at providing an expression
for the throughput of a single connection. Similarly, Mathis et al. [7] focused
on the stochastic behavior of the Congestion Avoidance mechanism, deriving
an expression for the throughput that was then applied to study the behavior
of several flavors of TCP sources and queueing techniques. Recently, Padhye et
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al. [8] have developed a steady-state model that approximates the throughput of
bulk TCP flows as a function of loss rate and round trip time, comparing their
estimates with real-life traces of TCP traffic.

Notably, some researchers [9], [10] have chosen a different approach whereby
the observation of “actual” TCP traces was the foundation of empirical models.
These efforts imply collecting hours’ (sometimes days’) worth of data, and finding
suitable statistical distributions for the observed data.

The methodology presented in this paper was first explored in [2], where only
a simplified Tahoe version of the TCP protocol was studied. In the present work,
we extend the model to the Reno version, including the Faster Recovery/Faster
Retransmit mechanisms. Using our approach, key parameters of TCP traffic can
be estimated, such as throughput, goodput, queueing delay and segment loss.
The approach combines a Markovian model of a single TCP source in isola-
tion, and the analysis of superposition and interaction of several TCP sources
through standard queueing analysis techniques. We restrict our analysis to a
simple bottleneck topology with several concurrent one-way TCP flows.

Specifically, our efforts are focused on mimicking common application-level
behaviors, such as the On-Off activity of a Web server responding to clients’
requests.

A validation of our model is provided through extensive comparisons of the
model’s results with the output of the LBL simulator, “ns version 2”. Compar-
isons show that our model succeeds in providing an accurate representation of
the behavior of TCP traffic under several different settings.

The paper is organized as follows: Section 2 provides a broad outline of the
approach we have followed; Section 3 describes the model of the upper layers
(application and TCP layers) and of the lower layers (the network). In Section 4
we validate our model by comparison of the analytical results against simulation
results. Finally, conclusions follow in Section 5.

2 The Methodology: Reciprocal Model Tuning

A realistic representation of TCP traffic should take into account far too many
components: the characteristics of the network (i.e. topology, routing, queueing
capabilities at intermediate nodes); the details of the TCP protocol; the behavior
of user applications.

We thus resort to approximate techniques, simplifying some aspects of the
system while keeping a detailed description of the characteristics which we guess
have a major impact on the system performance.

Basically, we divide the system into two parts: the TCP sources and the
network; we then develop an analytical model for each part, assuming that each
source can be considered statistically independent from the others. Although the
two models are separately analyzed, we have to describe the interaction between
them.

The first model uses a Markovian representation to describe the TCP source
through the interaction between application-level behavior and transport-layer
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protocol dynamics. Complex scenarios featuring several such sources require an
aggregation of these models (based on the same principles but with different
values for the parameters), each corresponding to a different class of TCP con-
nections. Classes may differ in the TCP set-ups, in the characteristics of the
application, or even in the propagation delay, or in the routing path. Figure 1
sketches the proposed approach for a system with n different classes of TCP
connections.

The second model describes the network as a queueing network, bringing
into the picture aspects such as topology, queueing capacity at the nodes, link
capacity.

Let us first focus on the effect that sources have on the network. The TCP
sources act on the network by injecting PDUs into it. Following TCP terminol-
ogy, we will refer to PDUs as “segments”. The segment generation process is
rather complex and depends on the status of all sources. However, we simplify it
by deriving the average traffic Γi, which a TCP source of class i generates. The
traffic that the whole set of class i sources generates is given by NiΓi where Ni is
the number of sources belonging to class i. The aggregate traffic λ can therefore
be computed by summing the contribution from all n classes as λ =

∑n
i=1NiΓi.

We are assuming that the segment generation process as seen by the network
is Poisson with parameter equal to λ. Of course, this assumption introduces an
approximation: we lose the correlation imposed by the network on the sources
behavior.

The network influences the behavior of the sources by means of the feedback
information inherent to TCP, so as to let the source rate adapt to the current
workload of the network. Sources change their rate when segment losses are
detected, and on the basis of their estimates of the delay perceived by outgoing
segments. From the network model, we derive indications of the average segment
loss probability and delays and we import these indications into the source model.
The approximation here consists in using average measures instead of complete
distributions for losses and delay; furthermore we decouple the states of the
network and of the sources.

The stationary behavior of the system is derived through a sequence of suc-
cessive refinement steps in which the two models tune each other.

From the steady-state solution of the Markov chain modeling the TCP source,
we derive λ, the average aggregate traffic entering the network. The input traffic
λ is fed to the network model and both segment loss probability and queueing
delay are derived; in their turn, these quantities are used to refine the TCP
source model. Once these values are tuned, we repeat the analysis of the source
model and get a new value for λ, which is used to further refine the network
model; and so on.

This procedure of reciprocal tuning of the two models is repeated until further
analysis steps produce negligible adjustments in the value of the parameters.
At that point, the model can be said to provide predictions of the stationary
behavior of the system.
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In Section 3.1 and Section 3.2 we describe the TCP source model and the
network model, respectively. For the sake of readability, the description focuses
on the specific case of a single class of TCP connections, and a simple network
with a single bottleneck.

3 Model Description

In this Section, we present a model for sources exhibiting an ON/OFF behavior
at the application layer, while employing a TCP Reno connection to send data.
A TCP connection resets its parameters (i.e., window size, slow start threshold,
etc.) at the beginning of every ON cycle. While we acknowledge that this is not
necessarily a realistic behavior under all circumstances, we believe that, in spirit,
it may be used to represent web-like transactions.

3.1 Model of the Source

The traffic injected into the network is generated by a rather complex interaction
between the TCP protocol at the transport level and the application using the
TCP connection. If we are to model this complex behavior, we necessarily have
to take into account aspects of both layers.

We develop a hierarchical model of the source, where hierarchical levels corre-
spond to protocol layers. We will start by describing the model at the application
level, then we will look at the TCP level, and, eventually at the ”compound”
model as the aggregation of both application- and TCP-level behaviors.

Application Level The application is assumed to have an ON/OFF behavior;
thus, only two states are possible: idle, I for short, and active, or A. When in
idle state the application has no active TCP connection. On the contrary, when
in active state, the application is sending data over a TCP connection.
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We assume that the time spent in each state is a random variable with
negative exponential distribution; letting TOFF and TON be the average time
spent respectively in state I and A, the parameters of the negative exponential
distribution are α = 1/TOFF and β = 1/TOFF . This behavior can be modeled
by a two-state Markov chain.

At a lower hierarchical level, it is possible to detail the model that takes
into account the presence of the TCP protocol, focusing on state A (no TCP
connections are active in I).

TCP Level The Reno version of TCP, as described in [11], essentially operates
in four states: Slow Start, Congestion Avoidance, Fast Retransmit and Fast
Recovery. The core of the protocol relies on the congestion window, whose size w
determines the maximum number of segments a source is allowed to send pending
acknowledgement. The window size can grow up to a maximum value WM , its
increments and decrements being aimed at making the protocol adapt to the
operating conditions of the network. Often, the protocol dynamics are affected
by the buffering and processing capabilities at the receiver, through the receiver
window. However, in our analysis, we assumed that the receiver window never
interferes with the congestion window (i.e., it is assumed that it is equal to WM

and that received segments are processed at once). Although TCP represents
the window size with the granularity of bytes, it is common practice to translate
the size using the Maximum Segment Size (MSS) as a unit. We will follow such
notation from now on.

Right at the onset, w is set equal to 1 and grows according to the Slow
Start mechanism: every ACK received by the transmitter widens the congestion
window by 1, providing buffer space for the transmission of two more segments.
As a result, the congestion window size w doubles roughly every round trip time,
thus exhibiting an exponential behavior. Some implementations of TCP employ
the so-called delayed ACK technique, which provides for sending a cumulative
ACK every two segments. In our model we did not take into account such feature,
although, as will be clear, its introduction would require marginal modifications
to the model itself. The Slow Start phase ends when the window size reaches a
threshold, Wt (we assume that, at connection startup, Wt =WM/2).

When the window size w grows larger than the thresholdWt, the Congestion
Avoidance state is entered. When in this state, every received ACK triggers an
increment of the congestion window by 1/w-th its own size. The window increase
algorithm in the Congestion Avoidance state is roughly equivalent to enlarging
the window size by one unity when all ACKs for the segments sent in the previous
window are received. Thus, in practice, the window size increases linearly until
it reaches its maximum allowed value WM .

A segment loss is detected either by a timeout mechanism or by three consec-
utive duplicate ACKs. Whenever a segment is transmitted, a timeout starts; if
no ACK is received before the timeout expiration, the segment is considered lost.
In this case, the threshold is set to half the current window size (Wt = w/2),
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the window is reset to one segment, and the Slow Start phase is entered by
re-transmitting the first unacknowledged segment.

To speed up the loss detection process and avoid excessive shrinking of the
congestion window, duplicate acknowledgements are taken into account. Since
the TCP receiver is supposed to send a duplicate ACK upon the reception of an
out-of-sequence segment, after a lost segment several duplicate ACKs are usually
generated, depending on the window size when the loss occurs. The reception of
three duplicate ACKs is therefore a strong indication that a segment was lost.
The TCP source thus retransmits the missing segment (Fast Retransmit) and
enters a state called Fast Recovery, during which the threshold is set to half the
current window size and the window size itself is subsequently shrunk to the
threshold plus three segments. As a result, the missing segment is retransmitted
more promptly than after a timeout, and the Slow Start phase is not entered 1.

Summarizing, in order to derive a Markov chain model of the dynamics of a
TCP connection the following details have to be accounted for: i) the congestion
window size, ii) threshold changes, iii) a segment loss indication, and iv) the pro-
tocol state (Slow Start, Congestion Avoidance, or Fast Recovery/Retransmit).

To reflect these observations, the states of the Markov chain describing a TCP
connection were represented as vectors with three variables s = (w,Wt, l), where
w denotes the current window size, Wt is the current value of the threshold, l
is an indication that either no loss has occurred (l = 0) or that a loss occurred
but was not yet recovered (l = 1). The protocol state will be accounted for by
an ad-hoc selection of the Markov chain states. Below, we further discuss our
modeling choices regarding these key metrics.

– The congestion window size w is measured in segments, as we stated ear-
lier; in principle, w may take all integer values between 1 and WM . This
choice results in a time-granularity of the order of the round-trip time for
the dynamics of the window size increments.

– Consistently with w, Wt too is measured in segments: only those values of
Wt that the window may take in the Slow Start exponential growth are ac-
counted for. For example, consider the case ofWM equal to 20.Wt is initially
set to 10 and the window size grows in Slow Start taking the values: 1, 2,
4, 8. Then, after a fraction of the round trip time, the window size reaches
the value 10 and enters Congestion Avoidance. However, a time-granularity
of the order of the round trip time does not allow us to distinguish this sit-
uation from the one where Wt is equal to 8, therefore we approximate the
actual behavior by having the protocol change its state (and the window
start growing linearly) when w = 8 rather than when w = 10. As a conse-
quence, Slow Start is modeled only for a handful of threshold values and,
specifically, all powers of 2 between 1 and WM/2. In the case mentioned
above (WM = 20) the only possible values for Wt are 1, 2, 4, 8.

– The model uses the boolean indicator l to identify those periods in which a
loss occurred, but either the timeout has not yet expired, and the loss is still

1 For reasons of space, a more detailed description of the Fast Recovery/Fast Retrans-
mit is left out, and can be found in [11]
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undetected, or a triple duplicate ACK was received and the source is in Fast
Recovery state. We introduce this variable, which does not have an actual
correspondence with the TCP protocol, in order to distinguish the periods
in which the window dynamics are fast, from the periods in which TCP
slows down due to timeout or duplicate acknowledgements. Therefore, l = 0
denotes periods with no loss, while l = 1 denotes periods with “unrecovered”
losses.

Figure 2 shows the state diagram of the Markov chain describing the TCP
window dynamics when WM = 16. States represented by thin-edged circles cor-
respond to l = 0 (no losses), while thick-edged circles represent states where a
loss is not yet recovered (l = 1). We omitted l and Wt in the label of the states
to make the figure more readable. In the l = 0 section, we recognize 3 branches
of the chain: from left to right, each represents the Slow Start phase with Wt
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equal to 8, 4 and 2 (or 1, since the two yield the same behavior); incidentally,
the Wt = 2 branch can also be used to represent a congestion-avoidance growth.
States with l = 1 represent either the Fast Recovery phase (rightmost branch)
or the wait for a timeout expiration. The solid lines indicate transitions of the
window size increment, which can either be linear (during Congestion Avoid-
ance) or exponential (during Slow Start). The transition rate is computed as the
inverse of the average time before a window increment, (let it be denoted as δ),
weighted by the probability of all segments being correctly delivered, that we
presently indicate as Pnoloss (we will discuss segment loss probability later on).
Therefore, if we indicate the round trip time as θ, we can safely assume that if
no losses occur, the next window increment occurs after a round trip time, hence
δ = 1/θ. The round trip time θ is given by two components: the queueing delay
Q and the two-way propagation delay QP ; thus we can derive δ from:

1
δ
= θ = Q+QP (1)

While QP is a static measure of the physical distance between transmitter and
receiver, the queueing delay Q depends on the congestion of the network.

The line-point dashed lines are used to represent transitions toward Fast
Recovery states. The dashed lines represent transitions toward timeout states
(marked ’0’) 2, when no segments are sent. It should be noted that window
sizes smaller than 4 never allow the source to exploit Fast Retransmit/Recovery
when it is in Congestion Avoidance: indeed, the number of duplicate ACKs is
never larger than 2, one ACK short of triggering Fast Retransmit. Window sizes
between 4 and 10 lead to Fast Retransmit/Recovery if only one segment (from
a window of data) is lost, while they cause a timeout expiration if more than
one segment is lost (from the same window of data). Fast Retransmit/Recovery
for window sizes larger than 10 is entered both for single and double losses,
while three losses from the same window of data force the sender to wait for
a retransmission timeout whenever the number of segments between the first
and second dropped segments is less than 2+ 3W/4, where W is the congestion
window just before the Fast Retransmit. A more detailed analysis of these cases
can be found in [3].

Following the above observations, we are presented with the following cases:

– When one or more losses occur with congestion window w > 10, the chain
moves from states s = (w,Wt, 0) with w ∈ [11,WM ] to states s = (wfr ,Wt, 1)
with wfr,Wt ∈ [2, �WM/2�] and wfr = Wt = �w/2� (Fast Retransmit/
Recovery). The transition rate is equal to δ ·(1−Pnoloss). Clearly, we consider
as negligible the probability that three or more losses lead to a timeout
expiration.

– When a single loss occurs with congestion window 4 ≤ w ≤ 10, the chain
moves from states s = (w,Wt, 0) with w ∈ [4, 10] to states s = (wfr ,Wt, 1)

2 although in actual TCP implementations the window size never becomes 0, in our
model we chose w = 0 to stress the fact that no segments are transmitted while
waiting for the timeout to expire
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with wfr,Wt ∈ [2, 5] and wfr = Wt = �w/2� (Fast Retransmit/Recovery).
The transition rate is equal to δ ·P1loss, where P1loss denotes the probability
of losing only one segment.

– When two or more losses occur with congestion window 4 ≤ w ≤ 10, the
chain moves from states s = (w,Wt, 0) with w ∈ [4, 10] to states s =
(0,Wt, 1) with Wt chosen as the power of 2 closest to w/2 (Timeout). The
transition rate is equal to δ · (1− Pnoloss − P1loss).

– When any number of losses occur with congestion window w < 4, the chain
moves from states s = (w,Wt, 0) with w ∈ [1, 3] to states s = (0,Wt, 1) with
Wt chosen as the power of 2 closest to w/2. The transition rate is equal to
δ · (1− Pnoloss).

It should be noted that the transition rate between Fast Recovery/Retransmit
and ’l = 0’ states is equal to δ, that is the inverse of a round trip time. Also,
when the timeout expires, and the source is ready to resume transmitting, the
chain moves from states s = (0,Wt, 1) to s = (1,Wt, 0). In Figure 2 transitions
corresponding to timeout expiration are represented by dashed lines. Their rate
is equal to τ , where T = 1/τ is the timeout timer duration. The TCP protocol
sets the timeout T on the basis of its own estimation of the average round trip
time for the connection. Since the round trip time is a random variable, TCP
evaluates it in terms of its estimated average (θ) and standard deviation (let it
be denoted with σ). The timeout T is set to T = θ + 4σ; however, since the
round trip time is modeled as an exponential random variable, the average θ
and the standard deviation σ are the same, therefore T = 5θ. In our case we
denoted with 1/δ the average round trip time and thus the transition rate τ
corresponding to the timeout expiration is τ = δ

5 .

Compound Model Composing the two hierarchical levels described above, cor-
responding to the application and the transport layers, we can derive a Marko-
vian model whose state space S is given by:

S = {I} ∪ {(w,Wt, l)}

A state s ∈ S can be either idle I, or active A. In the latter case, further
information is required on the TCP connection, as provided by w, Wt and l.

At connection startup (i.e. when the source becomes active) TCP sets the
window size to 1 segment, and the threshold to half the maximum window size;
correspondingly, the chain moves with rate α from state I to the state (1, tM , 0)
where tM is the maximum possible value the threshold may take in our model
(see discussion above). For example, in the case of Fig. 2 with WM = 16 , we
have tM = 8.

When the source switches off, the TCP connection is released; in our model
the chain moves with rate β from any active state to the idle state.

Figure 3 sketches the compound model (only some transitions towards state
I are shown for the sake of readability).
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The Segment Generation Process The segment generation is modeled
through a Markov-modulated Poisson process where the Markov chain asso-
ciated with the source model provides the modulating process.

The value w of the current TCP window size determines the number of seg-
ments that can be transmitted during one round trip time. When no losses occur,
the time between back-to-back segment generations is an exponential random
variable with mean 1/(wδ) so that during one round trip time w segments are
transmitted on average.

Eventually, we can compute the average generated traffic λ:

λ =
∑

s∈S
ws δ π(s) (2)

where ws is the window size in state s and π(s) is the steady-state probability
of state s.

3.2 Model of the Network

We assume that the network performance are mainly determined by a single
bottleneck. We model the bottleneck as an M/M/1/B queue and use well–known
results for such queue to carry out our evaluation. We assume that the input
traffic is Poisson with parameter λ which is derived from the analysis of the
TCP sources, as explained above. The buffer capacity is equal to B segments.
The segment size in bytes S is fixed, so that, given the link capacity C the service
time can be deterministically computed as S/C.

Let P be the segment loss probability derived from the solution of the
M/M/1/B queue. For every state s = (w,Wt, l) of the Markov chain which
describes the TCP behavior, the probability that no losses occur and that one
segment is lost are respectively,

Pnoloss = (1− P )w P1loss = wP (1− P )w−1
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3.3 Summary of Approximations

As stated throughout the description of the model, the complex nature of the
TCP protocol has forced us to introduce a number of approximations. We will
now review them, briefly addressing their impact on the performance evalua-
tion. First of all, we introduced a few approximations in the source-network
interaction:

– the network sees a segment generation process at the sources given by a
Poisson distribution; although this might at first appear an excessively opti-
mistic assumption, the aggregation of a large number of On/Off sources can
effectively lessen the correlation of the network queue’s input process;

– the network model feeds average estimates of loss and delay back to the
source model; in turn, the source model uses these average estimates to
derive the chain transition rates; therefore, we are assuming that loss rate
and delay are exponentially-distributed i.i.d. variables;

– the actual states of sources and network bear no relationship to each other,
and only interact through the feedback quantities; again, the inpact of this
assumption is softened by the aggregation of many sources.

Furthermore, we simplified the way TCP is commonly implemented:

– we used a limited set of values for the SSthresh (powers of 2 only);
– we assumed fixed-length segments were generated by the sources.
– we assumed that the receiver window never interfered with the sliding win-

dow at the transmitter (this is more and more true as the performance of
end systems becomes faster and faster).

3.4 Performance Evaluation

The models of TCP connections and of the network explained in previous Sec-
tions are independent, stand-alone models. We already explained in Section 2
how the two models cooperate in order to provide a complete description of the
system. We will now detail it further.

From the steady-state solutionΠ of the Markov chain which models the TCP
source, we derive the average generated traffic Γ from eq.(2). The aggregate
traffic entering the networks is equal to λ = NΓ where N is the total number of
TCP sources, generating traffic Γ .

We analyze the network assuming that the M/M/1/B queue receives an input
traffic equal to λ and derive the segment loss probability P and the queueing
delay Q to refine our description of the TCP source. P determines the transition
rates in the TCP model; Q, instead, is part of the round trip time as in (1).
Once we have adjusted these values, we repeat the analysis of the source model
to get a new value for Γ , which in its turn is used to refine the network model.

Repeating this procedure until the values of the parameters converge, we can
evaluate the stationary behavior of the system. The throughput is given by λ,
the goodput by λ · (1− P ), while the segment loss probability and the queueing
delay are the steady-state values of P and Q respectively.
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3.5 Computational Complexity

Since the proposed methodology is iterative, the CPU time (or the number of
computations) required for the solution is difficult to predict; furthermore, it
depends on the desired accuracy level of the value of the parameters which are
iteratively derived. For all the results presented in the following Sections, the
number of iteration steps required before the solution could converge to a value
with a 10−6 accuracy (i.e., relative distance between consecutive estimates), was
between 500 and 1000.

Since the solution of the M/M/1/B queue is provided in closed-form, the cost
of the solution is dominated by the computation of the steady-state probabilities
of the TCP source models. One Markov chain has to be solved for each TCP
class. Denoting with M the number of states in the Markov chain which models
a class of TCP sources, the solution complexity is O(1

3M
3) using the direct

method proposed in [4]. M in its turn depends on the maximum window size
and it can be computed, for non-persistent TCP connections, as:

M =WM +
q(q + 1)

2
− 1 + q + �WM

2
� − 1 + 1

where q =
[
log2

WM

2

]
where �x� denotes the integer nearest to x. WM is the

maximum congestion window size, q(q+1)
2 − 1 accounts for the number of states

representing the Slow Start mechanism, q accounts for the number of ’timeout’
states, �WM

2 �− 1 accounts for the Fast Recovery states; the last term takes into
account the single ’Off’ state.

The results presented in the following Section use WM = 21, which entails
M = 38 accoding to the above equation. The computational cost of the model
solution is thus really small, and the actual average time needed to output a
generic estimate, say, of TCP throughput in one of the scenarios described above
was a few seconds (always less than 10 seconds). This compares to a rough 1,000
seconds necessary for the ns simulator to produce the estimate of the same
quantity, with the same input values as in the model and with the accuracy
reported in Section 4.

4 Results

In this Section, we compare estimates derived from the model with the output
of simulations executed using ns. All simulations were run until the width of the
98% confidence interval fell within 1% of each point estimate. In all the graphs
shown below, solid lines refer to analytical results, dashed lines to simulation
results.

We first consider a scenario with 40 ON/OFF sources, the average ON and
OFF periods are respectively equal to 100 and 50 ms. The link speed of the bot-
tleneck is 150 Mbps; the segment size is fixed at 1,500 bytes, and the bottleneck
queueing capacity is 100 segments; a drop-tail discarding policy is employed.
TCP connections are allowed a WM = 21 segments maximum congestion win-
dow size.
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Fig. 4. Throughput, segment loss probability and queueing delay versus two-
way propagation delay QP ; number of connections N = 40, TON = 100 ms,
TOFF = 50 ms

In Fig. 4 throughput, segment loss probability and queueing delay are plot-
ted versus increasing value of the two-way propagation delay. As expected, when
the propagation delay increases the throughput decreases; indeed, long distances
between transmitter and receiver make the dynamic growth of the window slow
down thus reducing the generated traffic. As the generated traffic decreases (for
large values of the propagation delay) the segment loss probability and the queue-
ing delay decrease.

Observe that for all the considered performance metrices the analytical pre-
dictions are extremely accurate. This is particularly remarkable for segment loss
probability which is typically very difficult to predict. In spite of its simplicity,
the proposed approach is capable of accurately estimating loss probability even
for very low values.
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Fig. 5. Throughput and segment loss probability versus two-way propagation
delay QP ; number of connections N = 40, TON = 100 ms, TOFF = 100, 50 ms

Similar considerations hold for the scenarios presented in Fig. 5 which assess
the impact of the source ON-OFF dynamics on the throughput and segment loss
probability. We consider two cases with average ON periods equal to 100 ms and
different average OFF periods, either equal to 100 or 50 ms. N = 40 ON-OFF
sources are considered. The case with TOFF = 50 ms corresponds to sources
which are active most of the time and produce heavy traffic; on the contrary,
lighter traffic is due to sources with TOFF =100 ms. The analytical model cap-
tures each source type behavior providing very accurate predictions as can be
seen from the comparison with simulation results.

In order to investigate the effect of the number of TCP connections, in Fig. 6
we plot the throughtput versus the two-way propagation delay for different values
of N : 10, 20, 30, 40. Both ON and OFF periods have mean value equal to 100 ms.
Of course, as the number of sources increases, the generated traffic increases.
Again, the analytical model provides very accurate predictions.

In Fig. 7 we plot goodput and segment loss probability versus number of
sources, for TON and TOFF respectively equal to 100 and 50 ms. The two-way
propagation delay is equal to 4 ms. Both these performance metrics increase with
the number of connections, since the generated traffic increases and the network
becomes more congested. The accuracy of analytical predictions improves as
the number of connections increases; this is justified by the presence of a great
number of connections, which makes our statistical independence assumption
less and less critical. However, even for a small number of connections, say 20,
analytical results are remarkably accurate.
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5 Conclusion

A methodology to estimate several key performance metrics of TCP Reno was
the topic of this paper. Instead of trying to establish a closed-form expression
for these metrics, our efforts were directed toward describing an approach that,
starting from a Markovian model of TCP source dynamics, investigated the
superposition of several such sources; through a procedure that iterates between
two complementary models, we predicted the stationary behavior of complex,
heterogeneous TCP traffic scenarios.

The results from the analytical approach were validated using simulations,
and were found to be very accurate under most circumstances. This may appear
surprising given the number of approximation we have introduced. However, we
maintain that the aggregation of a large number of On/Off TCP sources lessens
the inpact of the correlation introduced by the presence of many flows over a
single bottleneck link, making the Poisson assumptions more realistic.
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Abstract. Guaranteeing of quality-of-service (QoS) is a challenging task to
promote the evolution of the Internet from a simple data network into a true
multiservice network. To this end, the IETF intserv Working Group, with the
goal of defining a next generation Internet, has defined two QoS classes:
Guaranteed Services and Controlled-Load Services. For both of them the source
is required to declare its traffic characteristics by means of a number of Tspec
parameters and guarantee these traffic characteristics during transmission. The
target of this paper is to develop an analytical tool for the design of feedback
laws which allow MPEG encoders to inject into the network video traffic
shaped according to the declared Tspec, while maintaining an acceptable
perceived quality.

1. Introduction

In the last few decades progress in the field of digital techniques has led to the
development of a variety of multimedia applications. In this context, the MPEG
encoding standard [1] has played a key role, becoming the most popular technique in
video encoding. The reason for this is the high compression ratio obtained and the
flexibility provided by the standard. However, one intrinsic drawback in MPEG
encoding is the high burstiness. To overcome this problem a large number of solutions
have been proposed in the literature [2-3], all based on some kind of rate control at the
output of the encoder. Most encoder control schemes are based on on-line adjusting of
the encoder quantizer level through feedback on the quantizer scale parameter [4-5].
Up to now these techniques have been applied to achieve constant bit rate MPEG
encoders suitable for video transmission over networks providing users with
deterministic bandwidth assignment such as ISDN or satellite networks.

In the next future, the availability of guaranteed services on the Internet [6] will
increase the deployment of distributed MPEG video services. In this network scenario,
however, the source is required to declare its traffic characteristics by means of a
number of Tspec parameters and guarantee these traffic characteristics during
transmission. In this perspective, choice of the feedback law will constitute a
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challenge to meet the request for rate-controlled MPEG sources coming from the
Internet of the next generation. The target of this paper is to define an analytical
framework for the design of feedback laws for video traffic shaped according to the
Tspec declared to the network while maintaining an acceptable image quality.

The analytical framework allows designers to model a rate-controlled MPEG
source whatever the feedback law is, provided that the parameter to be varied is the
quantizer scale; to this end the framework proposed here takes into account the two
parameters used by the most sophisticated rate-controlled sources today [5], that is: a)
the state of a counter, incremented by the number of packets emitted by the MPEG
encoder, and decreased by a constant number of packets at each time slot; b) the
expected activity level of the next frame, in order to estimate the rates produced by the
encoding algorithm by means of each potential quantizer scale parameter. In order to
compare the efficiency of feedback laws in matching a given traffic specification, the
analytical framework evaluates the performance of a rate-controlled MPEG source in
terms of both the distortion introduced by the quantization mechanism and the
probability of violating the Tspec parameters token bucket depth and bucket rate
declared to the network [6].

The paper is structured as follows. Section 2 describes the addressed scenario and
defines the analytical framework for modeling the rate-controlled MPEG video
source; to this end, first the non-controlled MPEG source is modeled as a switched
batch Bernoulli process (SBBP) [7-8]. Then, the rate-controlled MPEG source is
modeled as a discrete-time queueing system. Section 3 describes how the analytical
framework is used to evaluate the performance of a rate-controlled MPEG source.
Section 4 considers a feedback law as an example and applies the proposed analytical
framework to a case study. Finally, the authors� conclusions are drawn in Section 5.

2. System Description

The system we focus on in this paper is shown in Fig. 1. It is an MPEG video encoder
whose output is monitored by a rate controller implementing a feedback law with the

Virtual
buffer

Video
source

MPEG
encoder

Rate
controller

φi j Qs, ( )

Packetizer

sQ sQ

( )i j,
b

T

PACKET
NETWORKToken

bucket

Fig. 1. MPEG video encoder system
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target of making the output stream compliant with a number of traffic specification
parameters declared to the network, while maintaining an acceptable image quality. In
the following we will assume an Integrated Service Internet environment where the
traffic specification parameters (Tspec) are defined as follows:
•  p : peak rate, measured in bytes/sec;
•  b : token bucket depth, measured in bytes;
•  T : bucket rate of the token bucket, measured in bytes/sec.
These parameters are usually policed by the network at its access point; the parameters
b  and T  are policed by means of a token bucket device. The token bucket is a token
pool in which the tokens are generated at a constant rate equal to T  bytes/s. The
bucket size is of b  bytes and represents the maximum capacity of the pool. When an
IP packet arrives, a number of tokens, equal to the packet dimension in bytes, is drawn
from the pool; if an IP packet arrives when the pool is empty, then the packet is
marked as nonconforming to the traffic specification declared by the user. Let
U = 576  bytes be the packet dimension, comprising 548 bytes of payload at the UDP
layer, 8 bytes of UDP header, and 20 bytes of IP header. Let us indicate the peak rate,
token bucket depth and bucket rate, expressed in packets/sec, packets and packets/sec,
respectively, as ~p p U= ,  K b U=  and ~T T U= , where  x  indicates the
minimum integer not less than x.

In order to match the declared b and T values, the token bucket device has to be
identically reproduced in the source through a virtual buffer, whose state is monitored
by the rate controller. The rate controller measures the activity level, i , of the frame
which is being encoded and, according to both the frame position in the GoP, j , and
the virtual buffer state, sQ , decides the quantizer scale value to be used to quantize the
current frame through a feedback law, q si j Q= φ , ( ) .

3. System Model

In this section we will model the rate-controlled MPEG video encoder system shown
in Fig. 1 by means of a discrete-time model, the switched batch Bernoulli process
(SBBP) [7-8]. We will use the frame interval, ∆ ≡ 1 F , as the time slot. We will
indicate the overall emission process as X n( ) , and we will characterize the GoP
structure through the ratio of total frames to intraframes, GI , and the distance between
two successive P-frames or between the last P-frame in the GoP and the I-frame in the
next GoP, GP . For example, in the case of GoP IBBPBB, we have GI = 6  and
GP = 3 . Moreover, we will decompose X n( )  into GI  different emission processes,
one for each frame in the GoP, X hj ( ) , where [ ]j J GI∈ ≡ 1,  indicates the frame

position in the GoP, and h a generic GoP. Of course, we have ( )X h X h G jj I( ) = ⋅ + .
Again, in the case of GI = 6  and GP = 3 , X hj ( )  will refer to an I-frame if

{ }j J I∈ ≡ 1 , a P-frame if { }j JP∈ ≡ 4  and a B-frame if { }j JB∈ ≡ 2 3 5 6, , , .
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The rest of this section is structured as follows. In Section 3.1 we will briefly
describe the SBBP process characteristics. Then, in order to obtain the model, as a
first step, in Section 3.2, we model the non-controlled MPEG source. Finally, in
Section 3.3, the rate-controlled MPEG source will be modeled through a discrete-time
queueing system, and the statistics of the output rate will be analytically evaluated.

3.1 Switched Batch Bernoulli Process (SBBP)

An SBBP Y n( )  is a discrete-time emission process modulated by an underlying
Markov chain. Each state of the Markov chain is characterized by an emission pdf; the
SBBP emits data units according to the pdf of the current state of the underlying
Markov chain. Therefore an SBBP Y n( )  is fully described by the state space ℑ ( )Y  of
the underlying Markov chain, the maximum number of data units the SBBP can emit
in one slot, rMAX

Y( ) , and the set ( )Q BY Y( ) ( ), , where Q Y( )  is the transition probability

matrix of the underlying Markov chain, while B Y( )  is the emission probability matrix
whose rows contain the emission pdf�s for each state of the underlying Markov chain.
If we indicate the state of the underlying Markov chain in the generic slot n as
S nY( ) ( ) , the generic elements of the matrices Q Y( )  and B Y( )  are defined as follows:

[ ] { }Q S n s S n s
s s

Y

n

Y Y

1 2
1 2 1,

( ) ( ) ( )lim ( ) ( )= + = =
→∞

∀ ∈ ℑs s Y
1 2, ( ) (1)

[ ] { }B Y n r S n ss r
Y

n

Y
,

( ) ( )lim ( ) ( )= = =
→∞

∀ ∈ ℑs Y( ) , [ ]∀ ∈r rMAX
Y0, ( ) (2)

From Q Y( )  we can obtain the steady-state probability array of the underlying Markov
chain of the SBBP Y n( ) , π ( )Y , by solving the following linear system:

[ ]

π π

π

( ) ( ) ( )

( )

( )

Y Y Y

s
s

Y

Q

Y
Y Y

⋅ =

=





 ∈ℑ
∑ 1

(3)

It can easily be demonstrated (see for example [9]) that the autocorrelation function of
the above SBBP can be expressed as:

( ) ( ) ( ){ } ( ) ( )( ) ( )( ) ( )[ ]R m E Y n Y n m b Q bYY n

Y Y Y m Y T
≡ ⋅ + = ⋅ ⋅

→∞
lim π ! (4)

where the symbol � ! � indicates the element-by-element product, [ ]  ⋅ T  denotes the

transposition operator, and ( )b Y  is the row array containing the mean value of the
arrival process in each state, whose generic element, b s

Y
[ ]
( ) , is defined as:
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b r Bs
Y

r

r

s r
Y

MAX
Y

[ ]
( )

[ , ]
( )

( )

= ⋅
=
∑

0

(5)

Through the spectral decomposition of ( )Q Y  in (4) we obtain that the autocorrelation
function of an SBBP is the sum of a constant term, equal to the square of the mean
value of ( )Y n , and a number W  of exponential terms (where W  is no greater than the

cardinality of ℑ ( )Y ), that is:

( ) { }R m E YYY i i
m

i

W

= + ⋅
=
∑2

1
ψ λ

(6)

where the terms λ i  are the eigenvalues of ( )Q Y .
Finally, the normalized autocovariance function is simply the sum of the W

exponential terms, divided by its maximum value:

( )C mYY

i i
m

i

W

i
i

W=
⋅

=

=

∑
∑

ψ λ

ψ
1

1

(7)

Below we will introduce an extension of the meaning of the SBBP to model not only
an emission process, but also the activity process of an MPEG source. In the latter
case we will indicate it as an activity SBBP.

3.2 Non-controlled Source Model

In this section we derive the SBBP process ~ ( )Y nq , modeling the emission process of
the non-controlled MPEG video source at the packetizer output for a given quantizer
scale parameter, q . The non-controlled system modeled in this section is shown in
Fig. 2. The model has to capture two different components: the behavior of the activity
process and the activity/emission relationships. The activity process, L n( ) , is defined
as the average value of the activities in the macroblocks within the frame n. The
activity/emission relationships are defined as the distributions of the sizes of I-, P- and
B-frames once the activity a of the same frame is given:

Video
source

MPEG
encoder Packetizer

q q=

Fig. 2. Non-controlled MPEG encoding system
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( ) ( ) ( ) ( ){ }y r a X h G j r j J L h G j aI

h I I I I= ⋅ + = ∀ ∈ ⋅ + =
→∞

lim Prob  ,     ∀ ∈a A (8)

( ) ( ) ( ) ( ){ }y r a X h G j r j J L h G j aP

h P I P I= ⋅ + = ∀ ∈ ⋅ + =
→∞

lim Prob  ,     ∀ ∈a A (9)

( ) ( ) ( ) ( ){ }y r a X h G j r j J L h G j aB

h B I B I= ⋅ + = ∀ ∈ ⋅ + =
→∞

lim Prob  ,     ∀ ∈a A (10)

where A is the set of possible activity values. After identifying a set ℑ ( )G  of
possible activity states, each representing one possible level of scene activity, the
transitions between the activity states, and between one frame and the successive one
within a GoP, have to be modeled simultaneously. We will obtain the model of the
non-controlled MPEG video source in three steps:
1. derivation of an activity SBBP, G n( ) , modeling the measured activity process,

L n( ) , of the movie. The process G n( )  can be represented by its parameter set

( )Q BG G( ) ( ), . According to [2], the state of the underlying Markov chain of G n( )
represents one possible activity state in the set

{ }ℑ =( )G Very low,  Low,  High,  Very high ;
2. derivation of the SBBP Y nq ( ) , representing the whole MPEG measured emission

process X n( ) , first calculating its underlying Markov chain from the underlying
Markov chain of the activity process G n( ) , and then the emission process from the
activity/emission relationships defined in (8)-(10);

3. derivation of the SBBP ~ ( )Y nq  at the packetizer output.
As demonstrated in [8], the desired activity SBBP, G n( ) , has to fit first- and second-
order statistics, f rL ( )  and C mLL ( ) , of the activity process L n( ) . Determination of
the activity SBBP G n( )  represents a modified version of the so-called inverse
eigenvalue problem, whose solution can be found in [8].

From the activity SBBP G n( )  modeling the activity process, we can derive the
SBBP Y nq ( )  modeling the non-controlled MPEG emission process when the
quantizer scale q  is used. To this end let us define the state of the underlying Markov

chain of Y nq ( )  as a double variable, ( )S n S n S nY G F( ) ( ) ( )( ) ( ), ( )= , where

S nG G( ) ( )( ) ∈ ℑ  is the state of the underlying Markov chain of G n( ) , and S n JF( ) ( ) ∈
is the frame position in the GoP at the slot n. The resulting set of states of the
underlying Markov chain of Y nq ( ) , ℑ ( )Y , is the Cartesian product of the component

subspaces, ℑ ( )G  and J . To calculate the transition probability matrix of the
underlying Markov chain of Y nq ( )  let us note that the admissible transitions are only

between two states such that the frame S nF( ) ( )+1  is the one in the GoP following the
frame S nF( ) ( ) . Thus the transition probability from the state ( )S n i jY( ) ( ) ,= ′ ′  to the

state ( )S n i jY( ) ( ) ,+ = ′′ ′′1 , with ′i , ′′ ∈ ℑi G( ) , and ′j , ′′ ∈j J , is:
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′ ′′
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′′ = ′ + ′′ = ′′ =




, , ,

( ) ,

( )
if    or   and  

otherwise

1 1

0

(11)

Let us note that, by what has been said so far, the Markov chain underlying Y nq ( )
does not depend on the quantizer scale. For this reason in the following we will
indicate its transition probability matrix as Q Y( )  instead of Q Yq( ) .

As far as the emission probability matrix, B Yq( ) , is concerned, its generic element
depends on the frame encoding mode, the frame activity, and the quantizer scale used.
Once the quantizer scale has been fixed, this matrix can be obtained through the
activity/emission relationships. In fact, for a given quantizer scale q  when the state of
the underlying Markov chain of the activity process is i G∈ ℑ ( ) , the probability of
emitting r  packets to encode the frame j  is:

( )[ ]

( ) [ ]
( )

( ) [ ]
( )

( ) [ ]
( )

B

y r a B j J

y r a B j J

y r a B j J
i j r
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I
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I
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P
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q
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( )

,

( )

,

=
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∀ ∈

∀ ∈

∑
∑
∑

if 

if 

if 

(12)

where ( )y r aI( ) , ( )y r aP( )  and ( )y r aB( )  are the functions defined in (8)-(10)

characterizing the activity/emission relationships, while [ ]
( )B i a
G
,  is the probability that

the activity is a A∈  when the activity level is i G∈ℑ ( ) . The set ( )Q BY Yq( ) ( ),
completely characterizes the non-controlled MPEG video source, for a given quantizer
scale parameter q .

Finally, the last step is to obtain the MPEG source model at the packetizer output.
The objective of the packetizer is to pack bits emitted by the MPEG encoder to obtain
packets to be transmitted, according to the UDP/IP protocol suite. Let us denote the
packet payload size available to the source to transmit information, expressed in bytes,
as U = 576  bytes. The arrival process Y nq ( ) , expressed in bytes/slot, can easily be

transformed into an arrival process ~ ( )Y nq  in IP packets/slot. In fact, its transition
probability matrix and emission probability matrix can be derived as:

[ ] [ ]Q Qs s
Y

s s
Y

Y Y Y Y′ ′′ ′ ′′=,
( ~ )

,
( ) ∀ ′ ′′ ∈ ℑs sY Y

Y, ( ) (13)

[ ]
( )

[ ]B Bs r
Y

r r U

r U

s r
Y

Y Y,~
( ~ )

~

~

,
( )=

= − ⋅ +

⋅

∑
1 1

∀ ∈ ℑsY
Y( ) , [ ]∀ ∈~ , ( ~)r rMAX

Y0
(14)

In (14), rMAX
Y( ~)  is the maximum number of packets needed to transmit one frame and is

given by  r r UMAX
Y

MAX
Y( ~) ( )=  where  x  is the smallest integer not less than x .
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3.3 Rate-Controlled Source Model

The rate-controlled encoding system pursues a given target by implementing a
feedback law, q si j Q= φ , ( ) , in the rate controller, to calculate the quantizer scale value
to be used by the MPEG encoder for each frame. We will indicate the output emission
process of the rate-controlled source, expressed in packets/slot, as ~( )Y n , and that of
the non-controlled source with a quantizer scale q as ~ ( )Y nq .

To model the rate-controlled source we have to consider the system shown in Fig. 1
as a whole, indicated here as Σ . We use a discrete-time system model, with a slot
duration of ∆ = 1 F  equal to the frame duration. The queue of the virtual buffer
system is fed by the packets emitted by the MPEG encoder, and is served at a rate
equal to the bucket rate, of ~T  packets/slot, declared as a Tspec parameter. Moreover,
let K  be the virtual buffer dimension expressed in packets, another Tspec parameter.
We assume a late arrival system with immediate access [11]: packets arrive in
batches, and a batch of packets can enter the service facility if it is free, with the
possibility of it being ejected almost instantaneously. Note that in this model a packet
service time is counted as the number of slot boundaries from the point of entry to the
service facility up to the packet departure point. So, even though we allow the arriving
packet to be ejected almost instantaneously, its service time is counted as 1, not 0.

If the serving rate is not expressed in packets/slot, but in bytes/slot, when we
convert it into packets/slot we may obtain a ~T  that is not an integer. In this case we
will study the queueing system with a service facility serving, in each slot ∆ , either

 D T≡ ~  packets with a probability of p T DD = − −1 ( ~ ) , or D +1  packets with a

probability of p pD D+ = −1 1 , where we have indicated the largest integer not greater
than x  as  x . Therefore the number of servers in our queueing system Σ  is a
random variable with a pdf given by:

( )f d

p d=D

p d D

D

Dσ = = +










+

if 

if 

otherwise

1 1

0

(15)

A complete description of Σ  at the nth slot requires a two-dimensional state,
( )S n S n S nY( ) ( ) ( )( ) ( ), ( )Σ = Q , where [ ]S n K( ) ( ) ,Q ∈ 0  is the virtual buffer state in the nth

slot, i.e. the number of packets in the queue and in the service facility at the
observation instant, and S nY( ) ( )  is the state of the underlying Markov chain of ~( )Y n ,
but coincides with that of ~ ( )Y nq , ∀ q , given that it is independent of the quantizer
scale used. Let us note that, since each observation instant is preceded by departures,
the buffer state will never be seen at its maximum value K  at the observation instants:
more specifically, we have [ ]S n K D( ) ( ) ,Q ∈ −0 .
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Let us now obtain the rate-controlled encoding system model. To this end we indicate
two generic states of the system as ( )′ = ′ ′s s sQ YΣ ,  and ( )′′ = ′′ ′′s s sQ YΣ , . We first apply the
algorithm introduced in Section 3.2 to obtain an SBBP model of the MPEG video
source, ~ ( )Y nq , for each quantizer scale [ ]q ∈ 1 31, . So we have a set of parameter sets

( )Q BY Yq( ~) ( ~ ), , one for each value of q. Then we characterize the emission process of

the rate-controlled MPEG video source through a set of matrices C rs
Y

Q

q

′
( ~ ) ( ) ,

[ ]∀ ∈r rMAX
Y0, ( ~) , each representing the transition probability matrix including the

probability of r packets being emitted when the buffer state is ′sQ . Its generic element

can be obtained from the above parameter sets, ( )Q BY Yq( ~) ( ~ ), , taking into account that

the quantizer scale parameter is chosen by the rate controller according to the
feedback function q si j Q= φ , ( ) . We therefore have:

[ ] ( ) ( )[ ] ( ) ( )[ ] ( )[ ]C r Q Bs
Y

i j i j i j i j

Y

i j r

Y

Q

q q

′
′ ′ ′′ ′′ ′ ′ ′′ ′′ ′′ ′′

′′ ′′= ⋅( ~ )

, , , , , ,

( ~ )

, ,

( ~ )( ) (16)

where ( )′′ = ′
′′ ′′

q s
i j Qφ

,
( )  is the quantizer scale chosen when the source state is ( )′′ ′′i j, ,

and the buffer state is ′sQ . Thus, the generic element of the transition matrix of the

MPEG encoder system Q ( )Σ  is:
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where C rs
Y

Q

q

′
′′( ~ ) ( )  is a null matrix if r < 0  or r rMAX

Y> ( ) , and C rs
Y

Q

q

′
′′( ~ ) ( )  is the transition

probability matrix including the probability of at least r packets being emitted, given
by:
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C r C ps
Y

p r

r

s
Y

Q

q
MAX

Y

Q

q

′
=

′
′′ ′′= ∑( ~ ) ( ~ )( ) ( )

( ) (18)

Once the matrix Q ( )Σ  is known, we can calculate the steady-state probability array of
the system Σ  as the solution of the following linear system:

π π

π

( ) ( ) ( )

( )

Σ Σ Σ

Σ

⋅ =

⋅ =







Q

1 1

(19)

where 1  is a column array all of whose elements are equal to 1, and

[ ] [ ] [ ][ ]π π π π( ) ( ) ( ) ( ), , ,Σ Σ Σ Σ= −0 1 … K D  is the steady-state probability array, whose generic

element, [ ]π sQ

( )Σ , is the array containing the steady-state probabilities of the source

aggregate when the virtual buffer is in the state sQ , that is, the generic term of [ ]π sQ

( )Σ  is:

( ) { }π
s s n Q

Y
Y

Q Y

S n s S n s
,

( ) ( ) ( )( ) , ( )






→∞
= = =Σ lim  Prob Q (20)

It may be difficult to solve (19) directly since the number of states grows explosively
as the counter range increases. Nevertheless, many algorithms [12-13] enable us to
calculate the array π ( )Σ  maintaining a linear dependency on the counter range.

Finally, we can calculate the pdf of the rate-controlled MPEG output traffic ~( )Y n ,
f r

Y~
( ) , which is defined as follows:

{ }f r Y n r
Y n
~ ( ) lim ~( )= =

→∞
Prob (21)

From the steady-state solution of the equation system in (19), and applying the
theorem of total probability, we have:
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where q ss QY
= φ ( ) . In addition, from the pdf f r

Y~
( ) , the average value and variance

of ~( )Y n  can also be easily derived as follows:
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4. Performance Evaluation

The rate-controlled MPEG encoder system has the following two targets:
1. to keep the output traffic stream ~( )Y n  compliant with the declared Tspec;
2. to maintain an acceptable video quality.
Therefore, the main performance parameters to be taken into account are:
1. the marking probability, coinciding with the probability that the token pool in the

token bucket saturates; this probability will be derived in Section 4.1 as the loss
probability in the virtual buffer of the encoder system, reproducing the token
bucket. It is strictly correlated with the choice of the token bucket depth, K , and
the bucket rate, ~T ;

2. the quantization distortion; this will be derived in Section 4.2 in terms of the pdf�s
of the PSNR levels.

4.1 Marking Probability

The marking probability, as said previously, can be calculated as the packet loss
probability in the virtual buffer when it is loaded by the MPEG encoder output traffic.
It can be obtained as the ratio between the average number of IP packets lost in the
virtual buffer and the average number of arrived IP packets, that is:

P L n
N n

n
N n

L n
n

Y

n

Y

Y n Y n

Y

Mark lim lim lim( ~ )
( ~)

( ~ ) ( ~ )

( ~)( )
( ) ( )

( )= = ⋅
→∞ →∞ →∞

(24)

where L nY( ~) ( )  is the cumulative number of packets lost in the discrete-time interval

[ ]0,n  and N nY( ~) ( )  is the cumulative number of emissions in the same interval.

The term lim
n

YN n n
→∞

( ~ ) ( )  represents the per-slot mean emission probability, that is:

[ ] [ ]lim
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Y

s
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Q Y
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=

−

∈ℑ =

= ⋅ ⋅∑ ∑ ∑
( ~)

,

( ~ ) ( )( )
( )

( ~ )

0 0

π
(25)

where π ( )Y  is the array of the steady-state probabilities of the underlying Markov
chain of Y n( ) , obtained in (3), and q ss QY

= φ ( ) .

The term lim
n

YL n n
→∞

( ~) ( )  represents the per-slot loss probability. In order to evaluate

this probability, let us note that l packets are lost in the slot n when, indicating the
number of packets in the buffer at the observation instant in the same slot as sQ ,
r K s lQ= − +( )  packets arrive in the virtual buffer. Therefore:
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{ }lim lim Prob Q
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where the term { }lim Prob Q

n QY n r S n s
→∞

= =~( ) , ( )( )  in (26) can be calculated as follows:

{ } [ ] ( )[ ]lim Prob Q

n Q
s

K D

s r

r

s r

Y

s s
Y n r S n s B

Q Y
Y

MAX
Y

Y

q

Q Y→∞
=

−

∈ℑ =

= = = ⋅∑ ∑ ∑~( ) , ( )( )
,

( ~ )

,

( )

( )

( ~ )

0 0

π Σ
(27)
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→∞
= = =Σ lim Prob  is calculated as in (19).

4.2 Quantization Distortion

The target of this section is to evaluate the statistics of the quantization distortion,
represented here by the PSNR. To this end, we will indicate the distortion curve,
representing the distortion obtained when a quantizer scale [ ]q ∈ 1 31,  is used to

encode the generic frame { }ζ ∈ I P B, , , as F q( ) ( )ζ . As an example, we have
considered one hour of MPEG video sequences of the movie �The Silence of the
Lambs�. To encode this movie we used a frame rate of F = 24  frames/sec, and a
frame size of M =180  macroblocks. The GoP structure IBBPBB was used. The
distortion curves obtained for this movie are shown in Fig. 3. In the same figure we
have shown. Now let us quantize the distortion curves at L different levels of
distortion, { }ψ ψ ψ1 2, , ,… L . For example, from a subjective analysis of the considered
movie, obtained with 300 test subjects, the following five levels of distortion were

envisaged: [ ]ψ 1 20 6 34 2= . , .  dB, ] ]ψ 2 34 2 350= . , .  dB, ] ]ψ 3 350 36 2= . , .  dB,

] ]ψ 4 36 2 38 4= . , .  dB, and ] ]ψ 5 38 4 521= . , .  dB.

Let { }γ ψζ ζ
l lq F q( ) ( ) ( )= ∀ ∈ such that , for each [ ]l L∈ 1, , be the range of

quantizer scale parameters providing a distortion belonging to the l th  level for a frame
of the kind { }ζ ∈ I P B, , . Of course, by so doing we are assuming that a variation in q

within the generic interval γ ζ
l
( )  does not cause any appreciable distortion. The

quantizer scale interval γ ζ
l
( ) , for each frame encoding mode { }ζ ∈ I P B, , ,

corresponding to the distortion level ψ l  can easily be achieved thanks to the
distortion curves in Fig. 3.
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Now let us calculate the steady-state probability array of the PSNR levels, whose
generic element, κ ζ

l
( ) , represents the probability that the PSNR belongs to the interval

ψ l  when the frame ζ  is encoded. It can be calculated as follows:
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Finally, from (28), the mean PSNR value and its variance can easily be derived.

5. Numerical Results

Let us now apply the analytical framework proposed in the previous sections to
evaluate the performance of the MPEG encoding mechanism in a real case, encoding
of the movie �The Silence of the Lambs�.

We assume that, in order to avoid overflow of the virtual buffer representing the
token bucket, the MPEG video encoder chooses the quantizer scale value so as to
maintain the virtual buffer state no greater than a given threshold τ , chosen in the
range of the virtual buffer state, [ ]0, K . More specifically, when the activity state of

the video source is i, and a frame { }ζ ∈ I P B, ,  has to be encoded, the expected
number of packets emitted when the quantizer scale value q is used is:

( ) ( ){ } [ ]R q E y r a Bi
a A

i a
G

, ,

( )( )ς
ζ= ⋅

∀ ∈
∑ (29)

So, if a number of sQ  packets are in the virtual buffer before encoding the j th  frame,
in order to maintain this number less than or equal to the threshold τ , the rate
controller chooses the quantizer scale value according to the following law:
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[ ]q s q s R qi j Q Q i= ≡ + ≤φ τς, ,( ) ( )minimum  such that:  (30)

Let us carry out the performance analysis by varying the bucket rate ~T  in the range
[ ]2 10,  packets/slot, for five different token bucket depths { }K ∈ 60 70 80 90 100, , , ,
packets. To this end we have considered a threshold τ = 30 .

The marking probability obtained for each kind of frame is shown in Fig. 4, the
average value and variance of the PSNR are plotted in Fig. 9, for all the bucket depths
considered { }K ∈ 60 70 80 90 100, , , , . In Fig. 9 we can observe that, contrary to

expectations, when ~T ≥ 4  packets (high virtual buffer system output rates), all the
marking probabilities increase. This is due to the fact that, with higher declared bucket
rate values, the quantizer scale value is decreased to increase the average value of the
output process; in this way, as desired, the output rate is on average very close to the
bucket rate (see Fig. 6a), but, as a consequence, the utilization coefficient of the
virtual buffer system approaches unity, and the variance increases rapidly (see Fig.
6b). As is known, these conditions cause a loss probability increase in the virtual
buffer.

In Fig. 5 we can observe that, as expected, the image quality increases when the
token rate increases, whilst the PSNR variance presents a non-monotonic trend, being
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Fig. 4. Marking probability obtained in the case study
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low for both very low and very high bucket rates; this means that for these bucket rate
values the image quality is more stable.

Another important consideration can be made by comparing all the above figures:
we can deduce that the bucket depth b has little influence on the image quality and the
output process statistics, while it is decisive for the marking probability.

6. Conclusions

The paper deals with the problem of transmitting MPEG video traffic on the Internet
of the next generation, with the constraint of complying with the declared traffic
parameters contained in the Tspec. To this end, a rate-controlled MPEG encoder has
been analytically modeled, in order to provide an analytical tool for the design of
feedback laws which allow the MPEG encoder to control the output traffic while
maintaining an acceptable perceived quality. More specifically, the analytical
framework has been realized first modeling the rate-controlled MPEG video source
with a Markov-based discrete-time queueing system, and then analytically deriving its
performance in terms of marking probability, output-rate statistics and quantization
distortion. Finally, the proposed analytical framework has been applied to a case
study.
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Abstract. This paper presents new speech coding issues and algorithms
involved in IP telephony. To develop an efficient system of adaptive voice
over IP (VoIP), in fact, besides traditional networking aspects, a series
of speech processing issues need to be carefully considered. More specifi-
cally, two important aspects of discontinuous transmission are dealt with:
the impact of the VAD on source throughput and the need for an effi-
cient system of comfort noise. In addition we propose a variable rate, toll
quality CS-ACELP coder that uses coding modes compatible with the
three 6.4, 8, and 11.8 kbit/s coding schemes standardised by ITU-T in
G.729. In particular, the algorithm presents 4 coding categories, with an
average bit rate ranging between about 3 and 8 kbit/s, that adapt the
rate to changes in network conditions.

1 Introduction

In the last few years an increasing amount of attention has been paid to tech-
nologies for the transmission of voice over data networks. In the next few years
a large amount of long-distance telephone traffic will foreseeably be conveyed by
IP networks [17]. If voice transmission on IP networks is to be competitive with
transmission on PSTN (Public Switched Telephone Networks), users will have to
be provided with a quality of service (QoS) that is comparable to that of circuit
switching networks. This is not yet possible as there are several problems still to
be solved, involving above all the best-effort nature of the IP network protocol.
However, to achieve the same level of QoS as PSTN networks, there are, besides
networking aspects, a number of speech processing issues that need to be care-
fully considered. This paper analyses a series of problems linked with variable
bit rate (VBR) speech coding in an adaptive IP telephony scenario. A network-
driven speech coder, in fact, makes it possible to adapt the rate in relation to
the workload on the network, reducing packet loss. Recently a framework for the
analysis of adaptive VoIP based on a multistandard speech coding approach was
proposed in [8]. In this paper, on the other hand, we propose an intrastandard
speech coding solution as it has the advantage of not requiring the integration of
a set of coders with different characteristics and of not presenting degradation
and latency times during transitions from one coding mode to another. Analysis
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of the main types of VBR coding shows that the optimal adaptive coding solu-
tion in a VoIP scenario is to use a hybrid Multi-Modo/Multi-Rate (M3R) codec
that exploits the robustness to background noise of the multimode technique
and the robustness to packet loss of the multirate technique when the network is
overloaded. The first aspect is essential given the prospect of integration between
traditional telephone networks, both fixed and mobile, and networks based on
the IP protocol. Taking in to account this scenario, the paper proposes a toll
quality speech coder based on the structure of the CS-ACELP algorithm of
G.729 at 8kbit/s [13]. The hybrid coder integrates the two extensions to G.729
at 6.4 kbit/s [9] and 11.8 kbit/s [10] recently standardised by ITU-T, and also
exploits new fuzzy pattern recognition techniques for multimode classification
[7] and new coding models for the different phonetic classes considered.

2 Network Protocol Issues

Although several ITU-T and IETF study items have recently been devoted to
the problem of VoIP, no standard has yet been introduced. Current IP tele-
phony applications therefore refer to the H.323 [15] standard. The main causes
of degradation in QoS introduced by the network protocol are: delay, jitter and
packet loss. Further to transfer voice over an IP network the RTP-UDP-IP stack
of protocols is usually used [22]. These protocols introduce a header of 40 bytes,
12 for RTP, 8 for UDP and 20 for IP. A speech source coded at b byte/s gives
rise to a throughput, T , equal to:

T =
40

dpacc
+ b (1)

where dpacc represents the packeting delay, i.e. the seconds of speech contained
in an IP packet. Reducing the rate by a factor r, the throughput will be reduced
by a factor R:

R =
r

40
dpaccb + 1

(2)

Fig.1 shows the throughput with varying packeting delays and the speech coding
standards contemplated by H.323. In the figure we have also considered another
two speech coding standards: the 32 kbit/s G. 721 and the 2.4 kbit/s DoD
Vocoder. As the packeting delay grows, the throughput tends towards that of the
encoder output and the protocol overhead becomes negligible. A codec generally
processes a speech signal by splitting it into elementary speech units (frames)
lasting L=10 to 30 ms. The packeting delay can therefore be expressed as N ·
L+ dl, where N is the number of frames inserted in a packet, and dl is the delay
related to the look-ahead frame [16]. Unfortunately it is not possible to store an
arbitrary number of frames in a single packet, both to avoid an excessive delay
and because the loss of a packet would have more serious consequences for the
quality of the signal perceived by the user. As Fig. 2 shows, a good trade-off is
obtained by using a 40 to 60 ms payload. With lower values, in fact, both the
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Fig. 1. Throughput versus packeting delay

header and the payload start to have a negative impact on the throughput and
with higher values the loss of a packet would considerably reduce the perceived
quality. For the sake of simplicity, in Fig. 1 we have plotted the values at 10-ms
intervals, even though for some standards, such as GSM, G.723.1 or the 2.4 Kb/s
DoD vocoder, packeting values lower than the relative frame lengths, i.e. 20ms,
30ms and 22.5ms, are not considered.

3 Speech Coding Issues

3.1 Silence Suppression

As is well known, one way to reduce the throughput of a speech source, irrespec-
tive of the type of coding used, is to implement a discontinuous transmission
mode using a Voice Activity Detector (VAD) [17]. More specifically, a VAD
identifies periods of silence or background noise during pauses in a conversation.
On average for at least 50 % of a conversation no packets are transmitted as the
user is listening [14]. Unfortunately the VADs currently available are far from
efficient, especially when they are operating in noisy conditions [6]. Fig. 2 shows
the throughput measured at the output of a speech source coded using G.729 in
the discontinuous mode (DTX) with a rate of 8kbit/s during ON periods and
zero kb/s during OFF periods. The three curves refer to the following cases:
clean, office noise with an SNR of 20 dB, which is a typical SNR in a quiet office
environment, and 10 dB . As can be seen, even a non-critical noise level heavily
affects the performance of the VAD. When communications take place in noisy
environments, in fact, the network throughput is higher than when there is no
noise. Using a VAD that is more robust to background noise, such as the Fuzzy
VAD recently proposed in [6], provides greater efficiency in discriminating be-
tween active and inactive frames. As shown in Fig. 3, a significant reduction in
throughput is achieved, about 8% in average conditions. If we consider (2), we
see that to obtain a similar reduction in throughput the source rate would have
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Fig. 2. Throughput at the output of the G.729 annex B codec versus packeting
delay in different SNR condition

Fig. 3. Throughput reduction factor when Fuzzy VAD is used instead of the
standard G.729 VAD versus packeting delay in different SNR conditions

to be reduced by 16% with the substantial difference that, whereas when the
VAD is improved the perceived speech quality is relatively unaltered, if the peak
rate is lowered the perceived quality drops. Examination of (2) reveals that the
lower the peak rate of the initial source, the greater this effect becomes.

3.2 The Issue of Comfort Noise

As no information is transmitted in DTX systems during inactivity periods, a
CNG (Comfort Noise Generator) is needed to ensure continuity in the reproduc-
tion of background noise. Recently both IETF and ITU-T have realised the need
to define a system of Comfort Noise (CN) that will provide an acceptable level
of quality even when the codecs used did not originally have a built-in CNG
algorithm, e.g. G.711, G.722, G.726, G.727, and G.728. The IETF proposal [21]



Intrastandard Hybrid Speech Coding for Adaptive IP Telephony 177

is to use a CN packet to be sent obligatorily at the beginning of each silence pe-
riod and optionally at regular intervals established by single applications. In the
ITU-T environment, it has repeatedly been remarked that a CN system based
on an energy level alone is insufficient. Work has therefore begun on standardis-
ing a new CN mechanism that includes in the CN Packet not only information
about the level of noise but also other information that allows the noise to be
characterised more efficiently, without jeopardising compatibility with the basic
version of the packet indicated in [21]. The requirements of the CN system have
now been established [1].

3.3 The G.729 Coder

G.729 at 8kbit/s is a recent good quality ITU-T speech coding standard based on
conjugate-structure algebraic-code-excited linear prediction (CS-ACELP) [13].
The algorithm is appropriate for multimedia communications and is strongly
advised by H.323 for VoIP applications. The algorithm operates on 10ms frames
and requires 5ms look-ahead. The input signal is processed with a 140Hz high-
pass filter. Then the parameters of the short-term prediction filter, codebook
excitation, pitch and the relative gains are determined. These parameters are
suitably quantized according to the bit allocation scheme in Table 1. More re-

Parameters for Annex D G.729 Annex E Annex E
each 10 ms Forward Backward

LPC 18 18 18

Pitch
12 13 13 13

period

Parity
0 1 1+1+1 1+1+1

bit

Codebook 22 34 70 88

Pitch and
codebook 12 14 14 14
gains

TOTAL 64 80 118 118

Table 1. Bit allocation every 10ms for G.729 and other operative modes.

cently, ITU-T has standardised two extensions of the 6.4 kbit/s and 11.8 kbit/s
G.729, respectively indicated as G.729 Annex D [9] and Annex E [10]. The for-
mer, which is a low-bit-rate extension of Recommendation G.729, does not offer
the same performance as G.729, but in many applications it provides a better
quality than the 24 kbit/s Recommendation G.726. As it is an extension, the
coding architecture is identical to that of Recommendation G.729. There are,
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however, certain differences, i.e. the use of a reduced codebook and less fine
quantisation of some parameters such as pitch delay and gain (see Table 1).
These modifications have reduced the rate from 8kb/s to 6.4 kb/s. The higher-
bit-rate extension of G.729 was envisaged for all cases where a better coding
quality is required. Here again the basic scheme is the same as that of G.729
but there are some variations that do not only concern the quantisation of the
parameters. The most important novelty is the introduction of backward linear
prediction analysis, for better coding of music and speech uttered in the pres-
ence of stationary noise. This has led to the introduction of two new codebooks,
one used in the forward mode and the other in the backward mode. The for-
ward part is identical to Recommendation G.729, while the backward analysis
is performed on 30 samples both in coding and decoding. As the LPC (Linear
Predicting Coding)coefficients of the backward predictor are not transmitted,
the bits saved are used to increase the size of the codebook. One bit is needed
to indicate the mode chosen and there is an error control mechanism that uses a
parity bit. The differences in bit allocation are summarised in Table 1. The two
extensions to G.729 have been a significant reference point for the development
of the hybrid multimode/multirate coder presented in the following sections.

4 Adaptive Coding and Control for IP Telephony

4.1 Variable Rate Speech Coding

The speech codecs specified by H.323 are all constant bit rate (CBR), i.e. they
transmit a given fixed quantity of bits per time unit. A Variable Bit Rate (VBR)
speech coder, on the other hand, chooses the most appropriate bit rate from a
pre-defined set of operating modes: source- or network-driven [19]. In the former
case the codec exploits the various features of speech, choosing the most appro-
priate coding model for each phonetic class. In the latter case, it is the network
itself that chooses the most suitable coding scheme, through a pre-defined rate
control mechanism, irrespective of the phonetic contents of the frame. We can
distinguish between four different types of VBR speech coding:

– ON-OFF;
– Multimode;
– Multirate;
– Scalable.

ON-OFF transmission takes place with the combined use of a CBR codec and
a VAD. In this case the transmission is discontinuous, featuring talkspurt peri-
ods (ON) and periods of silence or background noise (OFF) in which the source
does not transmit anything. If we further classify the ON and OFF classes into
the relative phonetic subclasses (e.g. voiced/unvoiced (ON), stationary/transient
noise (OFF), etc.) we obtain a multimode codec that adapts the coding model to
the local signal features. According to network conditions, a ”multirate” codec
chooses one of a certain number of coding schemes with different bit rates but
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designed to deal with any phonetic class. Finally, a scalable codec uses an em-
bedded structure in which the data packet obtained by coding each single frame
comprises a very low bit-rate core (e.g. 2kbit/s) to which a series of enhance-
ment stages are added that increase the bit-rate and therefore the quality of the
reconstructed signal. Generally, multirate and scalable coding techniques also
adopt a VAD for silence suppression.

4.2 Comparison

In this section we will compare the four techniques outlined above to analyse their
behaviour in a VoIP application scenario. More specifically, besides comparing
the inherent quality assured by the four different methods, we analysed the im-
pact of the network protocol. Table 2 summarises the comparison, hypothesising

Table 2. Quality comparison between the various speech coding methods

the same average bit rate for all techniques. The assessment scale used (poor,
fair, good, excellent) is purely for comparison between the various methods and
does not express an assessment of the individual methods. The intrinsic quality
of a speech coder is mainly characterised by the quality of the coding algorithm
in clean conditions, and its robustness to background noise and frame loss. The
impact of the network protocol, on the other hand, is characterised by the over-
head introduced by the packeting process and the throughput on the network.
In ”clean” environments all the methods examined assure a good coding quality,
but in the presence of background noise only the multimode technique main-
tains a good quality. As anticipated in 3.2, in fact, the comfort noise synthesis
models currently used by VADs are not capable of guaranteeing satisfactory
quality in the reconstruction of background noise and the speech cut by the
VAD [3]. Although scalable coding is sub-optimal, it offers the advantage of
greater flexibility and robustness to frame loss, as an embedded structure makes
it possible to decode the core correctly up to the last stage of enhancement
correctly received. With other types of VBR coding, on the other hand, each
frame is entirely contained in a packet as so loss of a data packet means that the
relative coding frames will be totally lost. In a packetised speech transmission
scenario, the advantages of scalable techniques in terms of robustness to frame
loss are lost as they require more overhead per speech frame on account of the
individual packeting of the various enhancement stages into which a frame is
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divided. ON-OFF coding systems are less affected by the problem of overhead
as they, thanks to the VAD, do not transmit information during silence periods.
The multimode technique introduces greater overheads than ON-OFF coding on
account of the packeting of non-stationary periods of background noise. Finally,
comparing the four methods in terms of throughput,we can observe that the
best technique is multirate coding, in that by suppressing silences and adapting
the peak bit rate according to network requirements, it reduces the throughput
on the network. The multirate technique thus has a better overall impact on the
network protocol. From analysis of the Table it also emerges that in a commu-
nication scenario in which the IP network is integrated with a wireless network,
with users calling from mobile phones, typically in noisy environments, only a
hybrid MultiMode/MultiRate technique would be appropriate as would combine
the robustness to background noise typical of the multimode technique with the
throughput control of the multirate technique. Finally it is reasonable to assume
that techniques which introduce less throughput, like the multirate technique,
are the most robust to packet loss.

5 Intrastandard Hybrid Coding Proposed

The considerations made in Section 4 show that in a VoIP scenario an optimal so-
lution for adaptive coding can be achieved by using a hybrid Multi-Modo/Multi-
Rate (M3R) codec that exploits the robustness to background noise of the mul-
timode technique and the robustness to packet loss of the multirate technique
when the network is overloaded. To guarantee a certain QoS even in critical con-
ditions featuring great delays and background noise, it is necessary to control the
peak rate, and therefore use a multirate codec, and also to have good comfort
noise models that only multimode coding can provide. The two extensions to
G.729, Annex D and Annex E, recently standardised by ITU-T, and a previous
work on a robust multimode coder based on the G.729 structure [3], have been
the starting point for the development of a hybrid M3R codec. The new codec
guarantees a toll quality, it is robust to background noise, and also has the ad-
vantage of being intrastandard, i.e. it fully exploits the architecture of G.729,
while maintaining compatibility with both the basic version at 8 kbit/s and the
two extesnions at 6.4 kbit/s and 11.8 kbit/s. The codec architecture is based
on a modified version of the CS-ACELP algorithm standardised by ITU-T in
Rec. G.729. The new features introduced are mainly the insertion of a phonetic
classifier that is robust to background noise, on which the multimode part of the
codec is based; the addition of the two modes compatible with annex D and E
of G.729, with which the coder’s bit rate is adapted, and the insertion of new
coding models for fully voiced sounds and the synthesis of background noise.

5.1 Robust Phonetic Classification

Phonetic classification is undoubtedly one of the most delicate issues in mul-
timode speech coding [14][19]. The coding of a speech segment by means of
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an inappropriate model, in fact, causes a degradation in quality, which in some
cases reaches unacceptable values. In order to have a speech source driven coder,
it needs to exploit fully the large amount of pauses during a conversation and
the great variations in the characteristics both of active speech and background
noise. The classifier architecture proposed presents four levels of classification
characterised by the 9 phonetic classes shown in Figure 4. More specifically, at

Fig. 4. Phonetic classes considered

Fig. 5. Coding modes and categories

the first level a Voice Activity Detector (VAD) distinguishes activity segments
(talkspurts) from non-activity segments (silence or background noise). At the
second level of classification, if the speech segment is active, a voicing detection
algorithm discriminates between unvoiced (UV) and voiced (V) sounds. The
VAD and V/UV detectors are based on an adaptive version of the algorithms
recently proposed in [5] and [4] respectively, where it is demonstrated that they
guarantee a greater robustness to background noise than traditional solutions.
Both of them use a fuzzy pattern recognition approach exploiting all the in-
formation in the input features by means of a set of fuzzy rules automatically
extracted by a new hybrid learning tool, based on genetic algorithms and neural
networks [20]. In the category of voiced sounds the fully voiced speech segments
are identified by a backward cross-correlation algorithm described in [3]. Every
frame classified as inactive (silence or background noise) is initially separated
into stationary and non-stationary. Here again, the fuzzy pattern recognition
approach has proved to be very efficient. In this case we trained a 10-rule fuzzy
system with three inputs and one output. The method adopted to identify the
optimal set from a total of more than 30 parameters is based on the Fukunaga
criterion [12]. All the features selected require a very low computational load and
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are: the differential power, the differential variance and the differential left vari-
ance. As compared with a Quadratic Gaussian Classifier [11] the fuzzy rule-based
approach reduces misclassification between stationary and non-stationary noise
by more than 10 %. Both stationary and non-stationary frames are closed-loop
classified as acoustic noise segments requiring a noise-like or codebook LPC ex-
citation. Finally, within stationary frames, by means of a simple change in level
control, the speech segments that maintain their energy level close to that of the
previous frame are distinguished from those that have undergone a variation.

5.2 Talkspurts and Background Noise Coding

In order to develop an intrastandard speech coder we used, as the core scheme
for the proposed M3R coder, the structure and the main procedures of the G.729
CS-ACELP algorithm. In particular, we used the standard ITU-T G.729 at 6.4,
8 and 11.8 kbit/s as the coding algorithm for mixed or voiced frames (class 9),
whereas for unvoiced sounds we used a simple, time-varying, white Gaussian
noise-excited LPC filter (class 7). The noise generator is the same as the one
used for the comfort noise system in ITU-T G.729 Annex B. For excitation gain
coding we used a non-uniform quantizer with 32 levels, whereas for the other
parameters the quantization process was based on the procedures of the G.729
standard. In order to exploit the periodic nature in the steady-state portion of a
voiced segment, we used a recent new algorithm for efficient coding of fully voiced
sounds at 2.5 kbit/s (class 8) [3]. The method uses a backward cross-correlation
measure between the current LPC synthetic residual and the two previous ones.
In order to find the most useful way to encode the background noise, we examined
a database containing the following 4 examples of stationary noise: Bus, Car,
Train, and Dump; and the following 8 examples of non-stationary noise: Office,
Restaurant, Street, Factory, Construction, Shopping, Rail station, and Pool.
Using a simple coding scheme based on an excited LPC filter, we carried out
several subjective tests, coding each type of noise varying the type of excitation
and adapting or not adapting the excitation gain and LPC parameters. The

Pulse Sign Position

I0 +1 0,5,10,15,20,25,30,35

I1 -1 1,6,11,16,21,26,31,36

I2 +1 2,7,12,17,22,27,32,37

I3 +1 3,8,13,18,23,28,33,38
-1 4,9,14,19,24,29,34,39

Table 3. Codebook structure used

codebook structure considered is the same as the one used by the G.729 standard,
the only difference being the sign of each pulse, which was fixed a priori according
to the position, as shown in table 3. Although this choice assures good quality in
the reconstruction of noise, the bit rate is kept below 5 kbit/s. The results of the
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Noise Excitation LPC Gain

Bus Codebook Stationary Mixed

Car Noise-like Stationary Mixed

Train Noise-like Stationary Mixed

Dump Codebook Stationary Mixed

Cons Codebook Stationary Mixed

Factory Codebook Mixed Non
Restaurant Stationary

Street Codebook Mixed Non
Stationary

Office Codebook Mixed Non
Shop Stationary

Pool Codebook Mixed Non
Trains Stationary

Table 4. Noises characterization

tests are given in Table 4. For a toll quality reconstruction of noise, some types of
background noise require a noise-like residual whereas others require codebook
excitation. In addition, for some types of noise it is not necessary to update the
LPC parameters, and for others again not even the excitation gain. In these
cases the bit rate is reduced even further. This acoustical noise characterization
highlights the complex, articulated nature of background noise and thus the
difficulty of developing efficient comfort noise models. Bearing this in mind,
for non-stationary background noise coding we used the unvoiced speech coding
model for acoustic noise with noise-like residual (class 6) and a time-varying LPC
filter excited by a codebook for acoustic noise characterized by an LPC residual
with a non-flat spectrum (class 5). Choice of the type of excitation is made on
the basis of a threshold comparison of the ratio between the Weighted Mean
Square Errors (WMSE) calculated in the two cases of Gaussian and codebook
excitation. For stationary background noise we developed four coding models
based on both a similar control performed on the flatness of the LPC residual
spectrum, and the changing level of the LPC residual, by means of a simple
threshold comparison. Table 5 shows the parameters transmitted and the bit

Mode 1 2 3 4 5 6 7 8 9

LPC - - - - 18 18 18 18
Gain - 5 - 5 5 5 5 - Look
Codebok - - 26 26 26 - - - at
Pitch - - - - - - - - Table
Exitation Lag - - - - - - - 7 1
Parity - - - - - - - -

Bit/frame 0 5 26 31 49 23 23 25

Table 5. Parameters Trasmitted and bit Allocation
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allocation for each mode. For the codec to be network-driven as well, we grouped
the coding modes in the four categories illustrated in Fig.5 so as to have different
average bit rates according to the load on the network. The coding category 2,
for average workloads, uses the 8 kbit/s G. 729 as the peak rate. In a situation
of network congestion, optimal talkspurt and background noise is forgone in
order to minimise the throughput due to the coder. In this case (category 1)
no distinction is made between the classes of background noise: they are all
reconstructed using a traditional comfort noise system. Active frames are coded
as coding category 2 except for mixed sounds, which are coded at 6.4 kb/s as
established in G.29 Annex D. Category 3, envisaged for use in low network load
conditions, has a higher bit rate as it uses the 11.8 kbit/s extension to G. 729 for
activity periods. Finally, category 4, the one with the highest rate, is envisaged
for use in very low network load conditions. When the coder operates in this
category it selects annex E at 11.8 kb/s for talkspurts, while all frames classified
as noise are coded at 4.9 kbit/s using mode 5.

6 Results and Comparison with G.729 ON/OFF

During the first series of tests we considered the 4 operating categories and com-
pared them with G.729 at 8 in the discontinuous mode specified in G.729 Annex
B [2]. The performance of each mode was evaluated in terms of average bit-rate
and perceptive quality. For each mode we carried out a series of tests considering
several acoustic noise environments and SNR levels. The speech database used
consists of several speech sequences, sampled at 8 kHz, linearly quantized at 16
bits and levelled at 26 dB below codec overload. The sequences, spoken in Italian
by male and female speakers, each last 6 minutes with an activity factor of 40 %.

Noise SNR
(dB) 1 2 3 4 5 6 7 8 9

Clean 55.08 3.61 0 0 0 3.22 7.79 8.6 21.7

00 13.49 9.6 0.26 0.31 0.12 0.79 0.34 3.76 71.19
Car 10 21.72 7.12 0 0 0 0.98 1.83 6.57 61.53

20 39.64 10.8 0 0 0 1.9 4.8 8.23 34.55

00 12.23 10.3 13.6 10.51 12.43 4.18 1.09 2.13 33.47
Traffic 10 18.98 13.67 7.11 5.18 9.85 5.53 2.79 4.31 32.55

20 38.87 11.91 0.15 0.16 0.46 8.43 3.9 7.9 28.09

00 2.36 1.69 20 15.66 23.04 2.28 1.03 1.15 32.76
Babble 10 2.18 1.52 17.06 13.23 19.73 2.08 2.34 3.9 37.9

20 15.83 11.07 2.75 2.9 4.26 16.53 4.97 6.03 35.55

Average 22.04 8.13 6.09 4.79 6.98 4.59 3.09 5.26 38.93

Table 6. Percentage of phonetic classes selection in varying acoustic condition
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Noise SNR Average rate Average rate Average rate Average rate Average rate
(dB) for M3R for M3R for M3R for M3R

in category 4 in category 3 in category 2 in category 1 G729/DTX

Clean 7.58 4.58 2.22 1.78 2.52

00 10.08 8.97 5.88 4.65 7.15
Car 10 9.71 8.30 5.19 4.14 7.36

20 8.17 5.71 3.18 2.53 6.05

00 7.42 5.76 4.19 2.22 5.07
Traffic 10 7.63 5.70 3.80 2.25 5.12

20 7.64 4.99 2.81 2.08 4.69

00 7.30 6.31 4.86 2.14 4.69
Babble 10 7.94 7.08 5.05 2.57 4.78

20 8.10 6.29 3.91 2.54 5.18

Average 8.15 6.37 4.11 2.69 5.31

CMOS
versus 0.5 0.3 0.1 -0.1
G729/DTX

Table 7. Average bit rate and CMOS

Table 6 shows the percentage of phonetic classes selection while Table 7 shows
the average bit-rate, with varying SNRs (0, 10, 20 dB) and types of additive
background noise (car, traffic, babble), besides the clean case. The results show
how well the phonetic classifier works: for example, the speech coding models
developed for background noise with a varying LPC residual spectrum (class 3,
4, and 5) are rarely selected for conversations in the presence of a stationary
signal like car noise, whereas with traffic or babble noise they are selected fre-
quently. The opposite happens when classes 1 and 2 are selected. In addition, in
noisy environments the percentage of selection of class 6 is considerably reduced,
as sounds with a noise-like residual, such as unvoiced sounds, are transformed
into sounds requiring a codebook excitation. Naturally, as the average bit rate
is closely linked to the behaviour of the phonetic classifier, it depends on both
the nature of the background noise and the SNR. The lower bit-rate cases occur
in quiet acoustic conditions, as class 1 is chosen more frequently. In the clean
case, for example, the average bit-rate is 2.2 kbit/s, for the coding category 2 as
class 1 is selected in about 55 % of cases, which corresponds to the percentage of
silence frames present in the conversation. The worst case refers to car noise at
SNR=0 dB in that, due to the high noise-to-talkspurt misclassifications intro-
duced by the VAD, 71% of the time the codec selects class 9 at the higher rate.
A series of informal listening tests based on the Comparison Category Rating
(CCR) method [18] were carried out by 24 listeners to evaluate the perceptive
quality of the new speech coder. The last row in Table 7 shows the results in
terms of Comparison Mean Opinion Score (CMOS) values, i.e. the differences in
MOS scores between the coders proposed and the 8 kbit/s G.729 standard with
VAD Annex B. We have on average a degradation of 0.1 MOS scores for coding
category 1 due to the use of the low bit-rate extension to G.729. Using coding
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category 2 on average we have an improvement of about 0.1 MOS due to the
use of G.729 at 8 kbit/s, the limits of the VAD and the comfort noise system in
G.729. Further, with respect to the simple comfort noise system of G.729, the
M3R coder reconstructs the active speech frames detected as noise by means
of the most appropriate coding scheme chosen from the six classes developed
for background noise. It should be noted that this comparison is a conservative
one for the M3R codec in that there is also a 20 % reduction in bandwidth
as compared with the simple ON-OFF coding of G.729 with VAD. Using the
high bit-rate extension of G.729 at 11.8 kbit/s (coding category 3) for talkspurt
coding the quality improves on average by 0.3 MOS at the expense of a 20%
increase in the bit rate. Finally, for coding category 4 there is an improvement
of 0.5 MOS as for all types of background noise we use the 4.9 kbit/s codebook
excitation mode. In this case there is an increase in bandwidth of about 60%.

7 Conclusions

In this paper we have highlighted some new aspects of speech processing for adap-
tive IP telephony. These issues are directly connected with the QoS of the com-
munication system and therefore, together with the networking aspects, should
be carefully considered in the attempt to bridge the current gap between the QoS
of IP telephony and that offered by traditional telephone services. As has been
demonstrated, it is important to use a robust voice activity detector not only in
relation to the weight it has in reducing voice source throughput but also in rela-
tion to the close link with QoS due to the misclassification introduced by current
VAD algorithms in the presence of background noise. Together with the VAD,
another aspect dealt with is the limits of current comfort noise systems, which
are needed to guarantee continuity in the representation of background noise. A
characterisation of the main variable rate speech coding techniques showed that
the optimal adaptive coding solution is to use a hybrid codec that exploits the
robustness to background noise of the multimode technique and the adaptability
to variations in network load of the multirate technique. Starting with the CS-
ACELP architecture of the G.729 standard at 8 kbit/s and considering the two
extensions at 6.4 and 11.8 kbit/s recently standardised by ITU-T as annex D
and E to G.729, we have proposed a hybrid intrastandard codec. It can be both
source-driven in 9 phonetic classes, and network-driven in 4 coding categories so
as to select different average bit rates ranging from about 3 kbit/s to 8 kbit/s.
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Abstract. CSELT is evaluating the feasibility of provisioning Telephony over
IP (ToIP) services. ToIP is different from Voice over IP, because it is intended
as a Carrier-class service, fully featured and with quality of service guarantees,
to be offered to a large number of users, either overlapping or substituting
classical Plain Old Telephone Services. CSELT is performing both theoretical
and experimental analysis; in particular we are focusing our work on the
mechanisms and protocols developed in the standardisation bodies in order to
verify how the telephony services can be supported by means of an IP network.
In the first half of 2000 we have performed a laboratory trial in order to
demonstrate the �proof-of-concept� of ToIP capabilities, performance and
interoperability with TDM-based switching technology. In the solution tested in
CSELT, provided by a leading manufacturer, the IP technology is deployed in
the transit network, so it is necessary to have an interworking function between
a traditional circuit network and the IP network. It must be underlined that the
solution provided by the manufacturer, as requested by CSELT, was still at an
early stage of development, hence it has not been possible to perform a full test
campaign. From our theoretical analysis and laboratory experiment we
observed the suitability of architectures proposed in the standardisation bodies
and by the manufacturers for the provisioning of ToIP services. The
experimented system, in particular considering its prototype nature, has shown
high performance in terms both of voice and signalling quality. The main
problem that arises in ToIP systems is the reliability of the system, that is a
fundamental concept for providing carrier-class services. The detailed results of
both the theoretical analysis and the laboratory experiment are presented in this
paper.

1 Telephony over IP: General Aspects and Motivations

In the last years the voice and data convergence has become more and more
important, in particular because of the huge growth of IP traffic and services. In an
initial phase all the industry effort has been concentrated on the provisioning of voice
services over an IP infrastructure. Voice over IP (VoIP) in this paper is intended as
the transport of voice, by means of an IP network without providing a real
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interworking with traditional PSTN (Public Switched Telephone Network). Examples
of application of VoIP are:
•  Telcos which use an integrated network to allow corporate customers to

interconnect their remote premises for integrated services;
•  ISPs, which offer to their customers the possibility to have long-distance call at a

cheaper price than in the PSTN.
A quite different and more complex concept, with respect to VoIP, is ToIP

(Telephony over IP). ToIP addresses, in addition to voice transport issues, also the
control and management plane aspects [1] [2]. ToIP has to be intended as a carrier-
class service, that is a real telephony service (fixed and/or mobile), fully featured and
with quality of service guarantees comparable to POTS (Plain Old Telephone Service)
one�s, provided by means of an IP infrastructure. ToIP consists of several
components:
•  VoIP with quality guarantees;
•  Telephony signalling transport with quality guarantees;
•  Telephony signalling interworking;
•  Supplementary telephone services;
•  Integrated Call and Service control;
•  Operation, Administration and Maintenance aspects.

Both incumbent operators and new carriers are now facing up to ToIP; the former
foresee it as the opportunity to evolve their network infrastructure (i.e. from TDM-
Time Division Multiplex to IP) without impacting on the customers while the latter
find very attractive the possibility of building from scratch a single network
infrastructure for both voice and data traffic.

CSELT is investigating, within a research project named �Packet Telephony�, the
issues related to the migration from a TDM to an IP network to provide telephony
service.

Backbone
IP-based

OLO

      Data network

Mobile telephone
edge network

(PLMN)

GW

GW

 Fixed telephone
edge network

(PSTN)
GW

ISP

OLO: Other Licensed Operator
PLMN: Public Land Mobile Network
PSTN: Public Switched TelephonyNetwork
ISP: Internet Service Provider

GW

Fig. 1.  Network scenario

In this context, one of the alternatives considered is the deployment of an IP
infrastructure at a transit level; this means a single integrated backbone network
carrying voice and data traffic originated by different traditional edge networks, as
shown in figure 1. In order to allow communications between the existing edge
networks, some interworking functionalities are needed. As a consequence, a new
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network element, the Gateway (GW), is required to implement all the functionalities
to match the requirements of the transport and the control planes for the support of
ToIP services.

The aim of the paper is to provide a validation of a ToIP architectural model where
both voice and signalling issues are included.

In the first part of this paper (Section 2), an architectural scenario for the ToIP
support is presented, focusing the attention on a model of the gateway; in Section 3 a
methodology for the evaluation of the components of the Quality of Service (QoS) in
a ToIP framework is briefly illustrated. Finally, in Section 4 a test-bed platform, set
up at the CSELT laboratories to evaluate the ToIP QoS performance components (as
introduced in Section 3), is described in conjunction with the main voice and
signalling results derived in the performance analysis.

2 An Architectural Framework

Most of the standardisation bodies and industry fora (IETF [3], ITU-T [4], ETSI [5],
MSF [6]) propose a model for the interworking gateway, based on the principle of
partitioning the functionalities depending on the network plane (transport, control and
management). All the models converge towards the one depicted in figure 2,
developed by the IETF SigTran Working Group, which seems to be recognised as a
reference model for IP-TDM interworking [3].

This model defines three functional entities:
•  MG (Media Gateway): performs packet-circuit switching adaptation. MG

terminates SCN (Switched Circuit Network) media streams, packetizes the media
data and delivers packetized traffic to the packet network; it performs these
functions in the reverse order for media stream flowing from the packet network
to the SCN;

•  MGC (Media Gateway Controller): performs signalling interworking and call
control, managing the signalling application protocols; moreover it controls the
MG and handles the registration and management of resources at the MG;

•  SG (Signalling Gateway): performs transport technology adaptation in the control
plane, carrying signalling messages towards MGC. A SG is a signalling agent
that receives/sends, without elaborating, SCN native signalling messages at the
edge of the IP network. The SG function may also be co-resident with the MG
function to process SCN signalling associated with line or trunk terminations
controlled by the MG.

The separation between transport (MG) and control (SG+MGC) functionalities
leverages the flexibility of the network architecture, that has been one of the
drawbacks of traditional telephony switches, because of their monolithic and service
embedded structure.

The above separation, in the IETF model, is very rigorous: the MG is emptied from
every intelligent functionality, specialising it on lower functionalities as technology
adaptation, signal processing and forwarding, thus centralising intelligence in the
MGC. In this way it is possible to keep separated media dependent features, strictly
related to the technology of the network infrastructure, to media independent ones
related to service and control functionalities.
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Fig. 2. Reference architectural model

3 Voice and Signalling Requirements for an Assured End-to-End
Quality of Service

When evaluating Quality of Service issues, it is very important to separate the aspects
related to network performance from the quality perceived by the final users.

The quality of service perceived by end users is �felt� at the end-terminals, which
are connected through a network infrastructure whose performance impact the service
perception of the end users. Hence it�s fundamental to define some objective
parameters related to the end users perception and to correlate them to network
performance parameters.

The goal of this section is to briefly illustrate the step-by-step methodology of QoS
evaluation used in CSELT, that aims at obtaining some reference values, defined for
SCN, to be respected by an IP network in order to provide seamless interworking with
SCN.

A general approach to the issue of evaluating quality of telephony service, is based
on two concepts: User Perception and Network Performance.

By User Perception we mean subjective evaluation by the end users, who estimate
the service depending on some indicators; the most significant are:
•  communication voice quality, related to the user plane;
•  call set-up time, related to the control plane;
•  serveability, related to the management plane; it represents the ability of a service

to be accessed when requested by the customer and to be provided continuously
without particular quality degradation.

All these indicators are conditioned by objectively measurable Network
Performance Parameters, due to all the operations performed by every single network
equipment which could introduce delay, signal corruption and fault.

SCN provides to the end users a high quality and fully-featured telephony service,
assuring low transmission delay, consistent availability and performance, and reliable
quality of service; all this has been achieved by circuit switching technology
deployment and use of a signalling network.
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The first step, then, is to provide a mapping between the above-mentioned QoS
indicators and SCN network parameters, which can be assigned a reference value to.

As far as the user plane is concerned, the transport of the voice requires constant
and low delay but can admit limited frame loss due to the capability of human ears to
rebuild corrupted signal; hence, for voice quality the following parameters have been
used:
•  End-to-end delay: amount of delay to transport a voice frame from the originating

to the terminating end of the communication. The maximum admitted value, with
respect to the interactivity of a communication when echo cancellers are present,
is 150 ms as indicated by ETSI [7].

•  Echo: voice signal attenuation due to signal reflection; in literature, in order to
assure acceptable attenuation to the voice signal [8] it is defined the amount of
one-way delay permitted. Usually echo cancellers are introduced in the long-
distance calls to work out this problem. This parameter has not been measured
but evaluated by means of a subjective parameter.

In addition, the intrinsic subjective aspect of voice has pushed for the development
of a methodology to evaluate voice quality in a telephony service based on a
parameter, named Mean Opinion Score (MOS). It consists in a subjective parameter
of the voice quality perceived by users, achieved by computing the mean value of
experimental results carried out by a statistically significant group of people, that
listen to voice frames and assign a value on a five level degree (5 excellent, 4 good, 3
fair, 2 poor, 1 bad). We used this methodology to evaluate voice quality in the
experimental tests, presented later on.

As far as the control plane is concerned, signalling transport, being intrinsically an
asynchronous information exchange, requires no loss and limited delay, but it is not
influenced by delay variability; the following parameters can be identified:
•  PDD (Post Dialling Delay): the amount of time elapsed between the sending of

the last dial by the calling party and the reception of the tone (ringing or busy) by
the called party. Actually SCN performance are typically expressed in terms of
cross-switch (or cross-office) transfer times, instead of PDD. Hence, we used
Hypothetical Signalling Reference Connection (HSRC) [9], ITU-T cross-switch
time requirements [10] and a simple ISDN-SS7 call flow to derive by
composition the PDD requirements. Usually a reference value is 3-8 secs,
depending on end users distance, even if operational values are quite lower. In
the test activities we used mainly the SMTT (Signalling Message Transfer Time)
value that represents one�way delay of a signalling message.

•  UCR (Unsuccessful Call Rate): it is the percentage of unsuccessfully established
call attempts; this parameter describes both signalling network reliability and
availability and, usually, should be around 0,2%.

For serveability, related to the management plane, the following parameters have
been used:
•  End-to-end block probability (PBlock) intended as the probability to not being able

to access to the telephony service; its reference value is 2-5 %.
•  Connection loss probability (PLoss): intended as the probability, during the

conversation phase, to lose the connection for network fault events; the reference
value is one connection loss out of 4⋅10-4 events.
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Up to now only SCN parameters have been mentioned; these parameters, of
course, are conditioned, in a TDM-IP interworking, scenario by a number of
parameters in the IP network. In particular, packet loss, delay and jitter are the most
important ones.

In the user plane, packet loss percentage influences deeply voice quality. On this
issue many case studies are available but everyone differs from each other; as an
example, while the ETSI Project Tiphon sets the limit to 3% in order to have a voice
quality comparable to the one provided by SCN, recent studies, performed in CSELT,
suggest that loss rate of 1-2% take minimum effects on voice, of 4% have sensible
degradation effect on voice quality and over 4% make voice quality unsuitable and
unacceptable.

Moreover, relationship between packet loss percentage and voice quality is
ambiguous, because, though we observe very low packet loss percentage, bursty loss
could make voice quality unacceptable; so it is necessary to be ware to the
distribution-function that describes loss probability.

In addition, the quality of voice carried on a packet network is affected by voice
encoding (which does not affect signalling). In the last years complex encoding
algorithms have been defined [11] [12]; although, those allow a lower bandwidth
utilisation than classic PCM (Pulse Code Modulation) [13], they introduce a new
constant encoding delay (look ahead). Moreover, they are heavily sensitive to packet
loss effects, because they implement peculiar interpolation mechanisms which work
fine only if all packets have been error-free delivered.

Delays in IP network are both fixed (packetization, propagation, frame
serialization) and variable, commonly known as jitter. Fixed delays impact directly on
end-to-end delay, but they can be predicted in the worst case conditions.

Also variable delays, introduced on voice packets by IP networks, could condition
deeply voice quality; in fact one of the most important motivation to the choice of
circuit switching technology was its constant delay guarantees. Jitter, or delay
variability, strictly depends on network congestion situation, due to router buffer�s
saturation implying random discarding action. This behaviour in conjunction with
voice quality requirements on constant delay force the introduction, at the egress side
of the packet network, of dejitter buffers in order to work out variability effects; the
correct buffer dimension to avoid jitter problems has to be a wise compromise
between higher values, which, in turn, can introduce a high contribution to the fixed
part of delay, and lower values, which do not resolve the problem. Anyway an ETSI
Tiphon specification [14] reports 75 ms as the maximum value of dejitter delay for an
acceptable voice quality.

As far as the signalling transport is concerned, call set-up delay and UCR could be
highly influenced by both packet loss and delay. The former could increase delay
values because of the retransmission events of the upper protocol level (namely TCP)
and, in some cases, brings to unsuccessful calls because of time-outs; the latter
impacts directly on call set-up delay and, if extremely high and variable, could deeply
influence UCR, because of time-out events. In the control plane, the use of a reliable
protocol, based on retransmission, binds packet loss and delay.

As far as the serveability is concerned, in congestion situations, if the IP delay is as
high as to cause the time-out of the call attempt processing, the call is refused; this
event could increase the end-to-end block probability.
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The above discussion is a proof of the complexity of developing a theoretical
methodology to put IP network parameters in close relationship to the quality of
service in telephony service. The following table summarises the relationship between
user perception indicators and network performance, represented by either end-to-end
or IP parameters.

Table 1. Summary of the quality evaluation methodology

User Percpetion indicators
Voice Quality Call set-up

time Serveability

End-to-end End-to-
end delay Echo MOS PDD UCR PBlock PLoss

Delay X X - X X X -
Loss - - X X X - -

Network
Perfomance
Parameters IP

Jitter X - X - - - -

Stated that actual IP paradigm is completely inadequate to match the different
requirements of the wide range of applications, as voice, signalling, video and data,
mechanisms to supply QoS at IP level are still in development. These could provide
enhanced features to make ToIP service feasible for a carrier-class service provider.
There are two main approaches to provide IP QoS: over-provisioning or traffic
engineering; on the latter we�ll concentrate our attention.

First, there have been developed some bandwidth management mechanisms, based
on algorithms as fair queuing, random early detection and explicit congestion
notification, in order to allow reaction to congestion. In the test-bed we utilised a
proprietary implementation of Weighted Fair Queuing algorithm; it consists in the
assignment of bandwidth to traffic flows, defining different queues with different
priority levels, in order to assure that packet loss are uniformly distributed between
ingress flows.

Moreover, in order to foresee and assure certain network performance IETF
proposed new models and protocols to match QoS requirements.

First, Integrated Service [15] paradigm is based on the principal of resource
reservation, in order to assign resources to single applications, and uses RSVP
(Resource reSerVation Protocol) to enable an appropriate communication between
routers.

Second, Differentiated Services [16] paradigm is based on the principle of
priorization, in order to provide different priority level to best effort traffic; it utilises
mechanisms to assign resources in the network (mainly fair queuing routing) and
presents classification at the ingress functionality as marking, policing and shaping.

4 Experimentation in the Test-Bed

The goal of laboratory experimentation has been the validation of the architectural
model for ToIP, presented in Section 2, and the performance study of an early stage
developed system platform, provided by a leading manufacturer. The prototypal
aspect of the system allowed a full test-bed campaign on voice and signalling quality,
but did not allow to check aspects related to supplementary services and management.
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The trial configuration is shown in figure 3.
The main functionalities performed by the equipment are the following:

•  Trunk Access Gateway (TAG): it performs interworking between PSTN and the
IP network in the user plane, executing synchronous-to-asynchronous conversion
from TDM circuits to IP packets and vice versa; it corresponds, in IETF reference
functional model, to the MG for trunk termination;

•  Signalling Gateway and Media Gateway Controller (SG/MGC): it performs
transport interworking in the control plane terminating layers 1-2-3 of the SS7
stack, translating ISDN User Part (ISUP) to handle call in IP network and it
controls also the TAG implementing a proprietary protocol;

•  Call Agent (CA): it executes call handling, terminating MTP3 and ISUP;
•  Management System (MS): it performs all the management functions.

SG/MGC

TAG

CA

CO

Signaling  path

Management link

Physical link

Voice  path

IP backbone

CO

CA Call Agent
CO Central Office
MS Management  System
SG Signaling Gateway
TAG Trunk Access Gateway

TAG

SG/MGC

MS

Fig. 3. Test-bed configuration

In order to evaluate completely the performance of the system and end-to-end QoS
aspects, different IP backbones have been introduced, identifying three
configurations:
A. all equipment were connected by a simple layer 2 switch; one of the main goal of

this configuration was to derive the maximum value of signalling load, in terms
of BHCA (Busy Hour Call Attempt), supported by the equipment;

B. two IP routers to emulate a simple IP backbone;
C. six IP routers to implement a more complex IP backbone, implementing

optionally QoS mechanisms in accordance to the DiffServ paradigm.
In all configurations it has been introduced a bottleneck of 10 Mb/s link for both

signalling and voice transport.
In order to perform significant tests for both control and user plane, we injected

voice and signalling traffic via PSTN and background data traffic in the IP network.
In the following we define, for signalling and voice quality, measurement

parameters, test conditions, configurations and, finally, we present the achieved
results.
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4.1 Signalling Quality

Signalling messages in the control plane were transported on TCP, which provides a
reliable transport service. To evaluate delay impact of TCP under different test
conditions, we defined as measurements parameters:
•  Signalling Message Transfer Time (SMTT), one-way transfer time for signalling

messages;
•  Post Dialling Delay (PDD), as defined in section 3;
•  Unsuccessful Call Rate (UCR), as defined in section 3.

Initially, in configuration A, we found an optimal signalling traffic value that
guarantees the stability of the prototypal equipment: 30 K BHCA (equivalent to 42
messages/second, since in the considered scenario 5 ISUP messages were exchanged
to set-up and tear down a call).

The first set of measures have been executed without injecting background traffic
in order to evaluate the upper bound values, in all different configurations.

Table 2 resumes mean value, 95 percentile (in accordance to ITU-T
recommendations) and variance of the parameters. In addition, statistical distributions
of SMTT and PDD are shown, respectively, in figure 4 and 5.

Table 2. SMTT and PDD value in a best-effort IP network without background traffic

A B C
Mean [ms] 108 105 112
95 percentile [ms] 126 145 156SMTT
σ2 [ms2] 95 384 530
Mean [ms] 210 208 205
95 percentile [ms] 231 247 256PDD
σ2 [ms2] 89 391 604

Table 2 highlights that mean value of SMTT and PDD keeps almost constant on
any configuration. This could be explained studying the SMTT�s composition which
has revealed us that SMTT processing delay is due for 70 % to interworking
functionalities, for 30 % to call routing, whereas propagation delay and processing
delay due to routers are so small to be not comparable with; so increasing the number
of routers does not affect mean values. At the same time, we can observe rising values
of 95 percentile and variance in accordance with the number of IP routers; this
behaviour is shown also by figures 4 and 5, where it is clearly shown the increase of
the spreading in the distribution functions.

Some tests have been performed to investigate how a TCP session, transporting
signalling messages, reacts to the injection of another TCP session, transporting
background data traffic. This test has been executed, in configuration B, in two
different scenarios, as illustrated by figure 6:
1. unidirectional background data traffic TCP injected while signalling traffic is

already active;
2. signalling traffic injection while unidirectional background data traffic is already

active;
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Fig. 4. Statistical distribution of SMTT in a best effort IP network without background traffic
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Fig. 5. Statistical distribution of PDD in a best effort IP network without background traffic
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Table 3 reports all parameters values measured, both at the PSTN side and at the IP
side. PDD value is not presented as the injected unidirectional background data traffic
influenced only SMTT value.

Table 3. Network performance parameters with TCP background traffic injected in an IP
network

a b c d
Mean [ms] 106 109 104 115SMTT 95 percentile [ms] 140 149 144 149

IP delay Mean [ms] 0.31 0.67 0.35 0.67
IP Packet loss Percentage [%] 0 0 0 2

In the first scenario (1) of this test mean value of SMTT (≅ 106 ms) did not change
during the different phases (a), (b) and (c), giving us the confirmation that different
TCP sessions can coexist in IP network thanks to TCP congestion control
mechanisms. The 95 percentile value shows how traffic injection cause an acceptable
delay increase on signalling messages.

In the second scenario (2), loss of IP packet, transporting signalling messages, has
been observed (2%); in this test signalling traffic experienced initial congestion
caused by background traffic which, being first injected, took the whole bandwidth;
then, both signalling and background traffic began to slow down the transfer rate, due
to TCP transmission window reduction mechanism; so the two traffic shared the
bandwidth and mean value of SMTT kept unchanged. Anyway, in the second scenario
we experienced UCR null, thanks to TCP retransmission mechanism, and a little
delay increasing.

Finally, tests have been performed in configuration C, in order to evaluate how
UDP background traffic influences signalling performance in a best-effort IP network
and how QoS mechanisms could help to match signalling requirements.

As expected, when IP traffic is best-effort, we experienced that, as UDP
background traffic has saturated the bandwidth, packet loss occurred and so TCP
reacted narrowing its transmission window till performance degradation did not allow
signalling messages to be transferred in a reasonable time. This behaviour is clearly
shown by the following Table 4, where it is in evidence the amount of mean UDP
background traffic injected in the best-effort IP network (it is to be noticed that 10
Mbps is the bottleneck link of the IP network).
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Table 4. Network performance parameters with UDP background traffic injected in an IP
network without QoS

0 Mbps 5 Mbps 10 Mbps
Mean [ms] 112 119 678
95 percentile [ms] 156 158 2⋅102SMTT
σ2 [ms2] 530 447 106

IP delay Mean [ms] 1.1 2.5 21
IP Packet loss Percentage [%] 0 0 5

To work out the problem experienced, we introduced QoS mechanisms in IP
network, using a proprietary version of Weighted Fair Queuing (WFQ) and
configuring a DiffServ approach, in order to classify signalling traffic with higher
priority than background data traffic. In this case, background data traffic injected
was 10 Mbps and 12 Mbps in order to force a great amount of loss events. Table 5
shows performance parameters in this test set and highlights how QoS mechanisms
allow to match signalling requirements also in highly congestion IP network.

Table 5. Network performance parameters with UDP background traffic in an IP network with
QoS

10 Mbps 12 Mbps
Mean [ms] 112 115
95 percentile [ms] 143 148SMTT
σ2 [ms2] 227 254

IP delay Mean [ms] 3.4 3.4
IP Packet loss Percentage [%] 0 0

Figure 7 shows SMTT statistical distributions for the case of UDP background
traffic of 10 Mbps with and without QoS, in order to highlight the ability of QoS
mechanisms to keep low spreading effect on delay.

Figure 8 illustrates a comparison between best-effort and QoS approaches, with the
scope to underline how deployment of QoS mechanisms matches the limited
signalling delay requirements, also when high UDP traffic (120% of the available
bandwidth) is injected in the IP network.

4.2 Voice Quality

Voice quality tests have been performed only in configuration C. During these tests
voice frames were transported over RTP/UDP; in order to achieve significant results
on data impact to voice quality, we injected both a variable number of simultaneous
calls and background data traffic.
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The lower bound of the delay that could be achieved is 60 ms, composed by 20 ms
due to packetization and 40 ms due to dejitter buffer. Without QoS mechanisms, the
performance decreased quickly. In addition, there were higher variance values and
significant jitter problems, when background traffic was injected in a best-effort IP
network, as depicted in figure 9 (dotted line).

Moreover, delay and packet loss in the IP network are depicted in figure 10 (dotted
line). As foreseen in the theoretical discussion in Section 3, it is highly difficult to
find a strict correlation between IP and SCN network performance parameters, mainly
for the delay one.

Without QoS mechanisms, it was impossible to perform measurements with high
volumes of traffic (e.g. 50 calls and 10 Mbps of data) since the high percentage of
packet loss (see figures 9 and 10) did not allow to correctly correlate the ingoing
packets with the outgoing ones.

Once introduced QoS mechanisms, in the bottleneck link of 10 Mbps was
configured 4 Mbps of priority bandwidth for the voice. Figure 9 (full line) highlights
that end-to-end delay respects requirements independently by background traffic till
voice traffic consumes the provisioned bandwidth, while an immediate degradation
was observed as soon as voice traffic exceeds the provisioned bandwidth. This
behaviour is also confirmed by observing loss of IP voice-packet, depicted in figure
10 (full line), which shows a sudden rise when we pass 100% of the priority
bandwidth allocated.
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Finally, some tests have been performed in order to evaluate MOS parameter
presented in Section 3. It is necessary to underline that this subjective measures are
not strictly compliant to the methodology standardised by ITU-T, because only
integer values have been assigned. Figure 11 confirms that low background traffic
injection causes voice quality degradation, when IP is deployed in best-effort, while,
when IP is deployed with QoS mechanisms, voice quality keep high independently
from the amount of background traffic, but begins to degrade when voice traffic
exceeds the maximum provisioned bandwidth.
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5 Conclusions

From the results achieved in the theoretical analysis and laboratory experiment we
proved that the reference models proposed in the standardisation bodies and by the
manufacturers are suitable for the provisioning of ToIP services. In fact, from a
functional point of view the experimented system, even if in a prototypal stage,
satisfied the main requirements of voice and signalling quality. Moreover we defined
a rigorous methodology to investigate the performance of ToIP systems and
throughout it we proved the necessity of QoS mechanisms to allow data, voice and
signalling convergence with respect to telephony high-quality service provisioning.
Anyway, our results clearly show that call admission control, provided by the control
plane elements, remains a key-feature to avoid the entrance of more voice traffic
exceeding the provisioned bandwidth and, consequently, causing the degradation of
the telephony service quality, unacceptable from the end-user perception. Finally
some issues have arisen regarding the control plane, in particular fault tolerance and
security: in this direction we are looking with interest to the work ongoing in the IETF
SigTran Working Group, which is studying and defining a new transport layer
protocol, named SCTP (Stream Control Transmission Protocol) [17]. This protocol
got new features, as message-orientation, stream multiplexing, message bundling,
reachability control, multi-homing and security assurance by cryptography methods;
from a functional point of view it seems more adequate than TCP for the signalling
message transport.

As far as the management and reliability issues are concerned, apart from the
experimented system, we have the impression that in order to match PSTN-like
requirements, further work is still needed.
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Abstract. Because of their minimal complexity, Weighted Round Robin
(WRR) schedulers have become a popular solution for providing band-
width guarantees to IP flows in emerging networks that support differ-
entiated services. The introduction of applications that require flexible
bandwidth management puts emphasis on hierarchical scheduling struc-
tures, where bandwidth can be allocated not only to individual flows, but
also to aggregations of those flows. With existing WRR schedulers, the
superimposition of a hierarchical structure compromises the simplicity of
the basic scheduler. Another undesirable characteristic of existing WRR
schedulers is their burstiness in distributing service to the flows. In this
paper, we present two enhancements for WRR schedulers which solve
these problems. In the first enhancement, we superimpose a hierarchical
structure by simply redefining the way the WRR scheduler computes the
timestamps of the flows. This “soft” hierarchy has negligible complexity,
since it does not require any additional scheduling layer, yet is highly
effective. The second enhancement defines an implementation of a WRR
scheduler that substantially reduces the service burstiness with marginal
additional complexity.

1 Introduction

A crucial issue in emerging networks supporting differentiated services is the
provision of bandwidth guarantees to IP flows. As more elaborate applications
requiring flexible bandwidth management become popular, the focus is on the
ability of segregating bandwidth to individual flows as well as to aggregations of
those flows in a hierarchical manner. The challenge is to design schedulers that
support such functionality with very low implementation cost.

Some of the existing packet schedulers offer good worst-case delay perfor-
mance in addition to providing accurate bandwidth guarantees [1, 4, 5]. However,
in networks where packets have variable size, as is the case in IP, the implemen-
tation cost of schedulers with good worst-case delay properties is substantial. For
example, the scheduler presented in [5], which sorts the flow timestamps using a
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two-dimensional calendar queue, still requires several thousands of sorting bins
to indeed achieve tight delay bounds.

Because of the heavy implementation cost of packet schedulers that achieve
optimal delay performance [4, 5], and because worst-case delay performance is
actually rather secondary to robust bandwidth performance in IP networks, we
restrict the scope of this paper to schedulers that have very low complexity
and can provide robust bandwidth guarantees, but do not necessarily achieve
delay bounds that are close to optimal. In particular, we focus on the family of
Weighted Round Robin (WRR) schedulers [6, 7, 8]. Different instantiations of
these scheduling algorithms have appeared in literature; well known examples
are the Deficit Round Robin (DRR) [7] and the Surplus Round Robin (SRR) [8]
algorithms. Their delay properties are far from optimal, but they enforce strict
bandwidth guarantees with minimal implementation cost.

Existing WRR schedulers suffer from two drawbacks. First, they are essen-
tially “single-layer” schedulers, in that they can provide bandwidth only to indi-
vidual flows. Superimposing multiple scheduling layers, and thus implementing
a hierarchical and flexible structure that can not only allocate bandwidth to
individual flows, but also create aggregations of flows and segregate bandwidth
accordingly, compromises the simplicity of these schedulers. Second, WRR sched-
ulers distribute service to the individual flows in a highly-bursty manner, since
they continue servicing a flow until its allocated share within a service frame
is exhausted. Reducing such service burstiness is highly desirable, since it leads
to lower losses, allows for more effective buffer management, and improves the
delay distribution. In this paper, we propose two enhanced WRR schedulers to
solve these problems. Both enhancements use the SRR algorithm, which proves
more suitable than DRR to segregate bandwidth with minimal overhead.

In our first enhancement, we create a WRR scheduler with a hierarchical
structure for bandwidth segregation. Our objective is to provide bandwidth guar-
antees to aggregations of flows (which we call bundles) as well as to individual
flows in a completely transparent manner, i.e., without using any additional
scheduling structure. We achieve our objective by first defining a timestamp-
based version of the SRR algorithm, and then simply enhancing the way the
timestamps are manipulated. The resulting scheduling hierarchy is “soft”, and
therefore has negligible complexity; yet, it is effective, as we demonstrate with
both theoretical arguments and experimental results. Our hierarchical structure
provides bandwidth segregation to the bundles as well as robust guarantees to
the individual flows.

Our second enhancement consists of an implementation of the SRR scheduler
which is based on a modified calendar queue that reduces the service burstiness.
A substantial improvement in burstiness is achieved with a very small number of
sorting bins in the calendar queue; thus, the overall complexity of the scheduler
increases only marginally.

The rest of this paper is organized as follows. In Section 2, we briefly recall
some general scheduling concepts, review the calendar queue, which we use as the
starting point for our implementation of the WRR with reduced burstiness, and
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describe the DRR and SRR algorithms. In Section 3, we present our enhanced
WRR scheduler to provide soft bandwidth segregation, and show simulation
results that confirm the operation of the scheduler. In Section 4, we present an
implementation of our enhancedWRR scheduler to reduce the service burstiness,
together with supporting experimental results. Finally, in Section 5, we offer
some concluding remarks.

2 Background

2.1 Packet Schedulers with Allocation of Service Shares

The system that we address in this paper is a packet multiplexer where multiple
traffic flows contend for the bandwidth that is available on the outgoing link.
The multiplexer maintains a distinct queue of packets for each flow (per-flow
queueing), and handles the flows as individual entities in the scheduler that
distributes access to the link (per-flow scheduling).

We focus on the scheduling part of the system, and restrict our attention to
schedulers that associate a service share ρi to each configured flow i and always
distribute service to the flows in proportion to their allocated shares (popular
shared-based service disciplines include GPS-related [1, 9, 10, 11] and WRR [6, 7]
schedulers). The latency θi experienced by flow i captures the worst-case delay
properties of a share-based scheduler, provided that the sum of the allocated
service shares does not exceed the capacity of the server. 1

Packet-by-packet Rate-Proportional Servers (P-RPS) [1] feature minimum
latency among GPS-related schedulers. GPS-related schedulers that are not
P-RPS, such as Self-Clocked Fair Queueing (SCFQ) [11] and Start-time Fair
Queueing (SFQ) [12], as well as WRR schedulers [6, 7], have much looser la-
tency guarantees than any P-RPS [2]. However, their implementation complex-
ity is much lower, and their bandwidth guarantees are still robust, which makes
them extremely appealing whenever the flows to be scheduled have no stringent
delay requirements.

2.2 The Calendar Queue

Most schedulers with allocation of service shares assign timestamps to the back-
logged flows to determine the order of transmission of the respective packets. A
timestamp generally expresses the service deadline for the associated flow, in a
virtual-time domain that is specific of each algorithm.

The implementation cost of a timestamp-based scheduler is commonly dom-
inated by the complexity of sorting the timestamps. The calendar queue [5, 13,
14, 15, 16] reduces the complexity of the sorting task by providing an ordered
structure of bins, each bin being associated with a certain range of timestamp
1 The latency of flow i is defined as the maximum interval of time that the flow must
wait at the beginning of a busy period before its service rate becomes permanently
not lower than the allocated service share ρi [2].
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values. The representative timestamp of a bin is given by the lower end of the
timestamp range associated with the bin. The bins are ordered in memory by in-
creasing value of their representative timestamps. Flows (or packets) are stored
in the bins based on their current timestamps. The bins are then visited in their
order in memory. By construction, when the mechanism visits a bin that is non-
empty, the representative timestamp of the bin is the minimum representative
timestamp in the calendar queue. The whole idea is to provide a structure where
each position in memory has a direct relation with the value of the timestamps,
and simplify the sorting task by exploiting the spatial separation that is achieved
by associating the timestamps with the correct bins. In practice, each bin con-
tains a list of flows, which is commonly served in First-In-First-Out (FIFO)
order.

The calendar queue is feasible only if the underlying scheduler guarantees
the valid range of timestamp values to be finite at any time. If the finite-range
condition holds, then the calendar queue can become a circular queue, where the
bins are reused as time progresses. In order to prevent timestamps belonging to
disjoint intervals from overlapping in the same bin, the range of valid timestamp
values must always be a subset of the total range of values that the calendar
queue can cover.

2.3 Deficit Round Robin

The Deficit Round Robin (DRR) algorithm [7] is one of the most popular in-
stantiations of a WRR scheduler for variable-sized packets, due to its minimal
implementation complexity and its efficiency in servicing the flows in proportion
to their allocated shares.

Conforming to the WRR paradigm, DRR associates a service share ρi with
each configured flow i. The service shares translate into minimum guaranteed
service rates when their sum over all configured flows does not exceed the ca-
pacity r of the server:

V∑
i=1

ρi ≤ r (1)

The bound of eq. (1), where V is the total number of configured flows, guarantees
that flow i receives service at a long-term rate that is not lower than ρi. In
addition to this minimum-bandwidth guarantee, the bound always provides a
latency guarantee to the flow (the provision of the latency guarantee is not
possible if the total share allocation exceeds the capacity of the server).

The DRR algorithm divides the activity of the server into frames . Through-
out this paper, we consider a formulation of the algorithm that uses a refer-
ence timestamp increment TQ to express the frame duration in the virtual-time
domain. This formulation is functionally equivalent to the definition of DRR
originally presented in [7], but is better suited to the description of the WRR
enhancements that we present in the following sections.
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Within a frame, each configured flow i is entitled to the transmission of a
quantum Qi of information units such that

Qi = ρi · TQ (2)

The scheduler visits the backlogged flows only once per frame, and therefore
fulfills in a single shot their service expectations for the frame. Each flow i
maintains a timestamp Fi, which is updated every time a new packet pk

i of
length lki reaches the head of the flow queue:

F k
i = F k−1

i +
lki
ρi

(3)

The scheduler keeps servicing the flow as long as its timestamp remains smaller
than TQ. When the timestamp exceeds the reference timestamp increment, the
scheduler declares the visit to flow i over: it subtracts TQ from the timestamp and
looks for another backlogged flow to serve. The timestamps carry over the service
credits of the backlogged flows to the following frames, allowing the scheduler to
distribute service proportionally to the allocated service shares in the long term
(i.e., over multiple frames).

When a flow i becomes idle, the scheduler immediately moves to another
flow. If flow i becomes backlogged again in a short time, it must wait for the
next frame to start in order to receive a new visit from the server. When the
flow becomes idle, its timestamp is reset to zero to avoid any loss of service
when the flow becomes backlogged again in a future frame. By construction, the
timestamp of an idling flow is always smaller than TQ, so that the timestamp
reset never generates extra credits that would otherwise penalize other flows.

The DRR scheduler was implemented in [7] with a single linked list of back-
logged flows, visited in FIFO order. The arrangement of the backlogged flows in
a single FIFO queue leads to O(1) implementation complexity, provided that the
reference timestamp increment TQ is not smaller than the timestamp increment
determined by the maximum-sized packet for the flow with minimum service
share:

TQ ≥ Lmax

ρmin
(4)

If the condition of eq. (4) is not satisfied, the algorithmic complexity of the
scheduler explodes with the worst-case number of elementary operations to be
executed between consecutive packet transmissions (elementary operations in-
clude: flow extraction and insertion in the linked list; timestamp update; com-
parison of the timestamp with the reference timestamp increment). In fact, the
scheduler may have to deny service to the flow for several consecutive frames,
until the repeated subtraction of the reference timestamp increment makes the
timestamp fall within the [0, TQ) interval.

The single-FIFO-queue implementation of DRR pays for its minimal imple-
mentation complexity in terms of service burstiness and latency. The follow-
ing bound on the latency of DRR, optimized under the assumption that TQ =
Lmax/ρmin, was provided in [2]:
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θDRR
i ≤

[
3(r − ρi)

ρmin
+

ρi

ρmin

]
· Lmax

r
(5)

The latency of DRR is about three times as large as the latency of SCFQ [11],
which in turn has by far the worst delay performance among GPS-related sched-
ulers [2]. The reason for the extremely poor delay performance of DRR is in the
combination of the single-FIFO-queue implementation of the sorting structure
with the credit-accumulation mechanism that is instantiated in the timestamps.
In addition to the heavy degradation in latency, a second negative implication of
queueing all backlogged flows in a single linked list and exhausting their frame
shares in a single visit is the sizable service burstiness that the flows can experi-
ence. Typically, a flow i waits for TQ −Qi/r time units in between consecutive
visits of the server, and then obtains complete control of the server for Qi/r
consecutive time units.

2.4 Surplus Round Robin

A description of Surplus Round Robin (SRR) was provided in [8]. The algorithm
features the same parameters and variables as DRR, but a different event triggers
the update of the timestamp: a flow i receives a new timestamp F k

i when the
transmission of packet pk

i gets completed, independently of the resulting backlog
status of the flow. The end of the frame is always detected after the transmission
of a packet, and not before: the timestamp carries over to the next frame the
debit accumulated by the flow during the current frame, instead of the credit
that is typical of DRR.

An advantage of SRR over DRR is that it does not require to know in ad-
vance the length of the head-of-the-queue packet to determine the end of the
frame for a flow. Conversely, in order to prevent malicious flows form stealing
bandwidth from their competitors, the algorithm cannot reset the timestamp of
a flow that becomes idle. The non-null timestamp of an idle flow is eventually
obsoleted by the end of the next frame. Ideally, the timestamp should be reset
as soon as it becomes obsolete. However, in a scheduler that handles hundreds
of thousands or even millions of flows, a prompt reset of all timestamps that
can simultaneously become obsolete is practically impossible. We therefore fo-
cus throughout the paper on implementations of the SRR algorithm which do
not perform any check for obsolescence on the timestamps of the idle flows, and
where a newly backlogged flow always resumes its activity with the latest value
of the timestamp, however old that value can be. The effect of this assumption
is that a newly backlogged flow may have to give up part of its due service the
first time it is visited by the server, in consequence of the debit accumulated
long time before.

For simplicity of presentation, in the rest of the paper we use the Weighted
Round Robin (WRR) name when we allude to DRR or SRR generically, with
no explicit reference to their distinguishing features.
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3 Soft Bandwidth Segregation

In this section, we present our novel scheme for enforcing bandwidth segregation
in a WRR scheduler without modifying its basic structure.
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Fig. 1. Reference model for bandwidth segregation.

We show in Fig. 1 the model for bandwidth segregation that we assume as
reference. The set of allocated flows is partitioned into K subsets that we call
bundles . Each bundle I aggregates VI flows and has an allocated service rate RI .
The logical organization of the scheduler reflects a two-layered hierarchy: it first
distributes bandwidth to the bundles, according to their aggregate allocations,
and then serves the flows based on their share allocations within the bundles.
The scheduler treats each bundle independently of the backlog state of the cor-
responding flows, as long as at least one of them is backlogged.

We aim at the enforcement of strict bandwidth guarantees for both the flow
aggregates and the individual flows within the aggregates (in this context, the
flow shares express actual service rates), without trying to support delay guar-
antees of any sort (frameworks for the provision of stringent delay guarantees in
a scheduling hierarchy are already available [3, 4], but they all resort to sophis-
ticated algorithms that considerably increase the complexity of the scheduler).
Consistently with the condition of eq. (1) for the provision of per-flow bandwidth
guarantees in a WRR scheduler with no bandwidth segregation, the following
condition must always hold on the rate allocations of the bundles in the system
that we are designing:

K∑
I=1

RI ≤ r (6)

Similarly, the following bound must be satisfied within each bundle I in order
to meet the bandwidth requirements of the associated flows:∑

i∈I

ρi ≤ RI (7)

A scheduling solution inspired by the frameworks presented in [3, 4] would
introduce a full-fledged (and expensive) scheduling layer to handle the bundles
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in between the flows and the link server. Generally, the implementation cost
of a full-fledged hierarchical scheduler grows linearly with the number of bun-
dles, because each bundle requires a separate instantiation of the basic per-flow
scheduler. In our scheme, on the contrary, the layer that enforces the bundle
requirements in the scheduling hierarchy is purely virtual, and is superimposed
on a single instantiation of the basic scheduler. The cost of the structure that
handles the individual flows is therefore independent of the number of config-
ured bundles, which leads to substantial savings in the implementation of the
scheduling hierarchy.

The addition to the system of a virtual scheduling layer that supports strict
bandwidth guarantees for pre-configured flow aggregates relies on a simple mod-
ification of the mechanism that maintains the timestamps of the flows in the
timestamp-based version of the WRR algorithm (at this point of the discussion,
we make no distinction between DRR and SRR). For each configured bundle I,
the scheduler maintains, together with the guaranteed aggregate service rate RI ,
the sum ΦI of the service shares of the flows that are currently backlogged in
the bundle (we refer to ΦI as the cumulative share of bundle I):

ΦI =
∑
i∈BI

ρi (8)

In eq. (8), BI is the set of flows of bundle I that are currently backlogged. The
idea is to use the ratio between the allocated share of flow i and the cumula-
tive share of bundle I to modulate the guaranteed rate of the bundle in the
computation of the timestamp increment associated with packet pk

i :

F k
i = F k−1

i +
lki
RI
· ΦI

ρi
(9)

In order to verify that the timestamp assignment rule of eq. (9) actually
enforces the bandwidth guarantees of the bundles, we compute the amount of
service that bundle I may expect to receive during a frame. The computation
is based on the following two assumptions: (i) the cumulative share of the bun-
dle remains unchanged during the whole frame, independently of the backlog
dynamics of the corresponding flows; and (ii) the set of flows that can access
the server during the frame includes only the flows that are backlogged at the
beginning of the frame (if some flows in the bundle become backlogged after the
frame has started, they must wait until the beginning of a new frame before they
can access the server).

If we apply the rule of eq. (9) over all the services received by flow i of
bundle I during the frame, the reference per-frame timestamp increment that
we obtain for the flow is:

TQ =
Qi

RI
· ΦI

ρi
(10)
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Then, by aggregating the service quanta of all the flows in bundle I, we obtain
the service quantum QI of the bundle:

QI =
∑
i∈BI

Qi =

∑
i∈BI

ρi

ΦI
·RI · TQ = RI · TQ (11)

The expression of QI in eq. (11) is identical to the expression of the flow quan-
tum Qi in eq. (2), and therefore proves that the timestamp-updating rule of
eq. (9) preserves the bandwidth guarantees of bundle I, independently of the
composition of the set of flows that are backlogged in the bundle at the begin-
ning of the frame.

Sticking on the assumption that the cumulative share of bundle I does not
change during the frame, we can also show that the timestamp-updating rule of
eq. (9) preserves the service proportions for any two flows i, j of bundle I that
never become idle during the frame:

Qi

Qj
=

ρi · RI

ΦI
· TQ

ρj · RI

ΦI
· TQ

=
ρi

ρj
(12)

In order to specify the details of the WRR algorithm with bandwidth segre-
gation, we must first discuss the assumptions that we have made to obtain the
results of eqs. (11) and (12), and then evaluate their algorithmic implications.

The use of a constant value of cumulative share ΦI in all the timestamp
increments that the scheduler computes during a frame provides a common ref-
erence for consistently distributing service to the flows of bundle I. Identical
purpose has the exclusion from the frame of the flows that become backlogged
only after the frame has started. The timestamp increment is the charge that
the system imposes on a flow for the transmission of the related packet. The
cost of the transmission depends on the bandwidth that is available within the
bundle at the time it is executed. In order to make the timestamp increment
consistent with the cost of the bandwidth resource within the bundle, it must
be computed when the resource is used, i.e., upon the transmission of the corre-
sponding packet. If the scheduler computes the increment in advance, the state
of the bundle (and therefore the actual cost of the bandwidth resource) can un-
dergo radical changes before the transmission of the packet occurs, thus making
the charging mechanism inconsistent with the distribution of bandwidth.

Within the pair of WRR algorithms that we are considering, SRR is the
one that best fits the requirement for consistency between transmissions and
timestamp increments, because it uses the length of the just transmitted packet
to update the timestamp and determine the in-frame status of the corresponding
flow. In DRR, on the contrary, the scheduler performs the timestamp update and
the in-frame status check using the length of the new head-of-the-queue packet,
possibly long before it is actually transmitted. When the DRR server finally
delivers the packet, the cumulative share of the bundle, and therefore the cost
of bandwidth within the bundle, may have changed considerably since the latest
timestamp update.
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Introducing the mechanism for bandwidth segregation in SRR is straightfor-
ward. In addition to the minimum-bandwidth guarantee RI and the cumulative
share ΦI , each bundle I maintains a running share φI and a start flag σI . The
running share keeps track of the sum of the service shares of the backlogged
flows in the bundle:

φI(t) =
∑

i∈BI (t)

ρi ∀t (13)

The running share is updated every time a flow of the bundle changes its backlog
state. In general, the updates of the running share φI do not translate into im-
mediate updates of the cumulative share ΦI . In fact, the scheduler updates the
cumulative share of the bundle only upon detection of mismatching values in the
start flag σI and in a global single-bit frame counter FRMCNT that the sched-
uler toggles at every frame boundary (the scheduler compares σI and FRMCNT
every time it serves a flow of bundle I). A difference in the two bits triggers the
update of the cumulative share to be used in the future timestamp computa-
tions (ΦI ← φI) and toggles the start flag of the bundle (σI ← FRMCNT ). If,
instead, the two bits are already equal, the service just completed is certainly
not the first one that the bundle receives during the current frame, and no ac-
tion must be taken on the bundle parameters. When the first flow of a bundle
becomes backlogged, the start flag is set to the complement of FRMCNT .

In order to identify the end of a frame, each flow i maintains a frame flag FFi.
The frame flag of flow i is set to the complement of FRMCNT whenever the
flow is queued to the tail of the list of backlogged flows. When the scheduler
finds a frame flag that does not match the frame counter, it declares the start
of a new frame and toggles the frame counter. The sequence of operations to
be executed after completing the transmission of a packet and processing the
corresponding flow is summarized in the pseudo-code of Fig. 2.

We illustrate in a simple simulation scenario the behavior of the SRR sched-
uler with bandwidth segregation. We consider a packet multiplexer with capac-
ity r and three configured bundles (I, J , and K). Bundle I is allocated 60% of
the server capacity, and contains 52 flows: the first 50 flows (i1, . . . , i50) are
each allocated 0.2% of the capacity of the server; the service share of flow i51 is
ρi51 = 0.2 r; finally, the service share of flow i52 is ρi52 = 0.3 r. Flows i1, . . . , i50
are strictly regulated, i.e., their packet arrival rate at the multiplexer never ex-
ceeds their guaranteed service share. These flows typically have negligible back-
log whenever the server has bandwidth available in excess of their guaranteed
shares. As a consequence, we expect each of them to switch backlog status quite
often. Flow i51 is unregulated: the packet arrival rate of the flow is far above
its allocated service share. This behavior induces a permanent backlog in the
packet queue of flow i51. Finally, flow i52 always remains inactive, with no pack-
ets reaching the multiplexer. Bundle J is allocated 20% of the capacity of the
server, and contains a single, unregulated flow j1 (similarly to i51, the back-
log in the queue of flow j1 is permanent, independently of the service sequence
generated by the scheduler). Bundle K is configured exactly the same way as
bundle J : it is allocated 20% of the capacity of the server, and contains a single,
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1 Identify flow i currently at the head of the linked list
2 Identify bundle I of flow i
3 if (FFi �= FRMCNT )
4 FRMCNT ← ¬FRMCNT
5 Prepare head-of-the-queue packet pk

i for transmission
6 if (σI �= FRMCNT )
7 ΦI ← φI

8 σI ← FRMCNT

9 F k
i ← F k−1

i + lki
RI
· ΦI

ρi

10 if (F k
i ≥ TQ) /* Frame over for flow i */

11 F k
i ← F k

i − TQ

12 FFi ← ¬FRMCNT
13 Extract flow i from head of linked list
14 if (Flow i is still backlogged)
15 Append flow i to tail of linked list
16 else /* Flow i is getting idle */
17 φI ← φI − ρi

18 else if (Flow i is getting idle)
19 Extract flow i from head of linked list
20 φI ← φI − ρi

Fig. 2. Pseudo-code of SRR with bandwidth segregation.

unregulated flow k1. The inactivity of flow i52 makes 30% of the capacity of the
server available to the flows that are active. The objective of the simulation setup
is showing that the association of the active flows with three different bundles
has relevant impact on the distribution of bandwidth that is in excess of the
nominal guarantees.

We execute two simulation runs under the same pattern of packet arrivals.
In the first run, we remove the bundles from the system, and schedule the 53
active flows based on their allocated shares ρi1 , . . . , ρi51 , ρj1 , and ρk1 . We re-
store the bundles in the second run. We measure in both cases the bandwidth
received individually by flows i51, j1, and k1, and cumulatively by the aggregate
of flows i1, . . . , i50, and report the results in Table 1. When no bundles are
superimposed, we expect the excess bandwidth made available by the inactivity
of flow i52 to be evenly shared by flows i51, j1 and k1 (flows i1, . . . , i50 have
no access to the excess bandwidth because they have no extra supply of packets
above their nominal bandwidth allocations). When the bundles are overlaid, on
the contrary, i51 is the only flow that is entitled to receive extra services, as long
as it remains backlogged.

The experimental results substantially match the ideal shares that the sched-
uler should distribute, giving evidence to the effectiveness of the bundles in seg-
regating bandwidth.
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Throughput
Flow Nominal Without Bundles With Bundles

Allocation Expected Observed Expected Observed
i1 + . . . + i50 10.00 10.00 9.98 10.00 9.99

i51 20.00 30.00 30.00 50.00 49.95
i52 30.00 0.00 0.00 0.00 0.00
j1 20.00 30.00 30.01 20.00 20.03
k1 20.00 30.00 30.01 20.00 20.03

Table 1. Bandwidth segregation in SRR. Throughput is expressed in percent-
ages of the server capacity.

4 Reducing the Service Burstiness

In the previous section, we have identified SRR as the algorithm that success-
fully enforces bandwidth segregation with no substantial impact on the imple-
mentation complexity. However, the single-FIFO-queue implementation of the
scheduler still induces extremely poor performance in terms of latency and ser-
vice burstiness. The scheduler visits each flow only once per frame: in order to
maintain the bandwidth proportions defined by the allocated service shares, the
scheduler must fulfill the entire per-frame service expectation of the flow in a
single shot. If a flow has a large number of in-frame packets waiting for service,
the server transmits them back-to-back until the flow timestamp exceeds the
reference timestamp increment TQ.

It is natural to expect a reduction in latency and burstiness if the server
interleaves the transmission of packets of different flows within the same frame.
This interleaving of packet transmissions is possible only if flows with more
than one packet to transmit can reach the head of the list of backlogged flows
multiple times during the frame. A single FIFO queue of flows obviously collides
with this requirement, because a flow that is extracted from the head of the list
is automatically forced to enter the next frame. Thus, the only way to distribute
smoother services is increasing the number of queues of backlogged flows that
the scheduler maintains.

The calendar queue that we have reviewed in Section 2.2 is an array of
linked lists, where flows get queued based on the values of the associated times-
tamps. We resort to this technique, which relates the service pattern generated
by the scheduler to the progress in the amount of information that the flows
have already transmitted during the frame, to reduce the service burstiness of
our scheduler.

The calendar queue that we use to implement SRR, shown in Fig. 3, is
divided in two logical segments of equal size. The in-frame segment contains
the backlogged flows that can still be serviced during the current frame, while
the out-of-frame segment contains the flows with exhausted service share and
the newly backlogged flows of the current frame. At every end of a frame, the
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Fig. 3. Calendar queue for the implementation of SRR.

in-frame and out-of-frame segments swap their position in the array of bins. In
a calendar queue with Nb bins in each segment, the bin associated with the
timestamp F k

i of flow i has the following offset bi within its segment:

bi =
⌊
Nb · F

k
i

TQ

⌋
(14)

When a flow becomes backlogged, it is queued to the tail of the bin corre-
sponding to its latest timestamp in the out-of-frame segment of the calendar
queue. When a flow is serviced, it is first extracted from the head of its current
bin. Then the scheduler updates its timestamp, and checks whether the new
value exceeds TQ. If this is the case, the scheduler subtracts TQ from the times-
tamp and, if the flow is still backlogged, appends it to the proper bin in the
out-of-frame segment of the calendar queue. If, instead, the new timestamp does
not exceed TQ, the scheduler appends the flow to a bin of the in-frame segment.

Every time the transmission of a packet is completed, the scheduler searches
for the next flow to serve, starting from the bin of the just serviced one. If the
first non-empty bin is found in the out-of-frame segment, the scheduler toggles
the frame counter FRMCNT , which declares the beginning of a new frame.
There is no longer need to maintain per-flow frame flags, as in the single-FIFO-
queue implementation of SRR, because the scheduler detects the start of a new
frame directly from the position of the first non-empty bin, without having to
retrieve the information from the flow selected for service.

In spite of the evident qualitative improvement that the interleaved packet
transmissions introduce in the system, the worst-case indices that typically char-
acterize a packet scheduler (latency, worst-case fairness index [3], and service
fairness index [11]) barely obtain any benefit from the calendar-queue implemen-
tation of SRR. The reason for this counter-intuitive outcome is that all those
indices are dominated by the worst possible state that a flow can find in the
system when it is newly backlogged. Since the worst-case state of the system
is practically independent of the adopted implementation, the indices look very
similar with the single FIFO queue and the calendar queue. We prefer not to
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proceed with a detailed derivation of the indices, and only point out that they
are all dominated by the term 2Lmax/ρmin, which is the time that the server
takes to transmit a two-frames worth of backlog for all the flows configured in
the system, assuming that each of them is allocated the minimum share ρmin.
The considerable benefits of the calendar-queue implementation of SRR can be
appreciated as soon as some of the configured flows have service share greater
than ρmin, a situation that none of the common worst-case indices can capture.

We use a simple simulation experiment to show the performance of the
calendar-queue implementation of SRR under less extreme traffic conditions.
We configure 53 unregulated flows, divided in three distinct classes. All config-
ured flows belong to the same bundle, so that the higher level of the scheduling
hierarchy remains transparent. The first class includes 50 flows (i1, . . . , i50), and
each flow in the class is allocated 0.4% of the capacity of the server. The second
class consists of two flows (i51 and i52), with a bandwidth allocation of 0.2 r for
each of them. Flow i53 is the only member of the third class, and has a band-
width allocation of 0.4 r. For simplicity, all packets reaching the system have
the same size. We set the minimum service share ρmin that the scheduler can
support to three different values in three distinct simulation runs: ρ

(1)
min = ρi1 ,

ρ
(2)
min = 0.1 ρi1 , and ρ

(3)
min = 0.01 ρi1 . The reference timestamp increment TQ,

which determines the duration of a frame, increases as the ratio between the ser-
vice shares of the configured flows and ρmin increases. We implement the SRR
scheduler with the single-FIFO-queue technique (SQ), and with two calendar
queues (CQ1 and CQ32), having respectively 1 and 32 bins per segment (for a
total of 2 and 64 bins per calendar queue). In a server that guarantees a fixed
number of packet transmissions to a flow that remains continuously backlogged,
the maximum time elapsing between the transmissions of two consecutive pack-
ets of a flow is a clear indicator of the service burstiness of the scheduler.

Flow ρ
(1)
min ρ

(2)
min ρ

(3)
min

SQ CQ1 CQ32 SQ CQ1 CQ32 SQ CQ1 CQ32
i1 250 250 250 2491 2023 1023 2491 2023 299
i53 153 53 53 1501 53 53 1501 53 53

Table 2. Maximum inter-departure times for flows i1 (ρi1 = 0.004 r) and i53

(ρi53 = 0.4 r) for different values of minimum configurable service share (ρ(1)
min =

ρi1 , ρ
(2)
min = 0.1 ρi1 , and ρ

(3)
min = 0.01 ρi1). The inter-departure times are normal-

ized to the transmission time of a packet.

In Table 2, we report the maximum inter-departure times observed for flows i1
(ρi1 = 0.004 r) and i53 (ρi53 = 0.4 r) in a sequence of delivered packets that is
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long enough to cover the duration of a frame. In the first scenario, with ρ
(1)
min =

ρi1 , there is no substantial difference between the single-FIFO-queue implemen-
tation and the two calendar queues, because flows i1, . . . , i50 are entitled to the
transmission of only one packet per frame. As the number of packets transmitted
in a frame by the flows with lowest share grows, the benefit of the calendar-queue
implementation becomes more and more evident.
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Fig. 4. Inter-departure times observed for flows i1 (ρi1 = 0.004 r) and i53 (ρi53 =
0.4 r), normalized to the transmission time of a packet. The plot for flow i53
reports the inter-departure times in logarithmic scale, in order to distinguish
the behavior of the three implementations at the lower end of the covered range.

At first glance, the performance of the two calendar-queue implementations
is very similar, especially for the flow with highest service share (the detected
maximum inter-departure times reported in Table 2 for flow i53 are always the
same with CQ1 and CQ32). In order to better appreciate the effect of increasing
the number of bins in the calendar queue, it is necessary to look with more detail
at the sequence of inter-departure times produced by the scheduler. In Fig. 4, we
trace the inter-departure times that the SQ, CQ1, and CQ32 implementations
of SRR produce for flow i1 (i53) in the transmission of 100 (1000) consecutive
packets, in the case where ρmin = ρ

(2)
min = 0.1 ρi1. We immediately observe

that a higher number of bins determines much shorter sequences of consecutive
packets that are spaced by the maximum inter-departure time, which testifies
lower burstiness.

5 Concluding Remarks

In this paper, we have presented two enhancements of WRR schedulers for pro-
viding bandwidth guarantees in IP networks. In our first enhancement, we su-
perimpose a “soft” hierarchical structure to a WRR scheduler, which allows to
segregate bandwidth among bundles of flows, in addition to providing bandwidth
guarantees to the individual flows. The mechanism has minimal complexity, since
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it is entirely based on redefining the way timestamps are computed. In our sec-
ond enhancement, we achieve a considerable reduction in service burstiness by
implementing the WRR scheduler with a modified calendar queue. The improve-
ment is substantial even with few sorting bins in the calendar queue; thus, the
required additional complexity is rather small.

Both enhancements are useful mechanisms to meet the increasingly sophisti-
cated scheduling demands in networks supporting differentiated services, while
keeping the complexity of the schedulers to a minimum.
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Abstract. Input queued and combined input/output queued switch-
ing architectures must be controlled by a scheduling algorithm, which
solves contention in the transfer of data units to switch outputs. We
consider the case of packet switches (or routers), i.e., devices operat-
ing on variable-size data units at their interfaces, assuming that they
internally operate on fixed-size data units, and we propose novel exten-
sions of known scheduling algorithms for input queued and combined
input/output queued architectures. We show by simulation that such ar-
chitectures can provide performance advantages over traditional output
queued architectures.

1 Introduction

The effort in the design of ATM switches brought on the market efficient chip-
sets currently used as building blocks for high-performance Internet routers; as a
consequence, for many advanced Internet routers the switching fabric internally
operates on fixed-size data units (named cells), and input IP datagrams are in-
ternally segmented into ATM-like cells that are transferred to output interfaces,
where they are reassembled into variable-size IP datagrams.

Output queuing (OQ) architectures have been traditionally used to build
switches and routers since they provide optimal performance. The main dis-
advantage of OQ architectures is that both the internal interconnect (i.e., the
switching fabric) and output queues in line cards must operate at a speed equal
to the sum of the rates of all input lines. In other words, an internal speed-up
is needed to transfer data units to output interfaces. In applications where the
number of ports is large or the line rate is high, this makes OQ impractical.

Input-queued (IQ) architectures [1] have recently come back into the arena as
packet switching engines, and they are currently considered by many designers
as the best solution when the line speed is pushed to technological limits. IQ
schemes permit all the components of the switch (input interfaces, switching
fabric, output interfaces) to operate at a speed which is compatible with the
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data rate of input and output lines. In other words, no internal speed-up is
required.

A major issue in the design of IQ switches is that the access to the switching
fabric must be controlled by some form of scheduling algorithm. Note that we
use the term “scheduling algorithm” in this paper only for switching matrix
schedulers, that decide which input port is enabled to transmit in a IQ switch;
they avoid blocking and solve contention within the switching fabric. The same
term “scheduling algorithm” is sometimes used to describe flow-level schedulers,
that decide which cell flows must be served in accordance to QoS requirements.
Several scheduling algorithms for IQ cell switches were proposed and compared
in the literature [2,3,4,5,6]. They provide performance very close to the more
hardware-demanding OQ architecture. We consider some of these proposals,
and modify them to deal with variable-size packets: we constrain the scheduling
algorithm to deliver contiguously all the cells deriving from the segmentation
of the same packet. In other words, variable-size packets are transformed into
“trains of cells”, and the transfer of the cells belonging to the same train is
scheduled in such a way that they remain contiguous in the delivery to the
output card, i.e., they are not interleaved with the cells of another train.

Scheduling algorithms for IQ architectures are always relatively demanding
in terms of computing power and control bandwidth. It has been shown [7] that
this complexity can be partly reduced when the switching fabric and the output
memory bandwidth have a moderate speed-up with respect to the data rate of
input/output lines. A speed-up two, independent of the number of switch ports,
can be shown [8,9,10] to be sufficient to provide the same performance of an
OQ architecture. As soon as the switch takes advantage of an internal speed-up,
buffering is required at output ports; we use the term combined input/output
queueing (CIOQ) to describe this architecture.

In this paper we study IQ and CIOQ switching architectures, taking OQ
switches as a reference for comparisons. We concentrate on switch architectures
that internally operate in a “synchronous” fashion, i.e., in which switching de-
cision are taken at equally spaced time instants, but in general accept at their
inputs variable-size data units. We devote some attention to CIOQ architectures
with a speed-up equal to two, where input buffers are organized into a single
FIFO queue, and the scheduling algorithm is particularly simple. A comparison
of this setup with IQ architectures is presented.

2 Logical Architecture

We describe now the logical structure of cell and packet switches, based on IQ,
OQ and CIOQ switching architectures.

2.1 Cell Switches

We consider a switch with N inputs andN outputs. We also assume for simplicity
that all input and output lines run at the same speed.
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Fig. 1. Logical structure of an input-queued cell switch

The switch operates on fixed-size data units, named cells . Actually, we refer
to any switch that takes switching decision at equally-spaced time instants. The
distance between two switching decisions is called slot.

Input-Queued Cell Switches Fig. 1 shows the logical structure for an input-
queued cell switch. Cells are stored at input interfaces. Each input manages one
queue for each output, hence a total of N × N = N2 queues are present. This
queue separation permits to avoid performance degradations due to head-of-the-
line blocking [11], and is called Virtual Output Queuing (VOQ) or Destination
Queuing [1,7].

Cells arrive at input i, 1 ≤ i ≤ N , according to a discrete-time random
process Ai(k). At most one cell per slot arrives at each input, i.e., the data rate
on input lines is no more than 1 cell per slot. When a cell with destination j
arrives at input i, it is stored in the FIFO queue Qij . The number of cells in Qij

at time k is denoted by Lij(k). These FIFO queues have limited capacity: each
queue can store at most L cells.

The switching fabric is non-blocking and memoryless, and introduces no de-
lay: at most one cell can be removed from each input and at most one cell can
be transferred to each output in every slot. Since the speed at which cells are
fed into output interfaces is equal to the speed at which cells are fed to input
interfaces, we have a speed-up factor (see Section 2.2) equal to 1. The scheduling
algorithm decides which cells can be transferred from the inputs to the outputs
of the switch in every slot.

Output-Queued Cell Switches The output-queued cell switch needs no input
buffers because the switching fabric has enough capacity to transfer to the desired
output all the cells received in one time slot. In the worst case (i.e., when a
cell arrives at each input, and all cells are directed to the same output), this
means that the bandwidth towards each output must be equal to the sum of the
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bandwidths available on all input lines. Thus, we say that the switching fabric
must have a speed-up factor equal to N .

At each output, cells are stored in a single FIFO queue. For a fair comparison
with input-queued switches, we assume that the total amount of buffer space is
kept constant, i.e., that the FIFO output queue can store N × L cells. This
assumption gives some advantage to the OQ schemes, which can exploit some
degree of buffer sharing.

Combined Input/Output-Queued Cell Switches CIOQ architectures are a
compromise between IQ and OQ, for which some degree of speed-up is available,
but not as much as for OQ. These architectures require buffering at both the
input and output line interfaces.

The buffer space at each input can be organized in either one FIFO queue,
or several queues, like in the case of VOQ. We call Sin the number of cells per
slot that can be read from the queue(s) at each input, and Sout the number of
cells per slot that can be written into the output queue at each output.

Several CIOQ architectures were proposed in the literature, with different
speed-up definition. We adopt the following definition [7]: Sin = Sout = S.
Thus, up to S cells can be read from each input and written to each output of
the switch in one time slot. Of course, when S = 1, we have an IQ architecture.

It is well-known that the maximum normalized throughput achievable in an
IQ switch using one FIFO queue per input port, with uniform traffic and an
infinite number of ports, is limited to 0.586 by the head-of-the-line blocking
phenomenon [11]. One can argue that, by executing the scheduling algorithm
twice in each slot, thereby using a speed-up S = 2, the maximum throughput
becomes 100%, as it is for OQ architectures. This simple statement holds only
for uniform traffic, and does not provide guarantees related to delays.

It has been shown that a CIOQ architecture with VOQ can mimic the OQ
behavior if a speed-up S = 2 is available, and if a (non trivial) scheduling
algorithm called Home Territory Algorithm is implemented [7].

In this paper, with the aim of being fair in the comparison of IQ, OQ and
CIOQ architectures, we accept high scheduling complexity for IQ, high hardware
complexity (i.e., speed-up N) for OQ, and intermediate scheduling and hardware
complexity for CIOQ. We therefore limit our attention to CIOQ switches with
limited speed-up increase S = 2, and very simple FIFO scheduling.

Although a more detailed discussion of scheduling algorithms for IQ archi-
tectures will be provided in Section 3, we anticipate here the description of the
simple algorithm that we consider in the CIOQ case. We assume that each input
and each output of the CIOQ switch maintain a single FIFO queue, and that
the following scheduling algorithm is executed twice in each slot.

At every execution of the algorithm, inputs are cyclically scanned, starting
from a different input every time, selected by a round-robin scan. In this scan
each input attempts to transfer the cell at the head of its input FIFO queue. If
the corresponding output was not already engaged by a preceding input in the
round-robin scan, the transfer is enabled, otherwise it is deferred to the next
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Fig. 2. Speed-up definitions for the packet switch built around a cell switch

execution of the algorithm. Since the algorithm is executed twice in each slot
time, at most the first two cells are removed from input queues, and at most
two cells are delivered to each output queue in each slot. We call this scheduling
algorithm FIFO–2.

2.2 Packet Switches (or Routers)

We use as a reference model the case of a high-performance IP router built
around an ATM cell-switch. The IP protocol sits on top of any data-link protocol
at the input and at the output of the router. Input IP datagrams are segmented
into ATM cells, that will be transferred to output ports by a high-performing
ATM switching fabric. Cells delivered to an output port are reassembled into
the corresponding IP datagram.

Fig. 2 emphasizes the possible speed variations inside an IP router incorpo-
rating an ATM switching fabric. We take as a reference the bit rates on the input
and output lines, which we assume to be the same and equal to 1.

– speedup-IP-in is the speed at which cells are transferred from the input IP
module to the input of the ATM switch. speedup-IP-in= 1 means that, if
an input IP datagram is segmented in k cells, all these cells are sequentially
transferred to the cell-switch input in k time slots. Note that this takes into
account segmentation overheads and partial filling of the last cell.

– speedup is the number of cells per slot that can be read from the inputs of
the cell-switch. Due to the definition of the speed-up S for cell-switches, this
is also the number of cells per slot that can be written onto a switch output.

– speedup-IP-out is the speed at which cells are transferred from the output
of the cell-switch to the output IP module.

Input and output IP modules in Fig. 2 consist of queues for variable-size
packets, and operate in store-and-forwardmode; they comprise segmentation and
reassembly functions. ATM modules comprise cell queues at the input and/or
at the output of the switch.
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IQ Packet Switches The logical architecture for an IQ packet switch is shown
in Fig. 3. At each input an Input Segmentation Module (ISM) segments the
incoming packet into cells. PLS is the external packet line speed. Since the ISM
operates in store-and-forward mode, it must be equipped with enough memory
to store a maximum-size packet, and the segmentation process starts only after
the complete reception of the packet.

The cells resulting from the segmentation are transferred to the cell-switch
input at a speed (called ILS) equal to the line speed PLS incremented to account
for segmentation overheads. The capacity of input queues at the cell-switch is
limited to L, hence losses can occur. We assume that the entire packet is dis-
carded if the input queue of the cell-switch does not have enough free space to
store all the cells deriving from the segmentation of the packet when the first
of these cells hits the queue. This is of course a pessimistic assumption, but has
the advantage of ease of implementation, and of avoiding the transmission of
incomplete packet fractions through the switch.

The cell-based switching fabric transfers cells from input to output queues,
according to a scheduling algorithm. These cells are delivered to the Output
Reassembly Module (ORM) at speed ILS. Here packets (i.e., IP datagrams) are
reassembled. In general, cells belonging to different packets can be interleaved at
the same output, hence more than one reassembly machine can be active in the
same ORM. However, at most one cell reaches each ORM in a slot time, hence
at most one packet is completed at each ORM in a slot.

Once a packet is complete, it is logically added to an output packet queue,
called packet FIFO in the figure, from which packets are sequentially transmitted
onto the output line. No internal speedup is required to support ISM and ORM,
but for compensating internal overheads.

Optimization of IQ Packet Switches In the case of IQ packet switches, it is
possible to further simplify the structure of the switch, and to improve its perfor-
mance, by enforcing additional constraints on the scheduling algorithm. Indeed,
the cells belonging to the same packet are contiguous in the input queue of the
internal cell-switch. As we shall see in Section 3, it is possible to modify some
well-known scheduling algorithms in such a way that, once the transfer through
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the switching fabric of the first cell of a packet has started towards the corre-
sponding output port, no cells belonging to other packets can be transferred to
that output. We call this class of scheduling algorithms packet-mode scheduling.
Note that in OQ switches the interleaving of cells in output queues cannot be
avoided.

If packet-mode scheduling is adopted in IQ packet switches, since cells belong-
ing to the same packet are kept contiguous also in the output queue, the logical
architecture can be simplified: both the ORM module and the output packet
FIFO can be removed with respect to Fig. 3. The removal of the packet FIFO
can be achieved only if no format conversion is required to transmit the packet
on the output link. Since each module operates in store-and-forwardmode, hence
introduces a delay equal to the packet size, the delays through the switch are
reduced by twice the packet duration.

These observations show that important additional advantages with respect
to cell switches are exhibited by IQ architectures with respect to OQ architec-
tures (see next paragraph) for the implementation of packet switches.

OQ Packet Switches Fig. 4 shows the logical architecture of an OQ packet
switch. Packets arrive at input ports where they are segmented by ISM modules,
similarly to what happens in IQ routers. The cells obtained with the segmenta-
tion are sent to the cell-switch at speed ILS, and are immediately transferred
to the output queues of the cell-switch, thanks to a speed-up equal to N in the
switching fabric. Losses may occur at output queues, whose capacity is limited
to N × L for each queue, since we are assuming the same buffering capacity for
OQ and IQ switches.

From the output queues of the cell-switch, cells are delivered at speed ILS
to an ORM module for reassembly. Once a packet is completed, it is queued in
a packet FIFO queue similar to what was seen for the IQ case.

An important difference between OQ packet switches and IQ packet switches
resides in the way of handling losses. Cells belonging to different packets can be
interleaved in output queues. When a cell at the output of the switching fabric
does not find room in the output queue of the cell-switch, it must be discarded.
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The other cells belonging to the same packet of the discarded cell may be in
the output queue, or already in the ORM. We assume to be unable to identify
and discard the other cells in the output queue: those cells will be discarded
by the ORM module, which has knowledge of the existence of the packet. This
means that cells belonging to packets that suffered partial losses unnecessarily
use system resources.

CIOQ Packet Switches CIOQ packet switches are built around a CIOQ cell
switch. For the sake of conciseness, we do not show the logical architecture in
this case, but it can be easily obtained by combining Figs. 3 and 4. The only
difference is that we do not consider VOQ in the CIOQ case, hence only one
FIFO queue is available at each input (and at each output) of the cell switch.
Losses may occur at both input and output interfaces.

3 Cell and Packet Scheduling Algorithms in IQ Switches

3.1 Problem Definition

In the technical literature, scheduling algorithms in IQ cell switch architectures
are described as solutions of the matching problem in bipartite graphs. The
switch state can be described as a bipartite graph G = [V, E] (see Fig. 5) in
which the graph vertices in set V are partitioned in two subsets: subset VI , whose
elements vIk correspond to input interfaces, and subset VO, whose elements vOk

correspond to output interfaces. Edges indicate the needs for cell transfers from
an input to an output (an edge from vIn to vOm indicates the need for cell
transfers from input n to output m), and can be labeled with a metrics that
will be denoted by wnm. The adopted metrics is a key part of the scheduling
algorithm; it can be equal to 1 to simply indicate that at least one cell to be
transferred exist, or it could refer to the number of cells to be transferred, to the
time waited by the oldest cell, or to other state indicators.
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A matching M is a selection of an admissible subset of edges. A subset of
edges is admissible if no vertex has two connected edges; this means that it never
happens that two cells are extracted from the same input, or that two cells are
transferred to the same output. A matching has maximum size if the number
of edges is maximized; a matching has maximum weight if the sum of the edge
metrics is maximized.

The different IQ cell switch architectures that we shall discuss differ in their
scheduling algorithms, hence in their heuristic matching algorithms. The need for
good matching algorithms derives from the fact that the optimal solutions of the
problem have very high complexity. The complexity is O(N3) for the maximum
weight matching algorithm, that can be proved to yield the maximum achievable
throughput using as metrics either the number of cells to be transferred, or the
time waited by the oldest cell; it is O(N5/2) for the simpler and less efficient
maximum size matching algorithm.

The N ×N matrix whose elements are the edge metrics in graph G = [V, E]
is called the weight matrix W = [wij ]. W varies with time, according to the
changes in the system parameters from which its elements are computed. When
necessary, denoting by k the current slot, we shall write W(k) = [wij(k)]. We
assume wjk = 0 for missing edges in G, i.e., when no cells from input j to output
k are waiting in input queues.

3.2 Classification of Cell Scheduling Algorithms

A number of scheduling algorithms for IQ switch architectures have appeared in
the technical literature. In this paper we consider four such proposals, namely
iSLIP [3], iOCF [12], MUCS [2] (in its weighted version), and RPA [4]. iSLIP has
been chosen for its simplicity, iOCF due to its metrics based on cell age, RPA
for both simplicity and good performance under unbalanced traffic patterns, and
MUCS for the very good performance obtained in different traffic scenarios.

The reader is referred to the original works for a detailed description of
these algorithms. In this section we recall the general taxonomy for scheduling
algorithms proposed in [6], and classify accordingly the considered proposals.

The output of the scheduling algorithm at slot k is a cell transfer matrix
T(k) = [tij(k)], whose elements provide the result of the matching computation:

tij =
{
1 if a cell is transferred from i to j
0 otherwise (1)

Any IQ scheduling algorithm can be viewed as operating according to three
phases:

1. Metrics computation. Computation of the weight matrix W(k) = [wij(k)].
Each one of the possible N2 edges in the bipartite graph is associated with
a metrics depending on the state of the corresponding queue (the metrics
associated with the edge from vIi to vOj , wij , depends on the content of Qij

at slot k). This metrics will act as a priority for the cell transfer.
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2. Heuristic matching. Computation of the cell transfer matrix T(k) = [tij(k)].
This phase must try to maximize the following sum:

N∑
i=1

N∑
j=1

tij(k)wij(k) (2)

with the constraints:

N∑
i=1

tij(k) ≤ 1
N∑

j=1

tij(k) ≤ 1 (3)

Since the cost for the computation of the optimum matching (maximum
size or maximum weight) is too high, all scheduling algorithms resort to
heuristics with variable effectiveness and complexity. When the matching is
not optimum, but no cells can be added without violating the constraints
(3), the terms maximal size matching and maximal weight matching are used
in the literature.

3. Contention resolution. In the execution of the heuristic algorithm for the
determination of a maximal match, a strategy is necessary to solve con-
tention due to edges with equal metrics, source or destination. The con-
tention resolution typically is either random (RO, random order), or based
on a deterministic scheme; round robin (RR) and sequential search (SS)
are frequent choices in the latter case, the difference lying in the starting
point chosen in the selection process, which is state-dependent for RR, and
state-independent for SS.

The first phase is preliminary to the other two, that are instead interlaced.
As we shall see in Section 4.1, the phase that has the most profound impact

on performance is the metrics computation, whereas the different heuristics to
obtain good matches have a deep impact on the algorithm complexity.

As regards metrics, we consider the following alternatives:

– QO (Queue occupancy). In this case wij = u(Lij) where u(·) is the unit step
function. This is the metrics adopted by iSLIP. The adoption of this metrics
leads to the search for a maximal size match. All other metrics lead to the
search for maximal weight matches, which can differ in the weights.

– QL (Queue length). The metrics in this case is the number of cells in the
queue: wij = Lij . This is the metrics adopted by RPA.

– CA (Cell age). The metrics in this case is the time already spent in the
queue by the cell at the queue head. This is the metrics adopted by iOCF.

– ML (MUCS Length). MUCS uses a metrics that is derived from queue
lengths as:

wij =
Lij∑N

k=1 Lik

+
Lij∑N

k=1 Lkj

(4)

As regards the heuristic matching, the choices adopted in the considered IQ
scheduling algorithms are the following:
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Table 1. Characterization of the considered IQ scheduling algorithms

Algorithm Metrics Heuristics Contention resolution
Input Output

iSLIP QO IS RR RR
iOCF CA IS RO RO
MUCS ML MG SS RO
RPA QL RV RO SS

– IS (Iterative search). In this case, during a first step, each input interface
sends all its transmission requests with the associated metrics to the relevant
output interfaces (wij(k) is sent from input interface i to output interface j).
These select one among the arriving requests by choosing the largest metrics
value, and resolving ties according to a contention resolution scheme (output
contention). The accepted requests are then sent back to the input interfaces.
If an input interface receives more than one acceptance, it selects one by
choosing that with the largest metrics value, and resolving ties according
to a contention resolution scheme (input contention). The successive steps
are equal to the first one, but they concern only the transmission requests
from input interfaces that received no acceptance, as well as those that were
satisfied in previous steps (the repetition of these requests is necessary to
progressively freeze the match configuration). This heuristic is adopted by
iSLIP and iOCF.

– MG (Matrix greedy). Consider the N×N matrixW = [wij ]. In this case the
algorithm consists of (up to) N steps, in each of which the largest element(s)
wij of W is (are) selected, and the corresponding cell transmissions are
enabled (provided that no conflict arises if ties for the largest metrics exist;
otherwise a conflict resolution is necessary) before reducing the matrix by
eliminating the entries corresponding to enabled cell transfers. This is the
heuristics adopted by MUCS.

– RV (Reservation vector). In this case the algorithm is based on a sequen-
tial access to a reservation vector with N records, where input interfaces
sequentially declare their cell transfer needs and the associated metrics, pos-
sibly overwriting requests with lower metrics values. A second sequential
pass over the vector allows the confirmation of requests, or the reservation
of other transfers for the inputs whose original reservations were overwritten.
This is the heuristics adopted by RPA.

Table 1 gives a synoptic view of the considered IQ scheduling algorithms.

3.3 Packet-Mode Scheduling Algorithms

The additional constraint in this case is to keep the cells belonging to the same
packet contiguous also in output queues. To achieve this, the scheduling algo-
rithm must enforce that, once the transfer through the switching fabric of the



234 Marco Ajmone Marsan et al.

first cell of a packet has started towards the corresponding output port, no
cells belonging to other packets can be transferred to that output, i.e., when
an input is enabled to transmit the first cell of a packet comprising k cells, the
input/output connection must be enabled also for the following k − 1 slots.

4 Simulation Results

To evaluate the performance of IQ, OQ, and CIOQ switching architectures, we
conducted quite a large number of simulation experiments. We report results
only for packet switches with N = 16 input/output interfaces, assuming that all
input/output line rates are equal, and that only uniformly distributed unicast
traffic flows are present.

Note that in IQ switches, each input queue Qij can store a finite number of
cells; when a cell directed to output j arrives at input i, and queue Qij is full,
the cell is lost. No buffer sharing among queues is allowed.

We do not explicitly describe the arrival of IP datagrams at the packet-switch
inputs. We instead model the arrival of cell bursts at the inputs of the internal
cell-switch. These cell bursts are assumed to originate from the segmentation of
a packet.

The cell arrival processes at input i, Ai(k), is characterized by a two-state
model. In the ON state a packet is being received. The duration in slots of the ON
state, i.e., the size in cells of the packet, is a discrete random variable uniformly
distributed between 1 and 192, the latter value coming from the MaximumTrans-
mission Unit (MTU) of IP over ATM. In the OFF state, no cells are received.
The probability that the OFF state lasts j slots is P (j) = p(1 − p)j j ≥ 0
The average idle period duration in slots is EOFF = (1− p)/p. The parameter p
is set so as to achieve the desired input load.

The performance indexes we consider are the cell delay, i.e., the time spent
by cells in the cell-switch queues, and the packet delay, i.e., the overall delay of
a packet, considering the ISM module, the internal cell-switch queues, the ORM
module, and the final packet FIFO.

Since the aim of the performance evaluation is a comparison of IQ and CIOQ
architectures with OQ switches, we usually consider relative performance indices,
i.e., we divide the absolute value taken by a performance index in the case of IQ
and CIOQ architectures by the value taken by the same performance index in
an OQ packet switch loaded with the same traffic pattern.

4.1 Performance of IQ Switches

Cell-Mode Scheduling Fig. 6 (left plot) shows, for the four considered schedul-
ing algorithms operating in cell-mode, curves of the normalized average packet
delay. Note that normalized delay values are always larger than 1, i.e., IQ
switches always yield longer delays, but differences are limited within a fac-
tor 2.5, for load smaller than 0.95. No losses were experienced with input queue
lengths equal to 30,000 cells.
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Fig. 6. Relative average packet delay for cell-mode scheduling (left) and packet-
mode scheduling (right) in the uniform traffic scenario

For loads less than 0.9, MUCS and RPA generate longer delays than iSLIP
and iOCF. This is mainly due to the QL and ML metrics, which tend to equalize
queue lengths: when a large packet arrives at a particular queue, the queues
(at other inputs) that store small packets directed to the same output suffer a
temporary starvation. iOCF, instead, provides the lowest delays among weight-
aware algorithms.

Packet-Mode Scheduling Performance results are significantly different if
the packet-mode scheduling proposed in this paper is considered. Curves of the
relative average delays are shown in Fig. 6 (right plot). Differences between
the four algorithms are limited, and we observe (small) gains over OQ switches
for loads up to around 0.6. IQ exhibits the largest delay advantage over OQ
at loads around 0.4. To be fair in the comparison with OQ switches, we take
into account, for IQ switches, delays due to ORM modules and to packet FIFOs,
although these modules are not necessary in packet-mode operation, and at most
one reassembly machine is active at each output, as discussed in Section 2.2. Cell
delays in this same scenario, not shown here, are larger for all IQ architectures
with respect to OQ at all loads.

The reductions in packet delays are interesting, specially if we consider the
negligible additional cost of implementing packet-mode schedulers. This perfor-
mance improvement, which is not very intuitive, can be shown to be related with
the packet length distribution. Note that more complex scheduling algorithms,
better tailored to the statistics of packet traffic, could probably provide even
larger gains.

If the IQ switch architecture is further simplified to take advantage of packet-
mode scheduling by removing ORM modules and output packet FIFOs, the gain
in average packet delay over OQ becomes much larger, since the delay necessary
to reassemble packets is avoided.
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Fig. 7. Relative average packet delay in CIOQ architectures for the uniform
traffic scenario

4.2 Performance of CIOQ Switches

This section presents simulation results for CIOQ switches using the FIFO–2
scheduling algorithm described in Section 2.1. A speed-up S = 2, is supposed
to be available in the internal cell-switch. The capacity of all queues is taken to
be unlimited for the results presented in this section, to be able to observe the
unbalancement of queue lengths between input and output queues.

Fig. 7 plots curves of the average packet delay normalized to OQ values.
The curves in the figure refer to the following switch setups, which differ in
the values taken by the speedup-IP-in and speedup-IP-out parameters (see
Fig. 2 in Section 2.2), and in the operation mode (cell mode vs. packet mode)
of the FIFO–2 scheduling algorithm (the extension of FIFO–2 to packet-mode
operation is straightforward).

– FF-121: basic FIFO–2, speedup-IP-in=speedup-IP-out= 1. The cells
belonging to IP packets are fed to the cell-switch at the same speed of input
and output lines.

– FF-221: basic FIFO–2, speedup-IP-in= 2, speedup-IP-out= 1. The cells
belonging to IP packets are fed to the cell-switch at twice the speed of input
and output lines.

– FF-PM121: packet-mode FIFO–2, speedup-IP-in=speedup-IP-out= 1.
The cells belonging to the same packet are transferred to their output in
contiguous slots. Note that up to two packets (received at different inputs)
can be interleaved in output cell queues in this setup. An ORM module is
therefore required at each output.

– FF-PM221: packet-mode FIFO–2, speedup-IP-in= 2, speedup-IP-out=
1. The packet-mode FIFO–2 scheduling algorithm has in this case the addi-
tional constraint that packets cannot be interleaved in output cell queues:
this becomes possible without performance degradation because of speedup-
IP-in= 2, since two cells of the same packet can be switched to their output
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in one slot time. ORM modules are therefore not strictly necessary in this
case: they are kept for a fair comparison with the other setups.

– FF-PM222: packet-mode FIFO–2, speedup-IP-in= 2, speedup-IP-out=
2. The same constraints of FF-PM221 apply to the FIFO–2 algorithm: pack-
ets are not interleaved in output queues.

In the notation above, “FF” stands for FIFO, “PM” stands for packet-mode
(recall the different constraints on the scheduling algorithm when speedup-IP-
in equals 1 or 2), and the three digits refer to the values taken by speedup-IP-in,
S, and speedup-IP-out, respectively.

As expected, average packet delays at low loads (not plotted here) were ob-
served to be around twice the average packet duration for the architectures with
speedup-IP-out= 1 (where one ISM and one ORM module must be traversed
by each packet), and to be around 1.5 times the average packet duration for
FF-PM222 (for which the ORM can be traversed by two packets in one packet
time, i.e., at double speed).

The curves in Fig. 7 show that all the considered architectures operating in
packet-mode have better performance than OQ packet switches. As previously
observed, IQ and CIOQ switches provide extra advantages over OQ switches
when variable-size packets are considered.

Note that the FIFO–2 algorithm in packet-mode can be more efficient than
output queueing also when no speed-up exists between the IP line interfaces and
the internal cell-switch (i.e., for FF-PM121). The best-performing setups are
FF-PM221 and FF-PM222 which avoid output packet interleaving. Delay ratios
can be as small as 0.64 (i.e., 1.5 times in favor of CIOQ) when the ORM modules
are present, and lower values can be achieved for the optimized architecture.

FF-121 exhibits delays slightly larger that OQ. Note that FF-121 can be
considered as a simplified version of OQ, in which at most 2 (instead of N) cells
can reach an output in a slot time.

It is also interesting to observe that FF-221 behaves better that FF-121,
mainly thanks to the fact that the cells belonging to the same packet are kept
closer to each other in the transfer through the switch.

5 Conclusions

The paper focused on architectures and scheduling algorithms for IQ and CIOQ
packet switches, comparing them with OQ switches in the case of variable-size
data units.

Similar performance results were observed for IQ, CIOQ, and OQ, with a
tradeoff between the complexity of the scheduling algorithm on one side, and
hardware complexity due to the internal speed-up on the other side.

Packet-mode scheduling in IQ and CIOQ architectures makes OQ architec-
tures scarcely attractive for the implementation of future-generation IP routers.

CIOQ architectures with small speed-up factors are particularly promising.
They provide better performance than output queued architectures at lower
hardware costs.
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Abstract. In this paper two packet discard schemes are proposed with
the goal to provide incoming data flows different levels of quality of ser-
vice. In particular, the assured forwarding in the Differentiated Services
per-hop-behavior, as reported in the Request For Comments 2597, is
considered as reference scenario.
The different levels of quality of service imply different portions of band-
width assigned to data flows which share that same output link. Good
performance in terms of throughput and fairness in bandwidth sharing
among equal priority flows are also considered as the requirements to
meet.
The proposed schemes are also evaluated when end-to-end transport pro-
tocols, such as TCP, are employed so as to give some informations about
their impact on applications.
These dropping schemes are shown to provide good results and to repre-
sent a relatively low complex solution for dealing with the most demand-
ing data flows during congestion intervals. Numerical results are reported
and discussed for homogeneous and non homogeneous data sources.

1 Introduction

TCP/IP networks do not guarantee any type of quality of service (QoS) since
their delivery service, “best effort”, implies that each IP data flow can have an
indeterminate level of packet loss, delay, out-of-sequence. Since many multime-
dia applications have quite stringent requirements in terms of delay, loss and
miminum bandwidth, a certain number of proposals have come out to provide
some QoS to applications running over TCP/IP [1]. According to [2] a possible
classification of models for service differentiation is the following: relative priority
marking, service marking, label switching [3], integrated services [4]/RSVP [5]
and static per-hop classification.

On the other hand, Asynchronous Transfer Mode (ATM) [6], chosen by ITU-
T as the basic transfer mode for the Broadband Integrated Services Digital
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Network (B-ISDN), networks are supposed to carry many different types of traffic
with different bandwidth requirements. Applications range from continuos ones
transmitting informations at fixed rates to highly bursty which send large blocks
of data at high peak rates but with long-term average rates relatively low and
the different and changing characteristics of service requirements of current and
emerging Internet applications push for a flexible network architecure.

The unpredictability of the human user and the high peak transmission rate
required to provide acceptable interactive response imply that one must accept
either a low network utilization or the possibility of overload periods during
which the traffic sent to some network links exceeds their capacity. The fact that
end-to-end protocols, such as TCP/IP, fragment their data in packets containing
many ATM cells makes the impact of overload periods very dangerous, since a
single lost cell can lead to the loss and retransmission of an entire transport level
packet. Available bit rate (ABR) services are controlled by rate-based mecha-
nisms but they work on round trip time intervals and so some other mechanisms
must be implemented to cope with congestion occurring in short time inter-
vals [7]. Packet discard schemes [8] [9] are ATM buffer management techniques
to ensure high end-to-end throughputs [10] and fairness [11] [12] for bursty data
applications during overload periods. Packet discard schemes are implemented in
output buffered ATM switches, either output queued or combined input/output
queued [13], and perform their task by selectively discarding cells from the in-
coming information flows.

An important issue is then to study how a router must treat packets be-
longing to different classes of service. The main approaches so far proposed can
be summarized as packet or threshold dropping and priority scheduling. With
the former, routers have one FIFO shared buffer among packets of all classes
per output link while with the latter routers have separate logical queues for
each class and some algorithm drives the scheduler for packet forwarding. Thus,
whereas threshold dropping realizes service differentiation by means of thresh-
olds, priority scheduling does it by properly serving packets of separate queues.

For instance, several approaches to congestion control and fairness in ATM
switches are based on the implementation of per-VC queueing and several al-
gorithms and designs for the output controller have been proposed [14] [15].
On the other hand, some recent works have underlined possible weaknesses of
traditional packet discard techniques, such as random early detection [16], when
employed in real networks [17]. Other works, such as [18], confirm the effective-
ness of early packet discard to improve the throughput or, generally, the benefits
in terms of complexity when buffer management schemes based on thresholds
are employed with respect to scheduling mechanisms [19]. In conclusion, more
efforts must be made to better understand the performance of these techniques
and, in particular, to develop ever improved solutions.

In this paper the reference architecture is the one described in [2] ed in partic-
ular the focus is on the study of an effective mechanism to provide different levels
of drop precedence in Differentiated Services (DS) nodes when ATM switching
systems are employed. In a DS network, nodes can be divided into two classes
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depending on their position, at the edge or in the core of the network. Some
authors have proposed and evaluated different priority schedulers and threshold
dropping schemes for edge and core routers [20].

The Assured Forwarding (AF) Per-Hop-Behavior (PHB) [21] aims at pro-
viding delivery of IP packets in four independently forwared classes. Each AF
class is in each DS node allocated some portion of the forwarding resources, i.e.
buffer space and bandwidth. Within each AF class IP packets are marked with
one of three possible drop precedence values. If congestion occurs in a DS node
(which may be equipped with an ATM switching architecture), this precedence
determines how a packet has to be treated within the AF class. A congested DS
node then must try to discard packets in accordance to these precedence values.

In this paper two packet discard schemes are proposed to properly manage
in congested DS nodes the flows of packets depending on their drop precedence
level within their AF class. One of these schemes can be employed in enterprise
networks where two drop precedence levels are enough while the other can be
used in DS domains where three drop levels are required. Their goal is also to
mantain high throughput and fair exploitation of the bandwidth of the output
link among equal-priority flows. The throughput is studied both on link-by-link
basis and on end-to-end when TCP is assumed as transport level protocol. In
fact, in wide area data networks like Internet congestion control mechanisms have
a fundamental role for the global functioning [22]. The performance of packet
discarding schemes in ATM networks have been widely investigated [23] [10]
while their effects on the end applications have not definitely been shown yet,
even if some works have been presented [24] [25]. Thus, it becomes important
to determine the influence of buffer management techniques on the end-to-end
performance in presence of end-to-end congestion control.

The reported results, obtained from the simulation of a single switch output
controller, show that the main goals are met so that these schemes can be con-
sidered possible solutions for implementing service differentiation in congested
DS nodes.

The paper is organized as follows: section 2 shows the reference system model,
section 3 describes the first proposed discarding scheme suitable for enterprise
networks and in section 4 the second scheme to be implemented in DS node be-
longing to large domains is explained. Section 5 reports some numerical results
about the two proposed discarding schemes for different scenarios and traffic
patterns; finally section 6 closes the paper with a drawing of the achieved out-
comes.

2 System Model

The reference architecture is the one described in [2] and the goal of this paper
is to study a possible candidate as packet dropping scheme for providing differ-
ent levels of drop precedence in DS nodes. The assured forwarding PHB aims
at providing delivery of IP packets in four independently forwared AF classes.
Each AF class is in each DS node allocated some portion of the forwarding re-
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sources, i.e. buffer space and bandwidth. Within each AF class IP packets are
marked with one of three possible drop precedence values. If congestion occurs
in a DS node (equipped with an ATM switching architecture), this precedence
determines how a packet has to be treated within the AF class. A congested DS
node then must try to discard packets in accordance to these precedence values.

It is worthwhile to underline that packets in a AF class must be forwarded
independently from packets of other AF classes, meaning that aggregation of
packets belonging to different classes is not allowed. Also, a DS node must be
able to deal with three drop precedence levels but in some cases they must yield
at least two levels, e.g. in enterprise networks where congestion is rare, whereas
three levels are desirable in DS domains.

The implementation of the AF class must avoid long-term congestion within
each class, while it is allowed short-term congestion resulting from bursts. This
implies the employment of an active queue management algorithm for providing
the three drop precedence levels within each AF class. This algorithm can be
thought to work in cooperation with a priority scheduling algorithm which has
the task to manage the four AF classes. First proposals and evaluations begin
to be published [20].

The three different drop precedence levels within each AF class are identified
by different codepoints. The drop precedence levels are defined as Low Drop
Precedence (LDP), Medium Drop Precedence (MDP) and High Drop Prece-
dence (HDP), listed in decreasing order of importance, i.e increasing discarding
“probability”.

In the following two packet discard schemes are proposed to properly manage
in congested DS nodes the flows of packets depending on their drop precedence
level within their AF class. One of these schemes can be employed in enterprise
networks where two drop precedence levels are enough while the other can be
used in DS domains so as to provide three drop levels. Their goal is also to
mantain high throughput both at link-by-link and at end-to-end level and to
provide a fair exploitation of the bandwidth of the output link among equal-
priority flows.

3 Packet Discard for Enterprise Networks

Some packet discard schemes have already been presented [8] [9] and evalu-
ated [10] [11] [12] but none of them can discriminate among different classes of
service. Here we assume to divide incoming flows, associated to VCs, between
low and high priority (two classes of service) which can be respectively mapped
in HDP and LDP levels of a DS node.

The proposed scheme employs two thresholds, bl (low) and bh (high), and let
B denote the number of cells the buffer can contain. The buffer controller tries to
keep the occupancy level between bl and bh by activating or deactivating the VCs
at packet boundaries according to their priority level. The goal of this packet
discarding scheme is to provide higher priority VCs (i.e. cells, i.e packets) with
most of the bandwidth, to optimize the bandwidth exploitation and to reach
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at the same time a good fairness in bandwidth sharing among equal priority
VCs. VC de/activation depends on the number of successfully transmitted cells
during a time interval, called the current window, which is compared with the
number transmitted by the other VCs. Since the buffer occupancy level has
a cyclic behaviour [10], two thresholds aim at improving the performance by
increasing the number of packets successfully transmitted during each cycle. A
virtual circuit is defined to be active if the buffer controller has decided to accept
the cells of the current packet; otherwise, it is inactive. In addition, if any cell
of the packet must be discarded due to queue overflow, the remainder of that
packet is discarded (tail packet discard).

Let ni be the number of transmitted cells by VC i in the current window;
Am (IM ) be the smallest (largest) ni from the set of currently active (inactive)
VCs. The scheme here proposed is similar to the one presented in [11] with some
variants to take priorities into account. Keeping in mind that during congestion
all VCs send packets continually one beside the other, the scheme works as
follows:

1. if the current buffer level exceeds bh, at the packet boundaries of VC J make
J inactive and always discard HDP cells;

2. if the current buffer level is below bl, at the packet boundaries of VC J make
J active;

3. if the current buffer level is between bl and bh, at the packet boundaries of
VC J the buffer level is falling, J is inactive, nj < Am and J is high priority
make J active;

4. if the current buffer level is between bl and bh, the level is rising, J is active,
nj > IM and J is low priority make J inactive;

5. in all other cases do not change the state of J .

First two rules try to avoid that buffer overflows and underflows for optimiz-
ing the throughput and to save buffer space for high priority data. Third and
fourth ones try to obtain fairness for equal priority VCs by turning on and off
the VCs that have sent fewer or more cells in the current window, with respect
to Am and IM . To handle fairness, the proposed scheme must keep the infor-
mation regarding bandwidth usage of each VC in the current window. Also, it
must maintain a record of the evolution of the buffer occupancy level in time in
order to be able to decide if it is rising or falling.

Considering a homogeneous situation in which r VCs transmit data contin-
ually at a normalized rate of λ (that is, λ is the fraction of the link bandwidth
required by a single virtual circuit), rλ is defined as the overbooking ratio and
for an overloaded link rλ > 1. It is assumed that all packets of all virtual circuits
contain � cells and let k = �1/λ� be the maximum number of virtual circuits
that the link can handle without loss. The values of B, bl, bh largely determine
the goodput, defined as the fraction of the link’s capacity used to carry complete
packets, that it is possible to achieve on a link that has a buffer managed by
this packet discard scheme. In the second half of the paper another definition of
goodput is used in order to take into account not only the link layer throughput
but also the end-to-end throughput when a transport layer protocol is employed.
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If bl and bh are properly set to avoid overflow and underflow and the difference
(bh−bl) is large enough, it is reasonable to foresee a great difference in bandwidth
usage between high and low priority data and a quite good degree of fairness
among equal priority VCs. The reason is that in this condition the scheme can
turn on and off the VCs depending on priorities and bandwidth usage without
penalizing throughput.

4 Packet Discard for DS Domains

In addition to the parameters ni, Am and IM previously introduced, here one
more is defined: Am−LDP . It is used in a similar way as Am but it regards
packets belonging to the Low Drop Precedence level only; the goal is to manage
the fairness of the low drop precedence level data flows separately from the
others.

The second scheme adds some variants to the previous in order to manage
three levels of priorities. The scheme works as follows:

1. if the current buffer level exceeds bh, at the packet boundaries of VC J make
J inactive and always discard HDP cells;

2. if the current buffer level is below bl, at the packet boundaries of VC J make
J active;

3. if the current buffer level is between bl and bh, the level is rising, J is active,
nj > IM and J is either HDP or MDP make J inactive;

4. if the current buffer level is between bl and bh, at the packet boundaries of
VC J the buffer level is falling, J is inactive, nj < Am and J is MDP make
J active;

5. if the current buffer level is between bl and bh, at the packet boundaries of
VC J , J is inactive, nj < Am−LDP and J is LDP make J active;

6. in all other cases do not change the state of J .

The main characteristics here are that LDP data flows are never made in-
active when the buffer level is below the threshold bh and that the fairness is
managed separetely from MDP and LDP flows.

For this scheme performance will be shown also when a transport layer pro-
tocol is employed between the end applications so as to get some outcomes of
its end-to-end influence. Transport layer protocols such as user datagram proto-
col (UDP) and transmission control protocol (TCP) allow hosts to distinguish
between multiple applications by means of port numbers.

An evolution of this basic scheme is also here presented in order to take
into account the window based functioning of TCP. The discarding policy now
takes into account the number of packets already discarded within the same
transmission window in order to decide whether to discard also the current packet
or not. Adding this information to the discarding policy aims at improving the
end-to-end TCP throughput which will be compared with the throughput on
the output link.
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The authors in [25] have determined some relations between two successive
losses within the same TCP connection in order to avoid timeout. In particular,
if only two segments are lost within a window, the window must be greater than
or equal to 10 segments; when three losses occur, the first and the second one
must be spaced far enough to allow the third one to be fast retransmitted while
when TCP looses 4 segments from the same window a timeout is unavoidable.
Therefore, the packet discard scheme previously detailed is now slightly changed
to avoid, when possible, to discard a packet from a certain VC if this VC has
had a “recent” packet loss, with the aim to reduce the probability of loosing
more than three segments within the same window.

In particular, the rule number 3 of the basic scheme is changed as follows:

– if the current buffer level is between bl and bh, the level is rising, J is active,
nj > IM , J is either HDP or MDP and the number of TCP segments already
lost in the current window is < 2, make J inactive

The rationale of this addition consists of trying to delay as long as possible
another loss in the current TCP window to decrease the probability of timeouts,
whenever two or more losses have already occured. In section 5 this scheme will
be called version 2.

5 Numerical Results

A simulation program of the algorithms previously described has been developed
to study the performance in terms of per VC bandwidth usage, output link
goodput, fairness in bandwidth usage and end-to-end, i.e. TCP, goodput.

TCP goodput is defined as the fraction of the link’s capacity used to carry
complete IP packets containing TCP segments correctly accepted by the TCP
on the receiver host.

The bandwidth usage is the figure of merit for the level of quality assigned
to each VC in presence of congestion and it must respect the drop precedence
level of the related user data flow. The discarding schemes will then be tested
on this parameter as well. Besides, it is worth reminding that the proposed
schemes employ two thresholds which aim at increasing the number of succesfully
transmitted packet per cycle, thus improving the goodput.

The simulation requires to set up several parameters: the simulation duration
is 1000 packet times long, the current window is 200 packet times. All numerical
results assume a TCP maximum segment size equal to 960 bytes, which gives IP
datagram of 1000 bytes (20 bytes TCP header + 20 bytes IP header), maximum
congestion window size is 64 Kbytes. Also, � is set to 21 to represent one ATM
adaptation layer (AAL) 5 packet.

Assuming a 600 Mbit/s output link, the bandwidth usage is considered in the
overbooking ratio range up to 3 Gbit/s which is a likely scenario, which means
rλ in the range [1..5]. The schemes have been evaluated in different operating
scenarios and traffic patterns, namely, with homogeneous sources sending data
at the same rate, or normalized rate λ, and with non homogeneous sources which
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have been grouped in two different sets characterized by different data rates, λ1

and λ2 respectively.
Next paragraphs will report some numerical results for these two main sce-

narios in enterprise networks and DS domains.

5.1 Packet Discard for Enterprise Networks

In enterprise networks, where congestion is supposed to be rare and very short,
two drop precedence levels may be enough so that the reported results refer to
the scheme described in section 3.

Homogenous Sources Two situations are here analyzed. Both refer to an
homogeneous situation meaning that all VCs have the same rate. Case 1 has
k = 12, B = 512, bh = 256, bl = 64 and 1/3 of the VCs are LDP. Case 2
corresponds to k = 10, B = 812, bh = 512, bl = 128 and 1/4 of the VCs are
LDP. In all cases the LDP level VCs have been randomly chosen.

Figure 1 refer to case 1 and show the bandwidth usage for each VC for an
overbooking ratio equal to 2. In Figure 1 LDP (high priority) VCs belong to
the number set (3, 6, 9, 11, 15, 18, 20, 23): most of the bandwidth is assigned to
higher priority VCs and within the two classes of services a significant level of
fairness is obtained.

Figure 2 refer to case 2 and show the bandwidth usage for each VC for an
overbooking ratio equal to 3. In Figure 2 LDP VCs belong to the number set
(2, 5, 8, 11, 15, 18, 22, 26) and the bandwidth is again assigned mostly to high
priority VCs with a reasonable fairness.

Table 1. Goodput as a function of the overbooking for the two analyzed cases

overbooking ratio = 2 3 4 5
Case 1 0.9772 0.9825 0.979 0.9786
Case 2 0.9977 0.9993 0.9995 0.998

Table 1 shows the goodput values reported for the two considered cases and
underlines the effectiveness of the proposed scheme in optimizing the output
link.

It is worth noting that since the overall goodput for each case is so high, the
previous figures about bandwidth usage also represent the distribution of the
goodput among VCs.

The results obtained mainly match the proposed target of assigning the out-
put link to LDP VCs first, keeping the goodput as high as possible and trying
to provide an equal sharing of the link among equal priority VCs.
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Non Homogeneous Sources In this section the packet discard scheme is
studied in a different scenario. Let us assume that VCs have two different rates,
λ1 and λ2 with λ1 > λ2. It is also assumed that VCs still transmit packets
of the same length, � = 21. As a consequence, the packet transmission time is
different for VCs with different rates and �/λ1 < �/λ2. Therefore, during the
transmission time T2 = �/λ2 more than one packet boundaries per each VC can
occur for faster VCs. This means that faster VCs ask the buffer controller for
more accesses to the buffer than slower ones and this may lead to some unfairness
between fast and slow VCs.

In the following cases, high priority is assigned to faster VCs, i.e. they have a
LDP level, assuming that they are used for time critical applications or because
users simply pay for that. Of course, other assumptions and mixes can be made
but they will not be discussed here.

In figure 3 λ1 = 0.2, λ2 = 0.1, r1 = 5 and r2 = 30 and the overbooking ratio
is then r1λ1 + r2λ2 = 4; the high priority VCs (2, 13, 23, 28, 33) are 1/7 of the
total. Again, as desired, they get most of the bandwidth and HDP (low priority)
VCs can take small portions of it.

Basically, all the bandwidth is taken by the r1 sources and a quite good level
of fairness is achieved among them. On the other hand, the r2 sources get almost
nothing but, actually, this is just what we want: priorities have been set up to
assign resources, i.e. bandwidth, to specific users, in particular during the short
congestion intervals.

5.2 Packet Discard for DS Domains

In large DS domains it is likely that congestion occurs more often in DS nodes
than in enterprise networks. Thus, a more accurate packet discard scheme must
be employed to take into account more than two drop precedence levels.

The following results have been obtained by using the two discarding schemes,
basic and version 2, detailed in section 4, which can treat in a different way data
flows belonging to three different priority levels, namely LDP, MDP and HDP
levels. As previously mentioned, the schemes will be evaluated also on end-to-end
basis when TCP is employed. Therefore two kinds of goodput will be discussed:
ATM goodput, which is the goodput at link level, and TCP goodput, which is
the end-to-end goodput.

Homogenous Sources Two situations are here analyzed as well. Both refer to
an homogeneous situation, again meaning that all sources have the same rate.

Case 1 has k = 12, B = 512, bh = 256, bl = 64.
Case 2 corresponds to k = 10, B = 812, bh = 512, bl = 128.
Table 2 shows the goodput values reported for the two considered cases as

a function of the overbooking ratio. First of all, from this table we can see the
remarkable difference in performance between link and end-to-end level. While
the proposed scheme provide almost 100% goodput at link level, for the TCP end-
to-end connection the goodput is lower and drops in the range of 30−40% as the
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overbooking ratio increases beyond 2− 3. However, it is worthwhile noting that
the version 2 of the packet discard scheme manages to keep high TCP goodputs
for overbooking ratios equal to 1.5 and 2, improving then the basic scheme, but
as soon as the load goes beyond these values, it performes as the basic scheme
because of heavy congestion. This last point is very important because many
previous works have evaluated the influence of packet discard schemes on TCP
connections with typically overbooking ratio values in the range of 1.5− 2.

The main conclusion here is that the proposed packet discard schemes can
provide good results also on end-to-end basis but their performance in terms of
end-to-end goodput rapidly deteriorate as soon as the node gets heavily con-
gested, as opposed to link level goodput which is always very high and in many
cases increases by increasing the overbooking ratio [10].

Figure 4 refer to case 1 and show the bandwidth usage for each VC for an
overbooking ratio equal to 2. In this figure LDP (high priority) VCs belong to
the number set (2, 5, 10, 13, 17, 22) and have been randomly chosen. Also, the set
(3, 6, 9, 11, 15, 18, 20, 23) corresponds to MDP VCs.

The main result is that the scheme version 2 assignes the output link band-
width respecting the drop precedence levels: almost 50% of the bandwidth is
given to LDP flows at the link level, and even more at the TCP level, and fairly
shared among them, roughly 8% each; the eight MDP flows get approximately
6% each; finally, also HDP flows get some bandwidth, roughly 4% all together.

Table 2. ATM and TCP Goodput as a function of the overbooking for the two
analyzed cases

overbooking ratio = 1.5 2 3 4 5
Case 1 - ATM Gput 0.9994 0.9989 0.9982 0.9979 0.9981
Case 1 - TCP Gput (basic) 0.5853 0.7209 0.3832 0.3377 0.337
Case 1 - TCP Gput (version 2) 0.9778 0.7385 0.3723 0.3347 0.336
Case 2 - ATM Gput 0.9995 0.9994 0.9991 0.999 0.999
Case 2 - TCP Gput (basic) 0.8236 0.771 0.5587 0.4261 0.3987
Case 2 - TCP Gput (version 2) 0.9958 0.8917 0.5661 0.3869 0.3925

Figure 5 refer to case 2 and show the bandwidth usage for each VC for an
overbooking ratio equal to 5. In this figure LDP (high priority) VCs belong
to the number set (2, 5, 10, 12, 15, 22, 25, 30, 32, 35, 42, 45) and again have been
randomly chosen. Also, the set (3, 6, 9, 13,16,19,20, 23, 26,29, 33, 36, 39, 40,
43,46, 49,50) corresponds to MDP VCs. Also in this case, the proposed scheme
respects the drop precedence levels: 52.8% of the bandwidth is given to the
twelve LDP flows and fairly shared among them, roughly 4.4% each; the sixteen
MDP flows get approximately 2−3% each. Also HDP flows get some bandwidth,
roughly 0.04% each, with 0.8% the amount for the whole HDP level. Again, it
is important to underline the remarkable level of fairness obtained within each
level.
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Non Homogeneous Sources As in subsection 5.1, VCs may have two different
rates, λ1 and λ2 with λ1 > λ2, and transmit packets of the same length, � = 21.

Figure 6 refers to the case with k1 = 5, k2 = 10, r1λ1 + r2λ2 = 4, B = 512,
bh = 256, bl = 64, (3, 6, 9, 13, 17, 20, 26, 30, 32) are the LDP VCs, randomly
chosen again, and it shows how the goodput is distributed among the VCs at
ATM and TCP level. The r1 = 5 fast sources are in the set (2, 13, 23, 28, 33): one
of them has LDP level (number 13), two have a MDP level (number 2 and 28)
and two a HDP level (23 and 33). It is worthwhile noting that the bandwidth has
been assigned according to the drop precedence levels also in this case meaning
that the proposed scheme can effectively support the presence of different rates
sources. Actually, with respect to the results with homogenous sources, here
there is more fluctation in the amount of assigned bandwidth within each level
but, still, the difference among them is clear. As a matter of fact, considering
the LDP sources, five get 6.3% the bandwidth, three the 5.8% and one the
3.9%, and the sum is roughly 52.8%; as regards the twelve MDP sources, they
get on average the 3.8%, globally the 45.6%; finally the HDP sources share the
remaining 1.6%, which is roughly 0.1% each.

Thus, basically the output link bandwidth is assigned to LDP and MDP
sources, even if a small portion is given also to HDP level ones, and between
them most of it is taken by LDP sources that is exactly what we want. In
addition, a quite good level of fairness is achieved among flows belonging to the
same drop precedence level.

It is important to note that in this case, overbooking ratio equal to 4, the
goodput at cell level is 99.94% , while when TCP is taken into account it drops
to 32.9%, underlining again the remarkable difference between link and end-to-
end perfomance for high load values. Therefore, the values of bandwidth usage
reported in the figure show how these goodputs distribute over the VCs.

6 Conclusions

In this paper some selective packet discard schemes have been proposed for
managing congestion in output buffered ATM switches taking into account the
class of service, or drop precedence level, of the incoming data flows. They have
been employed in network nodes in two different scenarios, namely enterprise
networks and differentiated service domains. Their goal is to provide output
bandwidth to data streams in accordance to their priority and two or three
priority levels have been considered. Also, they have to mantain high goodputs
and fair exploitation of the bandwidth of the output link among equal-priority
flows. The goodput has been studied both on link-by-link basis and on end-to-
end when TCP is assumed as transport level protocol.

The analyzed schemes try to keep the buffer occupancy level between two
thresholds as long as possible by de/activating the VCs depending on the number
of successfully transmitted packets in a time window and on the drop precedence
level, in order to provide high goodput and good fairness in bandwidth sharing
among equal priority VCs. In addition, one scheme has been changed to take into



250 Maurizio Casoni

account the number of TCP segment losses occured within a TCP congestion
window so as to reduce the occurency of timeouts.

For the operating scenarios, homogeneous and non homogeneous, here taken
into account the proposed schemes have been shown to meet the mentioned
target and, in particular, to be capable of managing successfully different priority
data flows without excessively penalizing throughput or fairness.

In conclusion:

– Packet discard schemes based on thresholds are effective to differentiate in-
coming traffic into two or three classes of service, to provide a reasonable
fairness among equal priority flows and to keep a very high link level good-
put;

– These schemes can provide good results also on end-to-end basis but their
performance in terms of end-to-end goodput rapidly deteriorate as soon as
the node gets heavily congested

– An overbooking ratio equal to 2 can be considered a threshold value to get
good values of end-to-end goodputs

The above results have been obtained through simulation so that it is not
straightforward to foresee the exact behaviour of the scheme in a real network.
As a matter of fact, realistic scenarios can be more complex than the ones here
presented and analyzed. Combinations of different packet lengths with many
different data rates and priorities are possible and this is current work.

The subject of packet discarding schemes is still open to discussion about
their effectiveness, as recent literature has underlined, so that many more inves-
tigations and possibly test-beds are necessary to better clarify this issue. How-
ever, these first results show that is possible to set up a packet discard scheme
whose task is to provide class-dependent bandwidth assignment with acceptable
fairness and reasonably high goodputs.
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Fig. 1. Bandwidth usage for each virtual circuit; k = 12, rλ = 2, B = 512,
bh = 256, bl = 64; dotted line represents the ideal sharing corresponding to 1/24
of the output link.
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Fig. 2. Bandwidth usage for each virtual circuit; k = 10, rλ = 3, B = 812,
bh = 512, bl = 128; dotted line represents the ideal sharing corresponding to
1/30 of the output link.
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4, B = 512, bh = 256, bl = 64; (2,13,23,28,33) are the high priority VCs.

0.01

0.02

0.03

0.0417

0.06

0.07

0.08

0.09

2 5 10 13 17 22

B
an

dw
id

th
 u

sa
ge

VC number

ATM
TCP

Fig. 4. Bandwidth usage for each virtual circuit at ATM and TCP level; k = 12,
rλ = 2, B = 512, bh = 256, bl = 64; (2,5,10,13,17,22) are the low drop precedence
VCs.



254 Maurizio Casoni

0.0003

0.01

0.02

0.03

0.04

0.045

2 5 10 12 15 22 25 30 32 35 42 45

B
an

dw
id

th
 u

sa
ge

VC number

ATM
TCP

Fig. 5. Bandwidth usage for each virtual circuit at ATM and TCP level; k = 10,
rλ = 5, B = 812, bh = 512, bl = 128; (2,5,10,12,15,22,25,30,32,35,42,45) are the
low drop precedence VCs.

0.0001

0.01

0.02

0.03

0.06

0.07

3 6 9 13 17 20 26 30 32

B
an

dw
id

th
 u

sa
ge

VC number

ATM
TCP

Fig. 6. Bandwidth usage for each virtual circuit at ATM and TCP level; k1 = 5,
k2 = 10, r1λ1 + r2λ2 = 4, B = 512, bh = 256, bl = 64; (3,6,9,13,17,20,26,30,32)
are the low drop precedence VCs.



Analysis and Simulation of WF2Q+ Based

Schedulers: Comparisons and Compliance with
Theoretical Bounds

Nicola Ciulli1 and Stefano Giordano2

1 Consorzio Pisa Ricerche - META Center
corso Italia, 116 - 56125 Pisa, Italy

n.ciulli@cpr.it

http://www.meta.cpr.it
2 Dept. of Information Engineering - University of Pisa

Via Diotisalvi 2 - 56126 Pisa, Italy
giordano@iet.unipi.it

http://wwwtlc.iet.unipi.it

Abstract. The statistical multiplexing of non-fixed-size packet flows
with heterogeneous requirements onto a single network interface of a
router gave rise to a number of different scheduling mechanisms. These al-
gorithms attempts to work as close as possible to the ideal “fluid model”.
One of the most effective proposals is theWorst-case Fair Weighted Fair
Queueing (WF2Q); this pays its optimality with a great computational
complexity and has been followed by more “operative” derivatives: the
WF2Q+ and S-SPFQ. The former has not been specified with a univocal
algorithm, thus leaving space for a number of implementations: this arti-
cle aims to analyse and compare the different algorithms coming out from
the WF2Q concept at both theoretical and “practical” level (by means of
simulations). To this purpose, an on-purpose discrete-event simulator for
packet schedulers has been implemented at the University of Pisa. The
simulations also allowed to verify to what extent the operative versions
of WF2Q fulfill to the WF2Q theoretical properties.

1 Introduction

Forwarding a number of packet flows (i.e. inter-related sequences of packets)
through a single network interface in a router requires the use of proper sta-
tistical multiplexing disciplines (i.e. packet schedulers) to regulate the access of
packets from multiple queues to the interface. The purpose is to provide differ-
ent shares of the service resource (i.e. bandwidth) to the different flows and, for
this reason, they can be considered the basic functions to implement a service
differentiation over IP networks. Other queueing disciplines (such as discarding
functions) may be used, and have been implemented in our IP-QoS trial, but for
sake of conciseness the tests shown in this article focus only on the scheduling
aspect.
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A packet scheduling key problem rises from the basic fact that only one
packet at a time can be transmitted through a network interface. This leads to
consider as “merely ideal” the scheduler model where all the flows are served
simultaneously (possibly at different “speeds” - i.e. shares of bandwidth). These
models are often referred to as Generalised Processor Sharing (GPS) or Fluid
Fair Queueing (FFQ) schedulers.

The problem of sharing link bandwidth among different flows (mapped into
scheduler “connections”) causes a number of alternative proposals aiming to
realise the scheduling algorithm which better approximates the ideal behaviour
of the GPS model.

1.1 The Problem of GPS Approximation

The “distance” of the approximation from its ideal model is measured through
a set of properties and parameters, among which one of the most significant is
the “fairness”, introduced later on. Here are listed some aspects under which a
“real” packet scheduler may differ from the “ideal” one:

– since only one packet can be served each time, in different periods the whole
link bandwidth is given to a single connection, and the link capacity is shared
among the connections only in terms of their average values computed over
“long” periods of time. (i.e. “long enough” to smooth such granularity in
bandwidth allocation).

– In the GPS model, a packet entering a queue will wait for service for the time
needed by the scheduler to clear the queue. In the real scheduler, the packet
may experience a longer delay; e.g. if the packet enters an empty queue and
the scheduler is busy, its transmission will not start immediately (as in the
GPS model), but when the packet under service is finished.

– On the other hand, a packet may finish its service in the real scheduler sooner
than in the GPS; e.g. if a packet enters an empty queue when the server is
idle, its service time is L/C in the real scheduler (where L is the packet’s size
and C the link capacity), and L/r in the GPS (where r is the connection’s
service rate).

– As a consequence of the last two points, the connection queue occupancy
in the real scheduler is different from the one in the GPS. The discrepancy
between two corresponding queues should be limited and, possibly, small
(the same applies to queueing delays).

1.2 Packet Scheduler “Fairness”

A fair scheduler manages the link bandwidth in such a way to give each connec-
tion an amount of service (i.e. time spent serving) proportional to its reserved
rate, on any time interval. An unfair scheduler may offer a class, in some short
periods, a service rate different from the allocated one. In real schedulers the
shortest interval considered is the packet time, since during a packet service the
whole link is owned by a single connection. The ideal behaviour is reached when
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wi(t1, t2) = wk(t1, t2) ∀i, k ∈ B(t1, t2) (being B(t1, t2) the set of backlogged
connections and wi(t1, t2) is the service offered to class i, normalised to its al-
located rate, in the interval ]t1, t2[). The condition above is satisfied for any
t1, t2 only by the GPS, whereas in a real system (since the granularity is the
packet) it is never true at all and some indexes have been proposed to measure
the scheduler behaviour in terms of fairness.

A good fairness index is the distance among the normalised services of the
various connections on different time intervals. Another index is the Worst-case
Fair Index (WFI) [1], which we focussed on; being ri the service rate for class i,
the WFI for scheduler S is defined as the value Ci,S such that, for each packet,
the following condition is true:

dk
i ≤ ak

i + Qi,S(ak
i )/ri + Ci,S , (1)

where ak
i is the arrival time of the packet at the ith connection’s queue, dk

i is its
departure time and Qi,S(t) is the queue occupancy at time t+ (thus, Qi,S(ak

i )
includes the newly arrived packet).

1.3 The WF2Q Algorithm

The WF2Q has been introduced as a fairer variation of the basic WFQ structure.
The WFQ [2][3] belongs to the class of sorted-priority schedulers 1 and is based
on the emulation of the corresponding 2 GPS system, by means of a “System
Potential” (or “Virtual Time”) function (which measures the overall work carried
out by the GPS). When the WFQ is ready for service it chooses, among all
the head-of-line packets, the one finishing its service first in the GPS, if no
other packets were to arrive after the start of the service (this is a SFF policy:
Smallest virtual Finish time First). The WFQ allows a good packet interleaving,
but it may start serving also packets which would not have gone under service
in the GPS yet, resulting in “bursts” of service on a single connection (for some
reservation layouts and traffic inputs the WFQ’s WFI increases linearly with the
number of connections).

In order to overcome this weak point, the WF2Q’s set of service eligible
packets is reduced to those packets which would have already started their service
in the GPS (in the WFQ it is the whole group of head-of-line packets). This is an
SEFF (Smallest Eligible virtual Finish time First) policy, and allows a very fine-
grain interleaving of packets from the different connections and, consequently, a
greater fairness.
1 The sorted-priority schedulers carry out a packet-by-packet scheduling according to
some time-varying priority assigned to each connection and provides a better fairness
with respect to the frame-based schedulers (which divide the time into frames, assign
a time-slot to each connection and serve bursts of packets in it – a famous example
of them is the Weighted Round Robin (WRR)).

2 Two packet schedulers are corresponding systems if they have the same configuration
(same set of connections - in terms of queue length, service rate), and same incoming
traffic patterns.
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In the remainder of this article, section 2 introduces some details on the
WF2Q-based scheduling algorithms and outlines the symbolism which will be
used throughout the article. In section 3 some comparisons among packet sched-
ulers are carried out.

2 Overview of WF2Q-Based Scheduling Algorithms

2.1 Some History

As introduced in section 1.3, the main computational burden in the WFQ and
WF2Q implementations is the calculation of a system potential function. Thus,
the WF2Q proposal has been followed by many “operative” algorithms which
try to approximate it. Among these schedulers, generically named as “WF2Q+”,
some descend directly from the original WF2Q+ definition [4], whereas one (the
Shaped Starting Potential Fair Queueing – S-SPFQ) is the outcome of an in-
dependent work [5] (placed under the “WF2Q+” class since it is actually an
operative version of the WF2Q). The following list provides a bit of information
on these WF2Q+ schedulers, which will be analysed more thoroughly later on:

– The S-SPFQ is the only well-defined packet scheduler, in the sense that
a real algorithm is provided with it: the system potential approximation
comes along with an algorithm which tells when the potential update should
be done (this piece of information is needed, as explained in section 2.3).

– The “Varma” WF2Q+ (V-WF2Q+) is a WF2Q+ inspired by the S-SPFQ
algorithm structure, but with a different set of assumptions; the V-WF2Q+
is defined in this article in order to explore one more direction for the WF2Q
operative schedulers, mainly for comparison purposes.

– The “Zhang” WF2Q+ (Z-WF2Q+) has been “hinted” at in [4], i.e. some
information is missing to get an algorithm out of it (see section 3.2. The
Z-WF2Q+ (which should, in Zhang’s honour, be referred to as theWF2Q+)
algorithm can be inferred from some considerations in literature and from a
practical implementation of it (the C-WF2Q+, a piece of C++ code for the
NS 2.1 simulator [8]). But the C-WF2Q+ algorithm seems to be substantially
different from Z-WF2Q+. See section 3.2 for further details.

2.2 Approximated System Potential Formulas for the WF2Q+

In order to overcome the calculation of the Virtual Time function, which is a
very heavy duty in a real-time implementation, Zhang proposed [4] a Virtual
Time function approximation, which is recursively updated on the basis of the
overall service amount carried out by the real scheduler 3:

VS(t2) = max

{
VS(t1) + W (t1, t2), min

i∈B(t2)
SP

hi(t2)
i

}
, (2)

3 Another approximated Virtual Time function appears in [5] (where the S-SPFQ is
defined), with a different notation: “Potential” (P ) instead of “Virtual Time” (V ),
“Starting, Finishing Potential” (SP , FP ) instead of “Starting, Finishing Time” (S,
F ). In this article these basically equivalent concepts will be used indifferently.
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where W (t1, t2) is the amount of work carried out by the scheduler S in [t1, t2].
If the scheduler is constantly active in such a period, W (t1, t2) = t2− t1. B(t2) is
the set of backlogged connections at t2 and hi(t2) is the index of the head-of-line
packet of connection i at time t2: i.e. mini∈B(t2) SP

hi(t2)
i is the smallest starting

potential at time t2. As can be noticed, the potential at a given time is obtained
from the potential at a previous time and from the work carried out by the real
scheduler in between.

Another layout for the above formula exists [7], and might seem different:

ṼS(t2) = max

{
ṼS(t1) + W (t1, t2), min

i∈B(t1)
SP

hi(t1)
i

}
. (3)

The difference is that the minimum SP is evaluated at time t1 instead of t2.
The two formulas can be considered the same if t1, t2 ∈ ]ts, te] (a single “service
interval”), where ts is the starting time of the current service and te is the finish
time of the current service. In fact, the minimum SP does not change in ]ts, te],
as explained in the proof of theorem 2.

2.3 “Transitivity” of Zhang’s WF2Q+ System Potential Formula

Zhang’s formula allows to evaluate the potential at time t by knowing the po-
tential at a previous time t0, the work done by the scheduler in ]t0, t[ and the
minimum SP among all the backlogged queues at time t (briefly indicated as
SPmin(t)). Thus, the V (t) function can be written as:

V (t) = f (V (t0), W (t0, t), SPmin(t)) . (4)

Theorem 1. With the above potential definition, given t0, t1, t2 belonging to
the same service interval, the potential value at time t2 obtained from the status
at time t0 is different from the potential calculated starting from the status at
time t1, being the potential at time t1 obtained by the status at time t0. That is,
defining

V (t2) = f (V (t0), W (t0, t2), SPmin(t2)) , (5)

V̂ (t2) = f (V (t1), W (t1, t2), SPmin(t2)) , (6)

being V (t1) = f(V (t0), W (t0, t1), SPmin(t1)),

∃ t0, t1, t2 ∈ ]ts, te] | V (t2) �= V̂ (t2) . (7)

Proof. Let’s write explicitly the formulas:

V (t2) = max {V (t0) + W (t0, t2), SPmin(t2)} ; (8)
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V̂ (t2) = max {V (t1) + W (t1, t2), SPmin(t2)} =
= max {max {V (t0) + W (t0, t1), SPmin(t1)}+ W (t1, t2), SPmin(t2)} . (9)

SPmin(t) is constant ∀t ∈]ts, te], since the set of head-of-line packets at ts does
not change and any newly arrived packet on an empty queue (which causes a
pool change) will be assigned an SP greater than the min(SP ). Let’s call K
this constant value: SPmin(t1) = SPmin(t2) = K; thus,

V̂ (t2) = max {max {V (t0) + W (t0, t1), K}+ W (t1, t2), K} =
= max {V (t0) + W (t0, t1), K}+ W (t1, t2) . (10)

Now, there can be two sub-cases:

1. if V (t0) + W (t0, t1) ≥ K:

V̂ (t2) = V (t0) + W (t0, t1) + W (t1, t2) = V (t0) + W (t0, t2) (11)

(note that ∀ta, tb, tc W (ta, tb)+W (tb, tc) = W (ta, tc) ). Then, since V (t0)+
W (t0, t2) ≥ K (being W (t0, t) a monotonous non decreasing function in t),
we have:

V (t2) = V (t0) + W (t0, t2) (12)

thus, in this case, V (t2) = V̂ (t2).
2. but, if V (t0) + W (t0, t1) < K, the potential values are:

V̂ (t2) = K + W (t1, t2) (13)

V (t2) =
{
if V (t0) + W (t0, t2) ≥ K V (t0) + W (t0, t2)
if V (t0) + W (t0, t2) < K K

< V̂ (t2) (14)

both values are possible for V (t2), depending on W (t1, t2); for both V (t2)
values, V (t2) < V̂ (t2).

2

The above proof shows that the potential updating formula is not enough to de-
fine a WF2Q+ scheduler, and the V (t) formula should be re-defined as V (t, t0).
The specification of a potential updating algorithm is also needed. Two schedul-
ing algorithms which use such an approximated potential function and update it
at different times may be different, but it is not evident that the different poten-
tials induce different output packets ordering. This aspect has been investigated
by means of simulations and presented in section 3.
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2.4 Overview of the Algorithms

The symbols used are the following:

1. pk
i is the kth packet of connection i, Lk

i its length and ak
i its arrival time;

2. SP k
i and FP k

i are, respectively, the starting and finishing potentials of pk
i ;

3. te is the time at which the last service ended;
4. V (t+e ) is the potential evaluated at te, but after the calculations done at the

end-of-service.

A note on the Z-WF2Q+ and C-WF2Q+: the two algorithms differ from the S-
SPFQ and V-WF2Q+ models in that the last ones use the SP and FP variables
for each packet in the queue system, whereas the first ones use one (SP , FP )
couple for the whole connection, thus reducing the complexity.

Furthermore, S-SPFQ and V-WF2Q+ take actions at three events: (1) when
enqueueing a packet, (2) when deciding on the next packet to send and (3) when
ending the service of a packet. Z-WF2Q+ and C-WF2Q+, instead, are based on
an action to be taken when a packet reaches the head of its queue and on an
action taken when scheduling the next packet. Anyway, their “two-triggering-
events” scheme can be easily mapped into S-SPFQ’s and V-WF2Q+’s “three-
triggering-events” scheme (on which we based our table), by distinguishing the
two possible times when a packet can reach the head of its queue: when being
enqueued on an empty queue or when the packet ahead of it is scheduled for
service.

The different scheduling algorithms are summarised in table in Figure 1.

3 Commonalities and Differences

A thorough set of comparisons between the WF2Q derivatives is here presented.
The comparisons are carried out at theoretical level and with the support of sim-
ulations, as well. The simulation tool is a discrete-event simulator (“sch sim”)
tailored for packet scheduling algorithms, implemented at the Information En-
gineering Dept. NetLab of University of Pisa. Sch sim processes input traffic
traces running a number of scheduling algorithms along with the corresponding
GPS system. Two relevant features are the exact implementation of WFQ and
WF2Q algorithms and assessment of theoretical properties of an algorithm (e.g.
differences between the real scheduler and GPS queues lengths).

3.1 S-SPFQ and V-WF2Q+

The two algorithms share the same “packet selection” and “end-of-service” op-
erations. The difference is in the “packet arrival” operations, where they have
two different ways to calculate the SP of the newly arrived packet. Now, the
two algorithms use different terms in the second member of the max expression.
The V-WF2Q+ uses

VV WF 2Q+(ak
i ) = max

{
VV WF 2Q+(ts) + ak

i − ts, min
i∈B(ak−

i )
SP

hi(a
k−
i )

i

}
, (15)
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Fig. 1. Example of S-SPFQ and V-WF2Q+ system potential evolution

where ts is the current service start time. Note that SPmin is calculated at ak−
i :

the newly arrived packet is not taken into account when evaluating the minimum
SP , being its SP not yet defined. This is quite reasonable, thus the “-” sign in
ak−

i will not be used in the remainder of this document, because SPmin(ak−
i ) will

unambiguously indicate the minimum SP evaluated at the packet arrival on a
pool of head-of-line packets which does not include the newly arrived packet. It’s
easy to see that the S-SPFQ formula for the SP calculation is a simplification
of the V-WF2Q+’s one; in fact, S-SPFQ uses

VSSPFQ(ak
i ) = VSSPFQ(ts) + ak

i − ts . (16)

Explanation of the S-SPFQ Potential Updating Formula at Packet
Arrival. We can set out the problem according to the following theorem.

Theorem 2. The S-SPFQ and V-WF2Q+ use the same potential formula (15),
but, once started a packet’s service, the V-WF2Q+ excludes the packet’s SP from
the pool B(t) over which min(SP ) is evaluated, whereas the S-SPFQ keeps its
SP in that pool, and extract it just before ending its service and calculating
the new potential. Thus, the min(SP ) calculated at end-of-service is the same
for both schedulers (⇒ the potentials are the same at that time), whereas the
ones evaluated at packet arrival times (during a service) are different (⇒ the
potentials may be different).
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Proof. Here it will be proved that the S-SPFQ’s different management of the
served packet’s SP leads to the simplified formula (16).

Be ]ts, te] the service interval considered; since the packet under service
is not included in the V-WF2Q+’s set of packets for the min(SP ) evalua-
tion, SPmin(t) is constant in ]ts, te] 4 and has a point of discontinuity in ts:
SPmin(t−s ) �= SPmin(t+s ). The BSSPFQ(t) set, on the contrary, includes the
packet under service, until t−e , that is just a “thick” before its end-of-service
time; then, the SSPFQ SPmin(t) is constant in [ts, te[ and has a point of dis-
continuity in te: SPmin(t−e ) ≤ SPmin(t+e ). Of course, a te is the “ts” of the next
interval. It is interesting that, for the S-SPFQ, the min(SP ) evaluated at the
end of the previous service is the same as evaluated at packets arrivals in [ts, te[.
Let’s refer to the min(SP ) value in [ts, te[ as K:

VSSPFQ(ts) = VSSPFQ(teprev ) =
= max

{
VSSPFQ(tsprev ) + teprev − tsprev , K

} ≥ K , (17)

where tsprev and teprev are, respectively, the starting and ending times of the
previous service. Note that ts = teprev , and is the instant soon before the start-
ing of the current service, when the potential is updated (being the set of SPs
updated), as explained in the following. Thus, a-fortiori

∀ak
i ∈ [ts, te[ VSSPFQ(ts) + ak

i − ts ≥ SPmin(ts) = SPmin(t+s ) = K . (18)

2

Explanation of the Notation. A clarification is needed on the notation used
to express the end-of-service (≡ beginning-of-service) times (ts,e− , ts,e , ts,e+).
At these times, both S-SPFQ and V-WF2Q+ perform instantaneously two main
changes to the system status: (1) the potential function is updated and (2) a
new packet is scheduled for transmission – and the min(SP ) either changes (V-
WF2Q+) or not (S-SPFQ). In order to distinguish among the various steps at
the same instant ts,e, the following notation is used in this article:

– t−s,e is the time right before the potential update; nothing has changed yet.
– ts,e indicates that the potential has been updated (for the S-SPFQ, this

means that the ended packet’s SP has been removed from the pool), but a
new packet has not been scheduled yet.

– t+s,e indicates that the new packet has been scheduled; in case of V-WF2Q+,
the packet’s SP has been removed from the pool over which min(SP ) is
calculated; everything now has been done.

Thus, V (t−s,e) is the potential right before the update, V (ts,e) is the updated
potential and (in the V-WF2Q+ case) V (t+s,e) is a new potential value, since it
is calculated as the maximum between V (ts,e) and the (possibly) new min(SP ).
4 For both V-WF2Q+ and S-SPFQ, a new packet arrival on an empty queue in ]ts, te]
may change the B(t) set but not the min(SP ), since the new packet’s SP ≥ V (ts) ≥
SPmin(ts), and SPmin(ts) belongs to a packet in the system in ]ts, te].
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Now we can better explain the statement on the min(SP ) discontinuities.
In both V-WF2Q+ and S-SPFQ, the min(SP ) has a discontinuity at the end
(beginning) of services. But in the V-WF2Q+ the discontinuity is associated to
action 2, i.e. between ts,e and t+s,e, whereas in the S-SPFQ the discontinuity is
associated to action 1, i.e. between t−s,e and ts,e.

Temporal Evolution of V-WF2Q+’s and S-SPFQ’s System Potential.
This section provides a graphical representation example of the qualitative trends
of S-SPFQ and V-WF2Q+ system potentials. The right plot in Figure 2 al-
lows to see the two potential overlaid. The parts where VSSPFQ(t) differs from
VV WF 2Q+(t) are represented as dashed lines.
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Fig. 2. Example of S-SPFQ and V-WF2Q+ system potential evolution

Difference between V-WF2Q+ and S-SPFQ SPs Evaluated at Packet
Arrivals. The different S-SPQF and V-WF2Q+ potential formulas may cause
different potential values to be evaluated at a packet arrival (assumed that the
server is busy) and, consequently, a different Starting Potential assigned to that
packet. A further discussion is needed on the last consequence. First, let’s re-
call that SSP k

i = max
{

SFP k−1
i , VS(ak

i )
}
, where “S” is either S-SPFQ or V-

WF2Q+. Using the formulas (15) and (16), the SPs can be written as:

V WF 2Q+SP k
i = max

{
V WF 2Q+FP k−1

i , VV WF 2Q+(ts) + ak
i − ts, SPmin(ak

i )
}
(19)

SSPFQSP k
i = max

{
SSPFQFP k−1

i , VSSPFQ(ts) + ak
i − ts

}
(20)
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Let’s divide our discussion into two cases:

1. If packet arrives at ak
i and finds an empty queue, and its previous packets

was served “enough” time before ak
i , it may be true that

FP k−1
i

(
= SP k−1

i + Lk−1
i /ri

)
< VS(t+s )

(≤ VSSPFQ(ak
i ) ≤ VV WF 2Q+(ak

i )
)

(21)

this is true if SP k−1
i is lower “enough” than the min(SP ) which contributes

to VS(t+s ) (i.e. if pk−1
i was served enough time ago). Here we used the prop-

erty that the SP of a packet is always higher than the SP of a previously
arrived packet. If, in addition, SPmin(ak

i ) ≤ VV WF 2Q+(ts) + ak
i − ts, we get:

V WF 2Q+SP k
i =SSPFQ SP k

i = VS(ts) + ak
i − ts (22)

(remember that V-WF2Q+’s and S-SPFQ’s potentials have the same value
right after the beginning of a service). This, actually, proves that the SPs
assigned to a packet by V-WF2Q+ and S-SPFQ may be equal.

2. But, in any other case, e.g. when a packet enters a backlogged session, the
above assumptions can’t be made, and the new SP may be equal either to
the previous packet’s FP (which may be different for the two schedulers) or
to system potential (which may be different for the two schedulers).

Are the V-WF2Q+ and S-SPFQ Different? The possibility that different
SPs are assigned by the V-WF2Q+ and S-SPFQ to a newly arrived packet, may
not prevent the two schedulers from having always the same output packets
sequence (thus being equivalent systems).

The difference between the V-WF2Q+ and the S-SPFQ systems can be
proved with just a single example where the two schedulers produce different
output sequences under the same input sequence; thus, the proof has been found
using the sch sim simulator, configured with different scenarios. In some cases,
the two schedulers actually resulted in different outputs. Here in the following,
one of these situations is described.

– General configuration:

input from ’2_video_flows’, output into ’wf2qplus.outseq.1’,
duration= 60 sec, link rate = 250 Kb/s, 2 queues:
Q[1]: maxlength = 100000 B, service rate = 170 Kb/s
Q[2]: maxlength = 100000 B, service rate = 80 Kb/s

– The output of the two systems has been exactly the same until t = 308.91
ms. At this time the situation is the following:
• connection 1 has a queue level = 0 bytes;
• connection 2 has a queue level = 3331 bytes; the head-of-line packet has

SP=314.606 ms and FP=352.006 ms and a packet under service (FP
= 314.606 ms), started at t = 297.293 ms and finishing at t = 309.261
ms.



266 Nicola Ciulli and Stefano Giordano

– then, at t = 308.91 ms, a new packet (1064 bytes) arrives at queue 1.
• the V-WF2Q+ assigns the following values:
ENQUEUE: q[1]: t=308.910000, size=1064, qlen_found=0,

pkt=0x58738, pot=277.206000(+T=288.823000),
sp=314.606000, fp=364.676588 (prev=269.080353),
min_sp=314.606000[2,0x58408], pot_used=314.60600}

• the S-SPFQ assigns the following values:
ENQUEUE: q[1]: t=308.910000, size=1064, qlen_found=0,

pkt=0x58738, pot=277.206000, sp=288.823000,
fp=338.893588 (prev=269.080353), pot_used=288.8230

– at t = 309.261 ms, the current service ends and a new packet is scheduled:
• the V-WF2Q+ updates the potential:
EOS : Q[2]: t=309.261000, pkt=0x584e0, gps_pkt=0x58c50

pot=314.606000, min_sp=314.606000[1, 0x58788]

and makes the following choice:
SERVNXT: t=309.261000

Q[2]: pkt=0x58458, size=374, min_fp=352.006000,
pot=314.606000

• the S-SPFQ updates the potential:
EOS : Q[2]: t=309.261000, pkt=0x584e0, gps_pkt=0x58c50

pot=289.174000, min_sp=288.823000[1, 0x58788]

and makes the following choice:
SERVNXT: t=309.261000

Q[1]: pkt=0x58788, size=1064, min_fp=338.893588,
pot=289.174000

That is, in this case, the two schedulers choose different packets for trans-
mission. Thus, we proved that at least one case exists where V-WF2Q+’s and
S-SPFQ’s different SPs (and FPs) cause a different scheduling decision.

3.2 Z-WF2Q+ and C-WF2Q+

Some notes are required on the two algorithms before beginning a comparison:

– In the Z-WF2Q+, the potential updating times are not specified; the poten-
tial used to calculate the SP of a packet which reaches the head of an empty
queue should be evaluated at the arrival time of the packet (see Figure 1).
But, as shown in section 2.2, the potential formula is not “transitive”, and
the potential value at a given time depends on the updating algorithm. Thus,
saying “use V evaluated at the arrival time of the packet” is not sufficient.
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– The C-WF2Q+ updates V when enqueueing a packet on an empty queue.
To this purpose, the minimum SP is calculated just before enqueueing the
packet: this is the meaning of the “−” sign in ak−

i .
– The C-WF2Q+ updates V after scheduling a packet for service. In the cal-

culation of the minimum SP at this time (ts), the scheduled packet is con-
sidered already removed from its queue: this is the meaning of the “+” sign
after t+s .

Discussion on the Z-WF2Q+ and C-WF2Q+. The comparison between
Z-WF2Q+ and C-WF2Q+, is made difficult by the fact that the Z-WF2Q+ is
not a completely specified algorithm (in the sense reported above).

Here the C-WF2Q+ is assumed to be the “official” implementation of the
Z-WF2Q+ scheduler, and its potential updating policy will be inspected. In fact,
the C-WF2Q+ appears to be using, at each event, the potential value updated
at the end of the previous event, and this may result in a unclear evaluation of
the potential used in the SP calculation.

As can be noticed, then, the potential updated at the beginning of a packet’s
service is anticipated with respect to its real value: in fact, it is immediately
added with the packet’s service time (i.e. Zhang’s formula is not applied). Then,
when a packet is enqueued, the potential is updated, but it is not added with the
amount of service done by the scheduler since last event (i.e. Zhang’s formula is
not applied), probably due to the fact that the whole service done for the packet
under transmission has already been taken into account.

A simple example is enough to show that the C-WF2Q+ does not use the
“correct” potential value when enqueueing a packet (on an empty queue):

– initially the whole system is idle (no packets): the potential is zero;
– at t1 a packet arrives at connection i and is served;
– at t2 a second packet arrives at connection j, with the previous packet still

under service.
– Now, the real potential value should be t2 − t1 (and this also should be the

corresponding GPS potential value), but the C-WF2Q+ already increased V
of the whole service time of the first packet at its beginning-of-service time:
thus, V is higher in C-WF2Q+ than it should.

Thus, this example shows that the C-WF2Q+ potential may be far from the
GPS potential.

Definition of a Z-WF2Q+ Algorithm. As explained before, the potential
value at a given time is defined by both an updating formula and an updating
algorithm (which specifies when the potential value has to be updated). The
comparison between the C-WF2Q+ and the Z-WF2Q+ needs some further as-
sumptions on the latter in order to be completed.

In [6], Varma says that “In an idelized fluid server it is possible to update the
system potential at any instant of time. However, in a packet-by-packet server it
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is desirable to update the system potential only when a packet departs the sys-
tem.” This choice unambiguously defines an updating policy and, consequently,
the time evolution of the system potential.

The following algorithm is the result of the above consideration applied to
the Z-WF2Q+:

– packet arrival on an empty queue: SPi ← max{FPi, V (ak
i )} and FPi ←

SPi + Lk
i /ri;

– packet scheduling: if a service just ended, update the potential 5 and choose
the head-of-line packet of the lowest FP connection among all the connec-
tions with SP ≤ V ; then update: SPi ← FPi and FPi ← SPi + Lk

i /ri.

A set of simulations carried out on sch sim showed that the C-WF2Q+ and this
Z-WF2Q+ (with potential update at end-of-service) produce different output
packet sequences (i.e. are different algorithms).

3.3 Z-WF2Q+ and V-WF2Q+ / S-SPFQ

The most evident difference between the V-WF2Q +/S-SPFQ and Z-WF2Q+
(as previously defined) approaches is the association of SPs and FPs with the
single packet in the former cases, and with the whole connection in the latter.
In this section we will show that such a difference leads to a different output.

The Z-WF2Q+ algorithm says that the SP and FP of the connection have
to be updated when a packet reaches the head of the queue:

– if the packet arrived at an empty queue: SPi ← max{FPi, V (ak
i )};

– if the packet found at least a packet ahead at its arrival: SPi ← FPi.

This is equivalent to update SP as soon as a packet arrives and to bind its SP
with it:

– if the packet arrived at an empty queue: SP k
i = max{FP k−1

i , V (ak
i )};

– if the packet found at least a packet ahead at its arrival: SP k
i = FP k−1

i .

The “empty queue” case formula is the same as in the V-WF2Q+ and S-SPFQ.
The second case formula, instead, is based on the assumption that FP k−1

i ≥
V (ak

i ), where V (ak
i ) = max{V (ts) + ak

i − ts, SPmin(ak
i )}. Now, since pk−1

i was
still in queue at ak

i , it is true that FP k−1
i ≥ SP k−1

i ≥ SPmin(ak
i ); but we cannot

say that FP k−1
i ≥ V (ts) + ak

i − ts.
Simulations showed that some cases exist where the Z-WF2Q+ produces a

different output with respect to either V-WF2Q+ and S-SPFQ.

3.4 C-WF2Q+ and V-WF2Q+ / S-SPFQ

The same discussion applied previously when showing the difference between Z-
WF2Q+ and C-WF2Q+ can be now used to explain the difference between the
C-WF2Q+ and both the V-WF2Q+ and S-SPFQ. Simulation results confirm
this.
5 V ← max

n
V + Lk−1

i /ri, min
i∈B(t−e )

SP
hi(t

−
e )

i

o
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3.5 Final Considerations on the Comparisons

The above comparisons showed that S-SPFQ, V-WF2Q+, Z-WF2Q+ and C-
WF2Q+ are all different algorithms, in the sense that they may produce different
packet sequences under some circumstances. This may not prevent them from
having equivalent performances, as is discussed in the following.

4 WF2Q+ Schedulers’ Compliance with WF2Q Bounds

Another set of simulations showed that each implementation of a WF2Q+ al-
gorithm is different from the original WF2Q (producing a different packet se-
quence). What is relevant, then, is to check if the WF2Q+ implementations still
fulfill the WF2Q fairness property 6. This property comes out from the following
sufficient conditions characterising the WF2Q:

∀i, k dk
i,WF 2Q − dk

i,GPS ≤ LMAX/r , (23)

∀τ Qi,GPS(τ)−Qi,WF 2Q(τ) ≤ (1 − ri/r)LMAX
i , (24)

and from the GPS property: ∀i, k dk
i,GPS − ak

i ≤ Qi,GPS(ak
i )/ri .

The simulations showed that for each WF2Q+ implementation some cases
occur where one of the first two (or both) conditions are not satisfied. Here is a
sample of such simulations on the C-WF2Q+; similar results apply to the other
WF2Q+ schedulers 7:

sch_sim:simulation parameters:
input from ’2_video_flows’, output into ’cwf2q+.outseq.1’,
duration= 60 sec
scheduler = ’c-wf2q+’(40), link rate = 250 Kb/s, 2 queues:
Q[1]: maxlength = 100000 B, service rate = 170 Kb/s
Q[2]: maxlength = 100000 B, service rate = 80 Kb/s

Results:
Q[1]: servc: sent: 1223786 B, 2290 pkts; recv: 1223786 B,

2290 pkts; drops: 0 pkts, avg_rate= 163.17 Kb/s
delays: avg= 320.36 ms, max= 1117.21 ms,

wfi= 45.783 ms (th:50.353 [ok]),
Dsch-Dgps_max= 48.473 ms (th:34.240 [no])

queues: max_real= 23634 B, max_gps= 23490.3 B,
sched-gps_min= -799.4 B (th:-342.4 [no]),
sched-gps_max= 1149.7 B (th:1070 [no])

6 Each connection WFI should be lower than the WF2Q bound defined in [1].
7 For each listed connection i, sched-gps min is min{Qi,WF2Q(τ ) − Qi,GPS(τ )} for

τ ∈ the simulation interval, and Dsch-Dgps is the maxk{dk
i,WF2Q − dk

i,GPS} for the
connection. Each parameter is followed by its theoretical value (“th”).
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Q[2]: servc: sent: 651214 B, 1682 pkts; recv: 998258 B,
2023 pkts; drops: 341 pkts, avg_rate= 86.82 Kb/s

delays: avg= 7466.13 ms, max= 9981.71 ms,
wfi= 58.648 ms (th:107.000 [ok]),
Dsch-Dgps_max= 61.141 ms (th:34.240 [no])

queues: max_real= 99990 B, max_gps= 99999.2 B,
sched-gps_min= -1149.7 B (th:-727.6 [no]),
sched-gps_max= 799.4 B (th:1070 [ok])

Obviously, this does not prevent the fairness theoretical bound from being ful-
filled by the WF2Q+ schedulers; in fact, all the simulations showed that such a
bound is still true for the Z-,V-,C-WF2Q+ and for the S-SPFQ, as well.

This leads to conclude that, notwithstanding the differences among the four
WF2Q+ algorithms, they still perform within the theoretical bound and can be
used indifferently when a WF2Q level of fairness is required.

5 Conclusions

This article summarises the work done around the “most fair” WF2Q scheduler,
discussing at both theoretical and simulation level the differences among its
WF2Q+ implementations. Some of them are already clearly defined (S-SPFQ
and C-WF2Q+), whereas others are “interpolated” from basic ideas and pro-
posals in literature. At the end of the analysis process, each one of the WF2Q+
implementation showed to be different from the others, since the produced out-
put packet sequences differ in some cases. These differences, however, does not
affect their performance equivalence (in terms of delay and fairness bounds).
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Abstract. A strong trend in the Internet is to provide wireless Internet
access to handheld devices. Radio spectrum is a scarce and expensive re-
source, and a wide-area cellular system that provides satisfying quality
for a data service based on the traditional TCP/IP protocol stack will
be expensive. This becomes especially problematic for real-time commu-
nication based on UDP.
To design an economically viable system, different approaches are avail-
able. New protocols can be designed that take wireless systems into ac-
count. The Wireless Application Protocol (WAP) is an example of such
a protocol. Alternatively, the existing TCP/IP protocols can be modified
to better support cellular systems. The development of WAP is tempting
since it does not have to modify the TCP/IP Protocol stack. However,
to provide future proofing, it is a better idea to base the protocol archi-
tecture for wireless on TCP/IP since this will be the dominant Internet
protocol stack for years to come.
This paper discusses requirements on various layers in the TCP/IP pro-
tocol stack to better support real-time data services. One key component
is a transport layer designed to use limited bandwidth more efficiently
for real-time services. Changes are required to other layers as well, but
these can be deployed where needed without disturbing the rest of the
Internet. By applying these changes, it becomes possible to provide cost
efficient, real-time services based on IP in cellular systems.

1 Introduction

With the advent of IP telephony running atop cellular networks, new problems
arise for the traditional Internet protocols. In cellular systems, the scarce - and
most expensive - resource is the radio spectrum. To provide customer services at
reasonable prices, the spectrum must be used as cost-efficiently as possible. As
a result, cellular systems typically have occasionally high variations of relatively
high delay, low bandwidth and frequent bit errors. To overcome the problems
with these properties, services in cellular networks typically avoid retransmis-
sions, minimize protocol overhead and use as much as possible of the data that
reach the destination. Internet protocols, on the other hand, often use retrans-
missions, have spacious headers and typically discard entire packets if a single bit
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error is detected. As a result of this, traditional Internet protocols often exhibit
bad performance in cellular networks.

From an economical perspective, it is attractive for operators and service
providers to use Internet protocols as the foundation of all communication, but
the performance is unsatisfying. There are basically three different kinds of so-
lutions to these problems:

1. Modify the characteristics of the cellular networks
2. Modify the appropriate Internet protocols
3. Define a new and better set of protocols.

Modifying the characteristics of cellular networks can be done to some extent
at the cost of not being able to use the radio spectrum efficiently. As a result, not
as many users can use the system simultaneously. To compensate for reduced
user capacity, operators and service providers must increase their prices. Besides
resulting in a system that is more expensive to end users, reducing the number
of possible simultaneous users in a cell is in conflict with the rapidly increasing
number of users.

Changing the Internet protocols involved requires careful design to preserve
compatibility with hundreds of millions of existing Internet users. Given the size
of the Internet, there is also a significant deployment problem if new protocols
are required to be installed in a large part of the Internet.

Defining a new set of protocols provides an opportunity to improve on the
existing Internet stack. However, with the huge deployment base of Internet pro-
tocols, it would take too long for a new protocol suite to get sufficient acceptance
to provide the same connectivity as the current Internet.

What is desired is to provide cost-efficient cellular networks with Internet
connectivity that enable services with sufficient quality. If a combination of the
first two alternatives is chosen, it might be possible to redesign or introduce new
protocols in a transparent and backward-compatible way which better conforms
with the properties of cellular networks. With such modifications, cellular sys-
tems might not have to reduce spectrum in order to provide satisfactory service
quality.

This paper discuss what requirements must be made on the Internet protocol
stack in order to work better in heterogeneous networks in general, and cellular
networks in particular. After outlining these requirements, a set of suggested
solutions are proposed together with issues for further investigation.

In section 2, we present requirements on the protocol stack. Suggested solu-
tions follow in section 3, and a discussion in section 4. Finally, some conclusions
and notes about current and future work.
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2 Requirements

In a wide-area wireless network, the radio spectrum is a scarce, and also very
expensive1, resource. For their users, operators want to provide an attractive
service that has acceptable quality at a reasonable cost. Providing sufficient
service quality in a wireless network comes down to keeping the delay and bit
error rates (BER) at an acceptable level, without sacrificing too much of the
valuable radio spectrum.

Consider as an example the GSM cellular phone network. The BER after
channel coding is in the range of 10−3-10−5, which is quite high. However, the
wireless bandwidth is efficiently used by error-tolerant speech codecs and a radio
channel capable of delivering damaged speech data provided the damage is not
too severe. Introducing a data service based on the TCP/IP protocol suite in
such an environment gives bad performance since damaged data is considered
unusable. Moreover, the headers in Internet protocols use a significant part of
the available bandwidth.

In this section, we identify requirements on the entire system as well as on
the layers in the TCP/IP protocol stack. These requirements should be met to
better support real-time IP applications in cellular systems. We focus on real-
time applications such as voice over IP since that has been identified as key
future application.

2.1 System Requirements

The main problem with the TCP/IP protocol suite is that it is, by and large,
designed for traditional data applications using links with relatively low delay,
low BER and inexpensive bandwidth. It is not surprising that a cellular network
whose channels can have high delay, high BER and low bandwidth will cause
significant problems. A data service must be designed to use the limited radio
spectrum efficiently. Achieving this comes down to the following three tasks:

– Reducing the impact of delay-sensitive protocol mechanisms to compensate
for high delay

– Reducing protocol overhead to compensate for limited bandwidth
– Avoiding discarding usable data to compensate for high BER

These goals can be achieved in various ways. A new protocol stack could be
designed, taking the properties of wireless systems into account.2 An alternative
approach is to modify the existing TCP/IP protocol stack to better support
wireless systems. This is a more attractive solution since TCP/IP is already
widely spread to hundreds of millions of users providing global Connectivity.
This can not be done without modifying the existing TCP/IP protocol stack. A

1 For an operator providing a wireless service, the cost of the radio spectrum can be
as high as 1/3 of the total cost.

2 This approach is chosen in the Wireless Application Protocol (WAP) [13].
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discussion of what the requirements on the protocol stack are to provide a data
service for wireless environments is the topic of the next sections.

In addition to the requirements discussed in the following sections, there are
a few general requirements on the Internet protocols when modifying them for
wireless systems. First, the solutions should be deployed locally, to the wireless
networks only. Second, locally implemented solutions should be transparent to
the rest of the (wired) network, as well as end applications.

2.2 Application Layer

In order to compensate for heterogeneous network paths with variations in delay,
bandwidth and error rates, applications should not make any assumptions about
network properties. Applications with tight delay restrictions, e.g., interactive
voice, can avoid most problems by using UDP in combination with loss and
error-tolerant media codecs. If nothing is known about the bottleneck bandwidth
between two endpoints, the assumption should be that it is low.

In order to make full use of error-tolerant media codecs, underlying protocols
must not discard packets containing usable data. Assuming there exist mecha-
nisms in the underlying layers to prevent this from happening, where is the
specification of what errors are acceptable best made? The sending application
usually has the best knowledge about this, and therefore it can be argued that it
is best suited to specify what parts of the data are to be protected. We hereafter
call data where errors are unacceptable sensitive data, while data which might
be usable despite bit errors in it are insensitive.

On the receiving side, the application might benefit from knowing what data
was deemed sensitive and thus protected. Insensitive data may need to be ver-
ified and possibly discarded if damage is too severe. This will introduce extra
complexity in applications at the gain of not having to compensate for packets
discarded by underlying protocols due to errors in insensitive data.

2.3 Transport Layer

For real-time applications with tight delay bounds, the unreliable datagram de-
livery service of UDP is typically used in the Internet. The main problem with
UDP, however, is the checksumming policy. Single bit errors that are detected
with a failing checksum result in packet loss. This conforms badly with the con-
cept of insensitive data and codecs in the application layer that can handle errors
to some extent. In order to reduce this problem, the transport layer should be
able to treat sensitive and insensitive data differently.

Since an application should only need to communicate with the transport
layer, the transport layer should provide a way for the application to specify
the sensitive parts of a packet. This information must be sent along with the
packets to the transport layer at the receiving side. For incoming packets, errors
in insensitive data must be ignored since the packet still might be usable to the
application.



Requirements on the TCP/IP Protocol Stack 277

Modifications in the protocol design to achieve handling of insensitive data
should be kept at a minimum to simplify protocol implementation and reduce
overhead. Preferrably, the modifications should - if possible - be backwardly
compatible to simplify deployment.

The transport layer should not by itself decide whether some part of a packet
is sensitive or not - this decision is best made by the sending application. In-
formation about data sensitivity is best placed in protocol headers to avoid
out-of-band signaling, which is likely to increase both the delay and complexity
of the transport protocol.

2.4 Network Layer

Global connectivity in the Internet is provided by the Internet Protocol (IP).
Version 4 of IP (IPv4)[12] is still dominant, but version 6 (IPv6)[2] is coming.
As for the transport layer, the network layer should not discard packets due to
errors in insensitive data. It must also ensure that the information about data
sensitivity is given in each packet delivered downwards in the protocol stack.
Since the IP checksum does not cover anything but its header, it does not itself
have to take insensitive data into account.3

If fragmentation can occur in the network layer, information about data
sensitivity must be passed in each fragment to allow underlying layers to treat
each fragment correctly. If encryption on the network layer level is used, this
must be tolerant to errors in insensitive data. The most common assumption
when encryption is used is that damaged data has been tampered with. In a
cellular system that implements the concept of insensitive data, this is clearly
not the case.

2.5 Link Layer

There are many types of link layers with different error characteristics and error
protecting mechanisms. Most of these use a checksum-based verification mecha-
nism. A common feature among link layers with high BER is to have mechanisms
to optionally treat some part of the frames as insensitive to errors.

Assuming that the requirements of the previous subsections are met, the link
layer should use the information from the network layer about insensitive data
so that frame loss due to transmission errors in such data is avoided as far as
possible. This is most important for link layers with high BERs. Link layers for
wired high-speed networks with low BER typically do not have the ability to
have different protection levels, and the gain of introducing such mechanisms
would be negligible. Such link layers should not be modified.

2.6 Header Compression

One method to reduce the protocol overhead in networks with limited band-
width is to use header compression to reduce the protocol overhead. Using such
3 IP headers are assumed to be sensitive data.
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compression, headers of up to 60 bytes can be compressed roughly by a factor
of 10. If a header compression algorithm is used, this must ensure that the sen-
sitivity information specified by the sending application in the protocol headers
is correctly reconstructed at the decompressor.

3 Solutions

In this section, we present existing and suggested solutions to the requirements
from the previous section.

3.1 Application Layer

There exists several algorithms for speech and video coding capable of handling
a damaged payload. When implemented to use the TCP/IP protocol stack, these
algorithms might not expect damaged packets and therefore not implement all
functionality. This must be corrected.

Some algorithms might also find it usable to know what data were deemed
insensitive. Passing this information from the transport layer to the application
is doable by modifying the network API.

3.2 Transport Layer

The UDP Lite protocol[10] meets the requirements on the transport layer in the
previous section. It is a small modification of the original UDP protocol. UDP
Lite replaces the redundant length information (this information is already part
of the IP header) in the UDP header with a Coverage value as shown in figure
1. The Coverage value is equal to or less than the UDP Lite datagram length
and specifies how many bytes from the beginning of the UDP Lite datagram are
covered by the UDP Lite checksum. If Coverage is equal to the datagram length,
the UDP Lite datagram looks and behaves exactly like a classic UDP datagram.
With a Coverage less than the UDP Lite datagram length, the last part of the
payload will not be verified and errors in that part will consequently be ignored
by the transport layer. The checksum coverage must be at least 8 bytes of the
packet , which means that at least the pseudo header and the UDP Lite header
are protected.

By placing sensitive data in the beginning of each packet and using the
optional partial checksum provided by UDP Lite, a real-time application in a
wireless environment with properties that make use of classic UDP virtually
impossible, can reduce the number of lost packets significantly. Simulations and
emulations have shown that using UDP Lite instead of classic UDP in a cellular
network makes an IP-based telephony service feasible[9].

The sensitivity of each packet is reflected in the coverage value, which can be
specified on a per-packet basis. UDP Lite is a transport protocol with the same
low delay and lack of protocol complexity as classic UDP. It provides have the
option to use a partial checksum and get better performance for error-tolerant
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Fig. 1. The UDP and UDP Lite headers, respectively

applications in wireless environments where classic UDP is simply not good
enough.

3.3 Network Layer

Currently, IP has no support for sending information about insensitive data
up- or downwards in the protocol stack. It can be argued that for IP packets
containing the transport layer headers, such an indication is not necessary for
outgoing packets since lower layers can peek at transport layer headers. This,
however, will mean that lower layers must know the semantics of the transport
layer; a clear layer violation. It would be better if the IP headers could include
this indication in some way. This can be achieved in different ways.

The most straightforward solution for IPv4 would be an IP option indicating
partially insensitive data and an offset to this data within the packet (assuming
that all data from the offset until the end of the packet are considered insensi-
tive). A disadvantage of a solution like this is that such packets will use the slow
path in most routers along a network path, which might increase the end-to-end
delay. On the other hand, an advantage is that this solution is general enough
to work with most types of IP packets regardless of the transport protocol. In-
dication of insensitive data can also occur in packet fragments where transport
layer headers are not available.

If it is acceptable for lower layers to peek at the transport layer, there will
still be a problem with packet fragments. This can be solved by using one bit in
the IP header indicating whether fragments are sensitive to errors or not. Such
a solution implies that fragments must be either totally sensitive or insensitive
and that the IP layer must take this into account when doing fragmentation.

For IPv6, information about insensitive data can be carried in an extenstion
header, which is a solution similar to having a new IP option in IPv4. Alter-
natively, the IPv6 fragment header has a sufficiently large number of reserved
bits available to provide the information. The same arguments for and against
as described in the two previous paragraphs will apply also to this solution.

The IPsec protocol[8] does not support insensitive data today since damaged
data is considered tampered with. As a direct consequence of this, data security
has to be implemented above the network layer. Given the increasing number of
wireless nodes in the Internet and the fact that it might be desirable to deliver
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some damaged data to applications on such nodes, a security scheme should be
able to handle insensitive data. We do not suggest how to achieve this in this
paper, but we consider it an important issue for further investigation.

3.4 The Link Layer

While it is desirable to make the link layer use information about insensitive
data in packets coming from upper layers, it is important to note that we do
not suggest changes to existing and widely spread link layer protocols. We do,
however, believe that it is important to consider the possible occurrence of in-
sensitive data when designing link layer protocols for future networks. It is also
important to note that not all link layers have to take this into Account. In a
wired, high-speed environment with a low BER (such as Ethernet, Token Ring
or similar), this issue is not important since errors are relatively rare.

Since it is desirable to use whatever is usable of the information reaching the
destination over a wireless link, link layers in these networks do have support for
insensitive data. In a cellular network, it is common to have the data partioned
in different blocks protected by checksums and error recovery mechanisms of
various strengths. For a data service based on TCP/IP, these mechanisms are not
used since it is impossible to know what errors are acceptable. With a network
layer providing the link layer with this information, the mechanisms can provide
better data service.

3.5 Header Compression

There are several header compression algorithms for compression of TCP/IP[6,4],
UDP/IP[4] and RTP/UDP/IP[1] headers. In addition to this, there are new
header compression schemes for RTP/UDP/IP designed for low-bandwidth wire-
less systems[7,11,5] to support IP-based telephony services over these types of
networks. The motivation for these new algorithms is that compressed RTP
(CRTP) does not give satisfying performance in systems with high error rates
and a round-trip time much greater than the sample time.

Using such header compression algorithms will meet the requirement of re-
ducing protocol overhead, but to get best performance header compression must
be combined with a protocol stack that prevents discarding of useable data. It
has been shown that header compression performs significantly better when only
the header is protected by a checksum, and not the payload. The reason is that
more headers are then delivered to the decompressor which is then less likely to
lose synchronization with the compressor[3].

4 Discussion

There are several existing solutions for providing data services with Internet
access to mobile users. The only one which can be called a widespread standard
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is the Wireless Application Protocol (WAP) which provides a protocol stack
designed especially for wireless environments.

The difference between WAP and the solution we outline in this paper is
that our solution is based on the already widespread TCP/IP protocol stack.
Since TCP/IP is likely to exist in some form in the devices mentioned, it is
cost-efficient to base all services on TCP/IP. Basing the communication on a
protocol that is likely to be the dominant in Internet communications for several
years ahead, should be future-proof as well as providing higher connectivity.

The solutions we have outlined can be introduced in an Internet Protocol
stack and used to communicate with a remote node on the other side of the
Internet using the same stack. Some functionality can be deployed without mod-
ifying any intermediate nodes except the access points closest to the endpoints.
Given this, why is it needed to spread the usage of a modified protocol stack as
outlined in this paper?

If our TCP/IP solutions are to be used on wireles networks, we should be
able to communicate with any host connected to the Internet without having to
know whether the remote host is attached to a low-bandwidth, high-delay link
with high BER. This requires changes to existing protocols in end systems.

The changes in link layers need only be done on links where it might be
desirable to pass damaged data to the application. In practice, this is usually
the access network closest to the endpoints, and changes can therefore be applied
where needed without introducing complications to the rest of the Internet as
long as they are transparent.

Changes in the network layer can be introduced so that not even the receiving
endpoint has to be aware of those changes. By passing the information about
insensitive data in a way compatible with IP routers along an arbitrary path
and at the destination node, the information can be picked up by the link layers
which find it useable.

The changes in the transport layer should not cause any problems for inter-
mediate nodes that do not bother about transport layer headers. However, the
partial checksum of UDP Lite cannot be used without support at the destination
host. Also, intermediate firewalls using transport layer information as input for
Decisions must be configured to be aware of a new transport protocol.

Withthe cost of introducing a new transport protocol in the Internet protocol
stack (with all that this means), the benefits would be:

– A more flexible network service for applications that can tolerate damaged
data.

– The possibility of using IP for real-time data services 4 in environments
where it today is impossible or too costly to get satisfying service quality
using IP.

4 This possibility also gives several positive side effects.
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5 Conclusions

In this paper, we have outlined requirements on the Internet protocol stack to
make it usable for real-time services in certain wireless environments. We have
also presented a few solutions that meet these requirements. By introducing
the UDP Lite protocol and a new IP option in the Internet protocol stack, it is
possible to use IP as the basis for communication in close to all wireless networks.
This would give better connectivity and more cost-efficient solutions compared
to using proxy solutions or specialized protocol stacks in wireless environments.
Modifications in the network and link layers are also needed, but these can be
introduced as needed without disturbing the rest of the Internet.

6 Current and Future Work

We are working on a real implementation of the solutions outlined in this paper
in an existing protocol stack. There is also ongoing work to understand the differ-
ences in using these mechanisms in various wireless environments. The security
aspects need further investigation. We also plan to look into compensating for
variations in delay, throughput and BER on wireless IP networks.
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Abstract. A solution to reduce the cost of multicast paths is presented,
where the traffic is split over multiple paths to obtain an overall lower
cost. Optimal conditions for this split operation are provided and two
different algorithms are presented. The methods were shown to work
on problems with many different types of simultaneous multicast traffic.
Various experiments were conducted and the results showed that the new
multicasting was fairly effective on the end-to-end quality of services.

1 Introduction

Internet Protocol (IP) multicast traffic has increased rapidly with the epochal
growth of Internet services. Examples of the wide variety of applications in-
clude, Internet movies, Internet broadcasting, video conferences, web-contents
contributions, distributive data services, bulletin-board services etc. Since these
multicast services include moving-image or video, a broad bandwidth is required
and a large amount of multicast traffic should be transmitted. The existing mul-
ticast routing methods for the services are based on flooding, minimum spanning
trees, source-based routing, or shared trees [7,12].

IP multicasting methods based on the Steiner tree were developed because
of their potential efficiency for use in network resources [11,12,13,16,17,20]. Re-
cently Steiner tree problems with end-to-end delay constraints have been stud-
ied. Rouskas & Baldine[17] considered the bounded differences in the end-to-end
delay. Leung & Yang[13] considered the individual delay-bound for each end-to-
end. Parsa et al.[16] considered two measures of delay and cost in the Steiner
tree conundrum. They proposed a heuristic method to minimize the total link
cost on the tree subject to the end-to-end delay constraints.

The existing IP multicasting methods or Steiner tree based methods find a
single tree route in a network with fixed link costs, which are estimated at a
certain time. However, the link cost is usually a function of the level of traffic
and hence it changes during the transmitting traffic. In most cases, the function
is nonlinear with regard to the level of traffic. Hence, the level of traffic should
be a major consideration in IP multicasting.
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In this study IP multicasting was regarded as a network flow problem, and
not as a tree finding problem. The level of traffic demand was considered in our
multicast routing problem. Multiple tree routes were used for multicast traffic in
order to use efficiently the network resources. The proposed method adds extra
tree routes until it satisfies the target conditions. It splits the multicast traffic
demand into the chosen tree routes. A mathematical model was developed and
the conditions for traffic splitting were optimized. The method is also suitable
for problems with many types of different simultaneous multicast traffic. Various
experiments were carried and the results suggest show that the new multicasting
is fairly effective on the end-to-end quality of services.

The next section introduces the definition of the problem for multicast rout-
ing. A mathematical model and its optimality conditions are then developed. In
Section 3, the multicasting method with multiple tree routes is proposed. Vari-
ous experiments are conducted in Section 4 with the final conclusions reported
in Section 5.

2 Problem Definition and Optimization Model

2.1 Problem Definition

The following four assumptions were necessary to define the problem of multi-
casting by multiple tree routes:

Assumtion 1 Multicast traffic is transmitted along a tree that includes a source
node and destination nodes. That is, traffic commences from a source node,
is copied at a branch node, then transmitted to each destination node.

Assumtion 2 Multicast traffic can be split into multiple trees. However, the
traffic in a tree is identical at any link of the tree.

Assumtion 3 Two or more sets of multicast traffic can be simultaneously routed.
Assumtion 4 Cost is incurred only at the links.

Assumption 1 implies that the multicasting problem is a tree based routing.
However, Assumption 2 distinguishes the problem from the Steiner tree problem.
In the network of Fig. 1, 10 units of multicast traffic are routed from source
node 1 to the destination node group {8,9,10}. Let any link cost be incurred as
f(x) = x2 when the level of traffic is x in the link. The total link cost incurred
in tree (a) of Fig. 1 is then 500 units. In addition, each end-to-end cost is 300
units. However, if two tree routes are used as in (b) of the figure and the traffic
number of 10 is split into two 5’s at each tree, the total link cost is reduced to
150 units and each end-to-end cost is thus 75 units.

Assumption 2 is meaningless if the link cost is linear in the level of traffic.
In this case, the problem becomes a Steiner tree problem in the network with
slope of the linear function as the link cost. For the case of a concave link
cost, the problem can be transformed into a Steiner tree problem [4]. If the
link cost is interpreted as a transfer delay, by queuing theory, most of the link
costs incurred in telecommunication networks are convex [10,18]. Convexity is
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(a) Single-tree multicasting (b) Two-tree multicasting

Fig. 1. Multicast routing by a single tree or two trees.

an important condition in this problem. The traffic demand can be optimally
split into multiple tree routes with the condition shown in Theorem 2.

By Assumption 3, the problem is a multi-commodity multicasting problem.
There are multiple sources and corresponding destination node groups to the
sources. In Fig. 2, there are two commodities. One set of multicast traffic is
from source node 1 to the destination node group {8,9,10}, denoted briefly as
(1,{8,9,10}). The other set of multicast traffic is (11,{2,4}). Let the demand of
each multicast be 10 units. At any link, let the cost function be f(x) = x2. The
figure compares single-tree multicasting with two-tree multicasting. The total
link cost of single-tree multicasting is 1000 units and that of each end-to-end
cost is 300 units (see (a)). In (b) of Fig. 1, the traffic is split into two 5’s at each
tree. Subsequently, the total link cost is reduced to 725 units and each end-to-
end cost is one of three values: 75, 150 or 225 units. For example, the 1-to-8 cost
is 75 units if the traffic flows along the path 1-3-6-8, and it is 150 units along
the path 1-2-5-8. Hence the maximum 1-to-8 cost is 150 units.

In Assumption 4, cost incurring was limited only at the links for simplifying
the problem. The node cost can be considered and related comments will be
provided for the given occasion.

2.2 Optimization Model

Multicast routing by multiple tree routes is developed by the column generation
approach [1]. It is the column generation for adding a new tree route for each
(source, group) multicast traffic. Hence an optimization model is updated when-
ever an additional column is generated. In describing the model, it is necessary
to define the following notations.

G = (V,E): Network, V is a set of nodes and E is a set of links. |E| = m
dr: the traffic demand of the rth (source, group) multicast, r = 1, . . . , q
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Fig. 2. Multicast routing for two different simultaneous multicast traffic

S = {s1, . . . , sq}: the set of source nodes, sr is the rth source node,
Dr(⊆ V − {sr}): the destination node group of the rth (source, group) multi-

cast, |Dr| ≥ 1,
fi : R→ R: the cost function of the amount of traffic at the ith link, and is

assumed to be continuously differentiable,
P = ∪q

r=1P
r: the set of all tree routes,

P r: the set of tree routes for the rth (source, group) multicast, |P r| = k, r =
1, . . . , q,

pr
j : the jth tree route of the rth (source, group) multicast, and is defined by the
set of links included in the tree route, r = 1, . . . , q, j = 1, . . . , k,

yr
j : the amount of split traffic into the tree route p

r
j , r = 1, . . . , q, j = 1, . . . , k,

xi: the amount of total traffic passing through the ith link, i = 1, . . . ,m.

Suppose that k tree routes are selected for each (source, group) multicast.
The optimization model A(P ) is as follows:

Minimize
∑m

i=1 fi(xi) (1)

Subject to
∑k

j=1 y
r
j = d

r, r = 1, . . . , q, (2)
∑q

r=1

∑
j:i∈pr

j
yr

j = xi, i = 1, . . . ,m, (3)

xi ≥ 0, yr
j ≥ 0, i = 1, . . . ,m, j = 1, . . . , k, r = 1, . . . , q. (4)

Here P is the set of total qk tree routes. The model A(P ) is an optimization
problem upon the stage that k tree routes are added to P for each (source, group)
multicast. Its optimality conditions will be developed in the next subsection with
the intention of using them in an algorithm. The objective function, formula (1),
denotes the total link cost incurred in the network, and equations (2) are the
constraints to satisfy the demand for each (source, group) set of multicast traffic.
In equation (3), the traffic passing through a link is accumulated.
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Considering the node cost,
∑n

l=1 ψl(wl) is added to the objective function
and new constraints

∑q
r=1

∑
j:l∈pr

j
yr

j = wl(l = 1, . . . , n) are appended. Here
wl(l = 1, . . . , n) is the level of traffic passing through the corresponding node l,
ψl(wl) is the node cost incurred at the lth node. In the model with node cost,
pr

j is defined by the set of links and nodes included in the tree route.

2.3 Optimality Conditions

In order to develop the optimality conditions, it is necessary to define the gradi-
ent of a tree route at a given traffic flow. Assume that there is a given link flow
x and a split tree flow y, which are feasible solutions to the model A(P ). Here
x = (x1, . . . , xm), y = (y1, . . . , yq) and yr = (yr

1 , . . . , y
r
k).

Definition 1. The change in the total link cost as the traffic in a tree route
pr

j increases by one unit,
∑

i∈pr
j
f ′i(xi) is defined by the gradient of the tree

route pr
j at the given traffic flow (x, y).

Theorem 1. Suppose that (x, y) is an optimal solution of the model A(P ) and
for each i, fi is strictly increasing. Then for each r there exists πr > 0 such that∑

i∈pr
j
f ′i(xi) = πr for the tree route pr

j ∈ P r with yr
j > 0, and

∑
i∈pr

j
f ′i(xi) ≥ πr

for the tree route pr
j ∈ P r with yr

j = 0.

Proof. By the Karush-Kuhn-Tucker[3] conditions for the model A(P ), there exist
πr(r = 1, . . . , q) and vi(i = 1, . . . ,m) satisfying the following:

f ′i(xi) + vi ≥ 0, i = 1, . . . ,m (5)
−πr − ∑

i∈pr
j
vi ≥ 0, j = 1, . . . , k, r = 1, . . . , q, (6)

xi(f ′i(xi) + vi) = 0, i = 1, . . . ,m (7)
yr

j (−πr − ∑
i∈pr

j
vi) = 0, j = 1, . . . , k, r = 1, . . . , q. (8)

Here πr is the multiplier of the rth equation of (2), and vi is the multiplier of the
ith equation of (3). For each tree route pr

j with y
r
j > 0, the following equation

has the from (8):

−
∑

i∈pr
j

vi = πr, j = 1, . . . , k, r = 1, . . . , q. (9)

Since every link i in pr
j with y

r
j > 0 has positive flow, xi > 0 for i ∈ pr

j . From (7),
we have f ′i(xi) = −vi for the link. Substituting this in (9), for pr

j with y
r
j > 0 we

have ∑

i∈pr
j

f ′i(xi) = πr. (10)

Since fi(·) is strictly increasing in the range xi > 0, f ′i(xi) > 0. Therefore,
πr > 0.
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For each pr
j , (5) and (6) give

∑

i∈pr
j

f ′i(xi) ≥ −
∑

i∈pr
j

vi ≥ πr. (11)

Therefore, this is clearly satisfied for each pr
j with y

r
j = 0. ��

For an optimal solution (x, y) of the model A(P ), denote P r
+ as the set of

tree routes pr
j ∈ P r with yr

j > 0 and denote P
r
0 as the set of tree routes p

r
j ∈ P r

with yr
j = 0. Thus the theorem can be rewritten as follows: For each rth (source,

group) multicast, there exists πr > 0 such that the gradient of any tree route in
P r

+ is πr and that of any tree route in P r
0 ≥ πr .

Considering the node cost, the gradient of a tree route pr
j is defined by∑

i∈pr
j
f ′i(xi) +

∑
l∈pr

j
ψ′

l(wl). Therefore, by the same rationale the theorem is
revised as follows: For each r there exists πr > 0 such that

∑
i∈pr

j
f ′i(xi) +∑

l∈pr
j
ψ′

l(wl) = πr for the tree route pr
j ∈ P r with yr

j > 0 and
∑

i∈pr
j
f ′i(xi) +∑

l∈pr
j
ψ′

l(wl) ≥ πr for the tree route pr
j ∈ P r with yr

j = 0.

Theorem 2. (x, y) is a feasible solution of the model A(P ), and for each i,
fi is strictly increasing and convex. Suppose that for each rth (source, group)
multicast, there exists πr > 0 such that the gradient of any tree route in P r

+ is
πr and that of any tree route in P r

0 is greater than or equal to πr. Then (x, y)
is a global optimal solution to the model A(P ).

Proof. From the hypothesis of the theorem, we have
∑

i∈pr
j

f ′i(xi) = πr, for each pr
j with y

r
j > 0 (12)

∑

i∈pr
j

f ′i(xi) ≥ πr, for each pr
j with y

r
j = 0 (13)

First, we need to demonstrate that these two conditions imply the Karush-
Kuhn-Tucker conditions (5)–(8). For each link i with xi > 0, let vi = −f ′i(xi).
And for the link i with xi = 0, choose vi such that vi ≥ −f ′i(xi) and

∑
i∈pr

j
vi ≤

−πr. This is possible since−∑
i∈pr

j
f ′i(xi) ≤ −πr from (13). Then conditions (5)–

(7) are satisfied. Now for each tree route pr
j with y

r
j > 0, we have −

∑
i∈pr

j
vi =∑

i∈pr
j
f ′i(xi) = πr from (12). This satisfies (8).

Secondly, the conditions (5)–(8) can be shown to be the optimality sufficient
conditions to the model A(P ). Note that the objective function of the model is
convex and all functions of constraints are linear. These satisfy the Karush-Kuhn-
Tucker sufficient conditions in Theorem 4.2.16 of [3]. Therefore, the feasible
solution (x, y) satisfying the hypothesis in our theorem is a global solution of
the model. ��
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Theorem 3. Suppose that (x, y) is an optimal solution of the model A(P ) and
for each i, fi is strictly increasing. Select one tree route pr

j from each P r. Then
there exists a positive π1, . . . , πq and π̂ such that
(i) if pr

j ∈ P r
+ for all r,

∑q
r=1 π

r = π̂,
(ii) if pr

j ∈ P r
0 for all r,

∑q
r=1 π

r ≥ π̂.
Proof. For each rth (source, group) multicast, the gradient of any tree route
pr

j ∈ P r
+ is identically equal to π

r =
∑

i∈pr
j
f ′i(xi). This is satisfied independently

of j by Theorem 1. Therefore, the total gradients of the selected tree routes with
a positive flow should be equal to

∑q
r=1 π

r = π̂. Now assume that there exists
one tree route with zero flow among the set of selected tree routes. Let it be in
the rth (source, group) multicast. Therefore, it is in P r

0 . Thus the gradient of
the tree route ≥ πr. This provides the second case (ii) of the theorem. ��

3 Algorithms

In this section two algorithms were developed for multicasting by multiple tree
routes. The algorithms are based on the column generation approach [1]. Initially
they begin without any tree routes. However, a tree route for each (source, group)
multicast is added during the iteration. For real applications, the number of tree
routes was limited. Let L be the maximum number of tree routes for each (source,
group) multicast. The first algorithm is performed until either the conditions in
Theorem 3 are satisfied or the number of tree routes is reached at the maximum
value L. The second algorithm is a revision of the first. In this algorithm, the
first algorithm is applied with the limit number L′ ≥ L. Therefore, L tree routes
are selected among L′ tree routes in the order of their traffic magnitude for each
(source, group) multicast. Finally the traffic demand is split with the L tree
routes.

In the algorithms, t is the current iteration number, which denotes the num-
ber of tree routes added for each (source, group) multicast. P r

t denotes the set
of the tree routes for the rth (source, group) multicast in iteration t. An m× t
link-tree incidence matrix Hr

t is defined of which the (i, j)th element is 1 if the
ith link is included in pr

j ∈ P r
t otherwise it is 0. Some notations and relations

are given for algorithms:

xt =
∑q

r=1H
r
t y

r, where the ith element of xt is the total level of traffic passing
through the link.

dist(i) is the distance of link.
π̂t =

∑q
r=1 π

r
t where πr

t =
∑

i∈pr
j
f ′i(x

t
i) and p

r
j is any tree route in P

r
t .

Algorithm I

(Step 1) Choose L.
(Step 2) Let dist(i) = f ′i(0) for each link i. Find a tree route p

r
1 for each

r = 1, . . . , q. Set P r
1 = {pr

1}, and let yr
1 = d

r. Determine Hr
1 .

(Step 3) Compute x1, πr
1(r = 1, . . . , q) and π̂1. Set t = 1.
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(Step 4) Let dist(i) = f ′i(x
t
i) for each link i. Find a candidate tree p

r
t+1 for

each r = 1, . . . , q.
(Step 5) If the sum of the gradients of the q candidate trees is ≥ π̂t, stop and

printout the current solution (x, y). Otherwise, update P r
t+1 = P

r
t ∪ {pr

t+1}
and Hr

t+1 for each r = 1, . . . , q.
(Step 6) Put P = ∪q

r=1P
r
t+1. Solve the model A(P ) and let its optimal solutions

be (xt+1, yt+1). Compute πr
t+1(r = 1, . . . , q) and π̂t+1 at the optimal solution.

(Step 7) Stop if t+ 1 ≥ L. Otherwise, put t = t+ 1 and go to step 4.
In order to apply the algorithm to the multicasting problem in this study,

two parts of it should be implemented. One part is to find a candidate tree
route for each (source, group) set of multicast traffic in both step 2 and step 4.
A Steiner tree problem is required to find the best candidate tree. However as
is well known, the Steiner tree problem is NP-hard[5]. Therefore, any heuristic
method may be used for the algorithm. Wong’s method [22] was adopted in this
study since it can achieve very good near-optimal solutions and provide the lower
bounds of the true optimal value.

The second part to be implemented is to solve the model A(P ) in step 6.
In this case, the iterative quadratic programming method [6,14] was applied.
For each iteration, a quadratic program is obtained by approximating the ob-
jective function as a quadratic function. CPLEX [8] was adopted for solving
the approximated problems. Global convergence is guaranteed if the link cost
functions satisfy the hypothesis of Theorem 2 and are strictly convex [6].

Algorithm II is proposed for improving the first algorithm.

Algorithm II

(Step 1) Apply Algorithm I with the value L′ ≥ L.
(Step 2) Obtaining P r after executing Algorithm 1, sort the tree routs in the

order of traffic magnitude for each r = 1, . . . , q.
(Step 3) Select orderly tree routes up to L in each P r and let it be P̃ r. Set

P̃ = ∪q
r=1P̃

r.
(Step 4) Solve the model A(P ).

Even though more tree routes are selected than L(up to L′), L tree routes
are used for each (source, group) multicast.

4 Experimental Results

Experiments were conducted to test whether the algorithms could be applied
to various multicasting problems. The two networks shown in Fig. 3 were con-
sidered. Network I has twelve nodes and twenty-two links. Network II is a very
large one with 100 nodes and 180 links.

Three types of link cost functions are considered in Table 1. In particular, the
fractional function is often used to represent the transfer delay in telecommuni-
cation networks [10,18]. In the table, rand(0, 1) is the random number uniformly
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Fig. 3. Multicast routing for two different simultaneous multicast traffic

generated in [0,1]. It is used in selecting the coefficients of the link cost func-
tions. All of the functions in the table are strictly increasing and strictly convex.
Therefore the algorithms converge to a solution.

Table 1. Cost functions at each link

Function type Function Coefficients
Quadratic aix

2
i + bixi, (xi ≥ 0) ai = 1 + rand(0, 1)

bi = 1 + rand(0, 1)
Fractional xi/(ci − xi), (0 ≤ xi < ci) ci = 10 + rand(0, 1)
Exponential exp (xi/ci)− 1, (xi ≥ 0) ci = 1 + rand(0, 1)

Table 2 shows experiments with a single (source, group) multicast, whose
experiment numbers begin with the letter ’S’. Table 3 shows experiments with
multiple (source, group) multicast, whose experiment numbers start with the
letter ’M’. The ’Numbers of destination nodes’ of the third column in Table
3 do not mean the serial node numbers but the number (quantities) of nodes.
For example, in experiment M2, there are three source nodes. Corresponding to
the sources, there are two nodes, three nodes and three nodes as destinations,
respectively.

Table 4 shows the results of Algorithm I to the experiments in Tables 2 and
3. In the application the stopping rule of step 7 in the algorithm was abandoned.
Therefore, the algorithm terminates only when it satisfies the conditions of The-
orem 3 in step 5. These results would be same as those for the cases with a
sufficiently large number L.
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Table 2. Experiments with single (source,group) multicast

Experiment Source Destination Traffic Network Link cost
number node nodes demand functions
S1 1 12 8 I Quadratic
S2 1 3,7,12 10 I Quadratic
S3 2 12 8 I Fractional
S4 5 1,7,12 8 I Fractional
S5 2 99 15 II Exponential
S6 5 21,30,81,90,9 15 II Exponential

Table 3. Experiments with multiple (source,group) multicast

Experiment Number of Number of Multicast Link cost
number simultaneous destination traffic Network functions

multicast nodes demands
M1 2 1,1 7,5 I Quadratic
M2 3 2,3,3 10,5,5 I Quadratic
M3 2 1,1 3,5 I Fractional
M4 4 1,2,3,4 2,2,2,3 I Fractional
M5 3 2,2,4 5,7,10 II Exponential
M6 5 1,2,3,4,5 3,5,5,10,10 II Exponential

Table 4. Experimental results with sufficient large L

Experiment Number of The total
number tree routes link cost
S1 11 150.141
S2 8 214.953
S3 9 4.539
S4 6 6.626
S5 75 455.285
S6 17 2020.158
M1 8,5 139,441
M2 3,3,2 353.280
M3 3,5 4.937
M4 4,4,1,3 5.690
M5 8,11,12 1013.547
M6 12,7,8,14,11 6006.344
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If multiple tree routes are used for a (source, group) multicast, then there are
multiple paths for each source-to-destination. Therefore, the end-to-end paths
have different end-to-end costs. In this study, the end-to-end QoS was defined
as the maximum end-to-end cost. Table 5 shows the changes in the end-to-end
QoS’s accordingly as L = 1, 2, 3. As shown in the tables only two or three tree
routes give successful results in end-to-end QoS.

Table 5. Changes in end-to-end QoS according to L = 1, 2, 3 for experiments
S4 and M5

Experiment End-to-end End-to-end QoS
number L = 1 L = 2 L = 3

5 → 1 5.90 1.35 1.30
S4 5 → 7 12.50 2.50 2.40

5 → 12 18.00 3.50 3.30
2 → 90 379 160 158
2 → 92 211 88 71
9 → 21 2300 971 297

M5 9 → 50 505 74 51
95 → 11 2200 711 227
95 → 20 2500 1159 315
95 → 55 2100 289 111

In Table 6, Algorithm I is compared with Algorithm II for experiments S2,
S4, M3 and M5. It shows changes in the total link cost according to the number
of tree routes L. The number L′ in Algorithm II is used as the number of tree
routes from the results in Table 4. The results of the two algorithms do not differ
greatly, and Algorithm II is usually superior to Algorithm I.

Table 6. Changes in the total link cost according to the number of tree routes
L for experiments S2, S4, M3 and M5

Experiment Algorithm Total link cost
number L = 1 L = 2 L = 3 L = 4 L = 5
S2 Algorithm I 700 323 279 241 228

Algorithm II 600 300 272 240 219
S4 Algorithm I 8.151 7.616 7.467 7.200

Algorithm II 20.000 7.628 7.233 7.164
M3 Algorithm I 5.996 5.071 5.004 4.947 4.937

Algorithm II 5.996 5.261 4.941 4.938 4.937
M5 Algorithm I 3435 1640 1306 1158

Algorithm II 2958 1327 1174 1109
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Table 7 shows the effect of the multiple tree routes on the total link cost. F (1)
denotes the total link cost incurred with a single tree route, and F (L) denotes
the total link cost incurred with an L tree route. Algorithm II was applied for
multicasting with multiple tree routes. As the results are similar to the those
in the end-to-end QoS, the F (L)/F (1) ratio reduces sharply though L is two or
three. Subsequently, the ratio is steady even when L increases. For experiments
S4 and M5, only two tree routes for each (source, group) multicast brings a 90%
overall decrease in the total link cost.

Table 7. Reduction effects of multiple tree routes L for experiments S2, S4, M3
and M5

Experiment F (L)/F (1)
number L = 1 L = 2 L = 3 L = 4 L = 5
S2 1.00 0.50 0.45 0.40 0.37
S4 1.00 0.08 0.08 0.07 0.07
M3 1.00 0.85 0.84 0.83 0.83
M5 1.00 0.05 0.02 0.02 0.02

5 Conclusions

Recently Internet service demand has increased rapidly. As a consequence, IP
multicast traffic has likewise increased. Multicast traffic requires a broad band-
width and a strict end-to-end QoS. If multicasting is accomplished by single tree
routing as is currently with existing multicasting methods, depending on the
level of multicast traffic, the end-to-end QoS can deteriorate seriously. There-
fore, a multicasting method was proposed using multiple tree routes. In this
method the amount of traffic is considered. That is, in this study, IP multicast-
ing was regarded as a network flow problem, not as a tree finding problem. The
proposed method adds tree routes until it satisfies the target conditions, and it
splits optimally the multicast traffic demand into the chosen tree routes. The
method is also intended for problems with many different types of simultaneous
multicast traffic.

Various experiments were conducted and the results show that the new mul-
ticasting method is fairly effective on the end-to-end quality of services as well
as the total link cost. Two or three tree routes give successful results. In some
experiments, only one more tree route (i.e., two tree routes) results in over a
90% improvement in the end-to-end QoS and the total link cost.
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Abstract. Current optical networks typically offer two degrees of ser-
vice reliability: full protection in presence of a single fault in the network,
and no protection at all. This situation reflects the historical duality that
has its roots in the once divided telephone and data environment. The cir-
cuit oriented service required protection, i.e., provisioning of readily avail-
able spare resources to replace working resources in case of a fault. The
datagram oriented service relied upon restoration, i.e., dynamic search
for and reallocation of affected resources via such actions as routing table
updates.
The current development trend, however, is gradually driving the design
of networks towards a unified solution that will jointly support traditional
voice and data services as well as a variety of novel multimedia appli-
cations. The growing importance of concepts, such Quality of Service
(QoS) and Differentiated Services that provide varying levels of service
performance in the same network evidences this trend.
Consistently with this pattern, the novel concept of Differentiated Reli-
ability (DiR) is formally introduced in the paper and applied to provide
multiple reliability degrees (classes) in the same network layer using a
common protection mechanism, i.e., path switching. According to the
DiR concept, each connection in the layer under consideration is guar-
anteed a minimum reliability degree, defined as the Maximum Failure
Probability allowed for that connection. The reliability degree chosen for
a given connection is thus determined by the application requirements,
and not by the actual network topology, design constraints, robustness
of the network components, and span of the connection.
An efficient algorithm is proposed to design the Wavelength Division
Multiplexing (WDM) layer of a DiR ring.

1 Introduction

Current statistics reveal that businesses increasingly rely on communications
networks. E-commerce and e-business are heavily dependent upon the availabil-
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Board under contract # 009741-0139-1999, TxTEC, and NSF under contract #
ANI-0082085.

M. Ajmone Marsan, A. Bianco (Eds.): QoS-IP 2001, LNCS 1989, pp. 299–313, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



300 Andrea Fumagalli and Marco Tacca

ity of communication resources. Thus, reliable communication networks are a
must from the end user’s point of view.

In a multi-layer network architecture, protection switching techniques may
be implemented in more than a single layer. For instance, in the IP (Internet
Protocol) over WDM (Wavelength Division Multiplexing) architecture it is pos-
sible to implement protection1 mechanisms at the WDM layer [6], or a set of
distinct protection mechanisms via Multi Protocol Label Switching (MPLS) at
the IP layer [9], or restoration2 mechanisms in the conventional IP manner [12].
With these options available, a competitive and cost effective design of the reli-
able network is a critical goal that may determine the success or failure of the
proposed network architecture. In other words, which layer should provide pro-
tection and what degree of protection does each layer need? It is well known
that distinct protection mechanisms will coexist in the same network, with each
mechanism being implemented at a distinct layer [2]. One rule of the thumb is
that using the protection mechanism at the lowest possible layer minimizes the
response time [3,1].

Little is known, however, about the degree of reliability required at each layer,
that is, the level of reliability that each layer should provide to higher layers.
Clearly, there is a tradeoff between the degree of reliability that is offered by
each layer and the cost of the resources required at that layer. A higher degree
of reliability comes at higher cost. Another factor to consider is that the same
network (or layer) is designed to support multiple services, and each service
might require a distinct degree of reliability. For example, the WDM layer may
support both SONET and IP layers, and may provide to each higher layer a
different degree of reliability.

Currently, only two degrees of service reliability are commonly considered:
100% protection in presence of a single fault in the network and none at all.
These two approaches have their historical origin in the once divided telephone
and data environments. The former service, being circuit oriented, requires pro-
tection for immediate network restoration upon a fault. The latter service, being
datagram oriented, relies upon restoration, i.e., dynamic updates of the network
routing tables. The current trend is gradually driving the design of networks
towards a unified solution that will support, not only traditional voice and data
services, but also a variety of novel multimedia applications. Evidence of this
trend over the last decade is the introduction of concepts like Quality of Service
(QoS) [10,8] and Differentiated Services [7,4] to provide varying levels of service
performance in the same network. Surprisingly, little has been discussed or pro-
posed for network reliability schemes to accommodate this change in the way
networks are being designed.

1 Protection indicates a technique based on the provisioning of readily available re-
sources to replace specific working connections in case of a fault.

2 Restoration indicates a technique based on the dynamic search for alternative re-
sources that will allow to continue the connections affected by the fault.
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Today’s competitive networks can no longer provide just pure circuit switch-
ing and datagram services, nor they can limit the options of reliability to only
two degrees, either fully protected or unprotected.

In this paper the problem of designing cost effective multi-layer networks
that are capable of providing various reliability degrees — as opposed to 0% and
100% only — is addressed. The concept of Differentiated Reliability (DiR) is
for the first time formally introduced and applied to provide multiple reliability
degrees (or classes) at the same layer using a common protection mechanism,
i.e., path switching [13,11].

According to the DiR concept, each connection in the layer under considera-
tion is assigned a Maximum Failure Probability (MFP ) which is defined as the
probability that the connection is unavailable due to the occurrence of a fault
in the network. The MFP chosen for a given connection is determined by the
application requirements and not by the protection mechanism3, the network
topology, the source-destination distance, or the Mean Time Between Failure
(MTBF) of the network components. It is expected that the cost of the con-
nection is inversely proportional to the chosen MFP degree. For example, in
a simplified network scenario with only two layers, i.e., IP over WDM, an op-
tical connection between two IP routers shall guarantee the MFP required by
the user. Certain connections between routers may be more critical than others,
thus, a cost effective solution will rely on some highly reliable optical connections
and other less reliable connections whose disruption will not heavily affect the
user’s IP network.

From a practical point of view, DiR connections can rely upon the protec-
tion mechanism preferred by the network designer, or available from technology.
Connections are then individually routed and assigned spare resources in such a
way that the MFP degree required for each connection is met. Preemption of a
less reliable connection to guarantee reliability of a higher reliable connection is
allowed when the resulting MFP degree still meets the connection requirement.

In summary, the DiR concept offers the unique combination of the follow-
ing advantages. The user (or upper layer) determines the desired MFP degree
for each connection. Thus, in a multi-layer network, the lower layer may pro-
vide the above layers with the desired reliability degree, transparently from the
actual network topology, design constraints, device technology and connection
span. In addition, DiR allows to dynamically adjust the network configuration
to take into account possible improvements of the network component’s MTBF
that may become available in some portion of the network, without affecting
the reliability degree offered to the upper layers. In practical terms, improved
MTBF of network components may allow the same network to support addi-
tional connections without affecting the guaranteed MFP degree of the already
existing connections.

In the rest of the paper the DiR concept is demonstrated using a bidirectional
WDM ring in which protection is achieved in the optical layer.

3 With DiR, the protection mechanism may offer a variety of different MFP degrees
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2 Applying the DiR Concept to WDM Rings

First the problem of optimally designing the WDM DiR-based ring is defined,
then an efficient algorithm that sub-optimally solves the problem is presented.

2.1 The Problem of DiR Optimal Design

This subsection describes the assumptions made and defines the DiR optimal
design problem.

It is assumed that a set of connection demands are given and must be routed
across the ring. A demand consists of one or multiple lightpaths4, that need to be
established between two nodes. Each demand is assigned a requestedMFP that
must be met by the protection mechanism at the optical layer. Only one protec-
tion mechanism is available at the optical layer to achieve the demand requested
MFP . This requirement appears to be necessary to provide feasible network
management as opposed to complex management handling of multiple concur-
rent recovery actions that take place in the event of a network element failure.
The protection mechanism considered in the paper is the 1 : 1 path protection
applied to lightpaths. With this protection mechanism, a working lightpath is
assigned a route-disjoint protection lightpath that may be alternatively used if
the working lightpath fails to work.

First, the set of multiple reliability classes is introduced. A reliability class,
c, is characterized by a connection maximum failure probability MFP (c), which
indicates the maximum acceptable probability that, upon a network element
failure, a connection in that class will not survive despite the optical layer pro-
tection5.

Connection demands are assigned to classes according to their requiredMFP .
Traffic demands in higher requirement classes, i.e., lower MFP , are those with
the most stringent requirements in terms of recovery speed and need to be re-
stored at the optical layer (e.g., voice traffic), as opposed to traffic demands in
lower classes that may also be recovered by means of the (relatively slower) IP
restoration mechanisms.

The WDM ring topology is modeled as a graph G(N , E). Set N represents
the network nodes and link set E represents the WDM ring lines connecting
physically adjacent nodes. Each link in E is characterized by two numbers: link
cost and link failure probability.

The link cost represents the cost of routing a lightpath on that link. For
example, if the link cost is set equal to the link length, it is assumed that the
cost of routing a lightpath on that link is proportional to the link length.

The link failure probability is the probability that the considered link is
faulted under the condition that a single network line fault has occurred in the
ring. (The analysis presented here is based on the assumptions that only single

4 A lightpath is a path of light between a node pair, whose bandwidth equals the
wavelength bandwidth.

5 The concept of reliability class can be easily generalized to multiple failures.
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(line) faults may occur. However, the proposed technique can be extended to
handle concurrent faults of varying natures, including node faults.) The link
failure probability is estimated on the basis of available failure statistics of the
employed optical components. First, the probability of having a single fault in
the network is estimated. Once this value is known, every link fault probability is
normalized to the probability of having a single fault in the network. We define
Pf (i, j) as the failure probability of link (i, j), given the occurrence of one fault
in the network. A uniform distribution of faults across the link, would then result
in Pf (i, j) = 1

|E| ∀(i, j) ∈ E.
To demonstrate the DiR concept, the 1 : 1 path protection scheme is modified

as follows. (Notice that provisioned protection resources are unused in absence
of network failure.) A lower class working lightpath may be routed on already
provisioned protection wavelengths (Fig. 1), thus improving use efficiency of
network resources. Consequently, in case of a link failure, a higher class con-
nection may preempt a lower class connection if the latter is using protection
resources dedicated to the former. This mechanism affects the connection failure
probability of the lower class connections due to its preemption. From a lower
class connection viewpoint, preemption is equivalent to a fault that disrupts its
working lightpath without the possibility to resort to a protection lightpath. For
each connection, we thus define the connection failure probability as the sum of
the failure probabilities of its unprotected links plus the probability of “virtual”
failure due to preemption.

In Fig. 1, we show an instance of the ring with uniform line failure distri-
bution. The higher class connection (thick line) has MFP = 0, i.e., it must
be 100% protected against any single line fault. The lower class connection
(thin line) reuses protection wavelengths assigned to the higher class connec-
tion (lines (D,C) and (C,B)), thus its failure probability is given by the sum
Pf (D,C) + Pf (C,B) (fault of the unprotected links of the lower class connec-
tion), plus the probability of being preempted by the higher class connection
which is Pf (D,E) + Pf (E,A).

The objective of the DiR problem is to determine the routing for and the
resources used by each lightpath request in order to minimize the ring total
wavelength-mileage, or Λ — more generally, the network cost — subject to guar-
anteeing the requested reliability degree (MFP ) of each traffic class c.

The objective function is formally described next under the assumption that
wavelength converters are available at all nodes and any (working or protection)
lightpath may be assigned a distinct wavelength on each of its links.

min Λ =
∑
i,j




C∑
c=1

∑
s,d

(ws,d,c
i,j + ps,d,c

i,j − rs,d,c
i,j ) · li,j


 (1)

where:

– ws,d,c
i,j is the number of (working) wavelengths on line (i, j) assigned to the

working lightpaths that belong to the connection demand from s to d of
class c
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Fig. 1. Protection and preemption mechanism

– ps,d,c
i,j is the number of (protection) wavelengths on line (i, j) assigned to the

protection lightpaths that belong to the connection demand from s to d of
class c

– rs,d,c
i,j is the number of protection wavelengths on line (i, j) that are reused

by working lightpaths that belong to the connection demand from s to d of
class c

– li,j is the length of line (i, j).

The objective function must be minimized under the constraint that the proba-
bility failure of every connection demand in class c does not exceed the requested
maximum failure probability MPF (c).

2.2 The Difficult-Reuse-First Algorithm

This section presents an efficient greedy algorithm that may be used to sub-
optimally6 solve the DiR design problem in WDM rings. The name of the al-
gorithm is Difficult-Reuse-First (DRF) to indicate that, prior to being routed,
demands are sorted considering how difficult it is for the corresponding working
lightpaths to achieve reuse of protection wavelengths. Lightpaths that are more
difficult in that regard, are routed first, thus giving them a better chance to
achieve a more efficient wavelength reuse.
The DRF algorithm is based on two observations.

1. Due to the topological layout of bidirectional ring, only two disjoint routes
exist between any node pair (Fig. 2). Routing is thus a binary problem and
each demand that requires protection must employ both routes, one for the
working lightpath and the other for the protection lightpath (Fig. 2(b)).

6 The complexity of the DiR design problem is under investigation.
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Fig. 2. Ring protection mechanism

2. When the reliability degree requested for the connection cannot be achieved
using the already provisioned wavelengths, an additional wavelength must
be added to the ring. Under this circumstance, irrespective of the routing
(clockwise or counterclockwise) chosen for the working (protection) light-
path, one wavelength must be added to every line of the ring. The cost
(working and protection) for setting the connection thus equals the cost of
adding a wavelength along the whole ring perimeter.

The following definitions are used in the description of the DRF algorithm.
The failure probability of a path is given by the sum of the failure probabilities of
the links along the path. The minimum failure probability between two nodes,
mfpsd, is the minimum between the failure probability of the clockwise and
the counterclockwise path. Let MFP (c) be the maximum failure probability for
connection demands in class c.
The algorithm is organized in 7 steps as depicted in Fig. 3.
Step 1. Connection demands are classified using two sets: the set of demands
that require some degree of protection and the set of demands that do not require
protection. Demand of class c from node s to node d belongs to the former set
if mfpsd > MFP (c). It belongs to the latter set otherwise.
Step 2. The working lightpath for each demand in the former set is routed
using the shortest path in terms of number of links. The protection lightpath is
routed using the opposite direction. Shortest path in terms of number of links
is chosen for the working lightpath to yield the maximum number of protection
wavelengths in the ring that may be reused by the algorithm at some later step.
Notice that these connections have failure probability equal to 0, as they all
survive any single fault in the ring.
Step 3. The demands in the latter set are sorted according to increasing values
of the difference X = (MFP (c) −mfpsd) ≥ 0 where c, s and d are, respectively,
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the class, the source and destination of the demand. Let SX be the set of sorted
demands. Value X indicates the excess of reliability offered to the demand if a
newly wavelength was added to each link of the the path with minimum failure
probability mfpsd. Since the excess of reliability is not necessary, the algorithm
looks for ways to reuse some of the already provisioned protection wavelengths in
place of the newly added wavelengths. When a protection wavelength is used in
place of a newly added wavelength, the reliability excess of the demand is reduced
due to the potential preemption of that wavelength. Notice that the reliability
excess must not be reduced below zero, otherwise the required reliability degree
requested for the demand is not met.

Intuitively, smaller values ofX correspond to demands with lower probability
to achieve reuse of protection wavelengths. In order to achieve a more efficient
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wavelength reuse — which in turn corresponds to a lower total network cost —
demands having smaller X are routed first, hence the name of the algorithm.

Step 4. The demand in set SX with the smallest value of X is considered for
routing. Prior to routing the demand, an auxiliary graph G′(N , E′) is built.
N is the set of network nodes, E′ is the union of set E ∈ G and set Ep. The
latter is the set of links that represent the provisioned protection lightpaths (or
segments of them) not yet reused. Set Ep is constructed as follows. Let s be the
source node, d the destination node and I = {n1, n2, . . . , nk} the ordered set of
intermediate nodes of a protection lightpath. Link (s, d), all links (s, ni), where
ni ∈ I, all links (ni, d), where ni ∈ I, and all links (ni, nj), where ni, nj ∈ I
and i < j are added to Ep when the associated protection lightpath is added to
the ring. Link (s, d) represents the entire protection lightpath. Any other link
represents only a segment of the protection lightpath. When multiple protection
lightpaths share the same source and destination pair the set of links is derived
only once, taking into account the multiplicity of the lightpaths by assigning a
capacity greater than one to the links.

Any link in l ∈ E′ is assigned a triple: a cost, a failure probability, and
a capacity that indicates the maximum number of working lightpaths one can
route on such link. Every link in E′ derived from E is assigned its original cost,
i.e., the length of its line, its original failure probability, and infinite capacity.
Every link in Ep is assigned zero cost as routing on any such link represents reuse
of an already provisioned protection lightpath (or segment of it). Each link in
Ep is assigned a failure probability that is the sum of two terms: the failure
probability of the working lightpath associated with the protection lightpath
(or segment of it) represented by the link, i.e., the probability of preemption;
and the failure probability of the represented protection lightpath (or segment
of it). Each link in Ep is assigned a capacity equal to the number of protection
lightpaths (or segment of lightpaths) represented by the link.

Fig. 4(a) represents the auxiliary graph obtained from the ring shown in
Fig. 4(b). In Fig. 4(a) the original topology graph with two working connections
— the solid lines — is shown. Links are assigned two numbers that represent,
respectively, the length of the network line and the network line failure proba-
bility. It is assumed that connection demand from node D to node A requires
protection, represented by the dotted line in the figure. Connection demand from
node D to node C belongs to a lower requirement reliability class and thus it
may reuse some of the protection wavelengths provisioned for the former de-
mand. The corresponding auxiliary graph is shown in Fig. 4(b). Set E′ consists
of the union of link set E and the additional links (C,B), (B,A), and (C,A) (set
Ep), that represent, respectively, the possibility to reuse protection wavelengths
on the original graph links (C,B), (B,A), and the concatenation of (C,B) and
(B,A). The auxiliary graph does not contain link (D,C), since the protection
wavelength on that link is already used. Notice that added link (C,A), which
represents a segment of the protection lightpath associated with the working
lightpath from node D to node A, has failure probability given by the sum of
three terms: the probability that the working lightpath from D to A is rerouted
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because of a line fault (0.4); the probability that line (C,B) is faulted (0.2); and
the probability that line (B,A) is faulted (0.2).
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Fig. 4. New links in the auxiliary graph

Since the auxiliary graph may have a large number of parallel links that may
considerably slow down the execution time of the algorithm, a pruning technique
is used to reduce the number of links in E′, without significantly affecting the
algorithm performance. Two steps are used to reduce the number of links in E′.
First, links with failure probability greater than the demand MFP are removed
from the auxiliary graph. Second, when multiple links with zero cost exist be-
tween a node pair, only the link with the smallest failure probability is kept in
set E′ (Fig. 5), the other zero cost links are not inserted in the auxiliary graph
set E′. Notice that links of the auxiliary graph derived from E are never removed
from the auxiliary graph as they represent the possibility to add wavelengths to
the ring when the reuse of provisioned protection wavelengths is not possible.

(0,0.4)

(10,0.2)

(0,0.4)

(10,0.2)

(0,0.8)

Fig. 5. Pruning of parallel multiple links with zero cost

Step 5. The demand under consideration is routed using the Dijkstra shortest
path algorithm [5] applied to the pruned auxiliary graph. The link weight lwij used
by the shortest path is computed as a linear combination of the link length (lij)
and the link failure probability (Pf (i, j)). The linear combination is controlled
by parameter a as follows: lwij = a·lij +(1−a)·Pf(i, j). When a = 1 the algorithm
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returns the shortest path in terms of mileage, when a = 0 the algorithm returns
the shortest path in terms of failure probability, i.e., the most reliable path.

By varying a, a dichotomic search is performed. Let amax = 1 and amin = 0.
The shortest path algorithm is run using the mean value a = aint = (amax +
amin)/2). Let pfaint be the failure probability of the path so found. If pfaint

is greater than the MFP requested for the demand amax is set equal to aint.
If pfaint is smaller than the MFP , amin is set equal to aint. These steps are
iterated until pfamax ≤MFP .

Once the path is found, the capacity of the path is computed as the minimum
capacity of all links that belong to the path. Working lightpaths of the demand
are then routed along the path, up to its capacity. If the capacity of the shortest
path is not large enough to accommodate all lightpaths of the demand, Step 5
is repeated until all lightpaths are routed.
Step 6. The wavelengths assigned to the demand under analysis are provisioned
and the corresponding demand is removed from set SX .
Step 7. The status of the provisioned protection wavelengths is updated taking
into account possible reuse. Notice that such update may result in changes of
the auxiliary graph. The algorithm goes back to step 4 until set SX is emptied.

3 Performance Results

The DRF algorithm described in section 2.2 is tested using a ring topology that
comprises 20 nodes connected by equal length lines of 10 miles. It is assumed
that line failure probability is uniformly distributed among the network lines, i.e.,
Pf (i, j) = 1/20∀(i, j) ∈ E. Connection demands are divided into three classes.

– Class 1 demands are uniform, requiring one lightpath between every node
pair (s, d). MFP (1) = p1.

– Class 2 demands are uniform, requiring two lightpaths between every node
pair (s, d). MFP (2) = p2.

– Class 3 demands are uniform, requiring three lightpaths between every node
pair (s, d). MFP (3) = p3.

The total number of lightpath requests is 2280. Presented results are obtained
setting p1 and p2 to a fixed value, while p3 takes on values in the interval [0, 1].
With the given ring and connection demands, the DRF algorithm runs on a
Linux-PC pentium 450MHz, requiring a computational time in the order of
tens of seconds.

Figs. 6, 7 and 8 show, respectively, the total λ-mileage (working and protec-
tion), the total protection λ-mileage, and the total protection λ-mileage reused
by the DRF algorithm.

As expected, the required total λ-mileage decreases as the reliability require-
ment of class 3 becomes less stringent, i.e., p3 increases. This is due to the
combined effect of two factors: 1) the protection λ-mileage necessary to fulfill
the requested reliability degree is reduced (Fig. 7); 2) protection wavelength
reuse is improved (Fig. 8).
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Fig. 7. Total protection mileage

It is interesting to note that when p1 = 0.1, p2 = 0.4 and p3 → 1, the
total λ-mileage found by the DRF algorithm equals the same λ-mileage that
would be required in the same ring, with the same connection demands, had
conventional shortest paths been used to route the working lightpaths and no
protection lightpaths been provisioned at all. While costing the same, the two
approaches are however significantly different. With the shortest path approach
the requested demand reliability is not always guaranteed and shorter working
lightpaths have better reliability degree than longer lightpaths have. With the
DRF algorithm, demands in the three classes always meet their reliability degree,
without regard of the distance between the source and the destination.

Figs. 9, 10, and 11 numerically demonstrate the above conjecture by plotting
the distribution of the connection failure probability for the demands in the three
reliability classes when p1 = 0.1, p2 = 0.4, and p3 = 0.8. The results obtained
with the shortest path algorithm and the DRF algorithm are reported. The total
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Fig. 8. Total reused mileage

λ-mileage is the same in both cases. The shortest path routing yields the same
distribution of connection failure probability for every reliability class, irrespec-
tive of the reliability requirement of the class. (The distribution is actually scaled
by a factor equal to the number of lightpath requests in each class.) The DRF
algorithm trades higher connection failure probabilities for class 1 traffic, with
lower connection failure probabilities for the other two classes. By so doing, the
requested class reliability degree is met for all connection demands.
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Fig. 9. Class 1 connection failure probability distribution

From a revenue viewpoint, the DiR approach allows to accommodate all
connection demands with the requested degree of reliability. The conventional
shortest path approach, on the contrary, imposes a de-classification of a large
portion of the demands in class 1 and class 2 below the requested reliability
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Fig. 11. Class 3 connection failure probability distribution

degree, thus reducing the potential overall revenues, yet requiring the same λ-
mileage of the DiR approach.

4 Summary

The paper presented the novel concept of Differentiated Reliability (DiR) classes
of traffic, according to which, connections are differentiated based on their re-
quested individual degree of reliability. The proposed concept enables to differ-
entiate traffic flows in classes without regard for network topology, equipment
MTBF, and most importantly connection span, both in terms of line hops and
mileage.

An algorithm was proposed to sub-optimally design DiR-based optical rings.
Presented results demonstrated the potential advantages of the proposed con-
cept, in terms of both overall network costs and guaranteed reliability degree
for every traffic class. Beside the optical layer discussed in the paper, the DiR
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concept may find other interesting applications in a variety of network layers,
including the Multi Protocol Label Switching (MPLS) layer.
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Abstract. This paper addresses the problem of building optical packet
switches able to effectively cope with variable length packet traffic, such
as IP traffic. A switching architecture equipped with a multistage fiber
delay lines based buffer is presented. The aim is to realize a buffer with
fine granularity and long delay with an architecture of limited complex-
ity. QoS mechanisms are proposed to support service differentiation by
exploiting the wavelength resource and are evaluated by simulation.

1 Introduction

The explosive growth of the Internet of the last few years demands for higher
and higher bandwidth capacity, in particular in the core part of the network.
The recent and rapid introduction of Dense Wavelength Division Multiplexing
(DWDM) technology provides a platform to exploit the potential huge capacity
of the optical fibers. DWDM optical networks are poised to dominate the back-
bone infrastructure supporting the next-generation high-speed Internet back-
bones. They offer a very effective and future proof transmission facility, that
may be used to support a variety of services and transfer modes in a fairly
transparent and smooth way.

Nevertheless, current applications of WDM focus on the static usage of in-
dividual WDM channels, which may not be efficient in supporting IP traffic.
The challenge is to combine the advantages of WDM with emerging all-optical
packet switching capabilities to yield optical routers capable of guaranteeing full
optical data path and throughput in the hundreds of Terabit/s range [2][1].

Optical packet switching has been addressed by several projects in the last
few years showing the feasibility of such a concept but also its partial imma-
turity at the present state of optical technology development [3],[4],[5]. These
works mainly considered an ATM like transfer mode, with fixed-length packets
and synchronous node operation. Nevertheless the present scenario of a network
development driven by the Internet (meaning IP protocol) and the difficulty in
realizing full-optical synchronization seems to suggest that a transfer mode based
on variable length packets and asynchronous node operation may be easier to
implement and more effective. Some proposal have been done in this direction
[6][7] but very limited study is present in the literature on node architectures
and related performance.
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This paper discusses some of the engineering and dimensioning issues of op-
tical packet switches in the case of asynchronous variable-length packets and
proposes a node architecture suitable for this networking environment. The main
features of this architecture are a multistage fiber delay line buffer, similar to
the one proposed in [8] for the case of fixed length synchronous packets, and
WDM operation to solve contention on the use of the fiber delay lines by several
packets at the same time. Results will show that, by means of such a buffer,
very good performance in terms of packet loss are obtained, without a dramatic
increase in the architecture complexity. In relation to the increasing need to ob-
tain different service levels from the network, the design freedom degrees of the
architecture are also investigated with the aim to define mechanisms to support
Quality of service (QoS) features. The paper is structured as follows. In section
2, a general discussion of the scenario of optical packet switching is presented. In
section 3 the switching architecture proposed is explained in detail, with focus
on the functional behaviour. In section 4 the main design issues are discussed
with reference to the play they role in determining the system performance. In
section 5 the basic switch performance are presented. In section 6 quality of
service mechanisms are described and their performance discussed. In section 7
conclusions are drawn.

2 Optical Packet Switching Scenario

The idea underlining any proposal for optical packet switching is to de-couple
the data-path from the control path. Since a device where processing is fully
performed in optics is not feasible yet, the control functions for routing and
forwarding have to be performed in electronics. This implies optical to electrical
conversion for the packet header (whatever the format). This is not necessary
for the packet payload, that may be switched and forwarded without conversion.
If feasible and efficient, this approach may be a significant improvement when
compared, for instance, with the SDH approach, where any information flow
must be converted in electronic form, de-multiplexed, processed, multiplexed
again and finally re-converted to optical at each cross-connect.

Optical packet switching promises to be the next step forward in switches
and routers development, even though it is not clear yet when it will really be
effective. We will simply assume that optical packet switching will be feasible
and worth doing at some stage in the future.

Based on this assumption, the discussion that follows wants to introduce the
scenario on which the architecture and results here presented are placed. The
network architecture considered is a packet switched network with optical core
routers in the backbone and optical edge routers, responsible for the interface
with legacy networks at the edges. The traffic may in principle be of any kind
even though we imagine Internet traffic to be dominant. The backbone links are
WDM links at 2.4 Gbit/s or higher and the information transfer mode is packet
based, to allow a good degree of multiplexing and flexibility.
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As far as the packet format is considered the possible Approaches are:

– fixed length packets (tailored on the time requirement of the system) with
synchronous, ATM like node operation [5] [1];

– fixed length packets with asynchronous operation [14];
– variable length packets, called bursts, with asynchronous node operation [6].

The synchronous operation of the former approach is very appealing as far as
switches implementation is concerned, at least in the case a connection oriented
switching is assumed. Unfortunately it is not very well tailored to IP traffic, both
because of the native connectionless nature of IP and because of the necessity to
fit variable length datagrams into fixed length containers. In particular regarding
the latter issue, it has been shown in [15] that it may be very inefficient. The
fixed length asynchronous case may simplify some of the implementation issues
related to synchronisation but leads to fairly poor performance in terms of packet
loss.

The asynchronous variable length packet, in particular the so-called burst
switching approach, first proposed in [6], definitely matches better with IP traffic.
In burst switching the IP datagrams are gathered in “bursts” to guaranty a pre-
defined minimum length and bursts are switched in a connectionless manner
according to the destination address in the header.

This is the transfer mode we assume in this paper. We analyze in some detail
which are the differences with the case of fixed length packets from the switch
operation point of view and propose a switching architecture for this case. The
focus is on the buffering problem.

As in any packet switch congestion may arise when more than one packet
are addressed to the same output at the same time. To solve this contention
some kind of buffering is necessary. Up to now the most common way to realize
an optical buffer has been by means of fiber delay lines (FDLs). When two (or
more) packets contend for the same output link, one is transmitted and the other
is sent to a coil of fiber to be delayed of an amount of time sufficient to solve the
contention. There are several basic parameters that can be used to characterize
an FDL buffer. We will call:

– D the basic delay unit, also called “granularity”;
– B the number of different delays that can be realized overall;
– DM = BD the maximum delay achievable with the buffer, that also gives

the maximum amount of bits that may be stored in the buffer, for this reason
also called “buffering capacity”;

– L the number of wavelengths used inside the FDL buffer, necessary in order
to share the same pool of fibers among all the input/output pairs.

D and L are the critical design parameters for the FDL buffer. In the case of a
network with fixed lengths packets (synchronous or asynchronous) it is natural
to choose D equal to the length of the packets and results regarding dimensioning
of FDL buffers and congestion resolution techniques in this case can be found for
instance in [9],[10],[11]. On the other hand, very few work has been devoted to the
problem of dimensioning FDL buffers in the case of networks with asynchronous
variable length packets (see [12] as one of the very few examples).
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3 Switch Architecture

The packet switch architecture realizes output queuing of and relies on the use of
wavelength encoding to achieve optimal exploitation of the fiber delay line buffer.
For the sake of simplicity in the description each input link is assumed to carry
only one wavelength, but the extension to the WDM scenario is straightforward.
The switch consists of four main functional blocks (figure 1):

– the packet encoder, which consists of a set of L wavelength converters to
access the delay stage in a contention free manner;

– the variable delay stage, which provides multiple stages of delay lines to
introduce variable delays;

– the wavelength selector, to forward a specific wavelength to the addressed
output, by selecting the correct wavelength;

– the control block, which performs the routing function and controls wave-
length assignment and packet forwarding.
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Fig. 1. Switch architecture

The packet encoder. When a packet arrives on a switch input link its header
is read by means of an optical detector and processed to determine the switch
output to which the packet must be forwarded. On the optical path each packet
is assigned to a wavelength chosen such that no other packet is using it or is
going to use it for the whole stay of the new packet in the delay stage. Different
algorithms can be adopted to achieve optimal use of the wavelength pool, in any
case they must be kept simple enough to cope with the very high speed of the
switch. In this work it is assumed to choose the first wavelength that satisfy the
constraints starting from a fixed one (for example the first one). The encoding
wavelength is maintained for the packet during the whole switch path.

The variable delay stage. After encoding, the packet enters the delay stage
and flows into the fibers of the proper length to be delayed of the required
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amount. A multistage configuration of the delay lines is proposed to achieve a
fined-grained implementation of delay. A base m representation of packet delay
is given through the k stages, with stage weights in decreasing order. For a given
k, the i-th stage is composed by m fibers that introduce the following multiples of
thedelay unit D: 0, mk−i, 2mk−i, 3mk−i, . . . , (m−1)mk−i. By properly choosing
the delay line at each stage all possible delays between 0 and DM = Dmk−1 are
possible. To achieve the correct composition of the delay contribution, each delay
stage is followed by a combining/splitting function, a pool of filters that separate
wavelength encoded packets and a space switch to send a packet to the correct
FDL in the following stage. The connections between the combiners and the
splitters are the critical points of the architecture where it must be assured that
no packet jamming takes place on the same wavelength. At this connections
only one packet at a time can be present on each given wavelength and this is
taken into account by the wavelength encoding algorithm. The values of m and
k must be chosen in relation to the performance that has to be obtained. They
are limited by technological constraints and their influence on performance is
here investigated.

The wavelength selector let the packets exiting the right switch output ac-
cording to control information by means of a pool of optical filters and a space
switch.

The control block. The control block provides for the routing function and
management of switch resources. The routing function is performed on the basis
of the detection of packet header using standard Internet routing procedure and
should be performed suitably in advance before packet information arrival. The
result of the routing function is the specific output link to which the packet must
be forwarded. This also implies the knowledge of the delay that the packet will
encounter in the switch, based on the status of the output queue. The next step
is to find the wavelength to be used for packet encoding such that the required
delay, that is the FDL buffer, is available at that wavelength for the whole packet
duration TP .

The implementation of this architecture relies on key devices such as All Op-
tical Wavelength Converters and Silicon Optical Amplifiers (SOA) gates for the
optical buffer, the space switches and the Wavelength Selectors. The feasibility of
the basic components necessary for this architecture has been already proved for
similar applications [10]. Even if they are not yet available on the mass market
it is reasonable to think they will in the next few years.

As a final remark, according to the scheme in figure 1 packets on the same
output link could be encoded on different wavelengths. To send all the packets
on a given output on the same wavelength (that is the wavelength used by the
link) a final stage of wavelength conversion is needed. It has not been shown
here, since it is not vital for the switching matrix operation.
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4 Design Issues

In this section we discuss the design issues related to the architecture presented.
Since the focus is on buffering and loss of packets because of lack of queuing
space, the discussion is centered on explaining the functional behavior of the
buffering achieved by the architecture and, consequently, the reasons of packet
loss.

4.1 FDL Buffers and Variable Length Packets

Let us first analyze the delay assignment. If a packet arrives and the output link
is idle it is obviously served immediately. If a packet arrives and finds the link
busy or other packets queued, it has to be buffered (i.e. delayed). Call ta the
time of the arrival and tf the time at which the link will be free. In principle the
new packet should be delayed of an amount tf − ta. Due to the discrete step of
the FDLs, the new packet is going to be delayed of an amount

∆ =
⌈

tf − ta
D

⌉
D

In the case of the architecture here described, ∆ will be realized by means of a
suitable choice of delay in the various stages. If [d1 . . . dk] 0 ≤ di ≤ m − 1 is
the vector of the fiber delay line indexes to which the packet will be sent at each
stage, then ∆ =

∑k
i=1 dim

k−iD.
In general there is is an amount of time τ = ∆ − tf + ta ≥ 0 during which

the output line is not used while there would be a packet to transmit.1 This
can be seen as a waste of some of the “service power” of the output line or as
an artificial increase in the packet length. If ϑ is the nominal length of a packet
then, for any packet queued, ϑ′ = τ + ϑ is the real length.2 In the following
this last way to represent the effect of the FDLs is used. Let us assume that
the arrival process is independent of the state of the queue and that the lengths
of consecutive packets are also independent. When a new packet arrives at t
and has to be queued, τ may take any value between 0 and D with uniform
probability. If ϑ̄ is the average nominal length of the packets, the real average
length for the packets queued is ϑ̄′ = ϑ̄ + D

2 .
If ρ is the load for normal queue the real load in the case of the FDL buffer

is ρr ≥ ρ because a fraction of the packets have an increased length. We can
write ρr = ρ+ρe that put in evidence the additional contributions ρe ≥ 0, called
excess utilization [12], that is related to the discretization of delays introduced
by the FDL buffer.

1 Note that it may happen that an incoming packet is queued even if the link is idle.
This happens when one packet has been served and there is one packet already
queued but not served yet since its delay has not expired.

2 Let us define the length of a packet as the amount of time the output link is busy
because of such packet, even if for τ nothing is really transmitted.
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As a result of this discussion, intuition suggests that, given a certain B (fixed
m and k), there must be a sort of optimal value for the buffer granularity, that
can be explained as follows:

– if D is very small (in the limit going to 0) the time resolution of the FDL
buffer increases but the buffering capacity DM also decreases (in the limit
there is no buffering capacity if D approaches 0), therefore the performance
in terms of packet loss must improve increasing D,

– if D is very large (in the limit going to infinity), DM is large, long delays can
be introduced, but the time resolution of the buffer is very small, because of
the large granularity, and the excess utilization is large (in the limit going
to infinity with D), therefore the performance in terms of packet loss must
improve decreasing D.

In between these two situations we expect a sort of minimum of the packet
loss, realizing the optimal trade off between time resolution and amount of de-
lay achievable. The existence of such a minimum has been shown by means of
simulation in [12].

4.2 Exploitation of WDM

In order to achieve hardware optimization and reduce the splitting/recombining
factor inside the architecture to feasible values, WDM is used inside FDL buffers.
Since a unique set of FDL, shared among the whole paths inside the switch, is
provided at each buffering stage, WDM is necessary to avoid packet jamming
when more packets overlap in time, directed to different outputs. Obviously pack-
ets travelling the same delay line but to different outputs must be multiplexed in
the wavelength domain. This seems to suggest that two packets travelling differ-
ent delay lines at the same time could be encoded at the same wavelength. This
could be in principle but is not in this architecture. This because the most critical
points are the connection fibers between each splitter/combiner pair downstream
each delay stage. In this points all the packet crossing the switch in a given in-
stant are merged, therefore they must all be encoded on different wavelength.

For each incoming packet the control algorithm searchs for a suitable wave-
length. The choice is done by searching a wavelength that is not already used in
any of the delay lines crossed by the packet. If ti =

∑j−1
i=1 dim

k−1D is the time a
packet enters the proper fiber delay line at stage j, then it may be encoded at a
given wavelength if this wavelength is not used in the interval [t+ ti, T + ti+Tp],
being Tp the length of the packet. A wavelength is available again when the
packet has been completely transmitted.

As a result of the asynchronous arrival of packets and of statistical behavior
of their duration in time, the wavelength assignment produces a discontinuous
use of the wavelengths that alternates busy and idle periods of random length.
Two main different strategies can be adopted if no wavelength is available to
meet the time requirements of a packet: a drop-oriented strategy that simply
discard the packet and a delay-oriented one that try to assign the packet a delay
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greater than ∆. In this paper the first one is analyzed with the aim to maintain
the assignment procedure as simpler as possible.

4.3 Packet Loss

Packet loss is the result of two combined effects:

– lack of wavelengths to encode the packet without jamming;
– lack of buffering space (meaning that the delay that would be necessary is

larger than DM ).

Even though it is difficult to separate completely the two effects, we expect
that, for small values of L the packet loss probability is mainly due to lack of
wavelength to encode the packets. In this case the packet loss should improve
increasing L with fixed D, m and k. We also expect some sort of saturation,
meaning that at a certain point a further increase of L will not affect the packet
loss probability any more. If this happen we would say that the packet loss
probability is then just due to the lack of buffering capacity, meaning that the
packets are lost because the required delay is not achievable even if there would
be a wavelength available.

5 Basic Switch Performance

Performance of the described architecture has been evaluated by means of an
event driven simulator that performs calculation of very low loss probabilities
(e.g. 10−7) in a few minutes with very good confidence (1010 generated packets)
on commercially available PCs. The analysis has been developed in relation to
the typical parameters of the architecture that are the number of wavelengths,
the number of stages and the counting base, these two determining DM .

The main performance figure is the packet loss probability, being it the most
critical due to the limited optical buffer capacity. A 4 × 4 switch is considered
with offered load equal to 0.8 and average packet length 500 byte. Input traffic
is generated as the output of M/M/1 queues, that represents the simplest ideal
model for variable length packet traffic. The granularityD has been chosen as the
independent variable for plotting curves to evidence its influence on performance
in a design perspective. As expected all curves exhibit a minimum representing
the optimal trade off.

Figure 2 show the two-stage solution with base m = 16, each curve corre-
sponding to a different value of the number of wavelengths. Increasing L leads
to better performance as long as the loss due to the lack of wavelength is the
dominant effect. A maximum value of L exists over which the loss probability is
only related to the limited output queue size: so increasing L has no more effect
on performance.

By adding another delay stage as shown in figure 3 performance enhancement
is obtained due to the increase of buffer capacity (same D but bigger k). Simu-
lations have shown that in a large range of values of D, a packet loss probability
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lower than 10−8 is achievable with L = 14. In any case the number of stages is
limited for technological reasons to few units [16].

Another system parameter is represented by the counting base. In figure 4
performance comparison is provided for two cases: m = 8 and m = 16 with
L = 12 wavelengths. The use of a larger base allows for deeper buffer and leads
to lower packet loss probability. Moreover the granularity D can be kept lower
such that better performance in terms of packet delay can be achieved.
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Fig. 2. Packet loss probability as a function of the delay granularity D, for a
switch with a 2 stage buffer, base 16, varying the number of wavelengths as a
parameter

6 Support of Service Differentiation

Service differentiation is becoming a very important issue in the Internet as
a consequence of the variety of applications and the related growing amount of
traffic produced. To this end an intensive research and standardization effort has
taken place in the last few years in order to define the most suitable paradigm for
service differentiation support [22]. This problem has been also considered for the
optical packet switching domain, where, in spite of the huge bandwidth available
on optical links, congestion may in any case occur in the queues of the nodes,
whose length is typically limited for technological reasons [11] [10]. The support
of different levels of quality of service has been studied for the proposed switch
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architecture with reference to the differentiated service model proposed by IETF
[17], that seems to be the most suitable and scalable solution especially for the
high capacity optical envirinment. Within the differentiated service paradigm
two main node behaviours have been defined to achieve service differentiation,
that is the assured forwarding (AF) [19] and the expedited forwarding (EF) [18]
per hop behaviours: here the AF is considered and solutions to support three
levels of service, in terms of packet loss probability, within a single AF class are
proposed. The three level of service are thought to correspond to high priority in
profile traffic, high priority out profile traffic and best effort traffic in a decreasing
priority order.

Different techniques can be implemented in a node to obtain service differen-
tiation, like threshold dropping or priority scheduling in the buffers [20], [21]. In
an optical packet switch node a further opportunity is given by the exploitation
of the wavelength domain that is the main aspect that is here investigated. In
the optical switch two different causes of congestion must be considered in the
definition of a service differentiation mechanism: the limitation of buffer length
and the limitation of the wavelength resource. This last in its turn is influenced
both by the number of wavelength converters in the input stage and by the
scheduling policing adopted for the wavelength encoding of the optical packet.
Depending on the congestion cause, three different techniques are proposed and
evaluated:

– Wavelength Allocation (WA): this technique is used when the limitation
in the number of wavelengths is the major contribution to packet loss. A
different number of wavelength converters is assigned to each service levels
to obtain service differentiation. In particular the lowest priority traffic sees
the smallest subset of wavelength converters, beginning from the top first, the
medium priority traffic sees a more greater subset and the highest priority
traffic see all the wavelength converters. Some wavelength converters are
thus shared among all the traffic levels, someone are shared among the two
highest priority levels and a smaller subset is dedicated to the highest priority
traffic level. By numbering the wavelength converters from the top, NL is the
number of wavelength converters shared among all service levels and seen by
the lowest priority traffic, NM is the number seen by the medium priority
level and NH is the number seen by the highest priority traffic: obviously
NL < NM < NH = L, the total number of wavelength converters.

– Combined Wavelength Allocation and Threshold Dropping (WA/TD): this
technique is used when the packet loss is given both by buffer limitation
and wavelength unavailability in the same order of magnitude. It is based
on a first two-level differentiation obtained at the wavelength converters by
assigning at the highest priority levels all the input wavelength converters
ant a small subset to the remaining two classes. A further differentiation is
achieved among the two lowest priority classes in the buffer where a threshold
is introduced: when the buffer occupation is above the threshold, the lowest
priority packets are discarded while the other packets are accepted until the
buffer is full. So service differentiation is achieved in the wavelength domain
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for the two highest priority classes and in the buffer domain for the two
lowest priority ones.

– Wavelength allocation with Scheduling (WAS): this technique extends the
wavelength allocation technique by exploiting also the wavelength encoding
algorithm to achieve service differentiation. As in WA a different number
of wavelength converters is assigned to each service level. Moreover a delay
based scheduling is applied to the highest priority levels. If an highest priority
packet does not find a wavelength to exactly obtain the required output
queuing delay, its delay is incremented and the search repeated. If again an
interval is not found a further delay is added and a third search is performed
after which, if it is not successful, the packet is discarded. This mechanism
is applied also to the second level traffic with only one further delay. The
lowest priority traffic, in the case of wavelength unavailability, is discarded
without any further delay.

Performance have been evaluated by simulation for the three techniques with
the aim to obtain practically zero loss for the highest priority traffic and a
suitable difference between the packet loss probability for the remaining levels.
The switch is considered with a single stage with a buffer consisting of 512
FDLs and average packet length equal to 500 bytes. For the purpose of these
evaluations the target packet loss probability less than 10−6is assumed for the
highest priority traffic and the target difference between the two lowest levels is
fixed at least equal to one order of magnitude. In figure 5 packet loss probability
is plotted as a function of the granularity for the three levels of service with
the WA technique, with NL = 20, NM = 22, NH = 24. It can be seen a good
behaviour in relation to the requirements, that can be optimised with respect
to the granularity. The same set up for wavelength allocation is chosen for the
WAS technique where scheduling delays equal to half the packet length and to the
whole packet length are applied to the highest priority traffic and a delay equal to
half the packet length is applied to medium priority traffic. The benefits of these
WA enhancements are shown in figure 6 and allow better switch dimensioning
and performance at the expense of more complicated control algorithm. The
WA/TD has been evaluated for coarser time granularity when the buffer gives a
not negligible contribution to packet loss. Here 22 wavelengths are seen by the
two lowest priorities and all the 24 wavelength are seen by the highest priority
traffic. It is evident in figure 7 that in order to maintain the packet loss for
the high priority traffic low, it is more difficult to obtain sufficient differentiation
between the lowest levels. So it can be concluded that the most effective solution
for switch dimensioning in a quality of service perspective is based on a suitable
management of the wavelength allocation and packet scheduling such that the
required level of differentiation can be achieved without imposing thresholds
on buffer occupancy. It is worthwhile noting that the mechanisms proposed are
peculiar of the optical domain in the sense of exploiting the wavelength resource.



An Optical Packet Switch for IP Traffic with QoS Provisioning 327

1e-07

1e-06

1e-05

1e-04

1e-03

1e-02

1e-01

0 50 100 150 200 250

 P
ac

ke
t L

os
s 

P
ro

ba
bi

lit
y 

D(bytes)

High
Medium

Low

Fig. 5. Packet loss probability as a function of time granularity for the WA
technique with NL=20, NM=22, NH=24.
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45

7 Conclusions

In this paper a new switch architecture for variable length packets has been
presented. The architecture performs output queuing of variable length packets
using a multistage FDL buffers. It relies on feasible optical devices suitably
interconnected. The main design parameters of the architecture are the number
of delay stages, the FDL lengths and the number of wavelengths whose impact
on packet loss has been analyzed in relation to typical environment conditions.
The main results, obtained by means of an efficient event driven simulator, show
that very low packet loss probability can be reached, with a suitable choice of
system parameters. In particular it is crucial a correct dimensioning of the time
granularity as well as of the number of wavelengths used to multiplex packet in
the FDL stages. The QoS problem has also been investigated and mechanism
that exploit the wavelength resources have been shown to be effective. Therefore
the architecture has been demonstrated to perform accordingly to typical data
network requirements and seems a very promising solution for photonic packet
switching.
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Abstract. The increasing growth and complexity of current corporate networks
calls for higher level models and tools for managing network resources. In this
sense, Service Level Management represents an important recent shift in system
management. Furthermore, recently the IETF (Internet Engineering Task Force)
DiffServ working group, has defined an architecture for implementing scalable
service differentiation in the Internet, where network resources are allocated to
traffic streams by service provisioning policies. This work presents and evalu-
ates a functional architecture and a framework for mapping service management
policies and constraints into DiffServ mechanisms. Various simulation scenar-
ios described through the use of service policies are introduced and analyzed. It
is  shown that the use of service level management allows for efficient dynamic
traffic engineering of DiffServ backbones.

Keywords: Quality of Service, DiffServ, Service Level Management, Network
Management Policies

1   Introduction

The increasing growth of the Internet and corporate networks raises new concerns
related to mechanisms such as routing, resource reservation, traffic engineering and
management [7]. Furthermore, with the introduction of new Internet and corporate
services such as e-business, VoIP (Voice over IP) and multimedia applications, the
best-effort packet forwarding paradigm is not capable of attending the QoS (Quality of
Service) requirements of such a wide range of services. This model deprives the net-
work core of any form of intelligent traffic forwarding [22]. It is this design simplicity
that contributed to the success of TCP/IP backbone technology.

This work presents both a model and an a functional architecture for the imple-
mentation and management of Internet  services according to policies defined in the
form of service contracts. Section two presents recent work onto management frame-
works for QoS based management. Section three discusses both the model and a new
architecture for contract based service management. Finally, section four presents
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various scenarios for contract based policy management of DiffServ domains whose
simulation results are discussed in section five of this paper.

2   State of the Art

High level service management may be achieved through the definition and mapping
of corporate policies onto network resources. Similarly, high level user contracts may
be supported at the network level using mechanisms such as admission control, packet
prioritization,  traffic engineering, QoS routing and resource reservation. The IETF
DiffServ working group has identified the need for service policies in order to allow
border domain routers to correctly classify packets by consulting such policies. In this
paper, a complete architecture shows how the integration between policy contracts and
the DiffServ architecture is achieved.

 Graphical Interface /
Browser

Nework
Management 

Console

Define Network Service Policies
�  Connectivity
�  Security
�  Performance

Assess Service-Level Policies
�  Collect Configuration and Performance Data
�  Analyze Adherence to Polices
�  Generate Summary Report

Repair Services Violations
�  Methodical Trubleshooting Model
�  Speedy Mean-Time-To-Repair

Fig. 1. Processes involved in Service Management

2.1   Service Level Management

SLM (Service Level Management) is a new paradigm for the integrated management
of network resources, systems, applications and services according to policies defined
with service contracts [19].  Such policies define rules and restrictions that control
resource allocation to the supported services as shown  in figure 1 [23] and expressed
in the form of contracts or SLAs (Service Level Agreements). SLAs may determine
the quality of offered services in terms of availability, security information, response
time, delay, throughput, etc. SLAs may be static or dynamic. Static SLAs suffer little
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change limited to periodic review of the contracts between users and service provid-
ers. Dynamic SLAs, are designed  to continuously and automatically adapt to network
changes in order to maintain the service according to the contract.

SLM capable products include InfoVista� [13], Netsys [23], HP IT Service Man-
agement [25] and Spectrum [6] although many of these implement limited SLM func-
tionality.

2.2   Differentiated Services

Introducing QoS into what traditionally has been a best-effort packet network is not
without its problems. Many IETF working groups have been setup in the last decade
to address this issue. Among the adopted solutions, see [27]: the Integrated Services
Model (IntServ) [3] which uses RSVP (Resource Reservation Protocol) [4] to make
individual per flow reservations; the Differentiated Services Model (DiffServ) [2], a
prioritization scheme for aggregations of flows; the MPLS (Multiprotocol Label
Switching) [21] which uses establishes tag based forwarding paths through a network;
the Traffic Engineering techniques [1] is also used to plan and configure network
resources; and finally QoS based routing is used to compute routes that attend given
QoS restrictions [9]. The QBone project [14] is currently piloting the use of the Diff-
Serv packet prioritization behavior at core routers (known as Per Hop Behavior �
PHB). A clear advantage of DiffServ over the IntServ approach is scalability specifi-
cally when considering large backbones.

In the DiffServ architecture, border routers are responsible for aggregate classifica-
tion of packets and their policing according to static or dynamic contracts or SLAs
whereas core routers merely forward these marked packets according the DSCP (Diff-
Serv Code Point) information within a packet, see figure 2 [17].

The combination of PHB based forwarding at the core and border packet classifi-
cation and conditioning, allows a DiffServ domain to support various services. Note
that the actual definition of services is outside the scope of the IETF and that so far
two PHBs have been defined, namely, EF (Expedited Forwarding) [16] and AF (As-
sured Forwarding) [11]. The EF PHB offers rigid QoS guaranties and may be used to
implement services such that require bound delay and guaranteed bandwidth. Exam-
ples of these include circuit emulation, voice and video services. The AF PHB on the
other hand, offers limited QoS guarantees and may be used for applications such as
Web access. The best-effort packet forwarding (BE) is maintained for low priority and
background traffic.
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2.3   Network Management Policies

Service policies are an important instrument  in the correct implementation of QoS
support since:

− SLAs are described in high abstract notations that are human readable;
− and are continuously consulted by network elements in order to assure that deci-

sions at this level comply with corporate policies or user contracts.

Service policies are used in order to optimize, monitor and control the use of network
resources and services. Policies may be based on parameters describing traffic origin
and destination such IP addresses, port numbers, network and subnet information.

The IETF has been working on a common SLA specification syntax and semantics.
The adopted notation defines a policy as consisting of a set of rules describing actions
which should be undertaken under given situations [15]. Furthermore, more complex
policies may be built combining simpler ones in order to ease their specification [24].
Many studies are underway to determine policy repositories and how these may be
accessed [18]. Solutions vary from the adoption of existing systems and protocols
including SNMP (Simple Network Management Protocol) [8], LDAP (Lightweight
Directory Access Protocol) [12] and HTTP (HyperText Transfer Protocol) [10] to the
creation of new ones such as in the case of the COPS (Common Open Police Service)
[5]. It is likely that a combination of access techniques may be used.
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3   A Service Management Model

The DiffServ IETF group has, according to its agenda, defined QoS mechanisms that
heavily rely on the presence of  policies to apply QoS related packet classification. On
the other hand, work on SLM merely defines how services may be managed but lacks
definition of the actual underlying mechanisms. The mapping of DiffServ policies into
its actual mechanisms remains a challenge that is addressed in this section.

3.1   Proposed Model � Management Planes

The proposed model, shown in figure 3, structures service management into four dis-
tinct planes with increasing service abstraction levels. The fourth plane, the manage-
ment plane, is orthogonal to the other three planes. These are described next:

Business Plane

Service Plane

Network Plane

Management Plane
�  Business Management
�  Service Management
�  Network Management

Fig. 3. A Four Planes Model for Service Management

− Business Plane: defines  and evaluates services using human readable and less
technical information in  an effort to approximate the contract specification and
management to the user. Users  at the business level would be able to monitor their
business services and act upon them without the need to deal with their implemen-
tation details. Business contracts may be drawn with items related to the time of of-
fering the service, operation and maintenance costs, how fast  services may recover,
structure of support teams, relative service priority, penalties for contract violation
and termination. Business contracts have judicial value and establish an agreement
between clients and service provider. The latter is represented by the business man-
ager. In this work, such contracts are referred to as CLAs (Customer Level Agree-
ments).

− Service Plane: where services are defined using a more technical profile using QoS
parameters such as delay, jitter, bandwidth, forwarding priority, traffic conditioning
policy, redundancy schemes used to guaranty service availability, etc. Although
service plane contracts are defined on an individual basis, they nevertheless involve
the specification of requirements to be met by each of the DiffServ traffic aggrega-
tion classes. Here, a service manager is the entity responsible for the definition,
monitoring and eventual service policy modification in order to attend service con-
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tracts also known as SLAs (Service Level Agreements). A  SLA  may be seen as a
set of  CLAs of various clients as shown in figure 4.

CLAT1
...

CLAT1 CLAT1

SLAT1

Fig. 4. SLA aggregating CLAs of the same type

− Network Plane: where are built the contracts that determine the technology used by
the infrastructure in order to support the offered often commercial CLAs specified
in the SLAs. At this plane, a contract is referred to as a TCA (Traffic Conditioning
Agreement) in conformity with DiffServ terminology. TCAs, for example, can be
used to establish parameters for router queues and routing algorithms on the basis
of services. The network manager is the entity responsible for management duties
at this plane.

− Management Plane: defines management activities to coordinate all three previous
planes. It is important to emphasize the importance of the interaction between these
planes in order to guaranty that contract changes are reflected at all levels and that
business, service and network planes cooperate through the common management
plane.

Although all planes include support for the fault, configuration, performance, ac-
counting and security OSI management functional areas, the structure of management
data may differ between the planes.

3.2   Functional Architecture

Figure 5 shows the architecture associated to the model described in the previous
section. The depicted example is that of an Internet Service Provider (ISP) offering
three DiffServ based commercial services, namely, Enterprise, Standard and Light.
These are described next:

− ENTERPRISE: this service has the best performance when compared to the other
two. It offers rigid bounded delay guaranties. Hence, it is ideal for delay sensitive
applications such as videoconferencing. The network offers ENTERPRISE traffic
priority over all other traffic classes. It is implemented using the DiffServ PHB EF
and traffic conditioning is achieved through the discarding packets that are out of
the negotiated profile. Studies have shown that provisioning EF based services,
such the ENTERPRISE service, must not take up more than 5% of network re-
sources to guaranty its correct operation.
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Fig. 5. A Functional Architecture for Service Management

− STANDARD: ideal for clients looking for a service that performs better than
LIGHT, but cannot or would not pay for the usual limited and more expensive EN-
TREPIRSE service. This service offers minimum QoS guaranties, whereby the
network seems lightly loaded. It is suitable for applications that are less sensitive to
delay and bandwidth requirements such as Web navigation, file transfer and e-mail.
This service is implemented using the DiffServ PHB AF, where traffic conditioning
is achieved through the remarking of out of profile packets according to a negoti-
ated service contract.

− LIGHT: characterized by its occupation of whatever is left of the network re-
sources. This is, in other words, a best effort service with no real guaranties. It is
expected that mostly background traffic for applications such as backups will use
this type of service.

In the proposed architecture, CLAs associated to each of the three services (ENTER-
PRISE, STANDARD or LIGHT) are aggregated to form a corresponding SLA. These
are then mapped into policies which are then stored  into policy repositories, also
known as Policy Information Bases (PIBs). PIBs are accessed by policy servers re-
sponsible for propagating the stored policies over network elements such as border
routers, and configuring their TCAs in order to enable the border routers to perform
traffic management within its DiffServ Domain. Periodically and in the case of im-
portant events, the policy server sends management reports to the service management
application. This one in turn may collect this information in the form of user reports



338           Elionildo da Silva Menezes, Djamel Fawzi Hadj Sadok, and Judith Kelner

that it sends to  them with information about whether their service contracts are being
honored.

4   Simulations

In this section, a number of scenarios showing the use and mapping of service man-
agement concepts over DiffServ domains have been simulated. The objectives of such
simulations include: validation the proposed architecture, showing its benefits, prov-
ing its viability, showing the important role of policy servers in controlling network
performance and QoS. The simulations have been written using version two of the
Berkeley network simulator [26] in both Tcl and C++ code. The network was config-
ured to support Differentiated Services through the inclusion of DiffServ components
for traffic conditioning, metering, shaping and packet dropping. Other  functionality
added to the simulator include support for EF,  AF and BE PHBs.

4.1   The Simulated Network

Figure 6 shows the simulated network topology.
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Core router
Border
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Traffic
source
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Fig. 6. Simulated Network Topology
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4.2   Simulation Parameters

In order to approximate  the simulated scenarios from real ones, a number of traffic
sources have been defined  to generate different traffic patterns. Table 1 shows a list
of the sources used in the simulated network including CBR (Constant Bit Rate), al-
ternate traffic fonts or On/Off, remote access using Telnet and file transfer using FTP.

Packet sizes have been configured to 576 bytes and 1 KB for CBR and other traffic
sources respectively. Furthermore, all simulations are allowed to run for a minimum of
60 seconds. A single domain has been simulated in this work in order not to deal with
inter-domain contracts which has been considered outside the scope of this work. The
following network resource allocations have been made for the three DiffServ traffic
classes: 5% for PHB EF, 40% for PHB AF and the remaining 55% have been allo-
cated to the BE (Best-Effort) PHB.

In the first two case studies, each traffic shaper has been configured with the fol-
lowing parameters: peak rate of 500 Kbps, burst size of 16 KB and a queue length of
3. Whereas in the case of the third case study, the peak rate has been altered to 1 Mbps
in order to use all the capacity of the links between sources S4 and S6 and the border
router R8, which generate 1 Mbps each as shown in  figure 6. Furthermore, at the
scheduler used in all simulations, the parameters defined in [20] which also are pre-
sented in table 2.

Table 1. Parameters describing Traffic Sources used in the Simulation

Source Traffic PHB Rate (Mbps) Destination
S0 CBR EF 0.1 D0
S1 TELNET AF11 0.8 D1
S2 FTP BE - D2
S3 FTP BE - D3
S4 ON/OFF AF11 1.0 D4
S5 CBR EF 1.0 D5
S6 ON/OFF AF11 1.0 D6

Table 2. Scheduler Configuration Parameters

ef-queue-length 40
af-queue-length 62
be-queue-length 150
af-queue-rio-params 0.002    30    60    50    15    30    10
be-queue-red-params 0.002    50    145    20
ef-queue-weght 1
af-queue-weght 8
be-queue-weght 11
Aggregate-bytes-thresh 4000

The complete code for these simulations and instructions of use may be found in
http://www.di.ufpe.br/~servman/trabalhos.html.
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5   Case Studies and Results

The simulated scenarios show the use of policy servers for service management and
validate the architecture proposed in section 3.2. The terminology used to build the
policy rules is based on definitions from [18].

5.1   First Case Study

A CLA representing a client contracting the ENTERPRISE service during periods of
the morning and afternoon. It is assumed that the EF traffic from this service is associ-
ated to a CBR source with a 100 Kbps transmission rate, according to its SLA. In this
case, it is desirable to configure the policy server so that it allows for this bandwidth
allocated to this ENTREPRISE service to be used by other services and traffic classes
at night for example. To achieve this, the policy used contains the following rules:

Rule 1: Offer HIGH priority for traffic from source S0,
between 7h and 19h
  if( (source == S0) && (timeOfDay == 0007-0019) )
  then
    priority = HIGH
  endif

Rule 2: Offer LOWER priority for traffic from source
S0, during day hours between 19h and 7h
  if( (source == S0) && (timeOfDay == 0019-0007) )
  then
    priority = 0
  endif

In order to simulate this scenario, the following parameters have been considered:
source S0 is initially inactive during the first 30 seconds and stops at 60 seconds of
simulation time. The graphs from figure 7, clearly show that when using the estab-
lished policies, source S3 takes advantage of the available idle bandwidth during this
period also showing how FTP traffic may be made to adjust to the available band-
width. Since this is a best effort traffic source, only throughput has been measured.
Other performance data such as delay and jitter are also considered in next two sce-
narios. Similar considerations are made about source S2. Furthermore, there was no
change in S1�s  throughput, delay and jitter since its traffic follows the imposed SLA
conditioning.

In other words, this scenario depicts the importance of actions from the policy
server in the engineering and control of backbone traffic to ensure better use of net-
work bandwidth and other resources.
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Fig. 7. S3 traffic source throughput. (a) Without the use of available bandwidth between 30s
and 60s. (b) Using available bandwidth between 30s and 60s

5.2   Second Case Study

Next, a scenario where a user contracts the ENTERPRISE service for an application
sensitive to both delay and jitter. The simulation assumes that at a given time, the
default route used for forwarding packets from this application suffers a problem and
becomes unavailable. A new route is then established although presenting higher delay
and jitter value than those required by this application. The service policy for this
CLA is described by next rule.

Rule 1: Monitor and notify service management about
contract violations
 if( (source == S0) && (LinkDown(R0,R1)) )
 then
   if( (delay_now>delay_S0) || (jitter_now>jitter_S0) )
   then
     LevelService = LOW
   endif
  endif

In  the simulation source S0 generates traffic at a rate of 100 Kbps using the EN-
TERPRISE service. Figure 8, shows the actual throughput, delay and jitter associated
to traffic flow. Although, both throughput and jitter have been maintained within the
bounds of the service contract, the maximum delay has suffered a great deal. In the
case of the application requiring delays inferior to 0.1 second,  the policy server must
alert both the policy manager to take action and the user to be aware of this contract
violation.

5.3   Third Case Study

Our final case study considers the scenario of personal department making employees
salary payments at five last days of each month for a 10 days duration. The payroll
processing requires access to corporate databases distributed among two sites. Since
the payroll activity for this company is considered as a very important service, a spe-
cial  service  contract  has been  established  between  this department and its network
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Fig. 8. Throughput, delay and jitter for S0. (a) Without link failure between R0 and R1 (b)
With link failure between R0 and R1

provider which may be another company sector or a foreign entity. Note that this does
not in anyway affect the architecture or the performance studies in this scenario. The
contract stipulates that access during this period must be exclusive in terms of access
to network resources. The STANDARD service has been selected for use in this sce-
nario since the payroll application presents relatively flexible QoS parameters when
consulting the databases. Such operations are generally sporadic and generate high
bandwidth variable rate transmissions interleaved with periods of little activity.

The policies associated with this scenario are shown next:

Rule 1: Disable access to source S5 during this period
  if( (source == S5) && ((dayOfMonth in last5days) ||
(dayOfMonth in [1-5])) )
  then
    priority = 0
  endif

Rule 2: Offer exclusive access with maximum priority to
the department of personal during the period of payroll
  if( ((source == S4) || (source == S6)) && ((dayOf-
Month in last5days) || (dayOfMonth in [1-5])) )
  then
    priority = HIGH
  endif
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Rule 3: Disable traffic generated by source 6 after
payroll has completed
  if( (source == S6) && (!(dayOfMonth in last5days) ||
!(dayOfMonth in [1-5])) )
  then
    priority = 0
  endif

Rule 4: Reset traffic priorities for sources 4 and 5 to
normal once payroll processing has completed
  if( ((source == S4) || (source == S5)) && (!(dayOf-
Month in last5days) || !(dayOfMonth in [1-5])) )
  then
    priority = NORMAL
  endif

In the simulation of this scenario, two On/Off traffic sources have been considered
in order to attend high level requirements earlier specified. The time frame for elabo-
rating the payroll is simulated  as the time interval between 20 and 35 seconds. During
this period, only sources S4 and S6 generate traffic at a 1 Mbps rate each. Source S5
is disabled and is only reactivated (allowed to transmit) after this period. Figure 9
shows the results of this simulation.

It  is  shown in this scenario that the policy server gives priority  to both traffic
flowing from both sources S4 and S6 while removing traffic from S5 during the pay-
roll processing period. This procedure does not require the need for manual interven-
tion. Outside the payroll time frame, default priority values are restored to all traffic
sources. Note which this scenario is ideal to Corporate Intranet.
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Fig. 9. Throughput for sources S4, S5 and S6. Above, throughput graphs for S4 and S6. Bel-
low, the throughput for source S5
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6   Related Works

Some related works to the policy and contract management have appeared in the last
years. However, none of them integrates all concepts with the DiffServ Architecture.
In [28], contracts are created using only low-level notation based in DiffServ
Architecture (queue length,jitter, PHBs, ...). In [29] and [30], layer-structured models
are considered, but they aren’t integrated with DiffServ concepts. Thus, the main
advantage of this paper is provides an approach which integrates Service Management
and DiffServ Architecture concepts.

7   Conclusions

This work presented a four layered model for service management, based on DiffServ
related policies. The mapping of policies between business, service and network layers
has also been discussed. A functional architecture was described next through an ex-
ample with various services with  differing QoS requirements.  The concepts of both
the model and the associated architecture have been validated through  the simulation
of three scenarios. This work has shown the importance of integrating service level
management through the use of policy servers in order to support different levels of
QoS requirements. Using a DiffServ domain, it was shown that traffic engineering
may be made through the implementation and management of service policies that
prioritize flows, optimize traffic and monitor user contracts. It is important to state
here that such control may be dynamic.

Although, the adopted scenarios are exclusive Internet backbone traffic, its is be-
lieved that this model and architecture apply to other scenarios such LANs using
802.1p.

Acknowledgements

Thanks to the referees for the good comments which helped to improve the final ver-
sion.

References

1. Awduche, D., et al.: Requirements for Traffic Engineering over MPLS. draft-ietf-mpls-
traffic-eng-01.txt. June 1999.

2. Black, D.: An Architecture for Differentiated Services. RFC2475. December 1998.
3. Braden, R., Clark, D. & Shenker, S.: Integrated Services in the Internet Architecture: An

Overview. RFC 1633. June 1994.
4. Braden, R., et al.: Resource ReserVation Protocol (RSVP) � Version 1 Functional Specifi-

cation. RFC 2005. September 1997.



 A Policy Management Framework Using Traffic Engineering in DiffServ Networks           345

5. Boyle, J., et al.: The COPS (Common Open Police Service) Protocol. draft-ietf-rap-cops-
06.txt. February 1999.

6. Lewis, Dr. Lundy: Spectrum Service Level Management � Definition, Offerings, and Strat-
egy. March 1998. http://www.cabletron.com/white-papers/spectrum/slm.pdf

7. Calvert, Kenneth L., Doar, M. B. & Zegura, E. W.: Modeling Internet Topology. IEEE
Communications Magazine. June 1997.

8. Case, J. D., et al.: Simple Network Management Protocol (SNMP). RFC 1157. May 1990.
9. Crawley, E., et al.: A Framework for QoS-Based Routing in the Internet. RFC 2386. August

1998.
10. Fielding, E., et al.: HyperText Transfer Protocol � HTTP/1.1. RFC 2616. June 1999.
11. Heinamen, J., et al.: Assured Forwarding PHB Group. RFC 2597. February 1999.
12. Howard, L.: An Approach for using LDAP as a Network Information Service. RFC 2307.

March 1998.
13. InfoVista� - Service Level Management Solution: Building a Service Management Envi-

ronment. March 1998. http://www.3com.com/products/dsheets/400365a.html
14. Internet2, QBone Initiative. Available at http://www.internet2.edu/qos/qbone
15. Introduction to QoS Policies � White Paper. July 1999. http://www.qosforum.com
16. Jacobson, V. & Nichols, K.: An Expedited Forwarding PHB. RFC 2598. February 1999.
17. Kurose, James F., and Ross, Keith W.: Computer Networking � A Top-Down Approaching

Featuring the Internet. http://www.seas.upenn.edu/~ross/book/Contents.htm
18. Mahon, H., Bernet, Y., and Herzop, S.: Requirements for a Policy Management System.

draft-ietf-policy-req-01.txt. October 1999.
19. McConnell, John: Service Level Management � Leveraging Your Network Investments.

July 1998. http://www.3com.com/technology/tech_net/white_papers/500654.html
20. Murphy, Sean: Some notes on the use of my ns DiffServ Software. September 1999.
21. Rosen, et al.: Multiprotocol Label Switching Architecture. draft-ietf-mpls-arch-05.txt. April

1999.
22. Saltzer, et al.: End to End Arguments in System Design. ACM Transactions in Computer

Systems. November 1984. http://www.red.com/Papers/EndtoEnd.html
23. Service Level Management with Netsys: A Model-Based Approach. July 1998.

http://www.cisco.com/warp/public/cc/pd/nemnsw/nesvmn/tech/slnet_wp.htm
24. Strassner, J., et al.: Terminology for Describing Network Policy and Services. draft-ietf-

policy-terms-01.txt. February 1999.
25. The HP IT Service Management Reference Model � White Paper. March 1998.

http://www.hp.com/pso/frames/services/whitepapers/wp-itsm-overview.html
26. VINT Network Simulator (version 2). http://www-mash-cs.berkeley.edu/ns
27. Xiao, X. & Ni, L. M.: Internet QoS: A Big Picture. IEEE Network. March/April 1999.
28. Gibbens, R. J., et al.: Na Approach to Service Level Agreements for IP Networks with

Differentiated Services. Article submitted to Royal Society. 2000.
29. Pereira, P., and Pinto, P.: Algorithms and Contracts for Network and Systems Management.

IEEE Latin American Networks Operations and Management Symposium. December 1999.
30. Wies, RenØ: Policies in Networ and Systems Management � Formal Definition and Archi-

tecture. Journal of Network and Systems Management. Plenum Publishing Corp. pp. 54-61.
March 1994.



Quality of Service Issues in Multi-service

Wireless Internet Links

George Xylomenos and George C. Polyzos

Department of Informatics
Athens University of Economics and Business

Athens, Greece 10434
[xgeorge,polyzos]@aueb.gr

Abstract. Internet application performance over wireless links is dis-
appointing, due to wireless impairments and their adverse interactions
with higher protocol layers. In order to effectively address these problems
without the need for global protocol upgrades, we focus on link layer
enhancement schemes. Simulations reveal that different schemes work
best for different applications. We have thus developed a multi-service
link layer architecture that can simultaneously enhance the performance
of diverse applications by supporting multiple link mechanisms concur-
rently. Simulations confirm that this architecture provides dramatic per-
formance improvements. The architecture can be embedded in various
ways into the Internet. A critical issue for Quality of Service support
over wireless links is the unpredictability of available resources. Our ap-
proach is based on fair sharing of the link before any measures are taken
to improve the performance of individual traffic classes. This approach
turns over the error control trade-off to the applications themselves.

1 Introduction

The Internet is always quick to adopt new communications technologies, largely
due to the physical layer independent design of the Internet Protocol (IP), which
offers a standardized interface to higher layers, regardless of the underlying link.
The explosive growth of the Internet in the past few years is only paralleled by
the growth of the wireless communications sector. Cellular Telephony (CT) is
spreading worldwide and evolving towards 3G systems, whileWireless Local Area
Networks (WLANs) are becoming inexpensive and conformant to international
standards. Due to both physical and economic limitations however, wireless links
consistently lag behind wired ones in performance.

The popularity of these wireless systems has generated considerable inter-
est in their integration with the existing Internet. Even though satellites have
long been a part of the Internet, most higher layer protocols and applications
make assumptions about link performance that cannot be met by terrestrial CT
and WLAN links. Thus, although providing IP services over wireless links is
easy, their performance is disappointing. Since the Internet is evolving towards
supporting Quality of Service (QoS) in order to enable new applications such
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as real-time multimedia communications, improving wireless link performance
becomes even more critical.

This article presents an architecture that improves the performance of diverse
Internet applications and extends QoS provision over wireless links. In Sect. 2
we outline the problem and review previous approaches, arguing for a link layer
solution. Our simulations show that different applications favor different en-
hancement schemes. In Sect. 3 we present a multi-service link layer architecture
that simultaneously enhances the performance of diverse applications by sup-
porting multiple link mechanisms in parallel, without any changes to the rest of
the Internet. The remainder of the article discusses how our architecture fits into
the context of Internet QoS approaches: Sect. 4 covers the existing best-effort
service, Sect. 5 the Differentiated Services architecture, and Sect. 6 a dynamic
service discovery architecture.

2 Background

IP provides unreliable packet delivery between any two network hosts: packets
may be lost, reordered or duplicated. Applications can use the User Datagram
Protocol (UDP) for direct access to this service. Some UDP applications assume
that the network is reliable enough, for example file sharing via the Network File
System over LANs. Delay sensitive applications may also use UDP, adding their
own custom error recovery mechanisms. For example, real-time conferencing
applications may introduce redundancy in their data to tolerate some errors
without the need for slow end-to-end retransmissions.

The majority of applications however require complete reliability. Those usu-
ally employ the Transmission Control Protocol (TCP), which provides a reliable
byte stream service. TCP breaks the application data into segments which are re-
assembled by the receiver. The receiver generates cumulative acknowledgments
(ACKs) for those segments received in sequence, with duplicate acknowledg-
ments (DUPACKs) for reordered ones. Although a lost data segment leads to a
DUPACK when the next segment arrives, since packets may be reordered by IP,
only after multiple (usually 3) DUPACKs are returned does the sender retrans-
mit the (apparently lost) next segment in sequence. The sender also tracks the
round trip delay of the connection, so that if a segment is not acknowledged on
time it is retransmitted on an end-to-end basis [1].

Since data corruption is extremely rare in wired links, TCP assumes that all
losses are due to congestion. Thus, after a loss the sender reduces its transmission
rate to allow router queues to drain, and then gradually increases it so as to gen-
tly probe the network [1]. Wireless links are considerably less reliable than wired
ones though. This causes UDP applications to fail when used over wireless links
with worse quality than expected. TCP applications on the other hand repeat-
edly reduce their transmission rate when faced with frequent wireless errors, so
as to avoid what is (falsely) assumed to be congestion, thus dramatically reduc-
ing their throughput. Longer paths suffer more, since end-to-end retransmissions
increase delay, a critical issue for interactive applications.
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We have focused on CT and WLAN systems which are widely available and
relatively inexpensive. The low (terrestrial) propagation delays of such systems
differentiate them from traditional (geostationary) satellites. Present CT sys-
tems support low bit rates in the wide area while WLAN systems support higher
speeds and lower error rates. Personal Communications Systems (PCS), the evo-
lution of CT, will provide higher bit rates using smaller coverage cells. WLANs
suffer from losses of up to 1.5% for Ethernet size packets [2], while CT systems
suffer from losses of 1-2% for their much shorter (voice oriented) frames [3]. The
effects of such losses are dramatic: a 2% packet loss rate over a single WLAN
link reduces TCP throughput by half [4].

The performance of UDP applications over wireless links has largely been
ignored, mainly due to the diversity of UDP applications. Considerable work
has been devoted to TCP however, as it is the most popular Internet transport
protocol. The goal is to avoid triggering end-to-end congestion recovery due to
wireless errors. One way to achieve this is to split TCP connections into one con-
nection over the wireless link and another one over the remainder (wired part)
of the path, bridged by an agent [5]. Recovery from wireless errors is performed
locally over the wireless link. Although this speeds up recovery, it violates trans-
port layer semantics. In addition, TCP error recovery is inefficient and unable
to take advantage of link specific optimizations. Split TCP connections are also
incompatible with IP security which encrypts TCP headers [6].

The main alternative to transport layer solutions is local error recovery at
the link layer. The Radio Link Protocols (RLPs) provided by CT systems offer
error control customized for the underlying link [3]. Since they always apply the
same scheme though, they may not be appropriate for some traffic. For example,
retransmissions may delay real-time traffic or interfere with TCP recovery [7].
One way to avoid such adverse interactions is to exploit transport layer informa-
tion at the link layer. By snooping inside TCP segments we can transparently
retransmit lost segments when DUPACKs are returned, hiding the DUPACKs
from the sender [4]. This scheme avoids link layer error control overhead and
outperforms split TCP schemes [4]. However, it works only in the direction from
the wired Internet towards the wireless host due to its reliance on TCPDU-
PACKs (in the reverse direction, DUPACKs are returned too late for local error
recovery) [8] and it is also incompatible with IP security.

Despite their limitations, link layer schemes are preferable to higher layer ones
because they provide a local solution to a local problem. Therefore, they can be
customized for the underlying link and deployed transparently to the rest of the
Internet. In order to examine the performance of various link layer enhancement
schemes in conjunction with a diverse set of applications, over a range of wireless
error models, we performed extensive simulations using the Network Simulator
version 2 (ns-2) [9]. We thus studied a wide range of parameters under controlled
conditions. The details of the simulation set-up, the experiments and the results
are presented elsewhere [10]. Here we only provide a small sample of our results
to motivate the discussion on Quality of Service issues.
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Fig. 1. Simulation topology

We simulated two topologies, both depicted in Fig. 1. In the first scenario
two Wireless Hosts communicate over two identical but independent wireless
links and a single LAN link with 10 Mbps speed and 1 ms delay.1 In the simpler
second scenario, a Wireless Host communicates with a Base Station over a single
LAN and a single wireless link. Unlike the former scenario which is symmetric,
in the latter one the Base Station is the “server” or “sender,” i.e. most data flows
from the Base Station towards the Wireless Host. However data may also flow
in the reverse direction, for example TCP ACKs. The wireless links are WLANs
with 2 Mbps speed and 3 ms delay, using 1000 byte packets. They suffer from bit
errors which occur at exponentially distributed intervals with average durations
between 214 and 217 bits [4], which lead to packet loss rates of 0.8% to 5.9%.2

We tested both TCP and UDP applications so as to examine the benefits
of various link layer schemes. For TCP, we simulated the File Transfer Protocol
(FTP), measuring the application level throughput of a 100 MByte transfer. We
used the TCP Reno implementation of ns-2 with 500 ms granularity timers. For
UDP, we simulated real-time conferencing with a single sender (speaker) and a
single receiver. We used a speech model where the speaker alternates between
talking and silent states with exponential durations averaging 1 s and 1.35 s,
respectively [11]. When talking, the speaker sends audio and video at a Con-
stant Bit Rate (CBR) of 1 Mbps. We measured the application level packet loss
rate and a delay metric consisting of mean packet delay plus twice its standard
deviation, to account for the effects of variable delays, over a 500 s interval.

For TCP, in addition to the Raw Link (native) service, we studied a full
recovery Selective Repeat (SR) scheme which allows multiple negative acknowl-
edgments (NACKs) per loss [12], and Karn’s RLP , a limited recovery scheme
which gives up on losses that persist for a number (3 for TCP tests) of retrans-
missions [3]. We also tested the Berkeley Snoop scheme which employs transport
layer information for link layer recovery [4]. Our FTP tests show that the TCP
unaware link layer schemes (SR and Karn’s RLP) improve throughput (com-
pared to Raw Link) by 15-2900%, depending on the topology and native loss

1 We also simulated a WAN path, which is abstracted as a slower, higher delay link.
2 We also simulated slower CT and PCS links, with completely different loss models.
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rate. Berkeley Snoop however fails in the two wireless link scenarios, as it is
unable to retransmit from the Wireless Host towards the Base Station.3

For UDP, we tested schemes that provided limited recovery in exchange for
lower delays. In addition to Karn’s RLP, we designed an Out of Sequence (OOS)
RLP, which releases packets to higher layers as they arrive, and not in sequence
(as in SR and Karn’s RLP). We also studied a block based Forward Error Cor-
rection (FEC) scheme with 1 parity for every 12 data packets [10]. Our real-time
conferencing tests show that both RLP schemes dramatically reduce losses, even
with 1 retransmission per loss, unlike the FEC scheme whose gains do not jus-
tify its overhead. The OOS RLP variant significantly reduces the delay of Karn’s
RLP, with gains that become more attractive with multiple wireless links. While
TCP favors in sequence delivery, OOS RLP is perfectly adequate for real-time
applications with their own resequencing buffers. For the low delay WLAN links,
OOS RLP actually leads to lower delays than the FEC scheme studied.

3 Multi-service Link Layer Architecture

The results presented briefly above (see [10] for additional details) show that link
layer error recovery dramatically improves Internet application performance over
wireless links. Link layer solutions can be locally deployed and customized for the
underlying link, without any changes to the rest of the Internet. Our results also
show however that different schemes work best for the TCP and UDP applica-
tions tested, and it is very likely that other applications will favor quite different
schemes. Therefore, what we need at the link layer is a flexible multi-protocol
approach. We have developed a multi-service link layer architecture, which pro-
vides multiple link enhancement services in parallel over a single physical link.
Each service fits the requirements of a generic class of applications, such as TCP
based or real-time UDP based. To simplify service design, the architecture as-
signs incoming packets to services and fairly shares the available bandwidth. As
a result, services are isolated and unaware of each other, which allows them to
be easily added and removed as new needs arise.

We summarize below the design of our architecture, while the following sec-
tions focus on its interface with various Internet Quality of Service approaches.4

Figure 2 gives an outline of our scheme. Incoming packets are classified and
passed to the most appropriate service, based on their application. A simple
classifier may use the IP protocol field to distinguish between TCP and UDP
and the TCP/UDP port field to determine the application in use. Alternatively,
when the Differentiated Services (DS) architecture is used for QoS provision at
higher layers, the classifier may exploit the IP DS field [14], which is visible even
with IP security. Packets that cannot be matched to any enhanced service are
mapped to the default, best-effort, service. Each service operates in isolation, us-
ing retransmissions, FEC, or any other mechanism desired, and keeping its own
buffers and timers, that may be optimized for the underlying link. Outgoing
3 This limitation is even more apparent with (bi-directional) interactive applications.
4 The multi-service link layer architecture was briefly introduced in [13].



352 George Xylomenos and George C. Polyzos

Link
Layer

Frame Scheduler
MAC

Packet Classifier

Service BService A

Protocol Port DS

Fig. 2. Multi-service Link Layer Architecture

frames are passed to a scheduler which tags each frame with a service number
and eventually passes it to the MAC sublayer for transmission. At the receiver,
frames are passed to the appropriate service (based on their tags), which may
eventually release them to higher layers.

Since each service is free to arbitrarily inflate its data with error recovery over-
head, we must use a frame scheduler to prevent heavily inflated data streams
from monopolizing the physical link. We chose a Self Clocked Fair Queueing
(SCFQ) scheduler [15] which can strictly enforce the desired bandwidth alloca-
tion for each service when the link is loaded. When some services are idle, their
bandwidth is proportionately shared among the rest. Figure 3 gives an outline
of the scheduler. The rate table shows the fraction of the link allocated to each
service. We can set these rates statically, or the classifier may dynamically set
them to equal the fraction of incoming traffic that it allocates to each service,
before error recovery takes place. In this case, the best-effort service will receive
exactly the same bandwidth as without any link layer enhancements.

Frames awaiting transmission are buffered in service specific queues. The
scheduler maintains a virtual time variable which is equal to the time stamp
of the last packet transmitted. To determine the time stamp of an incoming
packet, we divide its size by its service rate, and add it to the time stamp of
the previous frame in its queue. If its queue is empty, we use the current virtual
time instead. When the link is freed, the frame with the lowest virtual time is
dequeued, the system virtual time is updated, and the frame starts transmission.
The scheduler organizes all service queues in a heap sorted by the time stamp
of their first frame, so that the next frame to transmit is always at the top. The
heap is re-sorted when a frame is dequeued for transmission or when an empty
queue receives a new frame. Thus, each frame requires a simple calculation for
its time stamp and log2 n operations (for n services) to re-sort the heap when
the frame leaves (and, possibly, when it enters) the scheduler.

Our multi-service link layer architecture can be locally deployed, transpar-
ently to the rest of the Internet. Additional services can be provided by inserting
new modules and extending the mappings of the packet classifier, which may be
reused over any wireless link. Services may be optimized for the underlying link,
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freely selecting the most appropriate mechanisms for their goals. The scheduler
ensures that services fairly share the link despite their variable overheads. Service
rates may be set statically or dynamically, while applications may be mapped
to services either heuristically, or, in the presence of higher layer QoS schemes,
intelligently. To verify our claims that the multi-service link layer architecture
can simultaneously enhance the performance of diverse applications, we repeated
our simulations with the TCP and UDP applications executing in parallel [10].
The multi-service link layer approach provided similar gains to those in single
application tests. FTP performance improved by 11-2425%, depending on the
topology and native loss rate, while conferencing delay was kept low since the
scheduler prevented the TCP data stream from stealing UDP bandwidth.

4 Best-Effort Service Interface

A critical component of a multi-service link layer is a function for mapping IP
packets to available services. The lowest common protocol layer on the Internet,
the network layer, provides only a single, best-effort, packet delivery service.
The assumption is that higher layer protocols can extend this service to satisfy
additional application requirements. Our simulations show however that multiple
link layer services are needed to enhance Internet application performance over
wireless links. Since IP and the protocols using it are not aware of multi-service
links though, they cannot map their requirements to available services.

In order to remain compatible with the existing Internet infrastructure, our
architecture should perform this mapping without changing the interface be-
tween the link and network layers. Due to the scale of the Internet, such changes
would take years to propagate everywhere. Performance should always be at
least as good as with a single service, i.e. enhancing the performance of some
applications should not degrade the performance of others. Finally, applications
should never be mapped to services that degrade their performance. These re-
quirements ease deployment as they allow services to be introduced gradually,
to selectively enhance performance for some traffic, without affecting the rest.
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Our link layer has single entry and exit points to ease its integration with
existing protocol stacks. Since we cannot change this interface, the only infor-
mation we can use for service selection is the incoming IP packets themselves.
In order to match application requirements with available services we can use
a classifier which employs heuristic rules to recognize certain applications based
on IP, TCP and UDP header fields. All other traffic uses the default (native) link
service. Figure 4 shows data flow in this heuristic classifier for IPv4. IP packet
headers are masked to isolate the fields needed for classification (masked fields
are grayed out). These fields pass through a hashing function that produces an
index to a lookup table, whose entries point at the available services. Unknown
applications are mapped to entries pointing at the default service, which provides
the same performance as with a single service link layer.

Whether higher layers perform packet scheduling or not, they expect the
link layer to allocate link bandwidth as if only a single service was available. For
classification to be transparent, the services sharing the link should respect this
(implicit) bandwidth allocation, even though each service may add arbitrary
amounts of recovery overhead. In our architecture, after packets are assigned
to services the classifier uses their size to implicitly deduce the share of the
link allocated to each service. Over an implementation dependent interval, the
classifier divides the amount of data assigned to each service by the total amount
of data seen to get a fraction ri, where Σn

i=1ri = 1, for each of the n services.
These fractions are used in the rate table employed by the frame scheduler. Thus,
unknown applications are allocated at least the same amount of bandwidth as in
a single service scheme, while known applications trade-off throughput, when the
link is loaded, for better error recovery. The header mask, hashing function and
lookup table are provided by an external administrative module that is aware of
application requirements, header fields and service properties.
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Heuristic packet classification is based on the Protocol field of the IP header,
which indicates TCP, UDP, or another protocol. All TCP applications can be
mapped to a single TCP enhancement service, implemented by one of the link
layer schemes mentioned above. UDP applications have very diverse require-
ments though, so decisions must be made on a per application basis. Known
UDP applications can be recognized by looking at the source and destination
port fields of the UDP header. Many applications use well known ports to com-
municate, for example to allow servers to be located at remote hosts. Thus, the
protocol field along with well known ports can be used to recognize applications
and map their data to the most appropriate services. Another field that may be
used is the Type of Service (TOS) field of the IPv4 header. Originally, four bits
were defined to indicate preference for reduced delay, reduced cost, increased
throughput and increased reliability, while three more bits were defined to in-
dicate packet priorities. The TOS field, however, is rarely used and it is being
redefined to support Differentiated Services. The same holds for IPv6, where the
Traffic Class field is also being redefined to support Differentiated Services.

A significant drawback of heuristic classifiers is the amount of effort required
to construct them. Applications and services must be manually matched for
each type of link whenever new applications or services are added. Many appli-
cations will not be recognized, not only due to the large amount of applications
in existence and the constant appearance of new ones, but also because many
applications do not use well known ports at all. Although some QoS provisioning
approaches combine the transport protocol, source/destination port and host ad-
dress fields to classify packets [16], maintaining state for all these combinations
requires end-to-end signaling and considerable storage, both of which are not
available at the link layer. A more important problem for heuristic classifiers is
that IP security mechanisms encrypt the source/destination ports of TCP and
UDP headers and replace the value of the protocol field with the identifier of the
IP security protocol [6], leaving only the TOS field visible, which is currently
inadequate to describe application requirements.

5 Differentiated Services Interface

The single best-effort service offered by IP is reaching its limits as real-time
applications migrate from the circuit switched telephone network with its ex-
plicit delay guarantees to the packet switched Internet. For these applications to
exploit the reduced costs offered by statistical multiplexing, some type of perfor-
mance guarantees must be introduced on the Internet. Users would presumably
pay more for better Internet service if it would be cheaper to use the Internet
rather than a circuit switched network for the same task. The main problem
with Internet QoS is generally considered to be congestion. Applications may
not be able to get the throughput they need due to contention for limited link
resources and their end-to-end delay may increase due to queueing delays at con-
gested routers. In addition, when router queues overflow, data loss occurs. UDP
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applications have to deal with these losses themselves, while TCP applications
face additional delays due to end-to-end TCP recovery.

One approach for Internet QoS provision is the Integrated Services architec-
ture [17], which has been criticized in two ways. First, it must be deployed over
large parts of the Internet to be useful, since its guarantees rely on actions at
every router on a path. Second, it requires resource reservations on a per flow
basis, where a flow is defined as a stream of data between two user processes
with the same QoS requirements. Since a huge number of flows exists, the scal-
ability of any QoS scheme based on per flow state is limited. In IPv6 a 20 bit
flow label is defined in the IP header to identify flows between two hosts, while
host addresses are expanded to 128 bits. The only solution to this problem is
aggregation of flow state, but it is unclear how this can be achieved.

An alternative approach that aims to avoid these limitations is the Differen-
tiated Services architecture [14]. In this scheme flows are aggregated into a few
classes, either when entering the network, or when crossing network domains.
At these points only, flows may be rate limited, shaped or marked to conform to
specific traffic profiles, which are either negotiated between users and network
providers or between neighboring domains. Within a domain, routers only need
to select a Per-Hop Behavior (PHB) for each packet, based on its class. This is
denoted by the 8-bit Differentiated Services (DS) field of the IP header, which
subsumes both the IPv4 TOS and the IPv6 Traffic Class field. State aggregation
into a few classes means that this scheme scales well, but the guarantees that
may be provided are not as fine grained as with Integrated Services.

This architecture intentionally leaves the definition of PHBs open, to allow
experimentation with different schemes. As an example, the expedited forwarding
PHB provides a minimum amount of bandwidth at each router, for traffic that
is rate limited when entering the network or the domain so as not to exceed this
bandwidth. This PHB provides low delay and loss by eliminating congestion for
a class, offering a virtual leased line service. As another example, the assured
forwarding PHB group defines a number of service classes, with each one al-
located a specific share of the bandwidth. Within each class packets may have
multiple levels of drop preference. Besides scheduling so as to satisfy the band-
width requirements of each class, when a class is congested routers should drop
first the packets with highest drop preference. Flows are marked with higher
drop preference levels when they exceed the traffic profile for their class, rather
than being rate limited. Both PHBs may be implemented by many scheduling
mechanisms and queue management schemes.

The services provided by this architecture depend on the PHBs available
and are meant to provide generic QoS levels, not application specific guarantees,
hence the mapping of traffic classes instead of flows to PHBs. Only network
entry points must be aware of both application requirements and PHB seman-
tics to perform flow aggregation. Similarly, only domain entry points must be
aware of the semantics of PHBs available in their neighboring domains to per-
form appropriate translations. Traffic policing, shaping and marking, is also only
performed at these points. For neighboring domains these profiles should be rel-
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atively static as they represent large traffic aggregates, while at network entry
points they could be frequently modified by the user. This is far more economical
than the Integrated Services approach with its flow specific signaling.

Differentiated Services and multi-service link layers are solutions to orthog-
onal but complementary problems. Differentiated Services are concerned with
congestion and its impact on throughput, delay and loss. The services provided
are based on link independent PHBs, supported by packet scheduling and queue
management mechanisms at the IP level. Multi-service link layers are concerned
with recovery from link errors customized to each type of application. The error
recovery mechanisms used are link dependent and local, thus they cannot be
standardized into a common set of link independent PHBs. The frame schedul-
ing provided only protects services from each other by mirroring higher layer
allocations, it does not provide end-to-end guarantees. By only providing Dif-
ferentiated Services over wireless links we may offer to applications a nominal
IP level QoS, but their actual performance will be limited by link losses. For
example, even if we reserve wireless link bandwidth for a TCP traffic class, only
a small fraction of it will be used due to losses and inefficient TCP error recovery.
Multi-service link layers provide adequate recovery to fully utilize wireless links,
but they also need higher layer guidance to perform scheduling.

These two architectures are excellent complements to each other. Differen-
tiated Services provide congestion control, using packet scheduling and queue
management, while multi-service link layers add application dependent error
control, respecting higher layer scheduling despite the introduction of recov-
ery overhead. They both offer a few services at each node (PHBs or link layer
schemes) for aggregated traffic classes with common requirements. They can be
combined by extending the DS field to also specify the error requirements of each
traffic class. For example, a traffic class with a reserved amount of bandwidth
could be subdivided into two subclasses with different error recovery require-
ments by using one bit of the DS field. Each subclass would be mapped to an
appropriate link layer service. All DS bits are only set when flows are aggregated
into classes. Applications could indicate their requirements when injecting their
traffic into the network, with boundary routers translating them to local equiv-
alents when required. The result is a simplified multi-service classifier, shown in
Fig. 5 for IPv6 packets. The DS field is isolated via a header mask, and then a
hashing function plus a lookup table map it to an appropriate service. The same
procedure can be used with IPv4 headers, where the DS field is the original TOS
field, instead of the Traffic Class field of IPv6 headers.

This classifier does not rely on multiple header fields and complex rules to de-
termine application requirements. A single field is used with well defined seman-
tics. New applications may be mapped to existing classes if their requirements
are similar to those of previous applications. More importantly, the DS field is
not hidden by IP security mechanisms, it is visible even in encrypted packets.
Since the Differentiated Services module performs scheduling and queue man-
agement, traffic entering the multi-service link layer already obeys the required
bandwidth allocations. For example, two TCP traffic subclasses belonging to
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separate classes may be rate limited in different ways at the IP level. At the
link layer, however, they are already shaped as needed, hence they can share the
same service and frame scheduler queue without introducing congestion. Thus,
regardless of the number of traffic classes, the multi-service link layer must only
maintain a single instance of each service. The service rates can be set in two
ways. If the subclasses of each traffic class have separate bandwidth allocations
at the IP level, then the bandwidth for all subclasses mapped to the same ser-
vice is added to set its service rate. If subclasses share a common bandwidth
pool within each class, then a service measurements module is inserted after the
lookup table, as in Fig. 4, to automatically determine service rates.

6 Advanced Quality of Service Interface

The performance of the services available at each wireless link can vary widely.
Different links may favor different error recovery schemes, with the performance
of each scheme varying over time due to environmental conditions. If a character-
ization of the end-to-end performance of a network path is provided, applications
can verify that a given service is suitable for their needs [18]. In addition, when
path characteristics change significantly, fresh characterizations enable adaptive
higher layers to modify their policies. In a hierarchical cellular system,5 horizon-
tal handoffs may cause error behavior to change, while vertical handoffs alter
all wireless link characteristics. To describe the services offered over a network
path, we must dynamically discover what is provided at each link. This can be
achieved if each service dynamically characterizes its performance with a set of
standardized metrics. Dynamic characterization means that performance may

5 These are composed of multiple overlaid cellular systems: satellites cover the whole
globe, cellular systems cover populated areas, and indoor WLANs cover buildings.
Thus, in addition to horizontal handoffs between adjacent cells of the same system,
the user can perform vertical handoffs between different systems.
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be evaluated as often as needed, while metric standardization means that higher
layers will be able to assess the performance of arbitrary services without any
knowledge of the link layer mechanisms employed. An end-to-end QoS module
will thus be able to compose link metrics into end-to-end path metrics.

We have defined three link independent metrics reflecting the possible trade-
offs in each error recovery scheme: goodput, loss and delay. Metrics are calculated
dynamically over an implementation dependent interval. Reported metrics may
be smoothed by using a weighted average of the latest calculated value and the
previous reported value, as with TCP round trip delay estimates. Goodput (gi,
for service i) is the ratio of higher layer data transmitted during the measurement
interval to link layer data transmitted, including all overhead. The amount of
higher layer data transmitted may differ from the amount received due to residual
losses. Goodput can be calculated at the sender without receiver feedback. Loss
(li), is the ratio of higher layer data lost to higher layer data transmitted (lost
plus received). Loss is calculated by the receiver based on the sequence of data
released to higher layers. It depicts the residual loss rate after error recovery.
It is greater than zero for limited recovery schemes. Delay (di) is the one way
average delay (in seconds) for higher layer packets. Delay can be estimated at
the receiver based on knowledge of the implemented scheme and wireless link
characteristics. Retransmission schemes could add one round trip delay estimate
for each retransmission to their one way delay estimate. A FEC scheme could
add the interval between loss of a recovered frame and its reconstruction from
parity data to its one way delay estimate.

Delay denotes the error recovery delay of a service, since there is no congestion
inside the link layer. It can be added to IP level queueing delay to give the
total delay for each node, which can be used to estimate end-to-end delays
incorporating both congestion control and wireless error recovery. Delay sensitive
traffic subclasses can choose the lowest delay service whose residual loss falls
within their tolerance limits. Goodput can be combined with loss to get Effective
Goodput (ei), defined as ei = gi∗(1−li), or, the ratio of higher layer data received
to link layer data transmitted. Essentially, ei shows how much of the bandwidth
allocated to a service is used for data actually received, after discounting error
recovery overhead and residual losses. If the link bandwidth is B and service i is
allocated a service rate ri in the scheduler, then its throughput is B ∗ri ∗ei. This
may be used to estimate the throughput for each service given a set of service
rates, or to calculate the service rate needed to achieve a target throughput for
a particular service. The reason for using goodput instead of throughput for
service characterization is exactly that goodput, unlike throughput, can be used
to predict service behavior with different rate allocations.

These metrics may be used at multiple layers to serve different needs, as
shown in Fig. 6. The physical layer provides hardware dependent information,
such as fixed one way delay, that may be used by the link layer services to pro-
vide their link independent gi, li and di metrics. At the network layer, scheduling
mechanisms such as CBQ may use those metrics to set bandwidth allocations
for each service. End-to-end QoS schemes may use RSVP to gather information
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Fig. 6. Propagation of service measurement and mobility feedback

about node services in order to estimate end-to-end characteristics. Path char-
acteristics can be used by both transport protocols and applications to adapt
their operation to prevailing conditions. For example, TCP may limit its conges-
tion window to respect available bandwidth limitations, or, video conferencing
applications may select encoding schemes that can deal with the residual loss
rate of the path. Service metrics can be refined at each layer, as in the network
layer where local metrics are used to compose end-to-end metrics.

To help higher layers deal with mobility, we can extend this interface to
provide mobility hints to interested parties via upcalls, as shown in Fig. 6. The
link layer can use hardware signals and combine them with its own state to flag
events such as connections and disconnections. If a handoff is taking place, higher
layers will receive one disconnection and one connection upcall from different
links. These link independent upcalls can be used by the IP mobility extensions
to allow fast detection of handoffs, instead of relying on periodic network layer
probes [19]. Higher layers may be notified by the network layer of horizontal and
vertical handoffs via further upcalls. TCP may be notified of pending horizontal
handoffs to temporarily freeze its timers and avoid timeouts during disconnection
intervals. A video conferencing application may be notified of vertical handoffs
so as to change the encoding scheme used to a higher or lower resolution one,
depending on the available bandwidth. The characteristics of the new path can
be discovered by using end-to-end QoS provisioning mechanisms to query the
metrics exported by the new wireless link.

This QoS interface was designed to fit the needs of One Pass With Adver-
tising (OPWA) [18] resource reservation mechanisms. One pass schemes cannot
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specify a desired service in advance as they do not know what is available on a
path [16], thus the resources reserved may provide inadequate service. Two pass
schemes specify a service in advance but make very restrictive reservations on
the first pass, relaxing them on a second pass [20]. Such reservations may fail
due to tight restrictions on the first pass. In the OPWA scheme, an advertis-
ing pass is first made to discover the services available on the path, and then a
reservation pass actually reserves the resources needed for the selected service.
Our interface allows OPWA schemes to discover throughput, delay and loss re-
strictions imposed by wireless links, by looking at local multi-service metrics.
After that information is gathered, applications may choose a service, and the
reservation pass can set up appropriate state so as to provide it. Mobility hints
notify higher layers that they should revise their path characterizations after
handoffs, in order to satisfy the needs of adaptive mobility aware applications
that can adapt their operation based on resource availability.

A related proposal was made in the context of IP mobility: a router could
notify hosts communicating with a wireless host of new link characteristics after
a handoff [21]. This approach however does not support link characterization
between handoffs or multiple services. Another related proposal is an adapta-
tion interface for mobility aware applications that notifies applications when
their available bandwidth deviates from a specified range [22]. An application
supporting multiple encodings of its data stream selects a bandwidth range for
each, and switches encodings whenever the available bandwidth moves into an-
other range. This interface is not appropriate for the link layer, as it requires
end-to-end signaling and per application state, but it can be easily implemented
on top of our mobility hints. A QoS management module at each host would
accept bandwidth range requests from local applications. Instead of constantly
monitoring the link, it would only check its data base after receiving a mobility
notification, in turn notifying the applications whose ranges had changed.

7 Conclusions

Even though extending the Internet over wireless links is rather straightfor-
ward, application performance over wireless links using the traditional Internet
protocols has been disappointing due to channel impairments and adverse in-
teractions between protocol layers. Different applications favor different error
control approaches, thus we developed a link layer architecture that provides
multiple services simultaneously over a single link, allowing the most appropri-
ate link service to be used by each flow. Our approach is easy to optimize for
each underlying wireless link and efficient to operate. It can be locally deployed,
transparently to the rest of the Internet, and it is easy to extend to address
future requirements. It can be incorporated into the Internet QoS architecture
in three stages. First, in the current best-effort only Internet, we can employ
heuristic classifiers to select services provided over individual multi-service links
to enhance the performance of well-known applications. Second, in the context
of the Differentiated Services architecture, which focuses on end-to-end conges-
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tion control, multi-service link layers can provide application dependent error
control, respecting higher layer scheduling decisions despite introducing recov-
ery overhead. Finally, multi-service link layers can support an advanced QoS
application interface, offering dynamic service discovery and synthesis.
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Abstract. The General Packet Radio Service (GPRS) is the current
enhancement in the GSM infrastructure, capable of handling Internet Protocol
(IP) traffic for mobile computing and communications. A major deficiency of
the current GPRS specification is the lack of adequate IP Quality of Service
(QoS) support. In this paper a QoS aware architecture for enhancing the GPRS
core network with IP QoS support is presented. The proposed scheme is based
on the Integrated Services (Intserv) architecture, processed in the IETF during
the past years. The applicability of the proposed architecture as well as the
required signalling enhancements and modifications in the components of the
GPRS architecture are discussed. To identify the applicability of our proposal in
a real GPRS network, a simulation model of the proposed IntServ architecture
was developed in order to quantify the effect that signalling overhead has on the
GPRS operation and performance. The obtained simulation results show that
the proposed scheme demonstrated good scalability, even for large user
populations.

1 Introduction

The General Packet Radio Service (GPRS), [1], [3] [5], [6], [8], is the current
enhancement in the GSM infrastructure  (GSM phase 2+) developed to satisfy the
need for a true packet data service and offer Internet services to mobile users. GPRS
offers packet switched data services to the mobile user, at speeds ranging from a few
kbps to over 100 kbps, while circuit switched services, such as voice telephony, will
still use the standard GSM infrastructure. Thus, GPRS does not aim to replace the
current GSM circuit switched infrastructure but, rather, to co-exist with it. The choice
of which service to be invoked at a certain circumstance, circuit or packet switched,
depends on the type of the application.

An important issue in the Internet and, consequently, in every network connected
to it, is the support for multimedia applications (video, voice). These applications
have specific requirements in terms of delay and bandwidth, which challenge the
original design goals of IP�s best effort service model, and call for alternate service
models and traffic management schemes that can offer the required QoS. To this end,
two QoS architectures have emerged in the IETF: IntServ, which provides end-to-end
QoS on a per-flow basis, and DiffServ, which supports QoS for traffic aggregates,
[18].



366           Giannis Priggouris, Stathes Hadjiefthymiades, and Lazaros Merakos

This paper focuses on the first of the two aforementioned IP QoS schemes namely
the Integrated Services. It aims at overcoming the main limitations in the current
GPRS architecture that are briefly outlined below:
1. GPRS can differentiate QoS only on the basis of the IP address of a mobile station

(MS) but not on the basis of IP flows, and
2. The GPRS core network uses IP tunnels, which makes the applicability of IP QoS

schemes troublesome. Solutions are proposed to the problem of establishing QoS
reservations across the GPRS core network, and the required signalling
enhancements and modifications in the components of the GPRS architecture are
identified.
In our proposal, the need for frequent refreshing of state information, and the use

of RSVP [4] and additional signalling, which introduce traffic overhead, raise
questions on the feasibility, scalability and performance. To address this issue, a
system model, which includes models of the GPRS cellular infrastructure, network
traffic and user movement, was developed.

The organisation of the rest of the paper is as follows. In Section 2, we provide an
overview of the GPRS mechanisms for QoS provision to GSM subscribers, and
identify their limitations in handling IP QoS traffic. In Section 3 our proposed IntServ
architectural solution is presented and analysed.  The simulation model for the
architecture and the obtained results are presented and discussed in Section 4. Finally,
Section 5 contains our conclusions.

2 GPRS QoS

The GPRS architecture comprises a set of GPRS Supporting Nodes (GSNs), i.e.,
nodes equipped with a GPRS compliant protocol stack. Two types of GSNs are
defined: Supporting GSN (SGSN) and Gateway GSN (GGSN). The latter acts as a
logical interface to external Packet Data Networks (PDNs) and, consequently, to the
global Internet. The former is responsible for servicing the Mobile Stations (MS)
currently located within its control area.

In GPRS, a specific QoS profile (part of the �PDP Context Profile� [6]) is being
assigned to every subscriber upon his attachment to the network. This profile contains
information such as:
•  traffic precedence class,
•  delay class,
•  reliability class,
•  peak throughput class, and
•  mean throughput class.

Traffic precedence class may be of high, normal and low priority. Four delay
classes and five reliability classes are defined. Nine peak throughput (i.e., 8, 16, 32,
64, 128, 256, 512, 1024, 2048 kbps) and 19 mean throughput classes (Best effort ...
111 kbps) are defined in the GPRS specifications.

The GPRS QoS profile can either be requested by the mobile user, during a phase
known as PDP context activation, or, if no profile is requested, a default one, assigned
to the user upon his subscription, is being activated. This default QoS profile is
defined in the Home Location Register (HLR), along with other subscriber
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information. SGSN is the entity responsible for fulfilling the QoS profile request of
the MS. After the activation of a certain profile no modification by the MS is allowed
as long as the current one is active. If the MS wishes to modify its QoS profile, it
should detach from the network, and then attach again specifying a new QoS profile.
SGSN, on the other hand, can modify an active QoS profile at any time depending on
the network load and the resources available.

Although a QoS profile is defined, this profile does not differentiate treatment of
data flows within the core GPRS network (i.e., between the SGSN and the GGSN).
All flows within the network are treated uniformly (best effort IP) and the
aforementioned QoS parameters are used to allocate resources outside the core
network. Thus, after the activation of a certain QoS profile, the MS is responsible for
shaping its traffic to the negotiated QoS and the GGSN for restricting data flows to
the MS based on its QoS profile. This implementation can be considered as a network
with guaranteed bandwidth on the access interface, but with no provision for
allocating resources along the GPRS core network. Clearly, such a scheme can work
if ingress and egress nodes are directly linked. However, in a realistic topology, like
the one shown in Fig. 1, things are quite different, and if no QoS mechanism is to be
used, congestion would soon degrade the delivered performance.

SGSN SGSN

site2

SGSN

site3

SGSN

SGSN

site1

GGSN

SGSN

Internet

Core network

Fig. 1. GPRS backbone network

Communication between SGSN and GGSN is based on IP tunnels [13]. That means
that standard IP packets, as soon as they reach a GSN (SGSN or GGSN), are
encapsulated in new IP packets (i.e., a new IP header is added) and routed
accordingly. The GPRS Tunnel Protocol (GTP) [6], implemented at both the GGSN
and the SGSN, is used for this encapsulation. The first point, within the GPRS
network, where IP packets are interpreted (i.e., header information is accessible) is the
GGSN. This restriction implies a major difficulty in applying the IntServ IP QoS
framework [4], within the GPRS network. An RSVP message, to say, would be
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transported transparently within the GPRS network towards the GGSN or vice versa
causing no reservations at intermediate nodes (routers). Another problem arising from
this tunnel - based communication is that different data flows addressed to the same
terminal (same IP address) are treated in the same manner. Routing, within the GPRS
core, is based on the IP addresses of GSNs. Discrimination of packets in GSNs is
based on tunnel identifiers (TIDs). There is a one-to-one mapping between MS IP
addresses and TIDs (see Fig. 2). Such implementation is not well aligned with the
IntServ framework, where micro-flows are a basic concept. In the following section,
we present and analyse an architectural solution to overcome the limitations imposed
by the current GPRS architecture.

PDN GGSN SGSN MS

IP packet(dst=1.2.3.4,
src=6.7.8.9, data)

IP address -> PDP Context->
TID+SGSN

GTP[SGSN-IP-Address, 
TID, IP packet]

TID->PDP Context->
TLLI, NSAPI, QoS, (cell)

SNDCP[TLLI, 
NSAPI, IP packet]

IP packet

PDN GGSN SGSN MS

IP packet(dst=1.2.3.4,
src=6.7.8.9, data)

IP address -> PDP Context
-> TLLI+NSAPI

GTP[GGSN-IP-Address, 
TID, IP packet]

TLLI + NSAPI ->
PDP context ->
TID + GGSN

SNDCP[TLLI, 
NSAPI, IP packet]

IP packet

TID -> PDP Context

Fig. 2. Data flows in GPRS

3 An Architecture in GPRS

In this section, our IntServ � based architecture is presented. It should be stressed,
from the beginning, that our effort to enhance the present GPRS QoS mechanism is
focused on the GGSN, as this is the first node within the network, where IP packets
are interpreted.

Two main issues arise in our effort to enhance the current GPRS architecture with
IP QoS awareness. Firstly, the establishment of QoS reservations across the GPRS
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core and, secondly, the mapping of RSVP signalled1 QoS requirements to the GPRS
QoS characteristics applicable in the MS - SGSN interface (i.e., the Context Profile).

RSVP tunnelling [15], [16], could be used to establish QoS reservation across the
GPRS core. Original (i.e., end-to-end) RSVP signalling messages pass transparently
(i.e., tunnelled) through the GPRS network, but additional RSVP signalling is used to
create and maintain reservations at each node (router) of the backbone network. The
Renty and Rexit of the RSVP tunnel are the GGSN and SGSN respectively (for traffic
destined to the MS). The roles are reversed for traffic destined to the fixed
network/GGSN. All traffic pertaining to a particular MS will be aggregated in a single
RSVP tunnel (both in the uplink and downlink directions). Since RSVP tunnelling
specifies the use of source UDP port numbers for distinguishing different reservations
across the tunnelled part, there should be a one-to-one mapping between GTP TIDs
and UDP port numbers. GGSN is the co-ordinating entity for all reservations meaning
that it triggers reservations, for both the uplink and the downlink. Its peer entity,
SGSN, is not capable of directly reacting to RSVP signals since it only handles
encapsulated packets. Therefore, GGSN, being aware of the transmission of a
RESV/PATH signal by the MS, signals SGSN appropriately (through Trigger_RESV
and Trigger_PATH, shown in Fig. 3 and Fig. 4) so as to proceed with the required
reservations (i.e., complete a reservation through a RESV or initiate the relevant
procedure through a PATH). The Message Sequence Charts (MSC) [2] for reservation
establishments, across the GRPS core, in response to incoming/outgoing PATH
signals, is shown in Fig. 3 and Fig. 4 respectively.

The characteristics (i.e., Tspec) of the RSVP tunnel are dictated by the
characteristics of the individual sessions that are nested in the tunnel (e.g., a simple
addition of peak rates, or use some kind of equivalent bandwidth metric).

As shown in Fig. 3 and Fig. 4, following the successful establishment of new
reservations across the GPRS core, the GPRS QoS profile (of the particular
connection) needs to be modified to reflect the new situation. This task should be
undertaken by the GSN that accepted the requested RSVP reservation. In the case of
an outgoing PATH (see Fig. 4), such operation is realised using the standard
signalling of the PDP Context Modification Procedure defined in the GPRS
specification [6]. The signals used are UpdatePDPContextRequest and
UpdatePDPContextResponse. In the incoming PATH case, the QoS change should be
initiated by the GGSN. Two new signals are introduced, namely the
ChangePDPContextRequest and ChangePDPContextResponse to fulfil the new
requirements. In both cases, a notification is also transmitted to the MS using the
ModifyPDPContextRequest and ModifyPDPContextAccept signals. Context Profile
modifications are performed only if the RSVP signals are referring to new
reservations/sessions and not refreshes of existing ones.

                                                          
1 Either by the MS or by a fixed node outside the Public Land Mobile Network (PLMN).
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MSC Incoming RSVP PATH

MS SGSN GPRS internal
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PATH

Tunnel(PATH)

Configure
RSVP Tunnel
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ModifyPDPContextRequest

ModifyPDPContextAccept

E2E RESV

RSVP Tunnel
PATH

RSVP Tunnel
PATH
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Is this a new 
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a refresh of
an existing?

RSVP Tunnel
RESV

RSVP Tunnel
RESV

E2E PATH

Fig. 3. MSC for incoming PATH (successful reservation)

A very important issue in the discussed scheme is the mapping between RSVP
information elements, pertaining to the tunnel session, and GPRS QoS classes. Many
mapping approaches can be thought of, but this is mostly an operator�s decision. In
[11], a mapping of the Best Effort and Controlled Load IP services to GPRS QoS
Classes has been proposed.

Finally, we note that for the implementation of the IntServ solution described
above, only the GGSN should have to be changed significantly (enhancement of
existing protocols), while the rest of the nodes need, simply, to be upgraded with
RSVP functionality.
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Fig. 4. MSC for outgoing PATH (successful reservation)

4 Simulation of the Proposed Architecture

In the scenario described in the previous section, the need for frequent refreshing of
state information, and the use of RSVP [4] and additional signalling, which represent
traffic overhead, raise questions on the feasibility, scalability and performance of the
proposed solution. To address this issue, a simulation model of the proposed
architecture was developed using the PARSEC discrete event simulation package
[10]. This model includes modelling of the GPRS cellular infrastructure, network
traffic and user movement. The most important metrics that we monitored through the
simulation environment were:
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•  the number of handovers observed while applications were active,
•  the number of failed reservations, i.e., reservations that were dropped due to

handovers towards loaded SGSNs, or reservation requests that were rejected in
loaded SGSNs, from the very beginning,

•  the signalling overhead caused in the GPRS core as a result of the implemented
reservation scheme.

Below, we provide a brief description of the developed simulation models.

4.1 Modeling of the Cellular Infrastructure

The considered network model comprises 5 SGSNs and a single GGSN for the
interconnection of MS to the Internet. Each SGSN is directly connected to the GGSN
with 2 Mbps Frame Relay links [6]. Each SGSN is handling a number of MSs
distributed over a number of cells/base stations. The modelling of the cellular
environment focused on the GPRS backbone network, since it is the only part of the
architecture affected by the introduction of RSVP. The GSM radio subsystem was not
taken into account. IP traffic was introduced in the model through 12 servers located
outside the GPRS core. Such servers were 4 FTP servers, 4 video servers and 4 voice
servers. The simulated architecture is shown in Fig. 5.

SGSN 5

SGSN 3

SGSN 2
SGSN 1

SGSN 4

GGSN

Voice Server
Voice Server

Voice Server
Voice Server

Ftp Server
Ftp Server

Ftp Server
Ftp Server

Video Server
Video Server

Video Server
Video Server

A1A2

A5

A3

A4

Fig. 5. Simulated architecture

The placement of the application servers in the architecture of Fig. 5 does not
necessarily imply that they can be found one hop away from the GGSN within the IP
backbone. In the general case, multiple network nodes may constitute the path from
the GGSN to some application server. To achieve this differentiation, the times taken
for the completion of requests are modelled as random variables in accordance with
the published statistics for Internet traffic.
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4.2 Network Traffic Modelling

The total simulation time was 4 hours. During the first 30 minutes, the total number of
MSs, monitored through the simulation, is becoming active (i.e., perform the GPRS
attach procedure). Initially the MS population is evenly distributed among the 5
SGSNs. In the simulation environment, each active MS is frequently performing
handover to areas controlled by other SGSNs. The MS movements monitored by the
simulation program are not simple changes of base stations but rather Routing Area
(RA) updates resulting in inter-SGSN handovers. The relocation of MS in adjacent
SGSN is performed stochastically. Relocations towards A1 are more likely to happen
than relocations to the surrounding control areas. Hence, A1 handles a considerable
percentage of user population simulating a real life environment (e.g., city centre).
The adopted transition probabilities for the various control areas are shown in Fig. 6.
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0.25

0.5
0.25

0.25

0.25

0.25

0.5

0.25 0.25

0.5

0.25 0.25 A 3

A 4

A 5

A 2

A 1

Fig. 6. Probabilities for inter-SGSN handovers

The Intra-SGSN residence time (the time spent by the user within the control area of
the current SGSN) is modelled by a random variable R, whose probability distribution
FR(·) is as shown below.

F r f G r f G rR f s( ) ( ) ( ) ( )= ⋅ + −1 (1)

In (1), f denotes the fraction of the fast moving users over the entire user
population (0≤ f≤1); Gf(·) and Gs(·) denote the probability distributions of a fast and a
slow moving user, respectively. Both Gf(·) and Gs(·) are assumed truncated Normal
distributions [17] to avoid negative and unrealistically small residence times and are
as given below.
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where Nf(·), Ns(·) are normal distributions, and tf, ts are non-negative threshold
parameters.

While roaming, each active MS spawns QoS applications, which cause RSVP
requests to propagate within the GPRS core. QoS applications refer to video, voice
and FTP applications, each one with specific requirements in terms of the requested
resources and duration [9], [12]. In each MS applications are invoked stochastically
with probabilities as shown in Table 1. In the same table the requested bandwidth for
each application is, also, displayed. Note that, in order to make our model more
realistic and prevent the individual user from monopolising bandwidth each MS can
simultaneously activate up to three (3) QoS applications.

Table 1. Probabilities and resource requirements for different application types

Application Type Session Activation
Probability (%)

Requested resources
(Kbps)

Best Effort (telnet, web) 0.5 0
Video 0.1 56

28.8
(Streaming e.g. RealAudio)Voice 0.15

16 (VoIP)
FTP 0.25 10

Each MS is initially granted a default QoS Profile that allows the exchange of Best
Effort traffic. In the course of simulation, this Profile changes dynamically depending
on the needs of user applications. Each time a new application is activated, a resource
reservation request is passed on to the network. Such request is signalled through
RSVP (i.e., the MS produces only GPRS and RSVP signalling). Provision has been
taken to simulate �rush hour� conditions by varying the frequency of QoS
applications instantiations/requests throughout the simulation period.
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4.3 Simulation Results

We have performed simulations for three, different MS populations: 300, 400, and
500 MSs. The principal criteria for the assessment of the results of the simulation
process are:
•  a low percentage of failed reservations, and
•  a relatively low signalling overhead introduced by the extra RSVP signalling

used for reservations.
Fig. 7 and Fig. 8 present the simulation results for the population of 400 MSs.

However results are quite alike in the case of GPRS networks with 300 and 500 users.
Fig. 7 shows the changes in the number of attached MSs per SGSN throughout the
simulation period for the 400 MS population scenario. Lastly, in Fig. 8, we plot the
mean and maximum amount of reserved resources monitored in each MS
individually. Expected values are also displayed in the same figure. It is
straightforward from this last figure that the maximum reservation for each MS varies
at values around 60 kbps while cases of extensive reservations (i.e., over 100 kbps) do
exist, but are rather rare. The corresponding mean reservation for each MS is
considerably lower (about 24 kbps). Note that in Fig. 8 the term �expected� denotes
the averaging of the respective metrics over the entire population of MSs. �Active�
means that only those time periods when QoS connections existed were taken into
consideration for the calculation of the respective value.
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Fig. 7. Simulation results for the population of 400 MSs (1)
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Fig. 8. Simulation results for the population of 400 MSs (2)

Table 2. Percentage of handovers with active connections

Population Handovers
Total Active Active (%)

300 4275 1713 40.07
400 5647 2113 37.41
500 7087 2673 37.72

In Table 2, we present the number and the percentage of handovers that involved
active connections/reservations over the total number of registered handovers, for all,
three simulation scenarios. Handovers with active QoS connections (RSVP/IntServ)
cause significant problems as discussed in [7]. In the same Internet Draft, various
proposals to overcome this problem are also presented.
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Table 3. Failed reservations

Population Requested
reservations

Failed
reservations2

Failed
reservations

(%)

Mean time
between failed

reservations (secs)
300 3848 11 0.3 205
400 4921 89 1.8 41.6
500 6016 216 3.6 19.8

Table 3 lists the logged failed reservations for the three population scenarios. It
should be noted that the vast majority of these failed reservations were observed in a
time period of one hour, which, in turn, is well approximated by the simulated �rush
hour�.

The last important metric that we monitored through the simulation environment
was the overhead introduced by the RSVP tunnelling technique, and the
TriggerResv/Path signalling messages. Additionally, we evaluated the sensitivity of
the signalling overhead to changes in the RSVP tunnel refresh period3 (R). Table 4
summarises our findings.

Table 4. Signaling overheads

Population  R
(secs)

Signaling
overhead

(%)

Traffic
overhead

(IPv4)
(%)

Bandwidth
Overhead

(IPv4)
(kbps)

Traffic
overhead

(IPv6)
(%)

Bandwidth
overhead

(IPv6)
(kbps)

300 30 84.14 2.11 16.55 2.41 23.70
60 52.38 1.95 12.08 2.18 17.01

400 30 85.01 2.11 20.33 2.41 29.09
60 52.58 1.96 16.25 2.19 23.03

500 30 84.54 2.13 24.73 2.45 35.50
60 51.81 1.97 19.61 2.21 27.89

Signaling overhead denotes the additional RSVP signalling, in terms of messages,
used to establish RSVP tunnels. Traffic overhead is calculated by dividing RSVP
signalling volume by the total IP traffic exchanged. Analogous calculation is
performed for bandwidth. Traffic and bandwidth overheads were calculated for both
an IPv4 and an IPv6 GPRS backbone. The results for both versions were quite
similar, with the IPv4 architecture demonstrating a slightly better behaviour. Another
issue that should be noted is that although reduction of the tunnel refresh period (R)
affects greatly the signalling overhead (over 30% reduction), it has no significant
impact on the traffic overhead (less than 0.25% reduction). However, traffic

                                                          
2 Failed reservations = dropped reservations + rejected requests
3 Although the tunnel RSVP session is triggered from the End-to-End RSVP session, it

constitutes an independent RSVP session. Thus, its refresh period can be different from the
corresponding End-to-End.
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overheads in all cases are quite acceptable, as they do not surpass the 2.5% of the total
IP traffic exchanged.

5 Conclusions

We have presented a new architectural scheme on how the GPRS architecture could
be enhanced with IP QoS awareness.

GPRS is an overlay network to the GSM infrastructure. The importance of GPRS
for the emerging area of mobile computing is extremely high. In this respect, GPRS is
being considered as the core network technology for UMTS Phase 1.

In GPRS, QoS guarantees to IP traffic are provided only per MS IP address hence,
any kind of differentiation of IP flows is not possible. In the core network, the
applicability of IP QoS schemes is also troublesome due to the use of IP tunnels. To
the best of our knowledge, no previous work has been reported in the same area apart
from the suggestions given in [14] and [11] that are quite aligned with what is
presented in this paper.

The proposed solution tries to alleviate some of the drawbacks discussed above.
The per IP address QoS scheme forces the adoption of coarse-grained QoS solutions
(e.g., Tunnels) in the GPRS core. The suggested solution seems to suffer from
scalability, since, it capitalises on a soft-state model but also introduces new signals.
The soft�state model requires constant refreshing resulting to signalling overhead
which has a negative impact on the network load.

To quantify the effect that signalling overhead has on the IntServ system operation
and performance, we have developed a simulation model of the proposed scenario.
The obtained simulation results have shown that the proposed IntServ architecture
demonstrated good scalability, even for large user populations, mainly because of the
use of the RSVP tunnelling scheme for the establishment of reservations within the
GPRS core. RSVP tunnels treat the flows towards a particular MS as aggregated
traffic, causing a significant reduction in the number of RSVP messages. RSVP
signalling, as a fraction of the total IP traffic, is small (<2.5%), and can be reduced
even more with the appropriate adjustment of the RSVP tunnel refresh period.
However, even without this adjustment the total traffic overhead introduced in the
GPRS core was found more than acceptable.
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Abstract. In a CDMA network, resource allocation is critical in order to
provide suitable signal quality for each user and achieve channel efficiency.
The third-generation mobile communication systems (ITU/IMT-2000) must be
designed to support wideband services at bit rates as high as 2 Mbps, with the
same quality as fixed networks. Mobiles transmitted power has to be controlled
to provide each user a reasonable connection while limiting the interference
seen by other users. Transmitted rate has also to be controlled to avoid
congestion. An adaptive protocol is proposed for controlling mobile calls
transmitter power and rate cooperatively when previous work has focused on
handling them separately. The active component of this scheme is called
Genetic Algorithm for Mobiles Equilibrium (GAME). Based on an evolutionary
computational model, the base station tries to achieve an adequate equilibrium
between its users. Thereof, each mobile can send its traffic with a suitable
power to support it over the different path losses and interference. In the mean
time, its battery life is being preserved while limiting the interference seen by
neighbors. A significant enhancement in signal quality and power level has
been noticed through several experiments.

1 Introduction

During the past years, there has been an increasing demand for high-speed multimedia
communication. This rapid contagious increase is being spread inside the wireless
mobile community. Code Division Multiple Access (CDMA) has received a great
amount of attention as a multiple access method for future mobile networks [9] since
it allows a given transmission link to carry simultaneous virtual connections. The
third-generation mobile communication systems, called International Mobile
Telecommunications-2000 (IMT-2000) in the International Telecommunication
Union (ITU) [13] must be designed to support wideband services at bit rates as high
as 2 Mbps, with the same quality as fixed networks. We have seen recently several
proposals [1] [15] that support third generation IMT-2000 systems by offering
multiple voice/data connections with differing QoS requirements. Future generations
will include high quality video as well.
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Mobiles transmitted power has to be controlled to provide each user a reasonable
connection while limiting the interference seen by other users [8]. Transmitted rate
has also to be controlled to avoid congestion, which means dropping of quality below
required levels. Previous work has focused on finding adequate power levels that
maximize the received bit energy-to-noise density ratio (Eb/No) where the
transmission rate of each user is fixed [6] [7]. Stochastic power control algorithms
based on the mobile matched filter output is introduced in [12]. [14] proposed a
circuit switched multirate DS-CDMA system based on a closed-form power control
function. Recently, [3] presented an algorithm for controlling mobiles transmitter
power levels following their time varying transmission rates.

This work presents an algorithm for controlling mobiles transmitter power and bit
rate in tandem. The base station measures each mobile received signal quality, bit rate
and power. Accordingly, it computes the proposed optimum power and rate vector
and sends it back to all mobiles.

The remainder of the paper is organized as follows. In section 2, the optimization
problem is formulated. The genetic algorithm (GA) engine is described in section 3.
Some numerical results are presented in section 4 illustrating the deployment of the
proposed GA. In section 5, we conclude.

2 Optimization Problem

In a CDMA network, resource allocation is critical in order to provide suitable
Quality of Service (QoS) for each user and achieve channel efficiency. Many QoS
measures, including bit error rate, depend on the Eb/No given by
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where W is the total spread spectrum bandwidth occupied by the CDMA signals. Gbi

denotes the link gain on the path between mobile i and its base b. η
denotes background noise due to thermal noise contained in W and M is the number of
mobile users. The transmitted power of mobile i is pi which is usually limited by a
maximum power level as

Miforpp ii ≤≤≤≤ 1,0 max (2)

Ri is the information bit rate transmitted by mobile i. This rate is bounded by the
value, Ri

C , designated in the traffic contract once this user has been admitted into the
system.

MiforRR C
ii ≤≤≤≤ 1,0 (3)

An increase in the transmission power of a user increases its Eb/No, but increases
the interference to other users, causing a decrease in their Eb/Nos. On the other hand,
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an increase in the transmission rate of a user deteriorates its own Eb/No. Controlling
powers and rates of the users therefore amounts to directly controlling the QoS that is
usually specified as a pre-specified target Eb/No value (θ ). It can also be specified in
terms of the outage probability, defined as the probability ( Prbθ ) that the Eb/No falls
below θ.

Thus, the objective here is to find a nonnegative power P=[p1, p2, �, pM] and rate
R=[R1, R2, �, RM] vectors which satisfy the maximum power and rate constraints (2,
3) and maximize the function F proposed as
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where Fi
E is a threshold function defined for user i as
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While limiting the P-R search space to solutions that maximize the average QoS,
through Fi

E , minimizing P is essential. Since low P means little interference and long
battery life, Fi

P (6) gives credit to solutions that use minimum power and punishes
others using high levels.
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Fulfilling a user requested bit rate is another objective as long as it is below its
contract rate Ri

C . However, the future asked bit rate is unknown. Thus, the evaluation
approximates the next asked bit rate as
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where 
T
iR is the average granted bit rate, and 

D
iR  is the average deficit bit rate (i.e.,

difference between asked and granted). The average is calculated over the previous
control period T. Fi

R , as proposed in (8), grants priority to Ri in the vicinity of Ri
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To overcome what is known as the Near-Far effect [11], we have to ensure that the
received Eb/Nos from all mobiles at the base station are in a narrow range. FH ,
proposed in (9), evaluates the homogeneity of the received signal qualities by
penalizing the solution whose received Eb/No components divergence is far away from
its mean value.
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E  is the average received Eb/No, and Eσ is the corresponding standard deviation.
ωP, ωR, and ωH introduced in (4) are the nonnegative priority weights of each

corresponding objective respectively. The priority weight indicates the relative
importance of an objective over the other. For instance, if minimizing the transmitting
mobile power is our highest priority, than ωP would be the highest value. Therefore,
the larger the Fi

P the more dominant the value of ωP Fi
P in the overall value of F.

Therefore, the jointly optimal power and rate is obtained by solving the following
optimization problem:

( )
( )RPF

RP
,max

, Ω∈
(10)

where F is defined in (4) and the feasible set Ω is subject to power and rate
constraints (2, 3).

3 GAME Engine

Genetic algorithms (GAs), as described in [2], are search algorithms based on
mechanics of natural selection and natural genetics. In every generation, a new set of
artificial creatures (chromosomes) is created using bits and pieces of the fittest of the
old. GAs use random choice as a tool to guide a search toward regions of the search
space with likely improvement. They efficiently exploit historical information to
speculate on new search points with expected improved performance.

The Genetic Algorithm for Mobile Equilibrium core is a steady state GA [2] with
the ability to stop its evolution after a timeout period being expired. As illustrated in
Fig. 2, the inputs are collected from the users as their current rate R(t) and power P(t)
vectors. Additional information is needed as well in the input like the required signal
quality θ, the maximum possible power Pmax, and the contract rate granted on
admission RC. The GAME starts by encoding R(t) and P(t) into chromosomes to form
the initial population.

1P 1R 2P 2R ! MP MR

32 32 32 32 32 32

N=64*M

Fig. 1. GAME Chromosome Format: N bits, where M is the total number of mobiles controlled
by the base station. Each Mobile occupies 64 bits to represent its power P and Rate R
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The chromosome is a binary string of N digits. It encodes the (power, rate) values
of all M mobiles as depicted in Fig. 1. Each mobile occupies 32 bits for its power and
32 bits for its rate.

F, defined in (4), is the fitness function used to evaluate chromosomes. The
evolving cycle of reproduction-evaluation works until the stopping criterion is met.
The base station forwards the new R(t+1) and P(t+1) vectors to the users.

Encode Initial Population
Chromosomes

Evaluate Chromosomes Fitness

Get Population Statistics

Convergence
or Time out

Generate New Population

Replace old weak chromosomes by
new ones

NO

Decode Strongest
Chromosome

Yes

( )tP( )tRωΘ,,max CRP

( )1+tP( )1+tR

Fig. 2. GAME Block Diagram

According to the fitness function, used to compare the solutions chromosomes, the
fittest vectors R(t+1) and P(t+1) should be within the boundaries (2, and 3). In the
mean time the granted bit rate should be near the requested one while the power level
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is minimum as possible. This solution also should be able to make each user
surmounts its required Eb/No value (θ ).

4 Numerical Results

Simulation for showing GAME behavior is done for a single cell, where the base is
situated at its center. The cell radius is 2 km. Mobile users are distributed uniformly
over the cell space. We adopt the ITU-R distance loss model [5]. The link gain, Gij, is
modeled as a product of two variables

ijijij DAG ×= (11)

Aij is the variation in the received signal due to shadow fading, and assumed to be
independent and log normally distributed with a mean of 0 dB and a standard
deviation of 8 dB. The variable Dij is the large-scale propagation loss, which depends
on the transmitter and the receiver location, and on the type of geographical
environments. Let dij be the distance in km between transmitter j and receiver i, the
ITU-R formula yields the following path loss equation for a typical 3G CDMA
system parameters [1].

ijij dD log75.4382.76log10 −−= (12)

The center frequency is 2 GHz, antenna heights of the mobile and the base station
are 1.5 and 30 m respectively. We assume that 20% of base station coverage area is
occupied by buildings. The system bandwidth W can increase up to 20MHz and the
background thermal noise density is �174 dbm/Hz.

Mobiles users with MPEG encoded video traffic [10] are used in the experiments.
Encoder input is 384x288 pels with 12 bit color information. A 12 frames GOP
pattern (IBBPBBPBBPBB) is generated at 25 frames/sec. Mean bit rate is 330 Kbps
while the peak rate is 1.01 Mbps. Each mobile starts with 500 mW as initial
transmitting power while its maximum power level is 1000 mW. The required QoS
target θ is 5 dB. The simulation is done two times. First, the Uncontrolled case, where
every user is able to use his asked rate (as long as it is less than Ri

C ) with constant
power (500mW). Second, (GAME-PR), where GAME is applied with equal ωP
and ωR to control power level and bit rate jointly.

Fig. 3 illustrates the effect of the increasing number of users on the average
received Eb/No in the two cases. Although the average QoS is decreasing while adding
more users, GAME-PR with joint power and rate control was all the time above the
threshold θ. It is clear also that, on the average, only five users can be handled in the
uncontrolled case while GAME coped with 19 users efficiently.

This success can also be seen in Fig. 4, which depicts the outage probability,
another way of measuring QoS. This probability was measured for each mobile as the
ratio of the time period that its Eb/No was below θ over the total call time. GAME-PR
managed to decrease the outage probability considerably.
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Sometimes, it is impossible to satisfy a mobile high requested bit rate by simply
increasing its power since this will increase the interference seen by other users
significantly. Therefore the only solution is to cut the requested bit rate repetitively
until the mating power is sufficient to top θ  while introducing reasonable interference
to others. This is the cause of the escalating difference between the requested bit rate
(uncontrolled case) and the granted one (using GAME-PR) with the increasing
mobiles number. Either using higher quantization factor or dropping frames can
implement this rate-cut in MPEG traffic [4].

5 Concluding Remarks

The GAME scheme was introduced in this paper and applied to control video traffic.
It includes the control of two main resources in a wireless network: mobile
transmitting bit rate and corresponding power level. The main algorithm is to be
implemented in the base station that forwards the controlling signals to the mobiles.
The basic idea is that all the mobiles have to harmonize their rate and power
according to their location, QoS, and density. The advantages of using genetic
algorithms for optimization are numerous. Parallelism, GAME can be implemented as
multiple synchronized threads to take advantage of the full processing power of the
used hardware. Evolving nature, GAME can be stopped any moment while having the
assurance that the current solution is better than all the previous ones. Scalability,
mobiles can be added or removed simply by adjusting the chromosome length and
leaving everything else intact.

The proposed scheme performed acceptably during the experiments done to test it.
The enhancements over the uncontrolled case are substantial. The received signal
quality (Eb/No) on the average has seen an increase of up to 7 dB and the outage
probability is decreased tenfold. In the same time, the average power consumption is
decreased by at least 50 %. These improvements help enhancing the current users
QoS and extend the base station coverage to serve more mobiles. The noticeable
GAME drawback is that it cut bit rates up to 30% of the requested rate. On the other
hand, the comparison in bit rate between the uncontrolled case and the GAME-PR
case, seen in Fig. 6, should stop at 5 users. The reason is that no more than 5 mobiles
could be admitted to the system in the uncontrolled case as deduced from Fig. 3.
Otherwise the QoS will fall below the required level. Therefore, this rate cut has
contributed to the increase in the number of admitted users. In addition, the weight
factor ωR can be increased in order to give more importance to satisfying requested bit
rate objective. Another problem is that the processing time to solve the optimization
problem is seen to be proportional with the number of users.

Current research work is in progress to confront this shortcoming as well as
applying the GAME on a wideband CDMA cellular network with mixed voice, data,
video and web traffics while comparing with the current power-traffic control
techniques.
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Abstract. Distributed end-to-end measurement based connection ad-
mission control mechanisms have been recently proposed. The goal of
these schemes is to provide tight QoS control on a per connection ba-
sis by means of measurements taken by the edge nodes and priority
based forwarding procedure at internal nodes. Since the additional flows
handling procedures are implemented at the border routers and the for-
warding mechanisms are for flows aggregates only, the approach is fully
scalable and compatible with the IETF Differentiated Service proposal.
The aim of this paper is to propose specific schemes and to investigate
the advantages and limits of the approach by analyzing the basic mech-
anisms and evaluating its performance. As a results, the paper shows
that end-to-end measurements taken over a low priority probing packet
stream is an effective and robust way to guarantee bandwidth and de-
lay for real-time services characterized by fast traffic dynamics, such as
Voice over IP.

1 Introduction

It is widely accepted that the best effort model of the today Internet is not
able to satisfactorily support emerging services and market demands, such as
IP Telephony. Real time services, in general, and IP telephony, in particular,
require very stringent delay and loss requirements (150-200 ms end-to-end for
toll quality voice), that have to be maintained for the entire call holding time.
The analysis of the delay component in the path from source to destination
shows that up to 100-150 ms can be spared for compression, packetization, jitter
compensation, propagation delay, etc. [1,2], leaving no more than a few tens of
milliseconds for queuing delay within the (many) routers on the path.

Many different proposals aimed at achieving such a tight QoS control on
the Internet have been discussed in IETF. IntServ/ RSVP (Resource reSerVa-
tion Protocol) [3,4] provide end-to-end per-flow QoS by means of hop-by-hop
resource reservation within the IP network. The price to be paid is a significant
burden on the core routers, which are required to handle per flow signaling, to
maintain per flow forwarding information on the control path, to perform per
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flow admission control, classification and scheduling. To overcome the scalability
limits of this approach, several proposals (e.g. [5,6,7,8]) suggest to maintain only
an aggregate QoS state (i.e. a run-time estimate of aggregate QoS parameters
such as aggregate bandwidth and maximum delay) within the internal routers.
The aggregate QoS state is then used by each router during set-up to verify
whether enough resources are available to accept the new call without affecting
the QoS of the accepted calls. Differentiated Services (DiffServ) enhancements
to the Internet Protocol which have recently taken ground [9,10,11] represent an
alternative attempt to provide a better than best effort service able to support
real-time services while fully maintaining the stateless property of the current
core IP routers. Diffserv distinguish between edge and core routers. While edge
routers process packets on the basis of a finer traffic granularity (e.g. per-flow,
per-organization), core routers only distinguish among a very limited number of
traffic classes. Packets belonging to a given traffic class are identified by the bits
in the DS field of the IP packet header, and are served by the routers according
to a pre-defined per-hop-behavior. The result is that a variety of services can be
constructed by a combination of: (i) setting DS bits at network boundaries, (ii)
using those bits to determine how packets are forwarded by the core routers, and
(iii) conditioning the marked packets at network boundaries in accordance with
the requirements or rules of each service. While Diffserv easily enable resource
provisioning performed on a management plane for permanent connections, it
is not trivial to provide per-flow resource management and per-flow admission
control, which seem to be necessary when tight per flow QoS is aimed at.

It is therefore important to understand to what extent an Internet stateless
and scalable architecture, such as that envisioned by the Differentiated Services
framework, has the capability to provide QoS comparable to that achievable
by heavyweight (and ultimately abandoned) per-flow resource management ap-
proaches.

Recent proposals such as [12] envision a stateless Internet where packets carry
control information from the edge to the core, and routers can take advantage of
this information to improve QoS control. The opposite approach is taken in [13],
where packet marking mechanisms within the core routers, along with pricing
schemes, indirectly (i.e. by game theory) prevent new users from entering the
network in case of congestion.

A more radical solution, named Phantom Circuit Protocol (PCP), apparently
able to satisfy the stringent requirements of IP Telephony, has been envisioned
in [14,15]. PCP is a fully distributed admission control scheme which relies on
end-to-end in-band measures taken over an ad-hoc flow of probing packets to
determine whether enough resources are available in the network to accept a
new connection. Internal routers are completely stateless and are only required,
compatibly and consistently with the DiffServ approach, to distinguish among
probing and data traffics implementing a priority service discipline.

A solution similar in the basic principle, although targeted to a different
environment (MPEG VBR), and employing different technological choices, has



PCP: An End-to-End Measurement-Based Call Admission Control 393

been proposed in [16]. More recently, although in a different framework, end-to-
end probing has been considered in [13].

Scope of this paper is to give a comprehensive presentation of PCP, providing
the rationale behind the proposed mechanisms. In particular, a new analytical
model is introduced that is able to predict the effects of different measure-period
lengths and allows to extend the performance evaluation to large capacity back-
bones that can not be simulated due to complexity.

The paper is organized as follows. In section 2, the basic idea of PCP is
presented and discussed. Section 3 describes PCP when applied to a specific
scenario of constant rate connections. Results for the more critical case of variable
rate connections are reported in section 4. The analytical model, presented in
section 5, allows to derive practical system limits and provides useful insights
on the very-high-speed backbone scenario. Further remarks and conclusions are
given in section 6.

2 The Phantom Circuit Protocol

The basic and characterizing idea, previously presented in [14,15], is to rely on
end-to-end in-band measures over a Diff-Serv core network to determine whether
enough resources are available in the network to accept a new connection.

In its simpler form, able to deal with real-time and best-effort traffic classes,
PCP requires core routers to implement priority forwarding based on three prior-
ity classes, namely high priority for real-time traffic, medium priority for probing
traffic, low priority for best-effort traffic.

In order to provide a minimum amount of bandwidth to best-effort traffic,
bandwidth segregation mechanisms, such as Weighted Fair Queuing, can also
be used, together with priorities. However, since the best- effort traffic does not
influence the PCP operation it can be ignored and, in the following discussion,
we assume only two priority levels.

Figure 1 shows the PCP setup scheme for a real-time connection. The setting-
up source transmits a constant-rate signaling flow, composed of Probing packets
tagged as low priority in the IP header. Upon reception of the first probing
packet, the destination node starts measuring the probing packets arrival statis-
tics over a given length period. A statistical test, which can be as simple as a
comparison of the received bandwidth with a given threshold, is then performed
to decide whether enough resources are available in the network to accept the
considered connection. The decision is then notified back to the source, by means
of one (or more) signaling packet, called feedback packet. Upon reception of an
”accept” feedback packet, the source switches from probing to data phase, and
starts transmitting Data Packets. Otherwise, if either a “reject” feedback packet
is received or a time-out expires before receiving any feedback, the connection
is terminated.

As it will be explained in the subsequent parts of the paper, the resources
availability we have been referring to can always be expressed in term of band-
width, say average, peak or effective bandwidth. Therefore, the probing and
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source

probing phase data phase

decision: accept

measurement period
Tm

destination

Fig. 1. PCP probing and data phases

measurement schemes discussed next aim at verifying the existence of enough
bandwidth.

Assuming that the receiver exactly measures the bandwidth available in the
network, a few conditions must be fulfilled in order to have PCP work properly.
First, probing traffic must not contend the use of bandwidth against established
traffic; otherwise, if the new requested bandwidth is not available, resources
are subtracted to accepted connections, with a consequent QoS degradation. To
avoid such QoS degradation, PCP tags the probing packets with lower priority
than data packets. The core routers, DiffServ Compliant, handle packets in each
output link with two distinct queues, one for data and one for probing packets,
and serve a probing packet only when the data packets queue is empty. This
forwarding mechanism guarantees that probing packets are forwarded only when
bandwidth, unused by data traffic, is available. If the available bandwidth is not
enough the probing flows will suffer severe quality degradation which will cause
rejection of the call.

The second condition requires that the measure is able to capture not only
the resources used by data packets but also the presence of concurrent probing
connections. Otherwise, concurrent measures does not correctly ”see” each other
and the acceptance of multiple calls could lead to overload. This condition is
obvious for requests of CBR flows of bandwidth B, and states that the probing
flow must be a CBR flow with bandwidth not less than B.

Note that there is no need for an explicit bandwidth release mechanism since
bandwidth is automatically released by ending packet transmission. This behav-
ior leads to a third condition: the reserved bandwidth can not be temporarily
released and the data phase must follow the probing phase without interrupting
the flow. As far as the data phase is concerned, this condition is automatically
satisfied in the case of CBR. In the case of VBR, however, it is requested that
the flows maintain the ”equivalent bandwidth” reserved at set up and therefore,
when sources are inactive or the resources are under-utilized for long time, a
conditioning mechanism, that send dummy packets according to the reserved
traffic profile, must be provided. Such shaping procedures are common to re-
source reservation techniques based on traffic measurements (see for example
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[5]) and constitute the price to be paid for the reduced complexity of the call
admission procedure.

3 A PCP Scheme for CBR Traffic

In a scenario with only constant rate traffic, the delay, if the required bandwidth
is available, is only due to the alignment of the different regular streams. This de-
lay is bounded even if the aggregate load equals the link capacity and decreases
as the multiplexing degree increases to the point that, in high speed links, it
ceases to be a QoS concern. Such a behavior is shown in Figure 2, which reports
different delay percentiles, measured in inter-arrival periods, in a ND/D/1 queue
as a function of the link capacity when link utilization is 100%. Since we con-
sider a scenario that refers to telephony applications in which a voice channel
corresponds to 32 kb/s CBR, we see that links from 2 Mb/s upwards (more than
60 channels) can guarantee delays of a few milliseconds, in complete accordance
with telephony delay requirements. Therefore, upon a new call request the call
admission control must only ascertain if a 32 kb/s peak bandwidth is available
in the network.
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Fig. 2. N/N/D/1 delay percentiles versus offered load.

The receiver estimates the available bandwidth, Ba, by evaluating the mean,
M [Xi], of the interarrival times, Xi, of the probing packets. Due to jitter in the
packet delay, the available bandwidth is estimated with an imprecision ∆B. To
avoid the acceptance of a new call of bandwidth B when Ba is smaller than B
it is sufficient to use a bandwidth threshold Bt ≥ B + ∆B against which the
measured bandwidth Bm = 1/M [Xi] is compared. To avoid rejecting a call when
the probing rate Br is entirely available it is necessary that the probing packets
are generated at a rate Br > Bt + ∆B.

With CBR traffic the measure duration must satisfy two conditions. The
first one requires that the number of probing packets is sufficiently large to limit
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statistical fluctuations on Bm within the bound accounted for in Bt. The second
one requires that the measure is long enough to capture the dynamic of the
slowest traffic in the network. This implies that during the measure period a
sufficiently large number of packets of the slowest connection are transmitted in
the network.

In our simulations, assuming B = 32 kb/s and a packet size of 1000 bits,
we have adopted values of Br = 1.2B and Bt = 1.1B. With link capacities of 2
and 20 Mbit/s, and 50, 000 connections per simulation, we have never observed
misacceptance of a call even with a number of probing packets as low as 16,
corresponding to 0.5 s measure duration.

In the following we show the simulation results for a single-link network,
while results about CBR multi-link connections can be found in [14]. Figures 3
and 4 report the accepted load (throughput) versus the offered load, normalized
with respect of the channel capacity, for 2 Mbit/s and 20 Mbit/s link capacity,
respectively. The 99−percentile of the delay distribution expressed in ms is also
shown for selected samples. Calls are generated according to a Poisson process
and have an exponentially distributed duration with average 1, 3 and 10 min.
The considered probing duration is Tm = 1 s, the probing bandwidth Br = 38.4
Kbit/s and the bandwidth threshold Bt = 35.2 Kbit/s. To assure confident
results, 50, 000 connections were simulated for each sample.
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Fig. 3. Accepted load versus offered load for CBR connections, C = 2 Mbit/s

The offered traffic has been pushed up to eight times the link capacity in
order to verify the PCP ability to control the admitted traffic even in extremely
high overload conditions. All curves show that as the offered load increases,
the accepted load grows up to a value that represents the channel utilization
achievable by PCP. If the offered load is further increased, the reduction in
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the accepted load, which is higher for shorter call duration, is due to contentions
among the increased number of overlapping call set-ups that reduce the available
bandwidth. This phenomenon, however, is far from being negative, since it helps
protecting the admitted traffic under overload, whereas it has a negligible effect
when the system operates in nominal conditions, i.e., with a offered load less
than one.

The 99−percentile of the delay distribution, expressed in ms and shown for
selected sample in the figures, has very low value even at the maximum accepted
load. The simulation run with the probing duration Tm = 0.5 s, a probing rate
Br = 1.1B and a threshold rate Bt = 1.05B has produced similar results showing
the robustness of PCP against the system parameters.

The performance of PCP for very high speed links can not be obtained by
this simulation model due to the increased complexity. However, they can be
evaluated using the PCP fluid model presented in [17] which shows very good
matching with the simulation results.

4 PCP with Variable Rate Traffic

In the case of variable rate traffic the definition of a suitable bandwidth measure
is more complicated than in the constant rate case addressed in the previous sec-
tion. Unlike CBR, in VBR the aggregate traffic on a link varies in time according
to source activities. The experienced delay depends on the average link utiliza-
tion and grows without limit as the link utilization approaches 100%. Hence, to
limit the delay, any effective call admission scheme must somehow exert a strict
control on the link load.
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In existing state-based CAC mechanisms (see for example [18,19]) load con-
trol is achieved by using ‘a priori’ traffic characterization (e.g. burstiness, peak
and average bandwidth) to estimate the global equivalent bandwidth in use at a
new call request. As the actual traffic can differ from its analytical characteriza-
tion, these methods adopt estimations that are largely conservative, leading to
under-utilization of resources. On the contrary, methods based on measures are
intrinsically more precise. However, since PCP adopts an end-to-end measure,
it can not directly observe the load on the intended network path and therefore
must depend on a suitable probing-packets statistics to estimate the load only
indirectly.

In the following we evaluate the following two mechanisms. The first mech-
anism, the Inter-arrival Average (IA), subdivides the measure period into sub-
intervals and estimates the received bandwidth in each sub-interval. A new call
is accepted if none of the estimates over the entire set-up period is below a pre-
defined threshold. The rationale of this approach is to control the link load by
controlling the ”peak bandwidth”.

The second method, the Peak Delay (PD), bases the statistical test on the
queuing delays of probing packets and if at least one of them exceeds a pre-
defined threshold the call is rejected. Also with this mechanism different values of
the delay threshold correspond to different limits on the average load. A possible
implementation of this technique requires that routers discard probing packets
that exceed the pre-defined queuing delay. If only one probing packet is discarded
the call is rejected. The implementation of this method would require changes in
routers, which violates the PCP’s end-to-end approach. It has been considered
here only to investigate whether a stricter control can improve performance.

To model the voice traffic with silence suppression, we have adopted the two
state (ON/OFF) Brady model [20], where the ON (active - i.e. talkspurts) and
OFF (silent) states are exponentially distributed with averages equal to 1 s and
1.35 s, respectively. The peak rate is 32 kB/s and the packet length is equal to
1000 bits, leading to a 31.25 ms packetization delay. We have simulated 2Mb/s
and 20Mb/s single link scenarios in which calls are generated according to a
Poisson process and have an exponentially distributed duration with average 1,
3 and 10 min. For reasons of space, we report in the following only the results ob-
tained with 10 min. mean call duration, which appears among the three studied
the most critical in terms of overload control.

Similarly to the CBR case, the probing-packets are generated at a rate 20%
higher than the VBR-call peak rate. This leads to a nominal Inter-arrival time
between probing packets of 26 ms. The measure period is fixed and equals to
0.5, 1, and 2 s.

In all the presented results, the IA technique estimates the peak available
bandwidth by averaging in each sub-interval and rejecting a call if at least one of
such averages exceeds 27 ms. The size of the intervals depends on the number of
inter-arrivals measured which has been taken equal to 5, 7 and 15 packets in our
simulations, where, to assure confident results, 50000 connections were simulated
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for each sample. The accepted traffic versus the offered traffic is reported in
Figures 5 and 6, for link capacity equals to 2 and 20 Mbit/s, respectively.
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Fig. 5. Accepted vs. Offered load for different test parameters in a 2Mb/s VBR-
IA scenario. 99− delay percentiles are also reported for selected samples.
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The results obtained show, also in the case of VBR, that PCP exerts a
powerful control even in very strong overload conditions. Furthermore, in all
cases it can guarantee a 99 delay percentile in the order of few milliseconds,
especially for high link capacity.
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Fig. 7. Accepted vs. Offered load for different test parameters in a 2Mb/s VBR-
PD scenario. 99− delay percentiles are also reported for selected samples.

Similar results has been obtained for the PD mechanism as shown in Figures
7 and 8. The delay threshold used for probing packets discarding has been set
equal to 10 and 20 ms, showing that the smallest threshold tends to reduce the
accepted load.

The comparison between IA and PD shows that the more strict control im-
plemented in PD does not provide an appreciable improvement in results. In all
the cases considered the parameters setting is not critical and the performance
improve with the link capacity.

Several measure period lengths, ranging from 0.5 to 8 s, have been tested
and the results are compared in Figure 9. As the measure period decreases the
accepted load and the delay increase. To keep a small delay the acceptance
threshold must be reduced.

As expected, we have observed that the delays achieved by PCP do not
depend on the admission technique adopted, but on the accepted load only. This
is graphically shown in Figure 10, which reports the 99th delay percentiles, in
transmission time units (slot), as function of the accepted load for all the cases
reported in the previous figures. The theoretical curve for the M/D/1 queuing
system is also reported for comparisons.

In the operating conditions with very short delays, e.g., 1 ms for the 99 per-
centile, the transmission queue empties during any inter-arrival period (31.25
ms). For this reason, the process of packet arrivals in each period can be con-
sidered independent from period to period and, because of the many sources
involved, equivalent to a Poisson process. As a consequence, the system behav-
ior approximates the behavior of an M/D/1 queue. This is confirmed by Figure
10 that shows that, as long as delays are short, the experimental curves prac-
tically coincide with the M/D/1 curve. If the load is excessively increased the
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Fig. 10. 99% delay percentiles, in transmission-time units, as function of the
accepted load for the 2 and 20 Mb/s cases. The percentiles of total delay in
M/D/1 queuing system is also reported.

queue does not empty in each period and the delay sharply increases with re-
spect to the M/D/1 case due to the periodic arrivals of packets in consecutive
periods.

5 VBR Analytical Evaluations

The PCP mechanisms exposed in the previous section are too complex to be
exactly analytically modeled. Nevertheless, analytical insides are needed to con-
firm the simulated results and to predict the behavior of larger systems. In this
section we present an analytical model that, though rather simplified, is able to
capture the PCP basic mechanism and to predict the influence of the measure-
period length.

As we have already observed, both IA and PD mechanism try to capture the
”peak bandwidth”, i.e., the maximum value reached by the number of active
sources N(t). Therefore, in our model we refer to an ”ideal” admission mech-
anism in which N(t) can be directly observed, and assume that a new call is
rejected if, during the probing period, N(t) reaches a threshold A. In practice
the value of A must be determined so that the accepted load can not exceed a
predetermined value ρ∗, for a given overload.

The behavior of the ”ideal” admission mechanism may be investigated by
studying the Markov process {K(t), N(t)} that represent the number of accepted
sources and the number of active sources, respectively. The instantaneous load is
directly related to the process N(t) by the relation ρi(t) = N(t)/C. The average
load (i.e. the quantity that needs to be controlled) is given by ρ = E[N(t)]/C =
ξK(t)/C, being ξ = 0.4255 the average activity of each voice source. According
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to the ideal mechanism, the call is rejected as soon as N(t) reaches a threshold
A.

The probability that N(t) reaches the threshold A (absorption in A) during
T can be expressed as

PA =
∑

i

πibiA(T ) (1)

where biA(T ) represents the probability that, during T , N(t) is absorbed
into A starting from state i, and πi is the steady state probability of the event
N(T ) = i.

We further assume that the process K(t) is slow varying with respect to N(t),
so that, during the measure period, N(t) behaves like the steady state process
derived by the superposition of K on/off homogeneous markov sources. Owing
to this assumption, probability (1) depends on K(t) only through the value K
of sources and, therefore K(t) becomes a birth-death Markov process with ”up”
and ”down” rates respectively given by:

{
λK = λ(1 − PA(K + 1))
µK = Kµ

(2)

Though equations to get biA(T ), and therefore PA(K), can be analytically
expressed [21], a close form solution is almost impossible to obtain and their
numerical solution becomes impossible for the values of C we are interested.
So, we resorted to a reduced Monte-Carlo method of evaluation, which provides
directly PA(K).

The steady state solution πi of process (2) provides the load as

ρ =
∑
K

KπK/C

To complete the mechanism, several values for A are tried in order to get an
accepted load curve that does not exceed ρ∗.

Note that a limit of the model is that it does not account for the effect of
concurrent access requests. However, this limit is conservative since concurrent
access requests help reducing the admitted load in overload conditions.

In Figure 11 we report the analytical curves for the cases C = 2 Mb/s in
which A has been chosen so that ρ∗(8) = 0.75, for different T . Similarly, Figure
12 reports the same curves for the case C = 20 Mb/s and ρ∗ = 0.9. If we
compare these results with those attained by simulations with both method IA
and PD, we see that the ideal method is somewhat more effective in controlling
the load, which is not surprising, since the real methods represent an attempt
to approximate the ideal case. However, in accordance with simulation results,
we note that the penalty associated with a reduction in the measure period is
a slight reduction in the accepted load in nominal conditions, which reflects an
increased difficulty in limiting the accepted traffic beyond this point. Fortunately,
this effect is somewhat mitigated when the capacity C increases.
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6 Discussion and Conclusion

The results reported in this paper show that PCP is a mechanism able to provide
guaranteed bandwidth to real-time CBR traffic, such as voice and video, on a call
basis. The architecture is kept simple and scalable by shifting the complexity to
the edges of the network. However, it is not free from limits, and further aspects
remain to be investigated.

A drawback of PCP is that, differently from stateful centralized solutions, it
provides only a single QoS degree. In fact, the measure mechanism based on two
priority levels can not be consistently extended to give different priority levels
for the accepted traffic. This means that heterogeneous real-time connections,
with different loss/delay requirements, are forced to share the same priority and
thus, regardless of how sophisticated the end-to-end measurement scheme might
be, they ultimately encounter the same loss/delay performance.

Another issue that needs investigation is packet routing: more specifically,
the effect of route changes on already accepted connections. When the routing
changes, bandwidth might not be available on the new path, therefore causing
congestion on the re-routed call and the calls already established on the new
path. This problem arises from the actual way Internet packets are routed and
affects all the QoS mechanisms alternative to IntServ/RSVP. It is addressed
with techniques such as ”Quality routing”, [22,23,24] in which routing and re-
routing is performed based on the bandwidth availability, and/or route pinning
techniques. This approach requires the definition of a complete new routing
mechanism and, again, forces core routers to be aware of the flows they are
actually routing.

The solution with PCP is simpler, as it only requires a well engineered net-
work and routers that know the bandwidth available on their links. Congestion,
if no failure is encountered, is avoided by avoiding re-routing on already loaded
links. This procedure, which is under study, is only internal to routers, does not
cause interworking problems and is perfectly scalable.

Finally, the complete validation of the mechanism requires the performance
evaluation in a multi-link scenario, which is in progress.
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Abstract. The resource sharing techniques in Multimedia on demand systems
allow the simultaneous service of a large number of requests with considerable
savings in terms of network bandwidth and server resources. In this paper, we
report the results of a study that analyzes several key aspects of video
distribution systems, in the hypothesis of exploiting patching techniques.
Synthetically, such a technique consists in serving a client request by an
existing stream for that video object (if there is any) which is buffered in the
client equipment and simultaneously a new stream is requested to the server for
the frames already transmitted. For such systems, a performance analysis has
been carried out, exploiting analytical and simulation models. The results show
the main system performance (efficiency, aggregate bandwidth, etc.) allowing
to decide about the acceptance of a new service request based on QoS criteria.

1. Introduction

A challenging issue in future telecommunication networks will be the Quality-of-
Service (QoS) support for real time distribution of video streams. In such systems,
which form the core of applications like Video on Demand (VoD), distance learning,
internet video broadcast, etc, many approaches have been studied to improve their
efficiency by managing critical resources, such as  network bandwidth [1,2]. The
target is to reduce the bandwidth demand, increasing the number of client requests
which can be served simultaneously by multicasting the same video stream and thus
reducing the aggregate bandwidth of the overall video traffic. The most important
techniques proposed to implement the mentioned optimization comprehend various
approaches that can be exploited simultaneously;  we have: batching of requests [3-4],
merging of video streams [5,6], buffering in RAM memory [7,8] and patching
schemes [9,10].

We suppose that, to reduce rate variability, smoothing algorithms are exploited in
transmitting video streams [11,12]. These algorithms, exploiting client buffer, can be
employed for optimizing network resources utilization. The technique utilized to
reach this purpose consists in transmitting as long as possible pieces of the same film
with a constant bit rate, that varies from piece to piece. This can be done only if we
suppose that there is a buffer used to store data during the transmission of the film,
and another one used to store the received data before sending them to the MPEG
decoder.



408           Gennaro Boggia, Pietro Camarda, and Maurizio Tortorici

The smoothing algorithm proposed in [12] determines the longest segments of the
film that can be transmitted in a CBR manner, minimizing the bit rate variability, and,
at the same time, preventing buffer overflows and underflows.

We will use patching algorithms to make the multicast possible. Those schemes are
more efficient then batching ones, since they avoid the startup delay of the latter.
However, existing patching schemes are not practical and offer some problems, such
as an intrinsic incompatibility with smoothing and the use of a variable size buffer in
client�s memory. That is the reason why, in this paper, we propose more practical
algorithms that, besides being compatible with smoothing techniques, are more
efficient in the use of memory then the existing ones. Subsequently, we evaluate their
efficiency, and develop a statistical admission control scheme based on the estimation
of aggregate bandwidth needed by a given number of video streams that are being
transmitted following the patching algorithms. In particular, in section 2, after
summarizing existing patching schemes and related issues, we present our patching
algorithms and performance analysis. In section 3, we present an admission control
scheme for single-trace stream, comparing performance results with existing
algorithms and with simulations. The conclusions, in section 4 close the paper.

2. Patching Algorithms

Patching schemes require that clients have a workahead buffer in which they can store
part of the video directly from the ongoing transmission, and sufficient bandwidth to
simultaneously get two streams (or even more, in some patching schemes, as shown
in [9]).

2.1 Existing Patching Algorithms

To summarize existing patching schemes, we consider the Periodic Buffer Reuse
(PBR) patching [9] (disregarding the too complex GBR one), (see Figure 1) and we
refer to the last complete transmission of the film from the server as to the Most
Recent Complete Transmission (MRCT) (the upper line in the figure). We assume a
discrete-time model, with a granularity of one frame and suppose that the video length
is of N frames (from 0 to N-1). Moreover, we suppose that the i-th client�s request
from the beginning of the MRCT (dedicated to the first one) arrives at time ti
(assuming that frame 0 of MRCT is sent at time 0).

Therefore, the server must transmit all frames between 0 and ti directly to the
client, while the latter retrieves frames from ti to ti+B from the ongoing transmission,
where B is client�s buffer size expressed in frames (i.e. variable size in bytes, since
video flows are usually VBR). If B>ti, there is no need to continue transmitting from
the server directly to the client, because when client playback exceed ti, he starts
emptying the buffer B, thus allowing to store next frames in the same buffer,
retrieving them from the MRCT. If B≤ti, as shown in figure 1, frames from ti+B to 2ti
cannot be taken from the ongoing transmission, and must be read directly from the
server just before their playback time (deadline). At time 2ti the client start emptying
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buffer and can simultaneously read frames from the MRCT, until time 2ti+B, when
frames previously contained in buffer are over, and he must read frames directly from
server. The process begins again, and repeats in a periodic fashion, as shown in
figure. This periodic behavior gives the name to this algorithm. The optimization in
network load is a time-average reduction of the bandwidth requirement in the
common path of the multicast, since the server does not send another complete
transmission to the client. Moreover, when the client does not need to read the
MRCT, in a well-organized network we can suppress the MRCT itself in the part of
the path dedicated to the that client within the multicast resources, also reducing the
receiver load. Besides, we avoid the startup latency of batching schemes [3, 4, 9, 10].

 

B 

From server From server From server From buffer From buffer 

MRCT 

ti ti+B 2ti 2ti+B 3ti 3ti+B 

time 

time 

client 
buffer 

0 

Client playback 

Ci 

B B 

ti ti+B 2ti 2ti+B 

Fig. 1. Graphic description of PBR patching.

It is obvious that if ti>>B, the PBR patching is not useful. Therefore, all patching
schemes include a threshold T. The server starts a new complete transmission (that
becomes the MRCT) whenever the arrival instant exceed this threshold value T; in
other words, if ti>T the server will transmit the entire video to client i, which becomes
client 1 for the new repetition of the process, and applies patching to the next clients
with this new MRCT. When a client arrives T frames later of the beginning of this
complete transmission, the process will restart again. The reason of the threshold is
the following: the patching efficiency reduces with the increasing of the delay,
computed from the beginning of the MRCT, with which a client requires the film.
Therefore, there is a time in which starts to be worthwhile to retransmit the whole
video and to apply patching to this, instead to the previous MRCT, because it is more
efficient. We can quantify this concept by estimating the average number of frames
sent to a client, say E[Wc], where Wc represents the random variable indicating the
number of frames sent to a client. As shown in [9], by estimating this number of
frames in function of the threshold value T, we can find the optimal threshold value
TOPT, simply minimizing E[Wc].

Since we have a renewal process, with renewal points represented by the beginning
of each complete transmission (see [9] for details), we can restrict our analysis to the
first complete transmission and flows patched to it in deriving an expression for
E[Wc]. We denote with W and A the random variables indicating the total number of
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frames sent to all clients arrived within a renewal interval and the number of these
clients, respectively. If λ is the average number of clients per time unit, we have [9]

∑ =
+=+==

T

tc G(t)pNE[W]λTE[A]E[W]/E[A]]E[W
1

            ;1           ;     (1)

where p is the probability of at least one arrival within a unit of time (we can batch
together more requests that occurs within a frame period or within a small group of
consecutive periods: batching and patching can be applied together). G(t) is the total
number of frames sent to a client whose request arrives at time t.

A key issue of PBR patching is that it requires a variable buffer size in memory. It
is easy to see that both server and client cannot compute the buffer requirement, be it
in frames or in bytes, even if we refer to its peak occupancy, without involving a
severe process of negotiation and repeated computation of the schedule that makes
PBR patching unusable.

Besides, for smoothed traces the server sends B frames not in B frame periods, but
in a variable and non-integer number of them. Therefore, we should apply PBR
patching in a continuous time form, and not in the discrete one we have described
above. In the sequel, we propose some schemes that overcome these problems, since
they refer to the byte schedule of the flow to be retransmitted.

2.2 New Patching Algorithms

The fundamental hypothesis we make is that buffer size is fixed in bytes. This avoids
the ambiguity in the determination of its size (indeed, the client will give the size of
the buffer to the server and the latter computes the schedule according to our
algorithm only once). Besides, it partially helps us in reconciling patching with
smoothing. However, both patching and smoothing requires a buffer, but these buffers
must be distinct, because the client reads both the ongoing transmission, putting it in
the patching buffer (of size Bi for the i-th client), and the server transmission
dedicated to him, putting it in the smoothing buffer. Another fundamental hypothesis
is that smoothing buffers of all clients are of the same size, say b, allowing the same
schedule for all clients.

SPS Algorithm. Now we introduce the first and simplest patching algorithm, that we
will call Simple Patching-Smoothing (SPS) algorithm. In the sequel of the paper, we
will refer to the i-th client as the batch of clients who made request for the same film
within a frame period. The server sends to the client the data contained in the first t0
intervals (to which we will refer simply as intervals), where t0 is the interval in witch
falls the client request. In the meantime, the client itself can read the intervals from

10   to1 tt +  (wich is the last interval that can be stored in buffer Bi without causing its
overflow) and put them in the patching buffer. After reading from Ci the first t0
intervals (where Ci denotes the virtual channel dedicated to the i-th client), the client
starts emptying Bi and does not start again to fill it up until it is completely empty (at
time t0+t1+1, see Fig. 2). Let ℵ  be the set of natural numbers, a(t) the amount of bytes
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sent in interval t (i.e. the transmission schedule), and ∑ =
=

t

i
iatA

1
)()( . Therefore, we

have

1})()(|],1[min{ 001 −>−ℵ∩+∈= iBtAtANttt (2)

where ∑ +=
=−

t

ti
iatAtA

10
0

)()()(  is the total number of bytes read in [1,1[ 0 ++ tt .

In instant t0+t1+1 patching buffer is totally emptied, so the client starts to read
again from C0 and, in the meanwhile, from Ci. This can be performed until interval t2,
which is defined as

1})1()(|],[min{ 112 −>−+−ℵ∩+∈= iBttAtANtttt . (3)

We can iterate this process until we determine that instant tq such as Nttq >++ 1 ,
which is the condition that determines the end of the cycle (see [15] for details).

 C0 

Ci 

Client�s playback 

t0 
N-tq 

t0  t0+1 t1  t1+1          t0+t1+1                      t2+1             t0+t2+1         t3+1                     tq+1  N+1    t0+tq+1 

      1            to  t0+1     t1+1           t0+t1                       t2+1             t0+t2                 t3+1                    tq+1  N+1 

      1            to  t0+1     t1+1           t0+t1                       t2+1             t0+t2              t3+1                     tq+1  N+1 
t* 

t0-1 t0-1 

Fig. 2. Explanatory scheme of SPS algorithm. Bold lines indicate the source of the intervals
that are then recomposed at the center. Data taken by C0 are stored in buffer Bi, while those
taken by Ci, after that they have been stored in buffer b, are directly played.

TBR Algorithm. The simple SPS scheme is able to conceal patching with smoothing,
but it suffers some inefficiency due to the mechanism exploited for buffer reuse. At
this point we present the basic principles for Total Buffer Reuse (TBR) patching, the
most efficient (although the most complex) of our patching schemes, that overcome
the inefficiency of SPS.

We start exploiting a single time axis, fixing the instant t=1 as the beginning of the
transmission dedicated to the client and referring the MRCT axis to this system.
Hence, the transmission schedule for the client remains a(t), while the transmission
schedule on C0 becomes )()( 00 ttata += . The patching buffer begins to collect data
from C0 from instant 1. We need a boolean vector CS of length N and a boolean
matrix RS of size 2xN. If CSj=TRUE (j = 1,2�N) then at time j the server sends a(j)
data on Ci, otherwise he sends nothing. If RSj,1=TRUE (RSj,2 = TRUE) then in interval
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j the client must read from C0 (Ci), otherwise not. To compute CS we need to know
only the buffer occupancy in instant t-1, which can be computed from the knowledge
of a(t) and a0(t) and stored in a scalar, say X. From the knowledge of X at time t, of
a(t) and of CSt, we can compute RS (see [15] for details). The latter must also be sent
to the client, to allow him to know whether he should read from C0 or from Ci. The
complexity of this algorithm is O(N), but it exploits client buffer every time it can be
filled, hence its name.

OSPS Algorithms. The great limit of the SPS algorithm is that it does not fill client�s
buffer unless it is empty. The TBR patching does it, but at a great complexity price.
Then, we modify the SPS patching in order to fill the buffer before it is empty without
doing to much calculations, as the second scheme does. Therefore, we must estimate
the interval in which the client may resume to fill his buffer without incurring in
overflow. The simplest evaluation, assumes a CBR transmission with rate r, the peak
rate of the real transmission schedule, between instants ti-1+ti and ti+1+1 (see Fig. 2);
we use this transmission to evaluate if the remaining buffer space is sufficient to store
the remaining intervals, say x, which requires rx bytes. We call this new algorithm
Optimized SPS (OSPS).

The previous basic scheme can be further improved. As a matter of facts, we
propose three variants, in which we sharpen the estimation of the instants in which to
resume to fill the buffer, paying in complexity. They are, respectively: the evaluation
of the peak rate locally between ti-1+ti and ti+1+1 (OSPS1); the evaluation of this peak
rate only for the remaining intervals we should send in advance compared to the
normal SPS schedule (OSPS2); the computation of the effective amount of data that
we should send in those remaining intervals (OSPS3). Those schemes are sorted in
increasing complexity order. The choice of one of those algorithms is a compromise
between their load on the specific machine on which the designer works and the
performance that should be reached; the latter depends also on client�s buffer size and
arrival time. Before comparing these performances, we put our interest on the
computation of the threshold for the SPS and the TBR algorithms.

2.3 Threshold Issue

As regards our patching schemes, we first change the units of the (1) using intervals
instead of frames and then compute G(t) depending on the algorithm used. Note that
we will continue to use the same unit of time used till now (i.e. frames).

For the SPS algorithm, we can consider three cases, with reference to Fig. 2:
•  If t1≥N then the client�s buffer is large enough to store all the remaining data of

the film, hence G(t)=t.
•  If t1<N and tq≤N, G(t) is the sum of three terms: the first is given by t, of course,

the second is given by the q-1 intervals in Fig. 2, each of length t-1, and the latter
is made up of the last intervals the server must transmit. Hence

qtNtqttG −+−−+= )1)(1()( .
•  If t1<N and tq>N, G(t) is the same of the previous case, but without the last term.
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Finally, we have
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For a fixed buffer size, we have to compute G(t) for t=1,2�T, using the SPS
algorithm to determine t1, q and tq. Then we can obtain E[Wc] from (1). This
procedure must be repeated for every threshold value T. Therefore, we have not an
analytic expression to minimize to determine TOPT.

To find a simpler method, we approximate the schedule a(t) with its mean a and
compute G(t) consequently. First, we disregard the term N-tq in the second of the (4),
thus avoiding to compute tq. Since we begin to fill the buffer only when it is empty,
the mean number of intervals in which we do not transmit on the Ci channel
is  aB=α 1. Consequently, q-1 is given by the ratio between the remaining number
of intervals, i.e. N-t, and the number of intervals of which is made a single
transmission-no transmission group, i.e., α+t−1. Hence:

( ) ( )11 −+−≈− ttNq q α . (5)

Moreover, the condition of the first of the (4) becomes α−≥Nt . If α−<NT , then
α−≥Nt  is never true; therefore G(t) reduces to the third of the (4). Hence:
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where the last approximation stems from ∫∑
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The first summation is exactly the previous one, simply substituting 1−−αN  at T,
while the latter corresponds to 2)2)(1( ++−++− αα NTNT .

Therefore, we have three possibilities: to use the exact computation of G(t)
applying patching at every time t, to use the summation which stems from the

                                                          
1 In the following, we assume that the clients have the same patching buffer B. Moreover, the

assumption of a CBR transmission justifies the use of intervals instead of the amount of data,
since this is, on average, proportional to the number of intervals.
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approximation of a(t) with a  (to which we refer as the first approximation), or to use
the analytic approximation of the summation (to which we refer as to the second
approximation).

In Fig. 3, we show the comparison between the results produced by these three
methods.
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Fig. 3. For this simulation we use the first 40000 frames of the film �Asterix�, with b=4 MB,
B=8 MB, λ=10 clients/min., Poisson arrival distribution. On the left, we can see the results for
SPS patching, while on the right we show the results for the TBR one.

The approximations are better for little T. The difference between the first and
second approximation is almost imperceptible, while the threshold value analytically
computed differs of about the 8% from the one computed with the exact method, an
acceptable approximation, if we consider the advantages coming from the analytic
expression. In other simulations we obtained errors slightly inferior to this2.

Now we put our interest in the computation of the threshold of the TBR algorithm.
Again, we assume a CBR transmission of value a . TBR patching uses client�s buffer
every time it is possible. Therefore, during the first t intervals the client
simultaneously reads α intervals from the MRCT. In the next t intervals, the client
plays the α intervals read before and simultaneously reads other α intervals
from  the MRCT, while in the next t-α  periods gets data from the server. This repeats
in a periodic way, hence on average TBR patching behaves as PBR patching with
buffer size α. Therefore, we can obtain the same performance of PBR patching with a
buffer of size α, instead of a buffer size allocated on the peak occupancy. In
conclusion, we can apply the results obtained in [9] to determine E[Wc] for TBR
patching. The results are shown in Fig. 3. We note that, due to a better efficiency of

                                                          
2 Note that the threshold value is very low. The reason is that we have used a relatively small

patching buffer. For instance, in [9], a good threshold value is obtained with a buffer of an
average of 225MB.
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TBR, the value of the threshold is shifted on the right when compared with the
previous case.

2.4 Performance Analysis

Now we compare the efficiencies of the previous algorithms, where the efficiency is
defined as
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In Fig. 4 we show the results of our simulations with the same settings but with
different buffers. In both figures, we can see how SPS and TBR schemes are,
respectively, the least and the most efficient, (this is a constant throughout all the
simulations we have performed); moreover, only the OSPS3 algorithm distinguishes
itself from the others.
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Fig. 4. Comparison between the various algorithms with medium buffer size: arrival time t0=20
(frames, as in the whole sequel), film �Asterix�3, smoothing buffer b=4 MB (on the left) or
b=64KB (on the right).

The most important aspect we note is the reduction of the efficiency with the
reduction of the smoothing buffer. We have observed this behavior in all the tests we
have made. Then we made new particular tests (using a stationary source with
different distributions and variances) that confirm the following rule: reducing the
variability (i.e., the variance) of the source and/or its minimum and peak rates, will
generally result in an increase of efficiency of the patching schemes (we do not report
those simulations because of lack of space). This is the reason why we use the optimal
smoothing presented in [11].

                                                          
3 All clips used are of 40000 frames, if not differently specified.



416           Gennaro Boggia, Pietro Camarda, and Maurizio Tortorici

The efficiency depends not only on the buffer size, but also, and above all, on the
arrival time of the client. In Figure 5, on the left, we compare the algorithms for
t0=8000; we can see how all the schemes are equivalent and almost useless.

We can obtain the same results with t0=20 but with little buffer sizes. If we do not
consider the threshold, we can say that in those events the best patching algorithm is
the SPS.
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Fig. 5. Left: comparison of the algorithms in the case of t0=8000, b=4 MB, film of the series
�007�. Right: saturation of the efficiency, film �Star Wars�, smoothing buffer b=4 MB, t0=20.

In Figure 5, on the right, we compare only three algorithms. We note how the TBR
patching efficiency �saturates�, i.e. reaches a value that cannot be exceeded. Actually,
there is a certain buffer size beyond which it is useless to go, since the algorithm
considered reaches the maximum theoretic efficiency. This is not one, because the
first t0 intervals must be transmitted in any case, but is ( ) NtN /0− . This figure brings
us to another conclusion: for great buffer sizes it is unnecessary to use the TBR
patching.

3. Single Source Call Admission Control (CAC)

In this section, we present a CAC algorithm that exploits the correlation between the
MRCT and patched streams. Actually, the patched sources generate streams that are
null or exactly equal to the MRCT, within a frame period, with the only difference
that they are time shifted. In the first subsection we present a general overview of the
Chernoff bound based CAC algorithm and related issues, while, in the second
subsection, we modify it for the setting considered in this paper.

3.1 A Chernoff Bound Based CAC

Suppose we have I different sources and Ji flows for the source of type i=1,2,�I. Let
c be the channel capacity. Let aij(t) the amount of traffic generated by source j of type
i at time t. We assume that aij(t) has a stationary distribution (then aij(t)=aij for all t).



   Admission Control for Distribution of Smoothed Video Using Patching Algorithms           417

We assume that aij is represented by a ki-state random variable that assumes the
values )()(
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moment generating function of aij; θ* is the solution of the equation c=Λ )(' θ
( )''( and )'( θθ ΛΛ are the first and second derivatives of )(θΛ , respectively).

Since we know the desired loss probability λ, we can apply the Chernoff bound as
follows: substituting c with )(' θΛ  and P(a≥c) with λ in (9), we obtain θ* solving this
equation, that we can write in another form:
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Then, we deduce the bandwidth requirement c* to satisfy the given loss probability
from:
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Let us see how operates a CAC algorithm based on the Chernoff bound. Given the
loss probability λ and the channel capacity c, suppose that a new call of type q
(1≤q≤I) arrives. First we compute θ* from (10) and then c* from (11), replacing Jq
with Jq+1. Finally, we admit the new flow if c*≤c.

The computational cost of this algorithm lies on the computation of the moment
generating functions of the I sources when solving (10) (this can be easily done with
Newton-bisection method). Our system is made up of a unique source that, however,
generates different flows since we have only a complete transmission, while the
others are patching-derived. In applying the previous algorithm, therefore, every
patched flow must be described as generated by a different source. Besides, patching
sources usually are high correlated, thus violating a fundamental hypothesis of the
Chernoff bound. This algorithm, which is generally conservative [12], [14], may
result in an underestimation of the bandwidth requirement for the given loss
probability, thus leading to a service failure. Finally, another issue is the lack of
knowledge of the distribution of the sources. Usually we use a histogram model [11],
[13] to obtain the marginal distribution of a source (i.e. the aijs), and this histogram is
stored together with the source flow (and with the schedule derived from the
smoothing application). However, in our setting, only the MRCT corresponds to a
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previously determined histogram, while for the other sources the marginal
distributions must be real time computed, since we do not know their schedule until
the application of the patching, which begins with a new call.

Now, we present a new CAC scheme that reduces the computational cost
compared to the existing one, and that is slightly more conservative then the Chernoff
bound method. Besides, it avoids the computation of patched sources histograms,
reducing it only to the computation of transmission-no transmission probabilities.

3.2 CAC Variant

Our variant stems from the following observation: the secondary flows (term with
which we indicate the flows patched to the MRCT, the primary flow) are made up of
periods of no transmission and periods of transmission (whose schedule is exactly
equal to the primary flow, but time shifted). If the primary flow is generated by a
stationary source (even if we know that this is an approximation), the marginal
distribution of the sources of the secondary flows, limited to the transmission periods,
is the same of the MRCT. Therefore, we may model a secondary flow as an on-off
source that, when is on, with probability pon, transmits to a rate that is a random
variable equal to the primary source one, and, when is off, with probability poff,
transmits at a null rate.  pon can be easily estimated in real time, simply counting the
number of intervals in which the server transmits directly to the client and dividing it
for N. Let pi be the probability of being on of the i-th source (i=2,3�m, where m is
the number of sources). To extend this notation to the primary source, we assume
p1=1 (i.e. the MRCT is always on). Let n be the random variable representing the
number of flows simultaneously on; then P(n=k) denotes the probability of k sources
simultaneously on. By the total probability theorem, we have:
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In this expression, )|( incaP =>  may be computed with any algorithm. If we use the
Chernoff bound, we have i flows generated by the same source; that is, we have to
compute only one moment generating function (the primary source one). However,
from (9), (11), and (12), we have
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With this equation, we have to consider the m-1 equations derived from
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for i=1,2�m. Thus, we have a system of m equations in m variables: if we fix λ, we
can compute the θis from the (13) and the equations derived from (14):
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Then we compute c from one of the (14). This procedure, besides being extremely
expensive, may not admit solution. Actually, (14) violates the hypothesis Ji/c=const.
In the next subsections, we present our solutions to these problems.

The first problem we must solve is the estimation of P(n=k) for 1≤k≤m (since the
primary flow is always on, we have at least one transmitting flow, hence we cannot
consider k=0). Within the hypothesis of stationary sources and observing that the
probabilities to be on or off are independent, since they depend only on the arrival
times, it is easy to see that (see [15] for details):
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We need to compute this expression for all k to determine the probability
distribution of n. However, even for few clients (i.e.: little m) the computational cost
of such an expression will be too expensive. We try to determine an iterative way to
estimate this probability distribution of n. Suppose that we have k-1 clients instead of
m and that we know )( 1 inP k =− for i=1,2�k-1, where nk-1 denotes the random variable
indicating the number of active flows over k-1. With this notation, n≡nm. If there is a
new call, we need to compute the distribution of nk. We can find an expression of the
distribution of nk in function of nk-1 one; indeed:

kkkkk pinPpinPinP )1()1)(()( 11 −=+−=== −− (17)

for all i.
We can proceed in this way until we compute the distribution of nm, with initial

condition .1)1( 1 ==nP  For the details of the algorithm, which is extremely faster then
the direct computation of the (16), we refer to [15], where it is also shown that (16)
and (17) are equivalent.

3.3 Semi-empiric CAC Algorithm

Although the computation of )( inP =  is very fast and there is only one moment
generating function, we cannot use (13) since it is too complex and requires the
evaluation of (16). We wonder whether we can have a fast and correct solution if we
assume that jiji ≠∀=θθ . In particular, it is possible to show that [15]:
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where mθθ = .
In the next subsection, we will show how simulations confirm the validity of this

approximation. Before this, however, we have to show how operates a CAC scheme
based on this approximation, and what are its advantages.

When a new call arrives (let us suppose the number m+1), with fixed loss
probability λ and multiplexer bandwidth c, we apply a patching scheme to establish a
schedule, estimating pm+1. Then we can compute the distribution of nm+1 (the number
of simultaneously active flows between m+1) in a very fast way starting from the
knowledge of nm and using (17). Now we can solve the equation in θ  derived from
the equality of λ with the right member of (18). Finally, we can determine the
approximate bandwidth requirement c* from (14) with i=m and compare it width c as
for the existing CAC algorithm. If the new request exceeds the threshold value T, a
new complete transmission will start.

The computational cost of this algorithm lies in the summation of the right member
of (18). However, since there is only one moment to work out, with its derivatives, the
complexity is smaller then the original scheme. Besides, we do not need to compute
the histograms for each new patched flow, since we can use the already stored one.

3.4 Performance Analysis

In comparing the CAC algorithms with the simulation, we varied various parameters.
In all the simulations, we used a histogram model computed as in [12]; besides, we
assume that the patching buffers are the same for all clients (it is indifferent for the
CAC algorithms), to make clear how this influences the CAC. The patching algorithm
used is the TBR, since for our simulations the elaboration time is not important.

In Fig. 6 we can see the comparison between the existing Chernoff bound based
algorithm, our variant, and the simulation, varying the patching buffer. In all
simulations we assume that the calls after the first are uniformly distributed in a given
time interval4.

The cases shown in Fig. 6 refer to a condition in which the CAC algorithms tend to
fail, that is of correlated streams (arrivals are close in time). We can see that our
scheme is equal or more conservative than the original Chernoff bound based one.
However, it is faster than the latter. This is a conclusion supported by all other
simulations we have performed (see [15]). The variant precision, to our knowledge,
                                                          
4 Here, the simulations determine only the required bandwidth for a particular realization of an

experiment, since is with the same experiment with which the CAC algorithms must be
compared. On the contrary, in [12] are performed different simulations for the same mix of
films, to compute an average long term bandwidth, but in this case the arrival time does not
influence the CAC results (while in our case a change in arrival times influences the
schedules).
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seems to be influenced by the patching buffer size (an increase in buffer size implies a
reduction of the variant precision) but not by the number of bins used for the
histogram (which seems to influence only the behavior compared to the simulation) or
by the loss probability.
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Fig. 6. Aggregate bandwidth estimation for the film �Asterix� with uniformly distributed
arrivals within the first 5000 frames, smoothing buffer b=4 MB, 10 bins histograms, λ=10-6

and different patching buffers: a. B=64 KB; b. B=1 MB. Note how the increased efficiency of
the patching in case b. reduces the resulting aggregate bandwidth.

4. Conclusions

The high bandwidth demand, intrinsic to services based on video distribution, makes
it attractive to study algorithms for sharing bandwidth resources among the highest
possible number of clients. In this paper, we have studied some aspects of these
systems in the hypothesis to distribute smoothed stored video, exploiting patching
algorithms. Performance indices (efficiency, aggregate bandwidth, etc.) and a
statistical Call  Admission Control (CAC) have been evaluated by analytical models
and validated by discrete event simulation, discussing pros and cons of the various
solutions. An extension to multi-source cases of our CAC algorithm has been carried
out [15], but, here, it is not reported for lack of space.
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Abstract. Looking back at many proposals appeared on the scene in
these years, a fundamental lesson to be learned is that their success or
failure is strictly tied to their backward compatibility with existing in-
frastructures. In this paper, we consider the problem of providing explicit
admission control decisions for QoS aware services. We rely the decision
to admit a new flow upon the successful and timely delivery, through the
Internet, of probe packets independently generated by the end points.
Our solution, called GRIP (Gauge&Gate Realistic Internet Protocol), is
fully distributed and scalable, as admission control decisions are taken at
the edge network nodes, and no coordination between routers, which are
stateless and remain oblivious to individual flows, is required. The per-
formance of GRIP are related to the capability of routers to locally take
decisions about the degree of congestion in the network, and suitably
block probe packets when congestion conditions are expected. The key
message of this paper is that GRIP is a novel reservation paradigm which
can be seamlessly applied to the existing Diffserv (and even legacy) Inter-
net, although a marginal increase in QoS is envisioned in these existing
scenarios. Indeed, GRIP opens up a future smooth migration path toward
gradually improved QoS, as routers in different domain will be upgraded
with better measurement-based admission decision criteria. The enabling
factor is that router decision criteria are localized and do not involve any
coordination. This guarantees that they can be enhanced without losing
inter-operability with installed devices.

1 Introduction

The necessity to improve, and possibly to guarantee, the performance perceived
by the users is strongly felt in the Internet community. Many proposals have
been discussed in the international arena. The reader is probably well aware
of RSVP (ReSerVation Protocol). This signaling procedure is the core of the
Integrated Services approach [1,2]. It is devised to establish reservations at each
router along a new connection path, and provide ”hard” QoS guarantees. In this
sense, RSVP is far to be a novel reservation paradigm, as it inherits its basic
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ideas from ATM. RSVP has soft states and it is receiver-initiated while ATM has
hard states and it is sender-initiated, but the complexity of the traffic control
scheme is comparable. It is indeed true that, in the heart of large-scale networks,
such as the global Internet or in high speed backbones of ISPs, the cost of RSVP
soft state maintenance and of processing and signaling overhead in the routers
is overwhelming. But techniques to reduce the cost of state management, and
thus improve scalability have had limited resonance.

Our point is that RSVP, and a number of effective ATM-like solutions as well
(think for example to The Label-Switched Path of MPLS, which is not so differ-
ent from the ATM Virtual Path) may indeed be criticized because of their real or
supposed complexity, but probably the lack of their total and ultimate apprecia-
tion in the Internet market is simply due to the fact that they are not easily and
smoothly compatible with existing infrastructures. What we are trying to say is
that complexity and scalability are really important issues, but that backward
compatibility and smooth Internet upgrade in an open, un-standardized, market
scenario is probably even more important.

Following this line of reasoning, we argue that the impressive success of the
Differentiated Services framework [3,4] does not uniquely stays in the fact that
is an approach devised to overcome the scalability limits of IntServ. As in the
legacy Internet, the DiffServ network is oblivious of individual flows. Each router
merely implements a suite of scheduling and buffering mechanisms, in order to
provide different loss/delay performance aggregate service assurances to different
traffic classes whose packets are accordingly marked with a different value of the
DS code-point field in the IP packet header. By leaving untouched the basic
Internet principles, DiffServ provides supplementary tools to further move the
problem of Internet traffic control up to the definition of suitable pricing / service
level agreements (SLAs) between peers1.

However, DiffServ lacks a standardized admission control scheme, and does
not intrinsically solve, by any means, the problem of controlling congestion in
the Internet. Upon overload in a given service class, all flows in that class suffer
a potentially harsh degradation of service. What DiffServ does is to better place
the Internet market makers into a position in which pure market choices get
reflected in an improved QoS support.

Mapping, to the Internet scenario, the concepts presented in [5] (for a com-
pletely different context, i.e. transition from GSM to UMTS), we can envision
DiffServ and RSVP as representative of two possible technology migration ap-
proaches: (i) an Evolutionary Approach, where new services are offered, but
the network architecture is not fundamentally changed and over-dimensioning
is the solution to improve the performance; and (ii) a Revolutionary Ap-
proach, where innovative network architectures are developed, at the expense

1 Which is exactly how the today Internet market operates: compare the free-of-charge
ISPs and their eventually unacceptable delay performance, with the expensive ”pre-
mium” ISPs, where a quite high monthly fare normally guarantees excellent delay
performance
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of inter-operability with older ones; this correspond to introduce real paradigm
shifts.

Both approaches have their pros and cons. In particular, the former is appeal-
ing to the market, where the key to quality is left to the strategic initiatives and
evolution efforts of each independent provider, but where the lack of advanced
architectural solutions renders more difficult to achieve effective performance.
The latter is based on an unrealistic hypothesis of having a point in time where
a drastic and sudden change should happen, and imposes that all competitors,
regardless of their history and previous strategies, need to blindly and fully ad-
here to an agreed novel standard.

In the middle between these two extremes, we recognize a smoother Princi-
pled Evolutionary Approach. The key is to recognize a brand new principle,
which is revolutionary in its goals and outcomes, but whose ultimate implemen-
tation can be delayed in time, by means of subsequent steps of innovation. This
approach foresees a continuous evolution in which, in different moments, small
and realistic steps of innovation, back-compatible with previous architectures
and choices, are asynchronously introduced by different vendors and providers.
This requires that a modular and localized concept for innovative features be
adopted.

We argue that such a principle, for the Internet, is the use of failed reception
of probing packets to discover, at the end points, that a congestion condition
occurs in the network, and to reject the new admission request. This idea is
extremely close to what TCP congestion control technique does, but it is used
in the novel context of admission control. Section 2 describes the distributed
components of our proposed admission control mechanism, called GRIP (Gauge
& Gate Realistic Internet Protocol), and provides understanding of how the in-
dependent GRIP components interact with each other. Section 3 discusses how
GRIP is compatible and applicable to the Legacy and DiffServ Internet, and
provides preliminary performance figures. Section 4 presents a GRIP implemen-
tation in an Internet sub-domain where all routers and traffic sources adhere to
a set of hypotheses, and shows that GRIP may ultimately lead to as much as
”hard” QoS performance. Conclusive remarks are given in section 5.

2 GRIP: Gauge & Gate Realistic Internet Protocol

The Gauge & Gate Realistic Internet Protocol (GRIP) is a fully distributed and
scalable Admission Control scheme, intended to operate over an enhanced Diff-
Serv Internet, but, in principle, compatible with the legacy Internet. GRIP is a
constructive answer to a criticism often moved to Diffserv, i.e. that, apparently,
DiffServ cannot provide end-to-end guarantees to traffic flows, since it does not
provide support (e.g. signaling exchange between routers, and per flow states in
routers) to admission control procedures. GRIP builds upon the idea that admis-
sion control can be managed by pure end-to-end operation, involving only the
new flow ingress router (or source host) and egress router (or destination host). In
this, GRIP is related to the family of distributed schemes [6,7,8,9,10,11] recently
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proposed in the literature under the denomination (following [10]) Endpoint
Admission Control (EAC). In addition, GRIP inherits the idea of combining
endpoint admission control with measurement based admission control, which
was first proposed in [12], where the SRP (Scalable Reservation Protocol) was
outlined. Since, at that time, EAC ideas had not yet been published, the au-
thors presented their proposal as a possible solution to the scalability problems
of RSVP. Unfortunately (see e.g., what stated in [10]), SRP appeared much more
like a lightweight signaling protocol, with explicit reservation messages, rather
than an EAC technique with increased intelligence within the end routers. In
GRIP, we inherit some key ideas of SRP, but in the light of the brand new
paradigm of EAC.

Following a top-down description, we envision GRIP as a mechanism com-
posed of the following three components: (i) GRIP source node protocol, (ii)
GRIP destination node protocol, (iii) GRIP Internal Router Decision Criterion.
The source and destination node protocols can be considered either running
at the ingress and egress nodes (for obvious security reasons) of possibly dif-
ferent ISP. However, from a logical point of view, the source and destination
node protocols are more naturally envisioned as running on the user’s terminals.
We remark that source and destination nodes may belong to different Internet
domains, and thus that GRIP must be intended as an Internet-wise admission
control solution.

2.1 GRIP Source and Destination Node Operation

The GRIP Source Node Protocol (SNP) is responsible to provide a YES/NO
admission control decision upon a new connection setup attempt. The simplest
SNP operation is the following. When a user terminal requests a connection
with a destination terminal, the SNP starts a Probing Phase, by injecting in
the network in principle just one Probe Packet. Meaningwhile, it activates a
probing phase timeout, lasting for a reasonably low time (e.g. from few tens of
ms up to few hundreds ms). If no response is received from the destination node
before the timeout expiration, the SNP enforces rejection of the connection setup
attempt. Otherwise, if a Feedback packet is received, the connection is accepted,
the probing phase is terminated, and control is given back to the user application
which starts a Data Phase, simply consisting in the transmission of information
packets.

The simplest GRIP Destination Node Protocol (DNP) operation trivially
consists in monitoring the incoming packets, intercepting probe packets, reading
their source address, and, for each incoming probe packet, just relaying with
the transmission of a feedback packet, if the destination is willing to accept the
set-up request.

In the basic operation described above, single probe and feedback packets
are envisioned, although redundancy (i.e. transmission of more probes and feed-
backs) can be considered. In addition, we underline that the described operation
does not require at all any source and destination agreement (e.g. standardized
signaling information in the probing/feedback packet payloads) on the packet
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Fig. 1. GRIP ideal router architecture

contents, but the whole operation is purely driven by the reception / missing
reception of probes and feedbacks.

2.2 GRIP Internal Router Decision Criterion

As mandatory requirement, we impose that probing and data packets can be
distinguished ”on the fly” by internal network routers, e.g. that they are tagged
with different DS codepoint values in the IP packet header. The ”ideal” GRIP
router operation is depicted in Figure 1. For convenience of presentation, we
assume that the router handles only the GRIP controlled traffic. Other traffic
classes (e.g. best-effort traffic) can be trivially handled by means of additional,
separate queues, eventually with lower priority.

At each router output port, GRIP implements two distinct queues, one for
data packets, i.e. belonging to flows that have already passed an admission con-
trol test, and one for probing traffic. Packets are dispatched to the respective
buffers according to the probe/data DSCP tag. The router applies a forwarding
priority: probing packets are transmitted only when no data packets are waiting
in the buffer. This priority discipline is implemented in most commercial routers
and has been indeed specified in the Explicit Forwarding (EF) PHB proposed in
DiffServ. It ensures that the performance of the accepted traffic is not affected
by congestion occurring in the probing buffer.

Each ideal GRIP router implements an MBAC (Measurement Based Ad-
mission Control) module, which measures the aggregate data traffic that it is
handling. On the basis of the running traffic measurements, the MBAC module
implements a Decision Criterion (DC), which continuously drives the router to
switch between two states: ACCEPT and REJECT. Several MBAC algorithms
have been proposed in the literature (see e.g. [12,13,14] and references therein
contained) with the capability to determine, based on running measurements
only, whether, at a certain period of time, the considered link is able to accept
new connections without QoS degradation, or not.
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On the basis of its state, the DC controls the probing buffer server. In partic-
ular, when it is in the ACCEPT state, the Probing queue accommodates Probe
packets, and serves them according to the described priority mechanism. Instead,
when the DC switches to the REJECT state, the router discards all the Prob-
ing packets contained in the Probing queue, and blocks all new Probing packets
arriving. In other words, the router acts as a gate for the probing flow, where
the gate is opened or closed on the basis of the MBAC traffic estimates (hence
the Gauge & Gate in the acronym GRIP).

2.3 GRIP Rationale

Each router is locally in charge of deciding whether it can admit new flows, or
it is congested. The notion of internal router congestion is not standardized,
and it is up to each specific router DC implementation to determine if, and
when, congestion arises. The internal (arbitrarily sophisticated and performing)
router decision is summarized in the router state (ACCEPT vs REJECT). This
state is not notified to the end points by means of explicit signaling information
transmission. Instead, end points rely on probing packet losses (i.e. dropped by
routers in the REJECT state) as an implicit signaling pipe, of which the network
remains unaware. In this, GRIP admission control criterion closely relates to the
congestion control mechanism of the well known TCP transport protocol, which
relies on packet loss information to adapt the source transmission rate.

More into details, when the router is in the ACCEPT state, it advertises
that it can admit new connections. This information is implicitly conveyed to
the endpoints by allowing probing packets to be served, and thus by leaving
them traveling further toward their respective destination. Conversely, when the
router is in the REJECT state, no probing packets are forwarded. Since the
distributed admission control decision is related to the successful reception at
the destination of the Probing packets, and to the consequent relay of feedback
packets, locally blocking probing packets implies aborting all concurrent setup
attempts of connections whose path crosses the considered router. Conversely, a
connection is successfully setup when all the routers crossed by a probing packet
are found in the ACCEPT state.

We remark that no explicit agreement among entities (e.g. probing
packet format, probing/feedback packets payload contents) is necessary to run
GRIP. This driving principle is the way to provide a smooth migration path
consisting in distributed admission control schemes of increasing complexity and
effectiveness, which can indeed operate over a multi-provider and multi-vendor
Internet. Each GRIP component accounts for an extremely broad class of possi-
ble implementations, and independent implementations of different components
can inter-operate. In essence, GRIP guarantees respect for the following princi-
ples.

– Backward compatibility: as shown in section 3, GRIP may be operated over
Legacy or ”standard” DiffServ routers.
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– Smooth migration path: GRIP implementation may start over the actual
best-effort Internet to provide marginal performance improvements. A future
QoS capable global infrastructure can be provided by independent upgrades.

– Scalability: no state information is stored in any router, who handle traffic
aggregates and not single flows.

– Distributed operation: procedures have a local scope, and each network entity
does not have to explicitly co-operate with other entities so that: i) all the
network devices can operate autonomously, facilitating multi-vendor mar-
kets, ii) the exchange of signaling messages is implicit, iii) the inter-working
among different sub-networks/operators is greatly simplified.

– Performance calibration: QoS is not granted by the GRIP operation, but
will result as a tradeoff between performance and degree of complexity and
coordination of the GRIP components. Moreover, there will exist a suitable
set of ”tuning knobs”, i.e. parameters in each GRIP component that allows
independent network operators to vary the level of achieved performance
and utilization within their domains, and thus set target performance levels.

We now discuss the specific GRIP operation over the legacy and DiffServ Inter-
net, and we follow in section 4 with the description of a full QoS capable Internet
domain based on GRIP. These two scenarios are possible extremes of a GRIP-
driven migration path that smoothly adds new functionality, thus improving the
perceived QoS.

3 GRIP over Legacy and DiffServ Internet

Somehow, we can even say that GRIP is already operating over the legacy In-
ternet. Consider in fact the H.323 call setup scheme based on UDP. In such a
scheme, an H.225.0v2 call setup PDU is encapsulated into an UDP packet and
injected in the Internet with no guarantee of delivery. In the same time, a state
machine is started at the source node. The source node operation is based on a
timeout expiration, prior to which a corresponding UDP packet must be received
from the destination node. In the protocol, it is possible to set the number of
retransmission attempts, which need to be tried before aborting the connection
setup, as well as the timeout duration. In other words, the H.323 setup scheme
based on UDP simply generalizes, to some extent, the GRIP SNP operation
described in the previous section.

Now, GRIP assumes that an MBAC-driven Decision Criterion is implemented
within each router. Clearly, legacy routers do not implement any mean to block
packets, rather than queue overflow. However, during congestion conditions, all
packets (thus including the UDP packet above) suffer of large queueing delay.
When the contribute of the queueing delay within the network becomes large,
the source node timeout expires before any feedback is received and thus the
connection setup is aborted. In essence (as trivially recognized, in the light of the
TCP operation) even legacy routers are capable of reflecting internal congestion
to the endpoints, as packet queueing delay becomes equivalent to packet loss
when the source node timeout operation is accounted for.
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GRIP operation can be enhanced over EF DiffServ routers, configured to
serve information packets with higher priority than probing packets. Clearly,
also in the DiffServ case, routers do not provide any decision criterion, and the
router simply delays probing packets upon probing buffer congestion. However,
the EF operation has some additional advantages. In fact, the delay experienced
by Probing packets is necessarily worse (and thus is a conservative measure)
than that experienced by data packets (i.e. belonging to accepted connections).
Thus, probes may detect internal router congestion earlier than data packets,
and earlier drive reject decisions at the end points. Moreover, the probing buffer
congestion is a direct consequence of an increased data traffic throughput. In
fact, the EF forwarding discipline operates as a dynamic throttle of the service
capacity granted to the probing packets: the greater the accepted traffic, the
lower the link bandwidth given to the probing packets, which then experience
higher delay and thus imply aborting the relevant setup attempts. This appears
to provide a stability feedback: the greater the number of accepted connections,
the lower the probability of acceptance for novel connections, and conversely.

Although a full performance evaluation of GRIP over DiffServ is out of the
scopes of the present paper, it is indeed instructive to discuss the sample simula-
tion run presented in figure 2. Voice calls, of average duration equal to 1 minute
and exponential distribution, are offered to a single link of capacity 2 Mbit/s.
The only delay accounted for, in the simulation, is the queueing delay within
the router: no propagation delay has been simulated, and the additional delay
due to the feedback packet transmission has been set to zero. Voice sources emit
according to an exponential ON/OFF pattern, i.e. they alternate exponentially
distributed ON periods of average value 1 second, with exponentially distributed
OFF periods of average 1.35 seconds. During the ON period, the source emits
fixed-sized packets of 1000 bits at a ”peak” emission rate of 32 Kbit/s. Trivial
computation yields to an average source rate equal to 32 · 0.4255 ≈ 13.6 Kbit/s.

Figure 2 reports the number of admitted voice flows versus the simulation
time, for two different load conditions: 110% offered load (i.e. 2.7 calls/s) and
400% offered load (i.e. 9.8 calls/s). Two SNP timeouts have been adopted: an
extremely short and unrealistic 10 ms timeout, and a more reasonable 200 ms
timeout.

A first consideration is the capability of GRIP to control link overload. With
reference to the 400% load case, figure 2 shows that the number of admitted con-
nections frequently overflows the limit value 146.88 (i.e. 100% link utilization).
However, as the accepted traffic gets greater than the link capacity, data pack-
ets queue builds up, and, thanks to the EF forwarding discipline, the probing
buffer server remains blocked until congestion disappears (the ”remedy” period,
following [13] where a similar behavior is shown to be a characteristic also of cen-
tralized MBAC schemes). This proves that, at least, GRIP introduces in plain
DiffServ networks an effective and stable form of traffic control, that impedes
persistent link congestion. While, in the general case, we are far from satisfactory
throughput/delay performance provisioning, table 1 shows that, in the case of
light overload such as 110%, better than best effort performance are achieved. In
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Fig. 2. Simulation run for GRIP over DiffServ

other words, GRIP over DiffServ appears to provide a sort of IntServ Controlled
Load QoS support.

A second important consideration that can be drawn from figure 2 and table
1 is the role of the SNP Timeout. Intuitively, performance calibration seems
possible via SNP timeout tuning, since a short timeout is expected to increase the
probability that the setup is aborted before the reception of the feedback packet.
Conversely, results show that very strict timeout settings have limited effect on
the system performance. Our 10 ms timeout choice was indeed motivated by the
attempt to understand whether GRIP over DiffServ could be ultimately tuned
to provide toll-quality delay performance (say few ms 99-th delay percentiles,
in turns achieved, with the above source and link parameters, by limiting the

Load, Timeout throughput 95-th delay perc. 99-th delay perc.
110%, 10 ms 0.846 ± 0.002 8.7 ms ± 1.9 51.8 ms ± 12.1
110%, 200 ms 0.902 ± 0.006 61.3 ms ± 7.9 141.3 ms ± 10.4
400%, 10 ms 0.9626 ± 0.0010 229 ms ± 22 402 ms ± 46
400%, 200 ms 0.9806 ± 0.0004 368 ms ± 27 609 ms ± 71

Table 1. Performance results (with 95% confidence intervals) for the four cases
considered in figure 2
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link utilization to about 75% [9], i.e. 110 admitted flows). Unfortunately, in
high offered load conditions, the link utilization gets close to 100% (see table
1) despite the 10 ms timeout. Although limited, the spare link capacity left
by the EF forwarding discipline to the probing packets appears sufficient to
allow occasional periods of very limited queueing delay for probing packets (this
particularly happens at the end of a ”remedy” period). Hence, probes can thus
frequently reach the destination in less than 10 ms and drive flow admissions.

4 GRIP in a Full-Fledged QoS Domain

The major conclusion that can be drawn from the above preliminary investiga-
tion is that GRIP over DiffServ is only a preliminary step toward improved QoS
support. Ultimately, it appears necessary to upgrade routers with effective de-
cision criterions able to explicitly enforce blocking of probes when the accepted
load is in a critical range. Scope if this section is to prove that GRIP can be made
able not only to provide improved QoS support, but, under specific assumptions,
can provide as much as hard QoS guarantees within a specific domain2. Two key
points allow QoS guarantees: traffic control assumptions at the domain edge, and
suitable definition of a Decision Criterion to accept or reject probing packets in
the routers, based on aggregate traffic measurements.

4.1 Edge Traffic Control

Traffic sources are regulated at the edge of the domain by standard Dual Leaky
Buckets (DLB), as in the IntServ framework. The regulated traffic is character-
ized by three3 Traffic Descriptors:

– PS : the Peak Rate (in bytes/s);
– rS : the Average Rate (in bytes/s);
– BTS : the Token Bucket Size (in bytes).

The DLB guarantees that the traffic offered by a source does not overflow the
above specifications. In additions, we specifically require the DLB to enforce that
traffic does not underflow the average rate specification. This is accomplished by
the emission of ”dummy” packets, when the traffic source does not use all the
emission opportunities it has. The consequence is that the number of bytes b(T )
emitted by a source during an arbitrary time window T (seconds) is upper and
lower bounded by:

max(rST − BTS , 0) ≤ b(T ) ≤ rST +BTS (1)
2 Such domain is the one proposed in the framework of the project SUITED, sponsored

by the European Union in the IST program, and is studied into greater details in a
companion paper [17].

3 DLBs are in more generality characterized by a fourth parameter, called Peak Rate
tolerance. For simplicity, it is often assumes, as in [15], that the Tolerance of the
Peak Rate is equal to zero or included in the Peak Rate parameter
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This property will be extremely important in the definition of a decision
criterion able to provide QoS guarantees, i.e. to really achieve the performance
promised to the users.

The sources are divided in traffic classes, each comprising independent and
homogeneous sources (i.e. with the same DLB parameters). In this paper, we
focus on a homogeneous traffic scenario: all the sources have the same DLB
parameters. Note that a possible way to handle also heterogeneous sources is
the following. DiffServ envisions different ”traffic classes”, each with specific
requirements. In the view of a small number of traffic classes as premium and
QoS aware services (e.g. a class could be IP telephony), homogeneous flows
with specific requirements make up a class. Each class can be handled in a
differentiated way, with its own pair of DS codepoints for probing and data, by
means of suitable scheduling mechanisms, similar to those already defined (e.g.,
WFQ, separate queues).

4.2 Decision Criterion

The localized decision criterion running on each router’s output link is based
on the runtime estimation of the number of the active offered sources, and on
the off-line computation of the maximum number K of sources that can be
accepted without exceeding target performance (e.g. loss / delay) levels. For DLB
regulated sources, a simple and elegant solution for such an off-line computation
has been proposed in [15,16].

For our scopes, we consider K as a ”tuning knob”, which allow the domain
operator to set target performance levels [14]. The operator chooses target levels;
the latter are mapped in a value ofK and GRIP enforces such value. Thus GRIP
is completely independent by the algorithm chosen to evaluate K.

Let’s now describe into details the decision criterion adopted. Consider a
sufficiently long4 sliding window T . Each router keeps track of the (time variable)
number A(T ) of bytes emitted by all the flows that are using the link within the
window time.

Assume now that a fixed (unknown) number N of flows is allocated on the
link, i.e. no flows arrivals and departures occur. Given a window T and a number
A(T ) of bytes measured within the window, owing to the bounds (1), N is a
random variable in the range:

Nmin =
⌈

A(T )
rST +BTS

⌉
≤ N ≤ Nmax =

⌊
A(T )

rST − BTS

⌋
(2)

4 Specifically, T ≥ Tmin, where

Tmin = TON + TOF F =
BTS

PS − rS
· PS

rS

is the period of the worst case DLB output [15], characterized by an activity (On)
period with emission of packets at the Peak rate and a silent (Off) period, both with
deterministic lengths.
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If no conjecture is made on the statistical properties of the emission process
for each source (which depends on how the traffic source fills the DLB regulator,
and we do not rely on any hypothesis on the behavior of the sources), the distri-
bution of N between these two extremes remains unknown. Therefore, to provide
a conservative estimate, the admission control scheme estimates the number of
allocated flows as Nest = Nmax, and a new flow is accepted if Nest < K. In other
words the router is in the ACCEPT state and probing packets are allowed to
pass the gate, as long as

⌊
A(T )

rST − BTS

⌋
< K (3)

Clearly, the longer T , the narrower the range in unequality (2), and the
higher is the link utilization. In fact, whenever N ≥ Nmin, condition (3) may
result unsatisfied, thus leading the router to switch to the REJECT state even
if N < K and a new flow might be accommodated. However, a long value T has
an important drawback. In fact, the above analysis has been concerned with the
idealistic case of a constant number of admitted flows. When a realistic dynamic
flow allocation occurs, a short measurement window is needed in order to react
quickly to the variation of the number of active flows due to the flows arrivals
and departures. Quantitative considerations related to the optimal dimensioning
of T are carried out in a companion paper [17].

4.3 Transient Management and Stack Protection

An extremely important problem, dealt with into details in [17], is the manage-
ment of transient and potentially critical situations occurring when new flows
activate. Consider, in fact, a router in the ACCEPT state. Probing packets cross-
ing the router, and arriving at the destination, result in new flows activation. The
extra load of an activating flow is not fully accounted by the pure measurement
A(T ) and the decision rule (3), until the newly activated flow has transmitted
for at least T seconds. This implies that, when a large number of new flows
activate in a very short time frame, overallocation above the maximum value K
may occur, and thus QoS is not guaranteed in all operational conditions.

To account for this problem, we introduce a protection scheme based on
a ”stack” variable, which keeps memory of the amount of ”transient” flows.
Whenever a probe packet is transmitted, the stack is incremented by one. A
timer equal to the duration of the measurement window T is then started, and
the stack is linearly decremented at a rate 1/T until the timer expires. The value
of the stack changes the router gate condition (3) as follows: the router is in the
ACCEPT state and probing packets are allowed to pass the gate, as long as

⌊
A(T )

rST − BTS
+ STACK

⌋
< K (4)
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4.4 A Test Case Simulation Run

We consider traffic sources controlled by a DLB with parameters5:

– Ps = 4000 bytes/s;
– rS = 1700 bytes/s;
– BT S = 5300 bytes;

offered to a router link with rate C = 250000 bytes/s and buffer size B = 53000
bytes. By setting a target loss probability equal to 10−5, it results, according
to [15] that the maximum number of such DLB-shaped sources that can be
admitted to the link is K = 100, resulting in a maximum link utilization equal
to 68%.

The ultimate target of the described GRIP operation is to achieve a link
utilization as close as possible to the above maximum, but under the very strict
QoS requirement of never exceeding it, i.e. never admitting a number of sources
greater than K = 100. In order to satisfy the latter (quite restrictive) require-
ment, we expect a throughput penalization, substantially due to the following
reasons:

– conservative estimation of the number of accepted flows. For a window time
T = 20, used in the simulation runs, and the above DLB parameters, it
results that, when A(T ) is such that Nmax = 100, Nmin ≈ 73. This means
that when the number of admitted flows exceeds this value, there is a non
null probability (depending in a non trivial manner on the specific source
emission pattern) that the router is found in the REJECT state.

– Stack protection and lost probing packets. The drawback of the stack tech-
nique is that subsequent routers along the path may discard some of the
probing packets. In this case, the stack will provide transient reservation of
system resources for a non-existent flow. Although such ”preventive” stack
reservation linearly decays with T , we expect some impairment on the system
performance.

We have considered a scenario where a router is loaded with new calls arriving
at (Poisson) rate 3 calls/s. Each call, when accepted, transmits at constant rate6

rS , and has duration drawn from an exponential distribution with mean value
4 minutes. This implies that 720 Erlangs are offered to the link, i.e. more than
7 times the maximum number of calls that can be, in principle, simultaneously
admitted (K=100).

In addition, to stress the GRIP operation and the stack protection mecha-
nism, we have assumed that probing packets, once served at the router, may be
discarded in the remaining network path. In particular, in the simulation run,
5 The choice of such DLB parameters have here only a significance of a case study.

Such case study is targeted to the SUITED system parameters [16].
6 Results regarding exponential on/off calls, presented in [17], show that the resulting

system utilization is higher in the on/off case. Refer also to this paper for quantitative
considerations on the selection of the value T .
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Fig. 3. full-fledged GRIP simulation run

we have set in the first 1000 seconds a probe discarding probability as high as
90%, meaning that, on average, only one probing packet out of 10 transmitted
by the router will result in an active connection. At 1000 seconds, we have sud-
denly switched to a 0% probe loss, thus abruptly loading the router with active
calls. Finally, at 1500 seconds, we have introduced a probing packet discarding
probability equal to 50%.

The results of the described simulation scenario are reported in figure 3. The
figure reports the number of admitted connections versus the simulation time,
for both cases of stack protection mechanism active and non active. In addition,
for the case of stack on, the runtime router conservative estimation (3) of the
number of admitted connections is reported under the label ”Nest”, as well as
this estimation including the stack (”Nest+stack”), as adopted in (4).

The analysis of the figure allow several important considerations. First, we
see that, in the first 1000 seconds of simulation, the stack protection mechanism
slightly penalizes the system throughput. While some calls are blocked when the
stack operates (this happens when Nest+stack reaches 100), no calls blocking
has been observed with the stack mechanism off (note that the load in terms
of active calls is only 72 erl, as 90% of the probes are discarded). However, as
shown by the simulation at time 1000 seconds, the stack mechanism is indeed
necessary to avoid overload. In fact, without stack protection, we see that the
number of accepted calls overflows the maximum value 100, and activates a load
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oscillation in which the system shows periodic peaks of high load (refer to [14]
for a thorough understanding of such behavior in MBAC systems in general).

A second consideration is the efficiency of GRIP. Such efficiency lies in min-
imizing the difference between the admitted number of sources and the corre-
spondent theoretical maximum value K. After 1000 seconds, we see that the
number of admitted connections stabilizes around 80, which is about 20% less
that the maximum. This performance degradation is mostly due to the conser-
vative estimation of the number of admitted connections, which is shown in the
figure to stay around 95. Clearly, we remark that all design choices were driven
by the necessity of an extremely robust scheme providing strict performance
guarantees. However, we stress that the performance of GRIP must be evalu-
ated in its ability to enforce a specific value of K. The throughput efficiency is
a direct consequence of the selected value of the ”tunable knob” K, and can be
thus arbitrarily adjusted by the network operator, who can increase the system
utilization at the expense of strict QoS guarantees.

It is very interesting, and quite surprising, to note that, after time 1500, the
introduction of a 50% probing discard ratio only marginally affects the through-
put performance. This shows that, with the exception of very critical conditions
(e.g. the 90% probe loss considered in the first part of the simulation), the in-
creased inefficiency due to the stack mechanism is very limited.

5 Conclusions

This paper has presented GRIP (Gauge&Gate Realistic Internet Protocol). The
most important message we have tried to convey is that GRIP is not a new
reservation protocol for the Internet (in this, differing from the SRP protocol
[12], from which GRIP inherits some strategic ideas). Instead, GRIP is a novel
reservation paradigm that allows independent end point software developers and
core router producers to inter-operate without explicit protocol agreements.

The principle at the basis of the GRIP operation is to enforce admission
control decisions to operate on the basis of the reception of (or lack of) probing
packets, injected in the network before a connection setup. In doing this, GRIP,
in a certain sense, extends the principle at the basis of TCP to the completely
different and novel problem of providing explicit per-flow admission control over
stateless Internet architectures.

We have shown that GRIP can be adopted over legacy and DiffServ Internet,
although, as shown in section 3, without QoS guarantees. However, in our view,
this is not a problem, as GRIP effectiveness can be enhanced with independent
core router Decision Criterion upgrades. In this sense, GRIP is a very appealing
paradigm in terms of mass-market development, since all the required modifi-
cations in the migration path toward toll-quality QoS support are incremental,
and may be independently offered by different vendors.

Finally, as an example, of its ultimate capabilities and of the effectiveness of
purely localized operation, we have presented a particular GRIP implementa-
tion which, on the basis of suitable traffic assumptions and router operation (to
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be considered applicable within a specific IP domain), allows as much as hard
performance guarantees.
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