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 Preface     

  This book has covers the physical properties of organic and their application 
in organic/inorganic interfaces. The investigations have been performed using 
complementary experimental and theoretical techniques. Here, the collabora-
tions within the European Research Training Network known as DIODE 
(Designing Inorganic Organic Devices, HPRN - CT - 1999 - 00164) have played an 
important role. 

 In this respect, I have to thank Iggy McGovern, Justin Wells, and Gregory 
Cabailh from the Trinity College in Dublin, Ireland, as well as Andrew Evans, Alex 
Veary - Roberts, and Adam Bushell from the University of Wales in Aberystwyth 
for their cooperation during synchrotron beamtimes at BESSY I and II in Berlin. 
Javier Mendez from Universidad Autonoma de Madrid, Spain, performed the 
atomic force microscopy investigations shown in this work. Concerning the theo-
retical part of this work, I have to thank Fernando Flores from the Universidad 
Autonoma de Madrid for a long and fruitful cooperation in the fi eld of semicon-
ductor surfaces and interfaces. The simulations of the current - voltage character-
istics of organic modifi ed Schottky contacts have been done in collaboration with 
Aldo DiCarlo from Universita degli Studi di Roma  “ Tor Vergata ”  in Italy. 

 I want to thank Walter Braun, Torsten Kachel, Patrick Bressler, and David 
Batchelor from BESSY in Berlin, Germany, for their support during our synchro-
tron beamtimes. The research at this facility was funded by the Bundesministe-
rium f ü r Bildung und Forschung in Germany (BMBF contract No. 05 KS1OCA/1). 

 Thanks are due to Norbert Karl (University of Stuttgart, Germany) and Antoine 
Kahn (Princeton University, USA) for long and intense discussions on the proper-
ties of organic semiconductors and their interfaces. 

 I had a wonderful and exciting time during my stay at the University of Nagoya, 
Japan, in 2000. Kazuhiko Seki and Hisao Ishii took care of me in every aspect, 
and since then, the research groups in Nagoya and Chemnitz have a fruitful col-
laboration in vibrational spectroscopy investigations on organic/metal interfaces. 

 My special thanks go to the former and momentary members of the Semicon-
ductor Physics group at Chemnitz University of Technology. I am indebted to: 
Arindam Das, Kornelia Dostmann, Axel Fechner, Marion Friedrich, Gianina 
Gavrila, Pham Truong Giang, Mihaela Gorgoi, Cameliu Himcinschi, Stefan 
Hohenecker, Andrei Kobitski, Martin L ü bbe, Thomas Lindner, Henry Mendez, 
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Andreea Paraian, Sunggook Park, Sybille Raschke, Georgeta Salvan, Dmitri Tenne, 
and Ilja Thurzo. 

 Wolfram Fliegel from Freiberger Compound Materials GmbH in Freiberg, 
Germany, supplied GaAs wafers. 

 Since I started working with organic materials, Reinhard Scholz (TU Muenchen 
Germany) has been always a willing confi dant when discussing all aspects of the 
physical properties of organic materials. I am especially indebted to Dietrich R. T. 
Zahn for giving me the opportunity to work in his group. 

 That I was able to complete this work at all is a tribute to my beloved wife Ellen, 
who inspired and goaded me into keeping up the work. I have to thank her for 
her patience and never ending support. 

 My scientifi c approach to organic semiconductors is based on my scientifi c 
background before I started working in this fi eld, that is, semiconductor surfaces 
and interfaces. This and the outline of research in the above mentioned DIODE 
network determines the outline of this book. In the DIODE network we focused 
on the modifi cation of metal semiconductor interfaces using organic molecules. 
We had the unique opportunity to start from basic research on fi nding the proper 
prepared semiconductor surface for organic growth, then investigating the bulk 
and interface properties of the organic fi lms grown on inorganic semiconductor 
substrates, and fi nally using the fi ndings to optimise and test a real device. 

 Therefore, the book starts with an introduction into the surface and interface 
properties of inorganic semiconductor surface in Chapter  1 . Chapter  2  and  3  
present the techniques for the purifi cation/growth of organic semiconductors and 
the resulting structural properties, respectively. The optical properties of such thin 
fi lms are presented in Chapter  4 , while Chapter  5  discusses the chemical and 
electronic surface properties. Finally, Chapter 6 presents charge transport proper-
ties. The experimental results presented are obtained with a variety of complemen-
tary techniques which are briefl y introduced. 

   Thorsten U. Kampen 
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Introduction      

     The reports of effi cient electroluminescence from conjugated polymers  [1]  and 
small molecules  [2]  have triggered spectacular developments in the fi eld of organic -
 based electro - optic and electronic devices, such as optical switches  [3] , batteries  [4] , 
fi eld - effect transistors and circuits  [5, 6] , identifi cation and product tagging  [5, 7] , 
data storage and computing  [8] , sensors and actuators  [9] , solar cells  [10] ,  organic 
light - emitting diode s ( OLED s)  [1] , fl at panel displays  [11, 12] , photodiodes, solar 
cells, solid - state lasers, integrated circuits, and waveguides  [13 – 15] . The low syn-
thesis costs and relative easiness of handling make this new class of materials 
attractive for the above - mentioned applications. Furthermore, the chemical com-
patibility of organic materials with plastics allows the low - cost fabrication of 
fl exible, unbreakable, and transparent devices. 

 However, the low mobility of organic semiconductors precludes the complete 
replacement of compound inorganic materials, especially for high - frequency appli-
cations. On the other hand, organic semiconductor can be used in hybrid organic/
inorganic devices to tailor properties and performances of conventional high - 
frequency devices. One of the possible applications of ultrathin layers of organic 
molecules is the passivation of semiconductor surfaces, such as Si(111) - (7    ×    7) and 
GaAs(100)  [16] . For example, a C 60  monolayer on a Si(111) - (7    ×    7) surface inhibits 
chemical contamination by water and atmospheric oxygen. 

 Another application is the organic modifi cation of metal – semiconductor or 
Schottky contacts. Schottky diodes are often used for mixing applications in tele-
communication systems, radio astronomy, radar technology, and plasma diagnos-
tics  [17] . One disadvantage is the relatively high bias voltage necessary to operate 
mixer diodes. This leads to high power consumption or low sensitivities combined 
with high requirements concerning the stability and noise of the voltage sources. 

 For all the applications mentioned earlier, thin fi lm and interface properties are 
some of the most important issues with regard to the overall device concept and 
performance. The interface can infl uence the structural, optical, and electronic 
properties of organic fi lms. The degree of order or disorder at the interface deter-
mines the growth mechanism, fi lm morphology, and defect density in the fi lm. 
Here, the chemical bonding between substrate and the fi rst molecular layer will 
determine the molecular orientation in the fi rst layer, and realignment of the 
molecules as the function of the fi lm thickness may occur. The chemical bonding 
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 2  1 Introduction

will also infl uence the electronic interface structure, for example, via the formation 
of interface dipoles and/or band offsets. Highly ordered fi lms may have improved 
transport properties due to the formation of a band structure, thus enabling coher-
ent transport with large carrier mobilities and reduced scattering at defects or grain 
boundaries  [18] . On the other hand, reduced defect and grain boundary densities 
in highly ordered fi lms would reduce the number of paths for nonradiative recom-
bination of electron – hole pairs, thus enhancing photoluminescence output. 

 It is tempting to use concepts for the description of organic semiconductor bulk 
and interface properties, which work well for inorganic semiconductor, but the 
experimental data available up to now already show that these concepts do not 
necessarily hold for organic semiconductors. 

 There are a large variety of molecules that fall in this class of organic semicon-
ductors. They may be separated in two groups: polymers and so - called low molecu-
lar weight molecules. While polymers are long molecular chains, the group of low 
molecular weight molecules consists of molecules with about 10 – 100 atoms 
having a fi lled  π  - electron system. The experimental results presented here are 
obtained from three different kinds of organic molecules. 

 The perylene derivatives are commercial pigments and are derived from PTCDA. 
First perylene derivatives have been produced in 1912, but their application as 
pigments has started in 1950 after intensive research by Harmon Colors. 

 The synthesis of PTCDA is shown in Figure  1.1   [290] . It starts with the oxidation 
of acenaphthene using vanadium pentoxide as a catalyst. The resulting naphtha-
lene dicarboanhydride reacts with ammonia to 1,8 - naphtalene dicarboimide. This 
product converts in KOH at temperatures around 190 – 220    ° C and subsequent 
oxidation of the melt in air into   N , N  ′  - 3,4,9,10 - perylenetetracarboximide  ( PTCDI ). 
PTCDI is hydrolyzed in H 2 SO 4  at 220    ° C into PTCDA. Based on PTCDA, further 
perylene pigments are synthesized by exchanging the oxygen in the anhydride 
group with NR groups, where R is H, CH 3 , or substituted phenylene. This is 
achieved by heating PTCDA at 150 – 200    ° C in solvents containing aliphatic or 
aromatic amine. Using sulfuric or phosphoric acid can accelerate this reaction  [19] . 
It should be mentioned that it is also possible to produce asymmetric substituted 
perylene pigments  [20, 21] .   

 Perylene pigments are used in high - quality varnishes in the car industry. Here, 
PTCDA and DiMe - PTCDI are known as Pigment Red 224 and Pigment Red 179, 
respectively. Their chemical structure and HOMO distribution are shown in 
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     Figure 1.1     Synthesis of PTCDA.  
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Figure  1.2 . They are thermally and photochemically stable. PTCDA dissociates at 
temperatures above 500    ° C by losing its carboxylic groups. The molecular mass of 
PTCDA and DiMe - PTCDI amounts to 392 and 418 amu, respectively.   

 Linear acenes are polycyclic hydrocarbons consisting of linearly fused benzene 
rings. According to the number of benzene rings, the molecules are called anthra-
cene (3), tetracene (4), and pentacene (5). Their respective structures are shown in 
Figure  1.3 . Anthracene, its electrical conduction properties, and its application in 

     Figure 1.2     Molecular structure and HOMO distribution of PTCDA (top) and DiMe - PTCDI 
(bottom).  

     Figure 1.3     Molecular structure and HOMO distribution of anthracene (top) and pentacene 
(bottom).  
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photovoltaic cells have been studied about 100 years ago  [22 – 24] . The molecules 
form perfect crystals, which are ideal samples for the investigations on charge 
carrier mobilities in organic materials. Pentacene, on the other hand, consists of 
fi ve linearly fused benzene rings. Like anthracene, it shows high carrier mobilities.   

 Phthalocyanines   have a principle fourfold symmetry and can coordinate differ-
ent atoms in the center. As an example, Figure  1.4  shows the molecular structure 
of copper phthalocyanine (CuPc). The simplest case would be a hydrogen atom in 
the center, in which case the molecule is fl at. Larger atoms like Sn will protrude 
on one side and the molecule will assume an umbrella - like shape. Phthalocyanines 
have been fi rst synthesized at the beginning of the 20th century. Nowadays they 
are used in commercial dyes for the textile and paper industry. For this application, 
the solubility of the molecules is enhanced by attaching sulfonic acid functions. 
For example, the sodium salt of CuPc - sulfonic acid is known as Direct Blue 86.    

  1.1 
 Electronic Surface Properties of Inorganic Semiconductors 

 Adatoms on semiconductor surfaces generally induce changes in surface band 
bending as well as of the ionization energy. These effects are caused by adsorbate -
 induced surface states and surface dipoles, respectively. Surface band bending 
involves charge transfer from surface states into an extended space - charge layer 
beneath the surface, while adatom - induced surface dipoles are due to the partial 
ionic character of the covalent bonds between adatoms and surface atoms on the 
substrate. The latter effect may be described as a polarization of the bond charge 
toward the more electronegative atom. The direction of such bond - charge shifts 
determines the orientation of adatom - induced surface dipoles. 

 Already concentrations of surface states well below 1% of a monolayer will lead 
to what is called a  pinning of the Fermi level  on semiconductor surfaces. Such a 
Fermi level pinning and its associated band bending may persist in devices pre-

     Figure 1.4     Molecular structure and HOMO distribution of copper phthalocyanine (CuPc).  
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pared on such semiconductor surfaces resulting in injection barriers for charge 
carriers at semiconductor interfaces. To avoid these problems, special surface 
treatments are used to achieve what is called a surface passivation. 

 A detailed description of the properties of semiconductor surfaces and interfaces 
can be found in the monographs written by L ü th  [25]  and M ö nch  [26] . 

  1.1.1 
 Surface Band Bending 

 Figure  1.5  illustrates the electronic surface properties of an n - type doped semicon-
ductor. The most common surface property is the workfunction   φ  , which is defi ned 
as the difference between the Fermi energy  E  F  and the vacuum level  E  vac :  

   ϕ = −E Evac F     (1.1)     

 In nondegenerated semiconductors, the Fermi level is positioned within the band 
gap, which is the energy region between the conduction band minimum  E  cbm  and 
the valence band maximum  E  vbm . The energy gained by adding an electron is the 
electron affi nity

   EA E E= −vac cbm     (1.2)  

while the ionization energy

   IE E E= −vac vbm     (1.3)  

is the minimum energy necessary to remove an electron from the solid. With 
Eq.  (1.3) , the workfunction of a semiconductor may be written as

   φ = − −( )IE E EF vbm     (1.4)   

 In Figure  1.5 , an upward bending of the bands at the surface is assumed, which 
results in a different energy position of the valence band maximum  E  F     −     E  vbm  (or 

n-type semiconductor         vacuum

z
0

E

ECBM

EF

EVBM

ECL

EA φ IE
e0⏐Vs⏐

EVAC

     Figure 1.5     Electronic surface properties of an n - type doped semiconductor.  



 6  1 Introduction

conduction band minimum  E  F     −     E  cbm ) in the bulk and at the surface. The case 
shown here is a depletion layer, which is the most common situation for semi-
conductor surfaces. The result of this band bending  e  0  V s   is a space charge  Q  sc  
carried by the positively charged ionized donor atoms, which are compensated by 
electrons in the bulk. According to the charge neutrality condition, the space 
charge compensates a surface charge  Q  ss  of equal magnitude but of opposite sign. 

 In general, screening of electrical charges in solids depends on the carrier 
density. The Debye length determines screening for semiconductors

   
L k T

e n pD
b B= +( )

⎡
⎣⎢

⎤
⎦⎥

ε ε0

0
2

1
2

   
 (1.5)

  

with   ε  b  ,  n , and  p  are the dielectric constant of the semiconductor, the bulk electron, 
and hole concentration, respectively. For GaAs (  ε  b     =   12.85)  [27]  having a doping 
concentration of 1    ×    10 15    cm  − 3  (1    ×    10 17    cm  − 3 ), the extrinsic Debye length amounts 
to 135   nm (13.5   nm). In metals, carrier screening is more effi cient due to carrier 
densities being larger by several orders of magnitude than in nondegenerately 
doped semiconductors. Here, screening is determined by the Thomas – Fermi 
screening length

   L
e

D EmTh F F−

−

= ⎛
⎝⎜

⎞
⎠⎟ ( )⎡

⎣⎢
⎤
⎦⎥

0
2

0

1
2

ε
    (1.6)  

with  D m  ( E  F ) being the number of states per unit volume and unit energy at the 
Fermi level. For  D m  ( E  F )   =   3.45    ×    10 22    cm  − 3    eV  − 1 , which is the experimental value for 
aluminum, one obtains  L  Th − F    =   4    ×    10  − 2    nm, which amounts to only 14% of the 
nearest - neighbor distance of 0.286   nm in aluminum. 

 With the band bending  e  0  V s  , the relation for the workfunction in Eq.  (1.4)  can 
be written as

   φ = + − + −( )IE e V E E Es g b0 cbm F     (1.7)   

 Here, the subscript  b  indicates that the corresponding quantity has to be taken in 
bulk. Changes in the workfunction at constant temperature are due to changes in 
the ionization energy and/or the band bending:

   Δ Δ Δφ = +IE e Vs0     (1.8)   

 The surface charge at semiconductor surfaces  Q  ss  is due to intrinsic or extrinsic 
surface states. Intrinsic surface states are solutions of the Schr ö dinger ’ s equation 
with complex wavevectors. 

 Figure  1.6  displays the complex band structure of a linear lattice. In the bulk 
complex, wavevectors are physically of no importance since Bloch waves would 
exponentially grow with z  →   ∞  and cannot be normalized. For real  k  values, the 
well - known band structure is obtained with nearly parabolic dispersion and an 
energy gap at the boundary of the fi rst Brillouin zone. In this sense, states with 
complex wavevector are called  virtual gap state s ( ViGS s) of the complex band 
structure  [28] . At surfaces, complex wavevectors become relevant. Here, they result 
in wave functions, which exponentially decay from the surface into the semicon-
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ductor and have an exponential tail decaying into the vacuum. The complex band 
structure contains an energy loop at the boundary of the Brillouin zone with 
complex wavevectors in the gap between the two bulk bands. The boundary condi-
tion for real surface states requires that their wave functions, which decay expo-
nentially into the lattice, can be matched with an exponential tail into vacuum  [29] .   

 Surface states derive from the states in the bulk. Correspondingly, the character 
of surface states changes across the band gap from predominantly donor -  to pre-
dominantly acceptor - like closer to the  valence band maximum  ( VBM ) and the 
 conduction band minimum  ( CBM ), respectively. The energy, at which the contri-
butions from both bands are equal in magnitude, is called the branch point  E  bp . 
In the band structure, the branch point is at the position where the complex 
wavevector has its maximum and the density of states has its minimum. 

 At clean semiconductor surfaces, the surface atoms have less than the four 
nearest -  neighbor atoms in the bulk. On surfaces of elemental semiconductors 
like Si and Ge, which are terminated by a bulk lattice plane, each dangling bond 
should ideally contain one electron. This leaves nonsaturated or dangling bonds 
at the surface, which contain one electron and are responsible for surface states. 
In the case of zincblende - structure compound semiconductors, dangling bonds of 
cations and anions contain 3/4 and 5/4 of an electron charge, respectively. Occu-
pied or nonoccupied surface states of acceptor character are negatively charged 
or neutral, respectively. Therefore, only acceptor surface states below the Fermi 
level are charged negatively, while donor surface states are positively charged 
above the Fermi level. The charge in acceptor surface states is compensated by a 
space charge of positive sign. This is achieved by an upward bending of the bands 
at the surface resulting in a region being depleted of electrons, as can be seen in 
Figure  1.7 . The space charge is carried by the now uncompensated positively 
charged bulk donors. For surface states of donor - type character, the situation is 

EBP

k
0

E

π/a

E

qqmax0 DVIGS

E

0

     Figure 1.6     Complex band structure of a linear lattice and density of virtual induced gap states.  



 8  1 Introduction

vice versa. Here, donor - type surface states result in band bending on p - type semi-
conductor surfaces.   

 The band bending results not only in the space charge region but also shifts the 
Fermi level closer to the respective surface states. The Fermi level comes close to 
the surface states for already very low surface states densities in the order of 
10 12    cm  − 2  and the surface band bending seems to be saturated. This behavior is 
often called  pinning of the Fermi level . Changes in the band bending by a few  k B T  
cause only slight variations in the space charge, while occupancy of the surface 
states described by the Fermi – Dirac distribution function changes from one to 
zero. One has to keep in mind that the density of surface states suffi cient for a 
pinning of the Fermi level is by orders of magnitude smaller than the number of 
adsorption sites on a semiconductor surface, which amounts to approximately 
10 15    cm  − 2 . 

 Extrinsic surface states are formed by the adsorption of adatoms on semiconduc-
tor surfaces. For low surface densities, the adatoms will interact with their next -
 neighbor surface atoms via their dangling bonds. This will result in new surface 
states. Nonmetallic adatoms have been found to induce surface states of acceptor 
type on GaAs, where the band bending seems to correlate with the electronaffi nity 
of the adatom  [30] . Metal adatoms induce surface states of donor type  [31, 32]  and 
band bending scales with the atomic ionization energy of the adatoms  [33] .  

  1.1.2 
 Surface Dipoles 

 The charge transfer in covalent adsorbate substrate bonds on semiconductor sur-
faces leads to surface dipoles, which change the ionization energy. According to 
Pauling ’ s concept  [34] , the ionic character  Δ  q  1  of covalent single bonds in diatomic 
molecules may be described by the difference  X A      −     X B   of the electronegativities of 
the two atoms involved. A revised version of Pauling ’ s original correlation is  [35] 

z

E

ECBM

EF

EVBM

z

E

+++
- - -

- - - - -

+
++

+

   n-type semiconductor     vacuum      p-type semiconductor     vacuum  

(a)                            (b) 

     Figure 1.7     Charging of (a) acceptor -  and (b) donor - type surface states on n and p - type 
semiconductor surfaces, respectively.  
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   Δq X X X XA B A B1
20 16 0 035= − + −. .     (1.9)   

 The dipole moment of such molecules may then be written as

   μ0 1 0= ∑Δq e rcov     (1.10)  

where  e  0  is the electronic charge and  ∑  r  cov  is the sum of the covalent radii of the 
atoms involved. Considering nearest - neighbor interaction between adatoms and 
surface atoms of the substrate only, Pauling ’ s concept is easily applied to adatoms 
on semiconductor surfaces. 

 Adatom - induced surface dipoles may be described as an electric double layer. 
The voltage drop across this layer causes a change in ionization energy. The 
maximal variation of the ionization energy may be estimated for the maximal 
normal component of the dipole moment or, in other words, assuming the adsorb-
ate substrate bonds to be perpendicular to the surface. Considering the mutual 
interaction between adatom - induced surface dipoles, the change in ionization 
energy is given by  [36] 

   ΔIE
e N

N
= −

+
0

0

0
3 21 9ε

μ
α

ad

ad ad

    (1.11)  

with  ε  0  and   α   ad  being the permittivity of vacuum and the polarization of adatoms, 
respectively. Due to adatoms being electronegative or electropositive compared 
to the substrate surface atoms the ionization energy will increase or decrease, 
respectively.  

  1.1.3 
 Passivation of  G  a  A  s  Surfaces 

 The passivation of semiconductor surfaces has two goals, namely the chemical 
and the electronic passivation. Chemical passivation means that the surface is inert 
against the absorption of foreign atoms or molecules. For example, in silicon 
device technology oxide layers are often removed by etching in  hydrofl uoric  acid 
( HF ) solutions. By using high - resolution energy loss spectroscopy  [37]  and infrared 
absorption spectroscopy  [38] , HF - treated surfaces were found to be hydrogen 
terminated. Such hydrophobic silicon surfaces are strongly passivated against 
interaction of the oxygen. The oxygen uptake takes place at exposures about 10    –    13 
orders of magnitude larger than on clean Si(111) - (2    ×    1) or Si(111) - (7    ×    7) surfaces 
 [39] . 

 An electronic passivation should result in a fl at band condition at the surface 
or, in other words, the Fermi level has the same energy position in the band gap 
of the semiconductor at the surface and in the bulk. This is achieved by the 
removal of all surface states within the band gap. Electronic passivation may be 
used as a method to control Schottky barrier heights  [40] . It has been shown in 
different theoretical  [41]  and experimental works  [42 – 45]  that passivation tends to 
reduce barrier heights on n - type doped semiconductors, offering ways of matching 
barrier heights to device requirements. 
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 The passivation of III – V - semiconductors cannot be achieved by hydrogen. The 
interaction of hydrogen with clean, cleaved GaAs(110) surfaces at low tempera-
tures generates surface states of acceptor character at 0.54   eV above the VBM  [30] . 
This results in a band bending of 0.85   eV on n  -  type doped samples. Other non -
 metallic adsorbates like sulfur, chlorine, bromine, iodine, oxygen, and fl uorine 
also induce surface states of acceptor - type character  [26] . 

 Instead of using adatoms to saturate the dangling bonds at the surface, the 
chalcogen modifi cation described in this work uses a slightly different approach. 
An exchange reaction between the chalcogen atoms and the group V atoms at the 
surface results in a thin gallium - chalcogenide like layer at the surface. Since chal-
cogen atoms have one excess electron compared to the group V atoms, the dan-
gling bonds of chalcogen surface atoms would be double occupied and therefore 
chemically inreactive. This idea is supported by the results of several experimental 
investigations  [46, 47] . 

 Chalcogen passivation of GaAs(100) surfaces is achieved by wet chemical etching 
in sulfi de solutions. Such surface treatment results in an improvement of the 
performance of devices like bipolar transistors  [48]  or laser diodes  [49 – 51] . The 
chalcogen passivation also improves the structural properties of a wide variety of 
materials grown on GaAs(100). Here the epitaxial growth of iron fi lms  [52]  or 
PTCDA on chalcogen - treated GaAs(100) surfaces should be mentioned  [53, 54] .   

 Besides the experimental results presented up to now, the detailed atomic struc-
ture is still under discussion. For the Se - passivated GaAs(100) surface, Pashley 
and Li have proposed a model (4C in Figure  1.8 ) where the surface is terminated 
with a layer of selenium dimers, followed by a Ga layer and a second layer of 
selenium atoms  [55, 56] . The fourth atomic layer contains an equal amount of 
Ga atoms and vacancies and is followed by the GaAs bulk starting with an As 
layer. This structure model satisfi es the electron counting rule  [57] . Gundel 
and Faschinger  [58]  presented another promising structure model (3B) which 
has been further supported by DFT - LDA calculations by Benito  et al.   [59].  In 
this structure model, the Se atoms do not form dimers on the surface and the 
second Ga layer is free of vacancies. Following the nomenclature introduced by 
Gundel and Faschinger, the cipher gives the number of Se atoms in the unit 
cell and the letter discriminates between confi gurations with the same number of 
Se atoms.   

 Two different techniques were used for the chalcogen passivation of GaAs(100): 
exposure to a fl ux of chalcogen atoms under UHV conditions and wet chemical 
etching in sulfur - containing solutions. For the UHV treatment, homoepitaxial 
n  -   and p  -  type GaAs(100) layers with a doping concentration of  N    =   1    ×    10 18    cm  − 3  
served as substrates. After their growth by molecular beam epitaxy, they were 
covered by a thick amorphous arsenic layer to protect the GaAs(100) surfaces 
against contamination and oxidation. These samples were transferred into an 
ultrahigh vacuum system with a base pressure of  p     <    2    ×    10  − 8    Pa. The arsenic layer 
was then removed by gentle annealing to 380    ° C. This leads to an As - rich c(4    ×    4) 
or (2    ×    4) surface reconstruction of the GaAs(100) surface as can be judged from 
the line shape analysis of the measured photoemission spectra and additional 
LEED experiments. The structure models for these As - terminated GaAs(100) sur-
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faces are shown in Figure  1.9 . For the chalcogen passivation, the compounds SnS 2  
and SnSe 2  were used as source materials. These compounds decompose at 340    ° C 
and 550    ° C according to SnSe 2     →    SnSe   +   Se  ↑  and SnS 2     →    SnS   +   S  ↑ , respectively 
 [60] . Sulfur and selenium were evaporated onto the substrates kept at 330    ° C and 
500    ° C, respectively.   

 For the wet chemical sulfur passivation, samples were fi rst degreased and then 
etched in a 3:1 mixture of CCl 4  and S 2 Cl 2  for 10 s. Rinsing the samples successively 
in CCl 4 , acetone, ethanol, and deionized water for 5   s each followed the etching. 
After transferring the samples into an UHV system, they are annealed at 430    ° C. 
Both passivation procedures lead to a well - ordered, (2    ×    1) reconstructed surface 
as revealed by LEED  [55] . 

     Figure 1.8     Schematic ball - and - stick models of the structures considered in this work for the 
Se/GaAs(100) system. Gray circles correspond to Se atoms, white circles to Ga atoms, and 
black circles to As atoms.  
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 The photoemission measurements were performed at the TGM 2 beamline of 
the synchrotron radiation source BESSY I at Berlin. The UHV chamber at this 
beamline is equipped with a VG ADES 400 electron spectrometer providing a 
combined resolution of both light and photoelectrons of about 300   meV at 65   eV 
photon energy. The photoemission spectra were taken under surface - sensitive 
conditions, that is, minimum escape depth of the detected photoelectrons. 

 The photoelectron core level spectra were curve fi tted using Voigt profi les    –    a 
Lorentzian convoluted with a Gaussian line shape    –    and a nonlinear least - squares 
fi tting routine. During curve fi tting, the Lorentzian linewidth, spin - orbit splitting, 
and branching ratio were kept fi xed at values providing satisfactory results over 
an entire series of spectra. These parameters are presented in Table  1.1 . The peak 
intensity, position, and Gaussian linewidth were variable. All binding energies are 
given for the d 5/2  or p 3/2  components of the spin – orbit split core levels relative to 
the Fermi level.   
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     Figure 1.9     Structure model of a (a) GaAs(100) - c(4    ×    4) and (b) GaAs(100) - (2    ×    4) surface.  

  Table 1.1    Fit parameters for the  G  a 3 d ,  A  s 3 d ,  S  e 3 d , and  S 2 p  
core level spectra. 

   Core level     Ga3d     As3d     Se3d     S2p  

  Lorentzian width (eV)    0.1    0.1    0.1    0.1  
  Branching ratio    1.58    1.50    1.60    2  
  Spin – orbit splitting (eV)    0.48    0.68    0.86    1.18  
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 The As3d and Ga3d core level emission spectra of the GaAs(100) - c(4    ×    4) surface 
are shown in Figure  1.10 . The As3d core level spectrum for the clean surface, after 
decapping the protecting As layer, consists of three components. The As1 compo-
nent is attributed to As in the fourfold coordinated environment of the GaAs bulk. 
The components As2 and As3 are shifted by (0.62    ±    0.03)   eV and (0.50    ±    0.04)   eV 
toward higher and lower binding energy, respectively. The higher binding energy 
component originates from As atoms in the surface dimers in the fi rst layer of the 
As - rich GaAs(100) surface  [61, 62] . The As3 component is attributed to threefold 
coordinated As atoms in the second As layer of the sample. The Ga3d core level 
is composed of two components: a bulk component (Ga1) and a surface compo-
nent (Ga2), which is shifted by 0.46   eV toward higher binding energies and is 
attributed to Ga atoms below the threefold coordinated As atoms.   

 The As3d, Ga3d, Se3d, and S2p core level emission spectra for the GaAs(100) 
surfaces are shown in Figure  1.11 . For the Se - passivation under UHV conditions, 
the As3d consists only of one component As1, which is attributed to As in the 
fourfold coordinated environment of the GaAs bulk. The Ga3d core level consists 
of two components: a bulk component Ga1 and a surface component Ga2 shifted 
by 0.37   eV toward higher binding energies. This surface component is attributed 
to Ga bonded to Se on the surface. The two Se3d components Se1 and Se2 separated 
by 0.91   eV are attributed to surface and subsurface components, respectively.   

 The shape of the Se3d core level is similar to the Se3d obtained for Ga 2 Se 3 , the 
only difference being a slightly larger energy difference between the Se1 and Se2 
components of 1   eV for Ga 2 Se 3 . 

 The S - passivated GaAs(100) surfaces obtained by either UHV treatment or wet 
chemical etching show comparable core level emission spectra. As in the case of 
Se3d, the S2p core level consists of two components attributed to surface (S1) and 
subsurface (S2) sulfur. The Ga3d and the As3d are slightly different from the 
Se - passivated GaAs(100) showing two additional interface components Ga3 and 
As2. The similarity in the Se3d and the S2p leads to the conclusion that the 
S - passivation results in the formation of a Ga 2 S 3  - like layer. The two interface 
components indicate that the As – S exchange reaction is less effi cient than the 
As – Se exchange reaction, resulting in a less abrupt interface between Ga 2 S 3  layer 
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     Figure 1.10     As3d and Ga3d core level emission from a GaAs(100) - c(4    ×    4) surface.  
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     Figure 1.11     Photoemission spectra of the chalcogen - modifi ed GaAs(100) surface prepared by different treatments: (a) the As3d core level at 
79   eV photon energy, (b) the Ga3d core level at 60   eV photon energy, and (c) Se3d at 88   eV photon energy/S2p at 195   eV photon energy. Binding 
energies are given with respect to the Fermi level.  
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and GaAs bulk. This is supported by the fact that a higher temperature is necessary 
for the S - passivation. All passivation processes result in surfaces showing a (2    ×    1) 
reconstruction, which survives considerable exposure to air, revealing the chemical 
stability of the passivated surfaces. Since the As3d core level shows only one com-
ponent and the chalcogen atoms are found in two different chemical environ-
ments, the number of possible structure models is reduced to structure 3B, 3C, 
and 4C. 

 The ionization energy and the position of the Fermi level with respect to the 
valence band maximum on the chalcogen - passivated surfaces compared to non-
passivated surfaces are shown in Figure  1.12 . The Fermi level is at about 0.65 and 
0.6   eV above the valence band maximum on samples cleaned by an H - plasma or 
by decapping of the As layer, respectively. The chalcogen treatments shift the 
Fermi level by about 0.4   eV toward the conduction band minimum. Compared to 
nonpassivated samples, the band bending is thus reduced to 0.4   eV for n - type 
GaAs. It should be mentioned that the energy position of the Fermi level on p - type 
samples is almost independent of the sample treatment and amounts to about 
(0.5    ±    0.1)   eV above the valence band maximum. Therefore, it can be concluded 
that the chalcogen passivation does not result in an electronic passivation, that is, 
the surfaces still show band bending due to surface states of acceptor as well as 
donor - type character.   
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     Figure 1.12     Ionization energy  IE S   and position of the Fermi level with respect to the valence 
band maximum  E  F     −     E  VBM  for differently treated GaAs(100) surfaces.  
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 The ionization energy increases as a function of the chalcogen treatment. Since 
S and Se have a larger electronegativity than Ga, negative charge is transferred to 
the chalcogen atoms. This results in a surface dipole, which increases the ioniza-
tion energy. The larger change in ionization energy due to the Se treatment may 
be explained by the more effi cient formation of a Ga - chalcogenide - like layer. 

 The maximum change in ionization energy will now be calculated using Eqs. 
 (1.9) – (1.11) . With the Pauling electronegativities of  X  ga    =   1.81 and  X  S    =   2.58, the 
charge transfer between Ga and S amounts to  Δ  q    =   0.144. The distance between the 
S and Ga in the fi rst surface layer perpendicular to the surface amounts to 0.11   nm 
 [63] . These two values give a dipole moment normal to the surface of 2.54    ×    10  − 30    cm. 
The density of surface dipoles is assumed to be equal to the density of atoms on a 
GaAs(100) of 6.26    ×    10 14    cm  − 2  (see Reference  [26] ). With the polarizability for S of 
2.9    ×    10  − 24    cm  − 3 , the change in ionization energy amounts to 1.28   eV. The same 
calculation can be done for the Se - covered surface using 2.9    ×    10  − 24    cm  − 3  and 2.55 
for the polarizability and electronegativity of Se, respectively. Here, the ionization 
energy is expected to vary by 1.12   eV. Both chalcogen atoms are negatively charged 
due to their higher electronegativity compared to Ga and the ioni zation energy is 
expected to increase. Direction and magnitude of the change in ionization energy 
agree perfectly with the experimental results shown in Figure  1.12 . 

 The three structure models 3B, 3C, and 4C (see Figure  1.8 ) supported by the 
photoemission spectroscopy data will now be investigated in more detail by energy 
minimization calculations using a fi rst - principles local - orbital code (Fireball96) 
 [64] . Here, structure 3C is by 4.0   eV energetically less favorable than the structure 
3B due to creating the fourth - layer Ga vacancy. This leaves the structures 4C and 
3B where the latter one is the most stable one. For these two structures and struc-
ture 1B, which represents the arrangement of As atoms on the clean substrate 
surface after As decapping, the corrugation in the STM topography along the 
directions defi ned by the dimers in 4C and 1B is calculated. The STM currents 
between a tungsten tip and the substrate are obtained using a LCAO method based 
on a local - orbital LDA calculation. The respective line scans for  V    =   3.0   eV and 
 I    =   0.1   nA are presented in Figure  1.13 . The corrugation for structure 3B is 0.5    Å  
and corresponds well with the experimentally determined corrugation of 0.7    Å  
obtained by Pashley and Li  [55] . The corrugation of the structure 4C proposed by 
Pashley and Li is less than 0.2    Å  and smaller than the theoretical corrugation for 
structure 1B. In conclusion, the theoretical STM results support the 3B model as 
the microscopic structure for the Se - passivated surface with only a single Se atom 
in the topmost layer.   

 Figure  1.14  shows the electronic band structure of the relaxed 3B geometry. The 
energy gap amounts to  ∼ 2   eV and is very close to the energy gap calculated for 
bulk GaAs. It should be noted that in minimal basis set calculations, the conduc-
tion band is not very well reproduced, giving an overestimation of a few tens of 
an electron volt. The topmost valence band is associated with the surface Se atom, 
while the bottommost conduction band is associated with the bonds formed 
between the Se and Ga atoms of the third and fourth layer. The topmost valence 
band has a p  x   character and shows a small dispersion, which is the result of the 
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large distances, around 4.0    Å , between the Se nearest neighbors in the  y  - direction 
and the  π  - character of the interaction between these p  x   orbitals.   

 In contrast to the theoretical predictions that the band gap of these surfaces is 
free of states, the sample prepared by the procedures described here still exhibit 
surface states. These surface states may be attributed to defects or dopant atoms 
at surface. 
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     Figure 1.13     Corrugation in surface topography along the Se dimers of the structure 4C (c) 
compared to structures 3B (a) and 1B (b) in the same direction. Units are given in  Å .  

     Figure 1.14     Surface bands for structure 3B in Figure  1.8 . The zero of energy corresponds to 
a position close to the middle of the GaAs semiconductor gap.  
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 Since UPS and LEED give almost identical results for the Se -  and S - passivated 
GaAs(100) surfaces, the structure model developed for the Se - passivated will also 
be applied to the S - passivated surface.   

  1.2 
 Semiconductor Interfaces 

 Most metal – semiconductor contacts are rectifying  [65] . Schottky explained this 
behavior by depletion layers on the semiconductor side of such interfaces  [66] . The 
band bending in this space charge region is characterized by its barrier height, 
which is the energy distance between the Fermi level and the edge of the respective 
majority - carrier band at the interface. In the fi rst approaches to describe the band 
line - up in metal – semiconductor contacts, only charge carrier transport over the 
barrier was considered and interface states were not taken into account. In this 
simple picture, the vacuum levels of the metal and the semiconductor are 
aligned at the interface, that is, no interface dipole exists. In this case, the barrier 
height is found to be the difference between the workfunction of the metal 
and the electron affi nity of the semiconductor. This is the famous Schottky – Mott 
rule  [67, 68] . For a given semiconductor, the barrier heights of different metal 
contacts should scale linearly with the workfunction of the metal and the 
slope should be unity. Applying the same model to semiconductor heterostruc-
tures, the energy difference in the conduction band minima at the interface is 
given by the difference of the electron affi nities of the semiconductors ( Anderson 
rule )  [69] . 

 Already, Schottky presented in his famous paper published in 1940 data from 
Schweikert  [70] , which clearly display that the Schottky – Mott rule does not hold. 
The barrier heights of metal – selenium contacts are found to scale with the work-
function of the metal, but the slope is found to be smaller than unity. Later on, 
Bardeen proposed that interface states are responsible for the shortcomings of the 
Schottky – Mott rule  [71] . 

  1.2.1 
 Metal – Semiconductor Contacts 

 The electric transport across metal – semiconductor contacts is carried by the 
majority carriers and is thus characterized by their barrier heights. There are 
several physical mechanisms that may determine the barrier heights of Schottky 
contacts. Ideal interfaces are intimate, abrupt, laterally homogeneous, and free of 
structural defects as well as foreign atoms. Their barrier heights are then deter-
mined by the continuum of  metal - induced gap state s ( MIGS s), or more generally, 
 interface - induced gap state s ( IFIGS s)  [28] . These intrinsic interface states derive 
from the ViGS of the complex semiconductor band structure, which have been 
introduced in Section  3.1 . They represent the wave - function tails of the metal 
electrons into the semiconductor in the energy range between the valence - band 
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maximum and the Fermi level where the metal conduction band overlaps the 
semiconductor band gap. At real but still intimate and abrupt contacts, interface 
dipoles induced by foreign atoms or by specifi c interface structures as well as 
structural and chemical interface point defects may be present and will then con-
tribute to the barrier heights as secondary mechanisms in addition to the MIGS 
(see, e.g., References  [72]  and  [73] ). Strongly intermixed metal – semiconductor 
contacts are even more complicated and their barrier heights are beyond descrip-
tion by simple models. The MIGSs derive from the bulk bands and, thus, their 
character changes across the band gap from more acceptor - like closer to the con-
duction band to predominantly donor - like nearer to the valence band. When the 
respective branch point is above, coincides with, or drops below the Fermi level, 
the net charge in the MIGS continuum has positive sign, vanishes, and becomes 
negative, respectively. Thus, these branch points have the signifi cance of  charge 
neutrality level s ( CNL s). Interfaces are electrically neutral. Therefore, the charge 
in the MIGS continuum is com pensated by an equal amount of charge but of 
opposite sign on the metal side of the interface. The space charge on the semi-
conductor side may be neglected since it is small compared to what is found in 
the MIGS. A chemical approach would assign such charge transfer at metal –
 semiconductor contacts to the ionicity of the heteropolar bonds between metal and 
substrate atoms at the interface. As shown in Section  3.2 , Pauling correlated the 
ionic character of single bonds in diatomic molecules with the difference of the 
atomic electronegativities  [34] . A generalization of this chemical concept then 
describes the charge transfer across metal – semiconductor interfaces by the differ-
ence of the metal and the semiconductor electronegativities. The combination of 
the physical MIGS and the chemical electronegativity concepts predicts the barrier 
heights to vary as  [74] 

   φ φBn CNL= + −( )S X XX M S     (1.12)  

and

   φ φBp CNL= ∗ − −( )S X XX M S     (1.13)  

on semiconductors doped n  -   and p  -  type, respectively. The zero charge barrier 
heights   φ  CNL     =    W C      −     W bp   and   φCNL bp

∗ = −W WV  result when the difference  X M      −     X S   
between the metal and the semiconductor electronegativities is zero and, conse-
quently, the Fermi level  W  F  coincides with the branch point  W  bp  of the MIGS. In 
this special case, the vacuum levels align at the interface and a situation as pre-
dicted by the Schottky – Mott rule is reached. The energies of the conduction -  and 
the valence - band edges are denoted as  W C   and  W V  , respectively. 

 The MIGS - and - electronegativity model describes the barrier heights of ideal 
metal – semiconductor contacts by two parameters, which are the zero - charge -
 transfer barrier height, and the slope parameter  S X     =    ∂   φ  B  / ∂  X M  . A semiempirical 
rule  [75]  that was later justifi ed theoretically  [76]  relates the slope parameters with 
the optical dielectric constant  ε   ∞   of the semiconductors as

   A SX X − = −( )∞1 0 1 1 2. ε     (1.14)   
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 The parameter  A X   depends on the electronegativity scale used and one obtains 
 A X     =   0.86 for Miedema ’ s solid - state electronegativities  [77] . Tersoff calculated the 
energy positions  W  bp     −     W V   of the branch points with regard to the valence - band 
maxima for 15 semiconductors  [78, 79] . He obtained the energy bands with a 
linearized augmented planewave method and the local - density approximation for 
correlation and exchange, and adjusted the underestimated band gaps to their 
experimental values by applying the  “ scissors operation. ”  

 Recently, M ö nch used a computationally much simpler approach  [80] . He com-
bined Baldereschi ’ s concept  [81]  of mean - value points in the Brillouin zone and 
Penn ’ s idea  [82]  of the average or dielectric band gap of semiconductors. By a 
comparison with band structures computed by Rohlfi ng  et al.  in the GW approxi-
mation for six semiconductors  [83, 84] , M ö nch demonstrated that the dispersion 
of the valence bands is well approximated by the  empirical tight - binding method  
( ETB ) and the widths of the band gaps at the mean - value point equal to the dielec-
tric band gaps  W  dg . Considering Tersoff ’ s data mentioned earlier, he arrived at the 
energy positions  [80] 

   W W W W W kv V Vbp dg mv ETB− = − − ( )[ ]0 446.     (1.15)  

of the branch points above the valence - band maximum  W V   in the middle of the 
Brillouin zone. The energy differences [ W V      −     W V  ( k  mv )] of the valence band at the 
  Γ   and at the mean - value point  k  mv  are ETB values. For GaAs, the branch point 
energies for p  -   and n  -  type doping amount to 0.52 and 0.9   eV, respectively. With 
  ε   ∞      =   10.9 for GaAs  (1.14)    gives a slope parameter of 0.08 for GaAs. 

 The concept of interface states also applies to semiconductor – semiconductor 
interfaces. Here, for the situation displayed in Figure  1.15 , the valence band and 
conduction band of the semiconductor on the left partly overlap with the band gap 
of the semiconductor on the right. This will result in interface states within the 
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     Figure 1.15     Band structure of a semiconductor heterostructure with an interface dipole.  
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band gap of the semiconductor on the right. For abrupt, defect - free semiconduc-
tor – semiconductor interfaces with no net charge transfer across the interface, the 
band should align in such a way that the charge neutrality levels of the two semi-
conductors in contact align. An additional charge transfer across the interface will 
result in an interface dipole and contribute to the energy level alignment as shown 
in Figure  1.15 .    

  1.2.2 
 Metal Contacts on  G  a  A  s  

 Figure  1.16  shows that the experimentally determined barrier heights follow very 
well the trend predicted by the MIGS - and - electronegativity model. The barrier 
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     Figure 1.16     Barrier heights of laterally 
homogenous GaAs Schottky contacts versus 
the difference in Miedema electronegativity 
of the metal and the GaAs.  IV  results ( � ): 
Ag:Hardiker  et al.   [91] ; Al: Bhuiyan  et al.   [92] ; 
Ti: DiDio  et al.   [93]  Arulkumaran  et al.   [94];  
Nuhoglu  et al.   [95] ; Ni: Hackham  &  Harrop 
 [96];  Nathan  et al.   [97] ; Pd: Dharmarusu  et al.  
 [98] ; Pt: Barnard  et al.   [99] ; H ü bers  &  R ö ser 
 [100] ; Mg: Waldrop  [101] ; Photoemission 
spectroscopy results ( � ); Cs: Spicer  et al.  
 [102] ; Grunwald  et al.   [103] ; 

Ag: Vitomirov  et al.   [62] ; Sb: Cao  et al.   [90] ; 
In: Mao  et al.   [104] ; Na: Prietsch  et al.   [105] ; 
Se - modifi ed contacts ( � ); Ag: Hohenecker 
 et al.   [106] ; Mg: Hohenecker  et al.   [107] ; 
Sb: Hohenecker  et al.   [107] ; In: Hohenecker 
 et al.   [108] ; Na: Hohenecker  et al   .  [291] ; 
S - modifi ed contacts ( � ): Ag: Hohenecker 
 et al.   [109] ; Mg: Hohenecker  et al.   [43] ; Sb: 
Hohenecker  et al.   [110] ; In: Hohenecker  et al.  
 [44] . The straight line represents the 
prediction of the MIGS theory and  �  the 
CNL.  
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heights presented here are obtained from current voltage ( IV ) and photoemission 
measurements on samples where a special emphasis was laid on preparing abrupt 
and defect - free interfaces. It is a common procedure to determine barrier heights 
of metal – semiconductor contacts from their  IV  measurements. Tung  et al.   [85, 86]  
and Rau  et al.   [87]  already pointed out that inhomogeneities might play an impor-
tant role and have to be considered in the evaluation of the experimental  IV  
characteristics. The application of standard procedures considering thermionic 
emission of charge carriers gives  effective  barrier heights and ideality factors only. 
Both parameters vary from diode to diode even if they are identically prepared. A 
correlation between effective barrier heights and ideality factors was reported and 
approximated by a linear relationship  [88] . This fi nding was attributed to inhomo-
geneous interfaces, and the barrier heights obtained by extrapolation to the ideality 
factor calculated for image force lowering only were taken as values characteristic 
of homogenous interfaces. It was concluded that these values, rather than mean 
values obtained from the set of identical prepared contacts of the same kind, 
should be compared with theoretical results. Accordingly, barrier heights deter-
mined from  IV  measurements presented in Figure  1.16  have been obtained by 
such a procedure. There is an excellent agreement between the experimental 
results and the prediction of the MIGS - and - electronegativity model. The barrier 
heights of Ni and Pd contacts are found to be below the MIGS line due to the fact 
that both transition metals decompose GaAs at room temperature. In these cases, 
nonabrupt interfaces are formed.   

 In comparison to the barrier heights of metal contacts on bare GaAs surfaces, 
Figure  1.16  shows the barrier heights for metal contacts prepared on S -  or Se -
 passivated GaAs(100) surfaces. First, the chemical properties of these metal - 
chalcogen - passivated - GaAs interfaces will be discussed. Depositing Mg on Se -  or 
S - modifi ed GaAs surfaces results in an exchange between Mg and Ga atoms, 
leading to the formation of Mg chalcogenides and Ga clusters, the latter one seg-
regating on the surface. In addition, Mg reacts with the GaAs bulk resulting in 
the formation of Mg – As compounds that also segregate to the surface. As a result, 
the interface between the reacted surface layers and the GaAs bulk is shifted into 
the direction of the GaAs bulk as a function of Mg coverage. Similar observations 
have been made for the deposition of Na. In both cases, a Fermi edge is observed 
at suffi cient high coverages indicating a metallization of the surface. 

 The deposition of In, Ag, and Sb leaves the surfaces of the Se -  or S - modifi ed 
GaAs nearly unaffected. The interaction between these metals and the substrate 
surfaces is limited to the bonding of the metal atoms to the chalcogen surface 
atoms. For In and Ag, the formation of islands is observed for coverages above 
0.24 and 0.12   nm, respectively. For both metals, the clustering is stronger on S 
than on Se - modifi ed GaAs surfaces, which is attributed to the fact that the S - 
passivation is less effi cient than the Se - passivation, resulting in a less abrupt 
interface between the chalcogenide - like surface layer and the GaAs bulk. The 
growth modes of Ag and In on the chalcogen - modifi ed surfaces agree with the 
respective growth modes on unmodifi ed surfaces. A Fermi edge is observed on 
Ag and In layers at 0.48 and 0.60   nm nominal thickness, respectively. For Sb, 



 1.2 Semiconductor Interfaces  23

islanding is observed for a nominal coverage above 0.17   nm. This growth mode is 
in contrast to the layer - by - layer growth mode, which was observed for the Sb depo-
sition on clean and unmodifi ed GaAs(100) surfaces. Sb layer does not show any 
Fermi edge up to the maximum thickness of 3.3   nm, which shows that it is 
semiconducting. 

 For the chalcogen - modifi ed metal/GaAs(100) contacts, the barrier heights were 
determined by measuring the position of the Fermi level at different modifi cation 
steps. At high metal coverages, the metal conduction band obscures the valence 
band edge of the underlying semiconductor. Here, the Fermi level was measured 
with respect to the bulk components of the substrate core level emissions. 

 For the same metal – semiconductor contact, the barrier heights for n -  and p - type 
doping of the semiconductor should add up to the band gap of the semiconductor. 
Comparing the Fermi level positions for the different metals evaporated on chal-
cogen - modifi ed on n -  and p  -  type doped GaAs samples, it is found that they follow 
this rule quite well. Exceptions are Sb contacts, which is due to the fact that the 
Sb fi lms are nonmetallic. For Sb coverages above 100 monolayers, which is much 
higher than what has been deposited in this investigation, Sb layers grown on n  -   
and p  -  type doped GaAs(110) show a metallic behavior  [89] . The saturation value 
for the Fermi level on Se -  and S - modifi ed n  -  type (p  -  type) GaAs(100) amounts to 
0.81   eV (0.60   eV) and 1.05   eV (0.66   eV), respectively. This is considerably higher 
than Fermi level positions for Sb on unmodifi ed n  -   and p  -  type doped GaAs(110), 
which amount to 0.75 and 0.5   eV, respectively  [90] . 

 The barrier heights of Schottky contacts on S -  and Se - passivated GaAs(100) show 
a general trend. They are larger and smaller than the barrier heights on nonpas-
sivated p  -   and n  -  type doped GaAs(100) substrates, respectively. This trend can be 
explained within the MIGS - and - electronegativity model assuming that the chalco-
gen - induced surface dipole still exists at the metal – semiconductor interface and 
contributes to the charge transfer across the interface. The electronegativity of the 
passivating atoms is larger than the electronegativities of the substrate atoms. This 
results in charge of positive sign on the semiconductor side of the interface, which 
is compensated by equal charge of opposite sign in the MIGS. Therefore, the 
Fermi level moves closer to the CBM, that is, the barrier heights on n  -   and p  -  type 
substrates are decreased and increased, respectively. The change in barrier height 
can be estimated from Eq.  (1.11)  by

   Δ Δφ εBi = I I     (1.16)  

where   ε  I   is the dielectric constant of the semiconductor at the interface  [1, 16] . 
With a dielectric interface constant of 4 for GaAs (see Reference  [26] ), the S -  and 
Se - induced change in barrier height amounts to 0.32 and 0.28   eV, respectively. 
This change is indicated by the dashed lines in Figure  1.16 , which are shifted by 
0.3   eV with respect to the MIGS theory line. 

 The chalcogen modifi cation may also result in change in the position of the 
CNL. Theoretical values for the CNL on such surfaces are not available. However, 
a CNL can be determined from the energy level alignment at PTCDA/S – GaAs(100) 
interfaces, as will be shown in Section  6.3 .       
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Growth of Thin Films      

     Thin fi lms of organic semiconductors are prepared using similar techniques as 
for the deposition of inorganic semiconductors or metals. Since most molecular 
semiconductors have a low solubility in liquids, liquid - phase thin fi lm deposition 
techniques like spin coating or Langmuir – Blodgett are not the techniques of 
choice. Therefore, the two techniques most often used are  organic molecular beam 
deposition  ( OMBD ) and  organic vapor phase deposition  ( OVPD ); the later tech-
nique is mostly used for the growth of devices and commercial applications. A 
prerequisite of both techniques is that the source material is chemically clean. It 
should be mentioned that some materials used for devices are offered by suppliers 
in a purifi ed version. 

 Compared to the deposition of atoms, OMBD has its own particular challenges. 
While crossing the melting point of atomic materials just increases the vapor 
pressure/evaporation rate, this would destroy most organic materials. Therefore, 
organic semiconductor deposition is mostly done by sublimation. In addition, 
molecules are large entities compared to atoms, that is, they already have a certain, 
mostly anisotropic structure. This has implications for the thin fi lm formation, 
that is, change of orientation and/or conformation as a function of fi lm thickness, 
or the formation of domains. These processes are enabled by the usually weak 
interactions of molecule – substrate and molecule – molecule. 

 Figure  2.1  shows there different growth mode scenarios, which are also observed 
during the growth of organic semiconductor thin fi lm. In a phenomenological 
approach, these different growth modes can be explained by taking into account 
the surface energies of the substrate ( γ  sub ), the fi lm ( γ  fi lm ), and the interface between 
fi lm and substrate ( γ  int ). In the case of island and layer - by - layer growth, the sum 
of fi lm and interface surface energy  γ  fi lm    +    γ  int  is larger or smaller than the substrate 
surface energy  γ  sub , respectively. During layer - plus - island growth, the conditions 
change as a function of fi lm thickness.    
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  2.1 
 Purifi cation 

 The density of atoms in inorganic semiconductors is of the order of 10 23    cm  − 3 . 
Intentional impurity concentration (doping) of 10 15  – 10 19    cm  − 3  in inorganic semi-
conductors changes the physical properties, like charge transport and optical 
absorption or emission. In silicon, for example, doping concentrations 10 14    cm  − 3  
and 10 19    cm  − 3  shift the Fermi level form the center of the band gap close to one 
of the band edges, changing the semiconductor form being intrinsic toward degen-
erated. This changes the charge transport properties as well as the properties of 
electrical contacts. Non - intentional impurities, on the other hand, will drastically 
decrease the thin fi lm properties. They will scatter or trap electrons, or serve as 
non - radiative recombination centers. The same argument also holds for organic 
semiconductors and, therefore, purifi cation prior to thin fi lm deposition becomes 
mandatory. 

 In organic materials, there are several sources of impurities. On one hand, 
impurities can be remaining molecules involved in the synthesis of the material. 
On the other hand, impurities can be created by the decomposition of the molecule 
at higher temperatures during the evaporation process. For PTCDA, decarboxyla-
tion takes place at a temperature of about 720   K  [111] . Mass spectrometry investiga-
tions on nonpurifi ed PTCDA show that the decomposition is enhanced by the 
presence of water leading to a hydrolization of the anhydride group  [112] . This 
hydrolization is observed at temperature of 470   K, which is well below the sublima-
tion temperature. Figure  2.2  shows a mass spectrum (b) taken during the evapora-
tion of PTCDA, while spectrum (a) represents the mass spectrum of the residual 
gas in the UHV system with the PTCDA evaporator being switched off. The peak 
at 392 amu is due to the PTCDA cation, while peaks at lower amu are due to frag-
ments. The water in the material is incorporated in the small crystallites of the 
source material. Even extended degassing in UHV is not suffi cient to remove this 
water. As will be shown later, these impurities may be observed in photoemission 
spectroscopy as well as in charge transport measurements.   

 The methods used for purifi cation rely on the fact that vapor pressures are dif-
ferent for different molecules. The source material is heated in a glass tube under 
vacuum. This glass tube is placed in a furnace, which has a temperature gradient 
as shown in Figure  2.3 .   

island growth
(Volmer-Weber)

layer-plus-island growth
(Stranski-Krastanov)

layer-by-layer growth
(Frank-van der Merwe)

     Figure 2.1     Schematic representation of the three important growth modes.  
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 The different components of the sublimated source material condense at differ-
ent temperatures and, hence, places in the glass tube. The procedure may be 
repeated with the purest fraction as the new starting material. Instead under 
vacuum, this procedure may also be performed using a weak stream of Ar or N 2 . 
The gas then drags along the molecules. This principle is used on a larger scale 
in OVPD as will be explained in Section  2.3 . 

 In addition, materials may also by purifi ed by chromatographic methods, but a 
prerequisite of this method is the solubility of the source material in a solvent, 
which seems to be a limitation for small molecules. For example, PTCDA is found 
to be weakly soluble in dimethyl sulfoxide, (CH 3 )2S:O (DMSO), with concentra-
tions limited to only 2    ±    1    μ M  [13] . 

 After purifi cation, some molecules have to be kept in a protecting atmosphere 
of an inert gas to keep them from oxidation. Pentacene, for example, is found to 
oxidize easily in air  [113] .  
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     Figure 2.2     (a) Background spectrum. (b) 
Possible fragments of the PTCDA molecule 
as observed with mass spectrometry during 
evaporation. The peaks at 222 and 235 amu 

show the same temperature - dependent 
intensity behavior as the PTCDA peak and 
can thereby be assigned also to be PTCDA 
fragments  (from Reference  [112] ) .  

tubular furnace

temperature gradient

to vacuum pump

T1 T2 < T1

     Figure 2.3     Temperature gradient sublimation setup for purifi cation of organic materials.  
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  2.2 
 Organic Molecular Beam Deposition 

 OMBD is the most often used technique to deposit thins fi lms of small molecules 
on substrates. Here, the more general term  deposition  is used to include systems 
where there is no epitaxial relation to the substrate. In OMBD, the molecules are 
thermally evaporated from evaporation cells. For a reasonable evaporation rate, 
the vapor pressure should be around 10  − 4    mbar. The evaporation rates can be 
monitored by a quartz crystal microbalance or a mass spectrometer. Most organic 
materials reach this vapor pressure at much lower temperatures compared to 
inorganic materials. Typical evaporation temperature is up to 400    ° C, and tempera-
ture control is much more critical compared to inorganic materials as they are 
destroyed easily by using too high temperatures. Therefore, evaporation is done 
at temperatures below the melting point by sublimation. Since UHV systems are 
usually baked at 120 – 200    ° C, the mounting of the evaporation cells of a given 
organic materials may depend on its vapor pressure at the bake - out temperature. 
If the vapor pressure is still low, the evaporator may be directly mounted to the 
UHV chamber (Figure  2.4   ). If, on the other hand, the evaporation temperature is 
lower than the bake - out temperature, the evaporator should be mounted to the 
deposition chamber via a gate valve and a z - translator. Therefore, the evaporator 
can be mounted after bake - out. After mounting the evaporator, the small volume 
may be evacuated via a bypass to a turbo pump. The gate valve may be opened 
and the evaporator moved into the deposition chamber. Mounting evaporators via 
gate valves has some further advantages: 

mass
spectrometer

pumps
microbalance

gate valve

evaporation cells

sample

     Figure 2.4     Vacuum chamber for organic molecular beam deposition.    
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   •      The source material or the evaporator may be exchange without venting the 
whole deposition chamber.  

   •      The source material may be carefully heated for degassing without exposing 
the deposition chamber.  

   •      A residual gas analyzer may be attached to the bypass for controlling the 
cleanliness.       

  2.3 
 Organic Vapor Phase Deposition 

 The principle of OVPD is shown in Figure  2.5 .   The source material is heated in 
crucible and thermally evaporated into a stream of an inert carrier gas. The sub-
limated molecules are carried by the inert gas toward the cooled substrate. The 
gas fl ow is widened in the vicinity of the substrate. The whole growth chamber is 
heated so that condensation of the molecules on the chamber walls is prevented. 
The evaporation of the source material is technically separated from the deposition 
chamber, and the deposition rate is controlled by the gas fl ow using mass fl ow 
controllers. This also enables doping by mixing gas fl ows of different molecules 
before they enter the deposition chamber. This technique works at pressures 
around 0.5 – 1   mbar. It can be used for the precise deposition on large substrates. 
Compared to OMBD, all evaporated source material is effi ciently used for the thin 
fi lm deposition, which is important because some organic semiconductors are very 
expensive. Many features of OVPD make it suitable to industrial application and 
this technique, developed by Stephen Forrest in Princeton, USA, is now commer-
cialized by AIXTRON in Aachen, Germany. It has been successfully used for the 
manufacturing of devices, for example, pentacene devices and logic gates  [114] , 
photovoltaic cells  [115] .      

heated chamber wall

substrate

carrier gas

carrier gas

cell

cell

     Figure 2.5     Principle of organic vapor phase deposition.  
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Structural Analysis      

     Both perylene derivatives form monoclinic crystalline structures (space group 
  P c C h21 2

5( )). For PTCDA, two different crystalline modifi cations called  α  -  and  β  -
 phase are known  [116 – 118] . Figure  3.1  illustrates how the molecules in a PTCDA 
crystal form stacks, which are parallel to the  a  - direction in the crystal. This direc-
tion is also the direction of growth of the needle - like PTCDA crystallites. The equal 
orientation of molecules within all stacks results in a layered structure with the 
molecules being parallel with their molecular plane with respect to the (102) lattice 
plane. The molecules are not absolutely parallel to the (102) plane but tilted by an 
angle of 11    °  around their long symmetry axis  [119, 120] .   

 The distance between next - neighbor (102) planes amounts to 0.322   nm and is 
smaller than the next - neighbor distance of 0.335   nm for the planes in graphite. 
Therefore, the overlap of the  highest occupied molecular orbital s ( HOMO s), which 
consists of  π  - orbitals, is larger in PTCDA and results in strong anisotropic optical 
and electrical properties. The lattice parameters of both modifi cations given in 
Figure  3.1  differ only slightly. The main difference in both modifi cation is due to 
the fact that in the  α  -  and  β  - modifi cation, the kursio a - direction is tilted with 
respect to the  c  -  and  b  - axis, respectively. This reduces the overlap between mole-
cules in adjacent (102) crystalline planes. Both polymorphs are found in thin fi lms. 
Figure  3.1  also presents the unit cell, which contains two molecules. The volumes 
for both modifi cation differ slightly resulting in different densities of 1.24 and 
1.22   g/cm  − 3  for the  α  -  and  β  - modifi cation, respectively. 

 For DiMe - PTCDI, only one crystalline structure has been found which is shown 
in Figure  3.2 . As with PTCDA, the crystalline structure is monoclinic with two 
molecules per unit cell. Due to the methyl groups, the shape of the molecule is 
more elliptical compared to the almost rectangular shape of PTCDA. This results 
in a smaller angle of 37    °  between the long symmetry axes of two molecules in a 
unit cell  [121] .   

 The structural properties of PTCDA and DiMe - PTCDI fi lms depend strongly on 
the substrate surfaces used for deposition. On substrates like Ag(111)  [122] , 
Au(111)  [123] , and HOPG  [124] , PTCDA is adsorbed in a  “ herring bone ”  structure 
with two molecules in each unit cell almost perpendicular to each other and paral-
lel to the substrate surface. This arrangement of the molecules is similar to the 
one in the (102) plane of a PTCDA crystal. On Ag(110), a phase transition is 
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observed from a single - domain - oriented homogenous monolayer with a  “ brick 
wall ”  structure into a more condensed  “ herring bone ”  structure  [125] . The inter-
facial electron phonon - coupling, which may also be called interfacial dynamical 
charge transfer, is enhanced on Ag(111) surfaces by two orders of magnitude over 
a conventional chemisorptive bond as it is found for PTCDA on Ag(110)  [126] . 
For Ni(111) substrates, PTCDA molecules have been found to adsorb with their 
molecular plane being tilted with respect to the substrate surface  [127] . 

 Compared to surfaces of metal single crystals, semiconductor surfaces seem 
to be more reactive substrates. As in the case of PTCDA grown on Ni(111), the 
molecules are found to be tilted on Si surfaces  [127] . On Si(111) - (7    ×    7) surfaces, 
a local interaction between the carboxylic groups of PTCDA and the dangling 
bonds on the substrate is found  [128] . The  π  - bond within the C = O bond is lost. 
The PTCDA molecules adsorb in random orientations resulting in disordered 
layers  [129] . A more ordered growth of PTCDA on Si is achieved by passivating 
the Si surface with hydrogen, which results in a reduced interaction between the 
molecule and the substrate surface. Here, the homogeneity of the substrate surface 
on a microscopic scale determines the structural quality of the organic fi lms. For 
example, epitaxial growth of metal phthalocyanines on S(111) surfaces was only 
observed on surfaces exhibiting monohydrides, that is, on surfaces with a negli-
gible density of steps  [130] . 

 On InAs(001) substrates, one monolayer of PTCDA interacts relatively strongly 
with the substrate and 2D overlayers are formed  [131] . For larger coverages, a 

b                                 b 

c                                    c 

α - PTCDA                           β - PTCDA 

α β

(102) 

a:  3.74 Å 3.78 Å  

b: 11.96 Å 19.30 Å  

c: 17.34 Å 10.77 Å  

β: 98.8° 83.6°  

     Figure 3.1     Crystalline structures of PTCDA. Lattice parameters are from Reference  [116] .  
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phase transition occurs where bulk - like 3D PTCDA clusters begin to form. As for 
the case of elemental semiconductor surfaces, the strong interaction between 
PTCDA and compound semiconductor surfaces is considerably reduced by a pas-
sivation of the surface prior to the growth of the organic fi lm  [53, 54] . For III – V 
semiconductors, particularly GaAs(100) surfaces, various methods of surface treat-
ment have been developed to improve the chemical and electronic properties of 
the surfaces. One of the most widely used methods for the passivation of the 
GaAs(100) surface is chalcogen passivation using S, Se, and Te atoms. Hirose 
 et al.  investigated the initial growth of PTCDA molecules on various GaAs(100) 
surfaces using  low - energy electron diffraction  ( LEED )  [53, 132] . The Se - passivated 
GaAs(100) - (2    ×    1) surface results in PTCDA fi lms with good crystallinity, whereas 
the deposition on the GaAs(100) - (2    ×    4) or c(2    ×    8) reconstructed surfaces produces 
fi lms with crystallites randomly oriented in the plane parallel to the surface. The 
fi lms grown on the GaAs(100) - c(4    ×    4) surface show intermediate molecular order-
ing. The difference in the molecular ordering depends on the relative interaction 
between organic molecules to that between organic molecules and the substrate 

(102)

c

a

[010]

[102]

a:  3.87 Å 

b: 15.58 Å 

c: 14.60 Å 

 β: 98.8° 

     Figure 3.2     Crystalline structure of DiMe - PTCDI. Lattice parameters are from Reference  [121] .  
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surfaces. In most of the examples described earlier, PTCDA fi lms grow with the 
(102) plane being parallel to the substrate surface. Only if the substrate – molecule 
interaction is suffi ciently strong, the orientation of the molecules will be changed. 
As for Ni and Si surfaces, this has been observed for the adsorption of PTCDA on 
alkali - halogenide substrates, where the anhydride groups of the molecule interact 
strongly with the substrate  [133] . 

 Changing the structure of the molecule, for example, by an imide group 
with different side groups instead of the anhydride group, the growth proper-
ties are changed drastically. Depending on the preparation procedure, di(2,6 -
 isopropylphenyl) - 3,4,9,10 - perylenetetracarboxylic diimide molecules lie on the 
surface with the perylene core being parallel to or tilted with respect to the Ag(111) 
substrate  [134] . In epitaxial fi lms grown on cleaved KCl(001) surfaces, the mole-
cular planes of DiMe - PTCDI molecules are co - facially stacked parallel to the KCl 
substrate, whereas dibutyl - 3,4,9,10 - perylenetetracarboxylic diimide molecules are 
oriented standing upright on the surface  [135] . In thick fi lms (300   nm) of DiMe -
 PTCDI grown on glass substrates, most of the molecules are parallel to the sub-
strate, some of them being tilted with a Gaussian distribution having a FWHM of 
22    °   [136] . A large tilt angle of about 90    °  was observed by means of LEED and 
 scanning tunneling microscopy  ( STM ) for monolayer fi lms of DiMe - PTCDI on 
Ag(110) substrates  [134]  where a pronounced in - plane optical anisotropy was also 
detected  [137] . Even on the same substrate, for example, Ag(110), various orienta-
tions can coexist  [138] .  

  3.1 
 Scanning Probe Microscopy 

 In  scanning probe microscopy  ( SPM ), a tip of preferably atomic sharpness scans 
across the surface. There are two techniques in SPM, which can be distinguished 
by the way the tip interacts with the surface. 

 Figure  3.3 a shows the schematics of a typical STM. The tip is mounted on a 
piezoelectric tripod. With this piezoelectric tripod - sample, a sample – tip distance 
of the order of a few angstrom is established, where electrons may tunnel across 
the tip – sample gap upon applying a bias. Tunneling is a quantum mechanical 
effect where electrons penetrate a classically impenetrable potential barrier 
between two conductors. From a phenomenological point of view, this process can 
be described by the  “ leaking ”  of wavefunctions into the vacuum and thereby cross-
ing the vacuum gap. This is only achieved for the atomically small distances. In a 
fi rst classical approximation, the tunneling current  I T   can be described by the 
following expression  [139]:   

   I
U

d
KdT

T∝ −( )exp ϕ     (3.1)  

where  U T   is the voltage applied between tip and sample,   φ   their average workfunc-
tion, and  K  a constant with a value of 1.025    Å   − 1 (eV)  − 1/2  for a vacuum gap. The 
tunneling current  I T   depends exponentially on the sample – tip distance.   
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 Tunneling occurs when wavefunction tails of occupied states on one side of the 
gap overlap with wavefunction tails of unoccupied states on the other side of the 
gap. This is achieved by varying the tunneling voltage  U T  . In the metal tip, states 
close to the Fermi energy participate in the tunneling. Figure  3.3 b shows the case 
where the Fermi level of the metal tip aligns with the LUMO of the sample. In 
this case, electrons tunnel from the tip to the sample. The tunneling current is 
reversed for a negative  U T   where the Fermi level of tip aligns with HUMO of the 
sample (see Figure  3.3 c). The tunneling occurs for  U T      <      φ  . 

 Once the tunneling is established, the tip is scanned in the  x  - ,  y  - direction across 
the sample surface. Here, two operational modes are distinguished. On fl at 
samples, the constant height mode can be used, where the sample – tip distance is 
kept constant and the tunneling current is recorded as a function of position. On 
surfaces with steps, the constant current mode is used. Here, the tunneling 
current is kept constant and the height is recorded as a function of position. 

 Another type of SPM technique is  atomic force microscope  ( AFM ), which 
images the force between tip and sample while scanning the surface. This tech-
nique does not rely on the electrical conductivity of the sample and can be used 
for insulators as well. There are two different AFM techniques. In contact AFM, 
a cantilever is excited at its resonance frequency and the amplitude of the oscilla-
tion is measured by defl ecting a laser beam on the oscillating cantilever. The 
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     Figure 3.3     (a) Schematic of a typical STM. 
The tip is mounted on a piezoelectric tripod 
and scanned across the sample surface. 
(b, c) The electronic band diagrams for the 
sample and the tip under biases with 

different polarity. (b) The tunneling of 
electrons from the tip into the LUMO of 
the sample. In (c), the bias is reserved 
and electrons tunnel from the HOMO into 
the metal.  
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change in the amplitude is a measure of the force between the cantilever tip and 
the sample. In this mode, the cantilever tip is permanently (contact mode) or 
periodically in contact with the sample. Since most of the molecules interact 
weekly with the substrate, this technique may move/drag molecules along the 
surface. In noncontact AFM, the vibrating tip is not in contact with the surface. 
Here, an electromechanical resonator is excited at its resonance frequency too, but 
the change in frequency is a measure of the force between tip and sample. To 
achieve the atomic resolution, these resonators are used in the so - called short -
 range interaction region, where the sample – tip distance is about 1    Å . Because of 
this small distance, amplitudes are well below 1    Å . 

  3.1.1 
  STM  on  PTCDA / Au(111)  

 Figure  3.4  shows the constant current STM image of PTCDA grown on Au(111) 
 [140] . The coverage is below one monolayer and both the substrate surface and 
the thin organic fi lm on top of it can be observed simultaneously. The left side, 
which appears darker, corresponds to the clean substrate. It shows the typical 
  22 3×  surface reconstruction of the clean Au(111) surface.   

 The right side of the image corresponds to the thin layer of PTCDA, which is 
just one molecule  “ thick ” . The Au(111) surface reconstruction can still be observed 
through the PTCDA layer. The molecules in the PTCDA layer assemble in the 
herringbone pattern of the (102) plane of the PTCDA crystal. The edge of the 
PTCDA layer appears fuzzy, which is due to single molecules continuously absorb-
ing and desorbing at the edge of the PTCDA layer while the image is taken. Single 
molecules cannot be imaged due to their high mobility on the surface. The fact 

     Figure 3.4     Constant current STM image of submonolayer PTCDA coverage on Au(111). 
(57   nm    ×    40   nm,  V    =    − 2.0   V,  I    =   0.16   nA).  
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that the substrate surface reconstruction is not infl uenced by the molecules, and 
that the molecules have a high surface mobility and assume their crystalline 
arrangement within the fi rst monolayer indicates that the substrate – molecule 
interaction is very weak. 

 A further implication of this weak molecule – substrate interaction is shown in 
Figure  3.5 . Here, STM images have been taken from a monolayer of PTCDA on 
Au(111) at RT. Figures  3.5 a and c are taken from one and the same area showing 
the unoccupied states and occupied states with positive and negative sample bias, 
respectively, with the difference in sample bias being equivalent to the HOMO -
 LUMO gap in PTCDA. Both images show submolecular features and are com-

(a) V=+1.0 V (b) LUMO

(c) V=–1.8 V (d) HOMO

0.0 0.3 0.6 0.9 1.2
Distance (nm)

0.0 0.3 0.6 0.9 1.2
Distance (nm)

     Figure 3.5     STM images of 1   ML PTCDA on 
Au(111) at RT obtained at a sample bias of 
+1.0   V (a) and  V    =    − 1.8   V (c). Image size and 
tunneling current are 4.2   nm    ×    4.2   nm and 

0.6   nA, respectively. (b, d) Calculated HOMO 
and LUMO for the free molecule. Profi les 
along a molecule are shown for better 
comparison. [image from Reference  140 ]  
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pared to the calculated HOMO and LUMO. These calculations were done within 
 density functional theory  ( DFT ) in the  local density approximation  ( LDA )  [141] , 
using the SIESTA method  [142, 143] . There is an excellent agreement between the 
experimental and theoretical data. For a more detailed comparison, experimental 
line profi les are compared with the number of maxima to be expected from the 
calculated images.    

  3.1.2 
  STM  on  PTCDA / S  - passivated  GaA(100)  

 An example of PTCDA fi lms, which are even highly ordered along the growth 
direction, is shown in Figure  3.6 . The STM images show 14   ML of PTCDA grown 
on sulfur - passivated GaAs(001)  [144] . The sulfur passivation drastically decreases 
the chemical reactivity of the GaAs surface so that this surface may be considered 
passivated, that is, chemically inert. Due to this passivation, the PTCDA – GaAs(001) 
interaction is drastically reduced and the molecules show a highly ordered 3D 
growth. To support this highly ordered growth, the substrate temperature had 
been at 180    ° C during the deposition of the PTCDA. Figure  3.6 a shows the terraces 
of a PTCDA crystal where the herringbone arrangement is observed on each 
terrace. This is more easily seen on the more detailed image in Figure  3.6 b, which 
has been taken from one of the terraces. It can be concluded from these images 
that the (102) plane of the PTCDA crystallite is parallel to the (001) surface of the 
GaAs substrate. The internal ordering of these fi lms is high enough to provide 
enough conductivity for taking the molecular resolved STM images.    

  3.1.3 
  AFM  on  PTCDA  and  D  i  M  e  -  PTCDI / S  - passivated  GaAs(100)  

 Figure  3.7  shows a topographic AFM picture (1    μ m    ×    1    μ m) taken from a 30 - nm 
thick PTCDA fi lm. The AFM  [145]  images were obtained with a commer-
cial microscope (Nanotec Electronica S.L., Spain) equipped with Olympus type 

     Figure 3.6     STM images ( I    =   0.08   nA,  V    =    − 3.3   V) after deposition of 14   ml PTCDA at 180    ° C. 
(a) 44   nm    ×    44   nm; (b) 10   nm    ×    5.8   nm.  
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200 nm

(a)

200 nm

(b)

     Figure 3.7     AFM images of (a) PTCDA and (b) DiMe - PTCDI fi lms grown on S - passivated 
GaAs(100).  [292]   
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cantilevers having a 15 - nm nominal radius, a spring constant of 1   N/m, and a 
resonance frequency of 78   kHz. AFM images were recorded in noncontact tapping 
mode using the conditions described in detail elsewhere  [146] . Typically, the 
microscope was operated in ambient conditions at a relative humidity of 30%. 
Deposition of PTCDA on S - passivated GaAs(100) at room temperature leads to 
PTCDA aggregates with dimensions between 50 and 200   nm. In Figure  3.4 a, topo-
graphic AFM picture (1    μ m    ×    1    μ m) corresponding to a nominal coverage of 20   nm 
is shown. In the case of DiMe - PTCDI on S - passivated GaAs(100), deposition at 
room temperature leads to the formation of ribbon - like crystals with a width 
of about 50 – 100   nm and a length of about 100 – 600   nm. The crystals in the image 
are aligned with their long axis being parallel to one of the edges of the cleaved 
substrate.     

  3.2 
    X  - Ray Diffraction ( XRD ) 

 X - ray diffraction is applied to bulk material, thin fi lms, and powders to yield infor-
mation on crystalline structure and orientation, crystalline perfection, composi-
tion, thin fi lm thickness and uniformity, as well as strain. The Bragg formulation 
of X - ray diffraction is based on Bragg ’ s law  [147] :

   2 1 2 3d nhkl Bsin , , ,θ λ= =, with n …     (3.2)   

 Electromagnetic waves with a wavelength comparable to interatomic distances are 
scattered at lattice planes with Miller indices ( hkl ) and spacing  d hkl  . Constructive 
interference occurs where 2 d hkl   sin  θ  B   is equal to multiples of the wavelength, or, 
in other words, when the phase shift is a multiple of 2 π . Here,   θ  B   is the respective 
scattering or Bragg angle. 

 Figure  3.8 a shows the scattering geometry for a crystal where the lattice planes 
( hkl ) of a crystal are tilted by an angle   ϕ   with respect to the surface. The incident 
and scattered wave vector, and the normal to the lattice plane are denoted by  k i  , 
 k s  , and  n , respectively. The scattering angle   θ   is the angle between  k i   and the lattice 
planes. It should be noted that for clarity Figure  3.8  shows the scattering geometry 
at the surface, while in reality X - rays have a large penetration depth and scattering 
takes predominantly place in sub - surface regions.   

 For the general situation shown in Figure  3.8 a, where   ϕ      ≠    0 results in   ω   +     ≠      ω  , 
the Bragg diffraction is called  “ asymmetric ”  and is defi ned by a asymmetry factor
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ω
ω
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θ ϕ

    (3.3)  

where   ω  +   and   ω   –    are the angles between the surface plane and the incident and 
scattered wavevector  k  i  and  k  s , respectively. For the refl ecting lattice planes being 
parallel to the surface   ϕ     =   0 the Bragg diffraction is called  “ symmetric ” . This situ-
ation, where   ω   +    =     ω    −     =     ω      =      θ  , is illustrated in Figure  3.8 b. To do an angular scan 
the sample is rotated, but the detector has to be rotated twice as fast in the same 
direction. 
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 In reciprocal space a set of lattice planes is described by a reciprocal lattice vector 
 G  hkl    =   2 π /2 d hkl   which is normal to the set of planes. Then Bragg ’ s law expresses 
the momentum conservation:

   k k Gi hkls = +     (3.4)   

 The conditions for Bragg diffraction in a   θ    − 2  θ   scan geometry can be determined 
from the corresponding Ewald sphere construction shown in Figure  3.8 c. For 
elastic scattering  k  i  and  k  s  have equal length and their tips lie on the surface of a 
sphere with 2 π / λ  radius. Diffraction occurs when the origin of  G  hkl  is placed on 
the tip of  k  i  and it ’ s tip falls on to the surface of the Ewald sphere. During a   θ    − 2  θ   
scan the tip of  k  s  moves along the reciprocal lattice vector  G  hkl .  

 3.2.1 
  XRD  on  PTCDA  grown on  GaAs  and  Si  

 In the following, XRD data taken from PTCDA grown on sulfur - passivated 
GaAs(110) are discussed. The measurements have been performed using a 
SEIFERT 3000 PTS diffractometer with Cu K α ( λ    =   1.5415    Å ) radiation. The X - ray 
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     Figure 3.8     a) Scattering geometry in x - ray diffraction. b)Geometry for symmetric Bragg 
scattering. c) Ewald sphere construction for the   θ   - 2  θ   - scan geometry. Dashed lines illustrate 
the geometry after rotating the sample.  
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generator is operated at 40   kV and 20   mA. A bending graphite monochromator is 
placed at the detector side. Soller slits were also included at both sides of the 
incident and refl ected beams to limit any axial divergence. The refl ected beam was 
detected through a 0.1 - mm receiving slit for refl ectivity studies. For recording the 
diffraction spectrum,   θ    – 2  θ   scans in the range of 5 – 80    °  with a step width of 0.02    °  
were carried out in Bragg – Brentano geometry. The SEIFERT X - ray diffraction 
software containing a refl ectivity simulation program is used for the simulation 
of X - ray refl ectivity curves. 

 Figure  3.9  shows the XRD spectra of fi lms deposited on H – Si and S – GaAs 
substrates. The sublimed PTCDA powder shows many diffracting Bragg planes 
and those planes can be indexed following the cell parameters published in litera-
ture  [148] . However, there is only one recordable diffracted peak corresponding to 
the (102) plane for PTCDA thin fi lms deposited on the H – Si and S – GaAs surfaces 
at 2  θ      ∼    27.65    ° . The  full width at half maxima  ( FWHM ) of the (102) diffracting 
plane is found as  ∼ 0.34    °  for PTCDA fi lms on both substrates when fi tted with a 
single Gaussian peak. The FWHM of the same XRD peak of  α  - PTCDA single 
crystal is  ∼ 0.15    °   [149] . When the Scherrer ’ s formula  [150]  is adopted for the evalu-
ation of grain size in the fi lms, a value of  ∼ 45   nm is obtained. In the present case, 
the FWHM of the single crystal PTCDA is taken as the standard peak broadening 
for the determination of grain size.   

 From AFM images, the particle size is of the order of 80 – 100   nm. The imparity 
in size could be due to a possible overlapping among the domains in the AFM 
image. However, one fi nds the coexistence of both phases in PTCDA fi lms by 
Raman spectroscopy as discussed in Section  4.2 . Moreover, a prominent asym-
metry for the spectrum grown on hydrogen - passivated Si(100) toward lower 2  θ   
value is clearly seen in Figure  3.9 . In addition, a relative shift in the peak position 
by  ∼ 0.08    °  occurs for the XRD spectrum of PTCDA fi lm on the H – Si surfaces in 
comparison to the fi lm on S – GaAs surfaces. The monoclinic PTCDA(102) plane 
for  α  -  and  β  - phases appears at 2  θ     =   27.81 and 27.44    ° , respectively, in accordance 

     Figure 3.9     The (102) diffraction peaks of PTCDA fi lms grown at room temperature.  
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to the cell parameters reported for single crystal PTCDA  [148] . Noteworthy, the 
XRD peak positions for thin fi lms may depend on the interface properties as well 
as on the growth conditions, which can impart strain in the fi lm  [151] . As a result, 
this can shift the peak position in thin fi lms. Taking into account the possible 
presence of both phases, a curve fi tting is employed to get further information. 
Figure  3.10  shows the Voigt fi tting of a typical XRD spectrum of a PTCDA fi lm 
deposited on H – Si substrate into two peaks centered at 2  θ   values 27.58    °  and 27.78    °  
having FWHMs of  ∼ 0.25    ° . The corresponding grain size is now  ∼ 80   nm, which is 
very close to the observable domains in the AFM image. Similarly, the curve fi tting 
for the PTCDA fi lm grown on an S – GaAs substrate reveals two peaks centered at 
27.55    °  and 27.74    °  and the calculated grain size is  ∼ 75   nm. Considering the peaks 
at lower and higher 2  θ   values, which originate from  β  -  and  α   - phases of PTCDA, 
respectively, the relative intensity ratio of  α  -  and  β  - phases are determined to be 
1.56 and 2.06 for PTCDA fi lms on S – GaAs and H – Si substrates, respectively.   

     Figure 3.10     Voigt fi t for the (102) diffraction peak of PTCDA fi lm deposited on H – Si surfaces.  

     Figure 3.11     X - ray refl ectivity of PTCDA fi lms deposited on (a) H – Si and (b) S – GaAs substrates.  
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 Figure  3.11  shows the refl ectivity curves measured for the PTCDA/H – Si and 
PTCDA/S – GaAs systems. For X - rays, the index of refraction  n  is conventionally 
taken as  n    =   1    −     δ    +    i  β , where  δ  is proportional to the electron density of the material 
and  β  to the absorption. A typical experimental refl ectivity curve is calculated with 
the Parrat ’ s formalism for two interfaces, taking into account the roughness  [152] . 
The best parameters obtained by a fi tting procedure are  d    =   56.5    ±    0.5   nm for the 
thickness of PTCDA fi lms on H – Si substrate and  δ  S    =   (7.8    ±    0.1)    ×    10 6  for the refrac-
tive index of the silicon substrate. The latter was set to the bulk value of 7.44    ×    10 6  
for the deviation of other parameters such as density and absorption coeffi cient 
 [153] . For the PTCDA fi lm on H – Si surfaces,  δ  PTCDA    =   (4.1    ±    0.1)    ×    10 6  is obtained 
from the simulation of the refl ectivity curves.  δ  PTCDA    =   (4.5    ±    0.1)    ×    10 6  has been 
reported for fi lms deposited on a silicon substrate in the literature  [154] . For a fi lm 
deposited on S – GaAs substrate,  d    =   81.5    ±    0.5   nm and  δ  PTCDA    =   (3.5    ±    0.1)    ×    10 6  are 
determined. For the GaAs substrate,  δ  S  is found to be (15.1    ±    0.1)    ×    10 6  which agrees 
well with the reported value of 15.1    ×    10 6   [153] . It should be mentioned that the 
theoretical bulk  δ  PTCDA  value is 5.6    ×    10 6 . In the earlier report on overall smaller  δ  
values for fi lms on Si substrates and consequently a smaller density than bulk, 
PTCDA is being argued as an outcome of the presence of amorphous PTCDA  [155] . 
The roughness of the PTCDA – air interfaces is found to be 1.9    ±    0 and 2.2    ±    0.1   nm 
for fi lms deposited on H – Si and S – GaAs, respectively. The interface roughness of 
the PTCDA/H – Si and PTCDA/S – GaAs systems are found to be 0.4    ±    0.05 and 
0.7    ±    0.05   nm, respectively. The measured thickness and surface roughness of the 
PTCDA fi lms on both substrates using AFM closely match with the X - ray refl ectiv-
ity results. M ö bus and Karl  [155]  reported that  δ  PTCDA  for fi lms on Si substrates was 
always determined to be (4.5    ±    0.1)    ×    10 6  and there was no discernible trend with 
the deposition temperature. In the present case, the   δ   PTCDA  value obtained for fi lms 
on H – Si surfaces (4.1    ±    0.1)    ×    10 6  is found to be slightly higher than that obtained 
for fi lms deposited on S – GaAs surfaces (3.5    ±    0.1)    ×    10 6 . As a consequence, a rela-
tively higher density results for the PTCDA fi lms grown on H – Si. A higher density 
for PTCDA fi lms on passivated Si(111) substrates compared to fi lms on GaAs sub-
strates has been reported using optical spectroscopy  [156] . This observation can be 
explained as follows. Both crystalline phases of PTCDA have two molecules per unit 
cell. However, considering the crystalline monoclinic cell parameters, the  α  - phase 
has a lower unit cell volume (762    Å  3 ) than the  β  - phase (780    Å  3 )  [148] . This clearly 
indicates that the  α  - phase is comparatively denser than the  β  - phase. As a result, the 
ratio of  α  -  and  β  - phases can, to some extent, infl uence the overall density of the 
fi lm. As we observe the preferential growth of the a - form on the H – Si substrates 
from the XRD measurements as well Raman spectral analysis, it is thus obvious 
that PTCDA fi lms on H – Si surfaces should have a higher density. On the other 
hand, fi lms on S – GaAs surfaces should show a lower density due to the higher 
contribution from b - PTCDA phase. Hence, due to the two different substrate sur-
faces, a distinct change in the growth mode of PTCDA phases occurs and impor-
tantly even by using low - intensity laboratory X - ray source facility, XRR measurements 
can bring out this infl uence of the substrate surfaces on the organic fi lms.   
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 Both types of organic fi lms were investigated with XRD. Diffraction peaks could 
only be recorded for the PTCDA fi lms. The XRD spectra for PTCDA grown 
S - passivated GaAs(100) presented in Figure  3.9  shows a Bragg diffraction peak 
around 2  θ      ∼    27.65    °  corresponding to (102) planes of PTCDA and thus proves the 
crystalline nature of the islands observed by AFM. Moreover, this indicates that 
the (102) crystalline planes are close to parallel to the substrate plane. Recalling 
the crystal unit cell of PTCDA shown in Figure  3.1 , such an orientation is equiva-
lent with an orientation of the molecular planes close to parallel to the GaAs(100) 
surface. 

 The FWHM of the (102) diffraction peak  w f   is found to be    ∼ 0.34    °  when fi tted 
with a single Gaussian peak. The FWHM of the same XRD peak of an  α  - PTCDA 
single crystal  w c   is 0.15    °   [149] . Mechanisms leading to a larger FWHM in fi lms 
compared to a crystal are the fi nite size of crystalline domains and the existence 
of different polymorphs. The Bragg diffraction peaks of the monoclinic PTCDA 
(102) plane for  α  and  β  phases should appear at 2  θ     =   27.81    °  and 27.44    ° , respec-
tively, in accordance with the unit cell parameters reported for single crystal 
PTCDA. Noteworthy, the XRD peak positions for thin fi lms may depend on the 
interface properties as well as on the growth conditions, which can induce strain 
in the fi lm. As a result, the peak position in thin fi lms can be shifted. Introducing 
 Δ  w    =    w f      −     w c   in the Scherrer ’ s formula, the average size of the crystalline grains   φ   
can be estimated:

   φ
λ

θ
=

×
( ) ×

0 9.

cos Δw
    (3.5)  

with   λ     =   1.5415    Å  being the wavelength of X - ray radiation. 
 Fitting for the XRD spectra with two Voigt profi les, an FWHM of  ∼ 0.3    °  is 

obtained. Using relation  (5.1)  gives a grain size of    ∼    65   nm, which is in good agree-
ment with the results from the AFM investigations. With the peak at low and high 
2  θ   values assigned to the  β  -  and  α  - phases of PTCDA, respectively, the relative ratio 
of  α  -  and  β  - phases is determined to be 1.1 for PTCDA fi lms on S - passivated 
GaAs(100). Using X - ray refl ectivity, Das  et al . determined the roughness of the 
PTCDA – air and the PTCDA/S – GaAs(100) to be 2.6    ±    0.1 and 0.7    ±    0.05 nm, 
respectively. The latter value is comparable to the roughness of 0.6   nm of similarly 
treated S - passivated GaAs(100) substrates determined by means of STM  [157] .   

  3.3 
 Low - Energy Electron Diffraction 

 In LEED, electrons with an energy of around 10 – 150   eV are refl ected at a surface. 
Because of the low kinetic energy, this technique is very surface sensitive, and only 
the periodicity in the arrangement of the surface atoms is investigated. The peri-
odic surface structure results in a diffraction pattern created by the backscattered 
electrons. This diffraction pattern is visualized on a phosphorous screen, which is 
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behind an arrangement of hemispherical grids serving as a high - pass fi lter. Only 
elastically scattered electrons have suffi cient kinetic energy to overcome the high -
 pass fi lter. 

  3.3.1 
  LEED  on  PTCDA / Au(111)  

 Figure  3.12  shows an LEED image taken from 0.5   ml of PTCDA grown on Au(111) 
 [158] . The PTCDA was deposited with a deposition rate of 0.5   ml/min. The diffrac-
tion pattern can be understood as a superposition of six symmetry - equivalent 
domains of a rectangular adsorbate structure. The existence of six domains is a 
result of the number of possible orientations provided by the substrate surface 

(112)Au

     Figure 3.12     LEED image of 0.5   ml of PTCDA grown on Au(111). The kinetic energy of the 
electrons is 20.6   eV. Lower part shows a calculated diffraction pattern.  
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times the number of possible orientations of an adsorbate structure, which does 
not align with the substrate lattice: the   22 3×  reconstructed Au(111) surface has 
three domains and there are two symmetry equivalent mirror domains for the 
PTCDA. The calculated LEED pattern based on such a structure model is shown 
in the lower part of Figure  3.12 .   

 Increasing the deposition rate further, LEED spots can be observed, which are 
due to a second phase with again six symmetry - equivalent domains. This phase 
has different lattice constants and covers a smaller fraction of the substrate surface. 
It disappears after annealing the sample at 470   K.  

  3.3.2 
  m icro -  LEED  on Pentacene/ Si(111)  

 The investigation with a standard LEED optics shows that due to the limited lateral 
resolution, the diffraction patterns are usually a superposition of the existing 
domains. A low - energy electron microscope (LEEM), on the other hand, achieves 
the necessary lateral resolution to investigate single domains in organic thin fi lms 
with a size of below 100   nm. In this technique, electrons of about 15   keV kinetic 
energy are focused onto the sample. Applying a retarding bias to the sample 
decelerates the electrons, that is, the kinetic energy of the impinging electrons is 
set by the sample bias to typical energies used in a standard LEED. The diffracted 
electrons are accelerated by the sample bias and collected by an immersion lens 
with a large acceptance angle. The instrument can run in lateral as well as angular 
resolving lens modes, where the latter one can be used for so - called nano - LEED 
investigations. 

a) b)

c)

a) b)

c)

pentacene molecule
standing up

1μm

2μm
pentacene molecule
in-plane

     Figure 3.13     LEEM images and LEED patterns taken from pentacene grown Si(111). LEED 
patterns are taken from areas indicated by the circles.  
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 Figure  3.13  shows images as well as nano - LEED patterns taken from pentacene 
grown on Si(111)  [293, 294] . The pentacene islands have dimensions of a couple 
of micro meters. The lateral resolution of the LEEM is suffi cient to investigate 
single domains. The LEED patterns taken from the two adjacent domains shown 
in the upper image indicate that here the pentacene molecules are standing 
upright. In the lower image, again two adjacent domains are shown. Here, the 
LEED patterns clearly indicate that the molecules are lying fl at.       
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Optical Spectroscopy      

     In inorganic materials, next - neighbor interaction is strong due to chemical bonding 
resulting in the delocalization of the outermost occupied states. The evidence is 
the formation of valence and conduction bands whose energy width are several 
electron volts. In contrary, the weak intermolecular interaction in organic thin 
fi lms and organic crystals leads to a  highest occupied molecular orbital  ( HOMO ) 
and a  lowest unoccupied molecular orbital  ( LUMO ), which are mostly localized at 
the respective molecule and show a bandwidth of around 0.1   eV. Therefore, the 
optical properties are in a fi rst - order approximation similar to those of a single 
molecule, that is, a molecule in gas phase or solution, where a red shift and broad-
ening of the optical spectra in the later case. 

 Absorption and recombination in a single molecule can be understood in terms 
of a displaced harmonic oscillator. In a classical picture, the potentials of the 
ground and excited state have a parabolic shape. Upon optical excitation, the excited 
molecule will change its geometry, which is refl ected by a shift of the minimum of 
the excited state potential in space. The right - hand side of Figure  4.1  shows that the 
absorption will start by the excitation of an electron from the lowest vibrancy level 
of the ground state into one of the higher vibronic levels of the excited state. Vertical 
arrows indicate these transitions, since the confi guration of the molecule is not 
changed at the instant of the transition. The molecule returns to the electronic 
ground state. The excess energy is converted to vibrational energy ( internal conver-
sion ), and so the molecule is placed in an extremely high vibrational level of the 
electronic ground state. This excess vibrational energy is lost by collision with other 
molecules ( vibrational relaxation ). The spin of an excited electron can be reversed, 
leaving the molecule in an excited  triplet  state; this is called  intersystem crossing . The 
triplet state is of a lower electronic energy than the excited singlet state. The prob-
ability of this happening is increased if the vibrational levels of these two states 
overlap. For example, the lowest singlet vibrational level can overlap one of the 
higher vibrational levels of the triplet state. A molecule in a high vibrational level 
of the excited triplet state can lose energy in collision with solvent molecules, 
leaving it at the lowest vibrational level of the triplet state. It can then undergo a 
second intersystem crossing to a high vibrational level of the electronic ground 
state. Finally, the molecule returns to the lowest vibrational level of the electronic 
ground state by vibrational relaxation. This is schematically shown in Figure  4.2 .   

Low Molecular Weight Organic Semiconductors. Thorsten U. Kampen
© 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40653-1
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 A molecule in the excited triplet state may not always use intersystem crossing 
to return to the ground state. It could lose energy by emission of a photon. A 
triplet/singlet transition is much less probable than a singlet/singlet transition. 
The lifetime of the excited triplet state can be up to 10 s, in comparison with 10  − 5  
to 10  − 8    s average lifetime of an excited singlet state. Emission from triplet/singlet 
transitions can continue after initial irradiation. Internal conversion and other 
radiationless transfers of energy compete with phosphorescence. 

 Another implication of the strong localization of occupied and unoccupied states 
is that optical excitations are mostly localized on one molecule. The localized 
electron – hole pair is called an exciton and can be treated as a single particle. The 
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     Figure 4.1     Schematics of optical absorption and emission.  
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     Figure 4.2     Energy level scheme of an organic molecule. 
S and T stand for singlet and triplet states, respectively. 
 k  IC ,  k  ISC ,  k  f , and  k  ph  indicate transitions by internal 
conversion, intersystem crossing, fl uorescence, and 
phosphorescence, respectively.  
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concept of excitons was fi rst introduced by Frenkel  [159]  and the term  Frenkel 
exciton s ( FE s) is used for excitons with a small radius of about  ∼ 5    Å  located at one 
molecule. In inorganic materials with delocalized states and effi cient screening, 
excitons have a radius of several 10    Å  and are called Wannier excitons  [160] . The 
binding energies amount to about 10   meV. 

 In addition, self - trapped excitons like charge transfer excitons or excimer exci-
tons can occur. These excitons are accompanied by charge transfer between next -
 neighbor molecules. If the time for the charge transfer is longer than the respective 
time for lattice deformation, the exciton is trapped in this deformation. The result 
is an anion – cation complex. An excimer (excited dimmer) exciton is the result of 
a dimmer formation between an excited molecule and a neutral molecule. 

 The asymmetry in the structure of molecular crystals and thin fi lms results in 
anisotropic physical properties. Zang  et al.   [161]    and Friedrich  et al.   [162]  demon-
strated the anisotropic optical properties of thin PTCDA fi lms and the pronounced 
differences for in - plane and out - of - plane optical constants. H ä dicke  et al.   [163]  
reported the solid - state effect of crystallochromy for   N , N  ′  - substituted - 3,4,9,10 -
 perylenetetracarboxylic diimide  ( R - PTCDI ) with different peripheral R - groups like 
methyl or butyl. Crystallochromy is the change in absorption line - shape of fi lms 
(crystals) compared to the monomer in solution and has been observed for a large 
number of perylene derivatives  [164] . This change can be related to the transfer of 
FEs between neighboring molecules  [165] , considering a regular arrangement of 
the molecules in the crystalline domains having fi nite size. The absorption spectra 
corresponding to transitions between the HOMO and the LUMO of R - PTCDI in 
the crystalline state shift depending on the electronic interaction between the 
close - packed perylene planes. Different steric effects of the substituted R - groups 
can vary the interaction. 

 The strong interaction between next - neighbor atoms in inorganic semiconduc-
tors results in the development of energy bands. The electrons within this energy 
bands are delocalized and current transport can be described by free electrons. 
Carbon chains and rings determine the molecular and electronic structure of 
organic semiconductors. Here, the outer valence electrons occupy 2s and 2p orbit-
als. For the formation of benzene rings, sp 2  hybrid orbitals are formed resulting 
in three orbitals within a common plane and having an angle of 120    °  with respect 
to each other. Due to the overlap of these orbitals with the valence orbitals of next -
 neighbor atoms, localized  σ  - bonds between the atoms are formed. The remaining 
p  z   orbital, which does not participate in the formation of the sp 2  hybrid orbitals, 
is oriented perpendicular to the plane consisting out of the atoms and the  σ  - bonds. 
The overlap of these p  z   orbitals results in the  π  - bonds in which the electrons are 
delocalized above and below the molecular plane. The electrons in the  π  - orbitals 
occupy the HOMOs and are, therefore, important for charge transport and elec-
tronic excitation processes. The antibonding  π  - orbitals are denoted as  π  *  - orbitals. 
The  π  –  π  *  - transition between the HOMO and the LUMO is the transition with the 
lowest excitation energy. For example, the HOMO and LUMO of PTCDA and 
DiMe - PTCDI calculated using a  density functional  ( DF ) method of Gaussian ’ 98 
(B3LYP, 6 - 31G(d))  [166]  are shown in Figure  4.3 .   
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 Due to the fi lled  π  - electron system, next - neighbor molecules interact via van der 
Waals forces. The charge carriers are localized at the respective molecules. The 
electronic and optical properties are, therefore, predominantly determined by the 
electronic properties of the molecule. 

 The optical absorption coeffi cients of PTCDA and DiMe - PTCDI thin fi lms 
grown on quartz substrates are shown in Figure  4.4 . The optical absorption is due 
to dipole - allowed transitions between occupied and unoccupied states where S 0  is 
for HOMO, S 1  for LUMO, and S 2  for the next excited state accessible by a dipole -
 allowed transition. The transition at the lowest energy is  E  0 – 0 , which is a transition 
between the ground vibrational states of two electronic levels. For PTCDA and 
DiMe - PTCDI molecules in solution and thin fi lms, the vibronic progression of the 
S 0  – S 1  transition with the  E  0 – 0  peak dominates the spectra. In thin fi lms grown on 
quartz substrates, the S 0  – S 1  transitions are red - shifted compared to the monomers 
in solution and the fi rst absorption peaks appear at 2.22 and 2.14   eV for PTCDA 
and DiMe - PTCDI, respectively  [167, 168]  (Section  4.3.1 ). These energy values are 
the optical band gaps. Moreover, the broadening is so large that the individual 
vibronic peaks are not resolved.     

 Strong polarization effects characterize the electronic and electrical properties 
of an organic solid  [169] . These polarization effects result in a shift of the energy 
levels in a molecular solid with respect to their energy position in single molecules 
in the gas phase. The principal polarization effects to be considered when describ-
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     Figure 4.3     Top and side view of HOMO and LUMO of PTCDA and DiMe - PTCDI.  
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     Figure 4.4     Absorption spectra of PTCDA (a) and DiMe - PTCDI (b) fi lms (50   nm each) 
deposited on quartz substrates at room temperature  (with the courtesy of A. Paraian) .  

ing the interaction of an ion with its next - neighbor molecules are electronic 
polarization, intramolecular polarization, and lattice polarization  [170] . 

 The electronic polarization amounts to approximately 1   eV and is the largest 
contribution to the overall polarization. The ion induces a shift of the  π  - orbitals 
with respect to the atoms of the molecule. Therefore, the centers of gravity of 
positive and negative charges do not overlap resulting in a dipole. Due to the 
redistribution of charge, the ion and the next - neighbor molecules relax in their 
geometrical structure to minimize the total energy of the system. This effect is 
called intramolecular polarization and amounts to 150   meV in anthracene. Another 
important contribution is the lattice polarization, which is a result of a shift of the 
molecules due to the interaction between the ion and the polarized next - neighbor 
molecules. The lattice polarization energy is usually smaller than 100   meV and by 
up to 3 orders of magnitude slower than the electronic and intramolecular polari-
zation. Therefore, it can be neglected on the time scale of lifetimes of excited 
molecules. 

 The dependence of the energy levels of an organic solid on the polarization 
effects is schematically shown in Figure  4.5 . The ionization energy ( I ) and the 
electron affi nity (  χ  ) of a molecule in the gas phase are the minimum energy for 
the formation of a separated free electron and hole. The removal or addition of an 
electron from a molecule in an organic solid results in a polarization of the sur-
rounding molecules. Consequently,  I  and   χ   are reduced and increased to the 
solid - state values  IP  and  EA , respectively. The ionization energy of a solid  IP  is 
measured by using  ultraviolet photoemission spectroscopy  ( UPS ). Here, an elec-
tron is removed from a molecule and the resulting hole will induce polarization 
energy  P +   in the surrounding medium that will shift the HOMO to lower energy. 
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The spectrum of the HOMO will include both polarization mechanisms described 
earlier, that is, the electronic and intramolecular polarization. The situation is vice 
versa for the LUMO measured by  inverse photoemission spectroscopy  ( IPES ). The 
additional electron added to the LUMO results in the polarization energy  P   −  . The 
energy difference between HOMO and LUMO determined by UPS and IPES, 
respectively, is called the transport gap  E t  . Since UPS and IPES are both surface -
 sensitive techniques, the polarization induced by the molecules on the surface is 
smaller compared to the polarization in the bulk because of the reduced number 
of next - neighbor molecules. Therefore, the transport gap determined from the 
energy separation of the center of mass of the HOMO and LUMO features recorded 
by UPS and IPES is called  “ surface transport gap ”  and is larger than the bulk 
transport gap. Choosing the peak - to - peak energy difference of the HOMO and the 
LUMO to determine the transport gap, one has to take into account that compared 
to the gas phase spectra, vibrational excitations tend to shift the HOMO and 
the LUMO peak away from the Fermi level. The measured peak - to - peak energy 
separation increases by the Franck - Condon maximum and can be estimated by a 
100 - meV shift for each peak. Therefore, 0.2   eV has to be subtracted from the 
experimentally determined peak - to - peak HOMO – LUMO energy difference.   

 Hill  et al.  performed combined photoemission and inverse photoemission meas-
urement on PTCDA fi lms and determined the surface transport gap to amount to 
4.0   eV. Comparing the spectra of their fi lms with available gas phase UPS data 
 [171] , they evaluated polarization energies  P +   of 1.15    ±    0.3   eV. The correction to 
obtain the bulk from the surface polarization was experimentally estimated by 
Salaneck to be around 0.3   eV for molecules like anthracene  [172] . Assuming that 
 P   −     includes in principle the same components as  P +  , the surface transport gap has 
to be decreased by 0.6   eV to take into account the difference in surface and bulk 
polarization. Subtracting another 0.2   eV for the vibrational excitations, they esti-
mated the bulk transport gap for PTCDA fi lms to be (3.2    ±    0.4)   eV  [169] . 
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I                     Et               Eo
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     Figure 4.5     Schematic diagram representing the dependence of the polarization effect 
 P    =    P  +    +    P   −   on the energy levels in organic solids: (a) molecular ion in gas phase; 
(b) molecular ion in condensed phase; (c) optical gap of neutral molecule.  
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 These values are supported by theoretical calculations and experimental inves-
tigations for PTCDA from Tsiper  et al.   [173].  They have calculated the electronic 
polarization energy, that is,  P    =    P +     +    P   −  , self - consistently in terms of charge redis-
tribution within the molecule. Both experiment and theory show that  P  is 500   meV 
larger in a PTCDA monolayer than in 5   nm fi lms. Calculated values for the bulk 
and the free surface are 1.82 and 1.41   eV, respectively. 

 The optical gap, on the other hand, is the energy necessary to excite an electron 
from the HOMO into the LUMO and is defi ned as the energy corresponding to 
the maximum of the optical absorption peak. For covalently bonded inorganic 
semiconductors, energy levels are described in terms of delocalized states. This 
results in effi cient screening and exciton binding energies of only a few milli 
electron volt. Therefore,  E t   values can be approximated by the onset of the optical 
absorption ( E  opt ). The strong localization of free carriers and the higher polariza-
tion energies in organic solids result in the exciton binding energies in the order 
of  ∼ 1   eV. Therefore, the transport gap is found to be considerably larger than the 
optical one involving exciton formation. Thus, in order to understand electronic 
and electrical characteristics for organic electronics, it is important to determine 
the accurate energy levels responsible for carrier transport. 

 Recently, Hill  et al.  determined the exciton binding energies of organic molecu-
lar fi lms, based on results from UPS and IPES measurements  [169] . They found 
that the values strongly depend on the morphology of the fi lms. In the case of 
crystalline fi lms, the exciton binding energy is reported to be  ∼ 0.5   eV, while amor-
phous fi lms show values larger than 1.0   eV. The accuracy of those values, however, 
is limited by the poor resolution of IPES of about  ∼ 0.4   eV.  

  4.1 
 Photoluminescence 

 In photoluminescence the sample is excited by light with a photon energy 
larger than the fundamental optical absorption edge. The light emitted by the 
sample is recorded as a function of photon energy. To measure the lifetime of 
optically excited states a pulsed laser system and a time resolving photon detector 
are used. 

 A typical experimental set - up for photoluminescence spectroscopy is shown in 
Figure  4.6 . For measurements on organic semiconductors light in the visible to 
UV region has to be used. The pulsed light source shown in Figure  4.6  is a Ar +  
laser combined with a dye laser and a cavity dump. While the gas laser only emits 
light at certain photon energies, the dye laser offers the possibility to tune the 
photon energy in a certain energy range. The short light pulses are produced by 
the cavity dump. A cavity dump uses a variable attenuator, where a high attenua-
tion corresponds to a low quality factor (Q - factor) of the resonator. Switching from 
low to high Q - factor starts stimulated emission, that is, laser operation. Switching 
back to low Q - factor dumps the laser light from the cavity all at once. A cavity 
dump is often accompanied by mode locking. 
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     Figure 4.6     Typical photoluminescence setup.  

 The pulsed laser light is focussed via a lens onto the sample in a spot of lens 
than 1   mm diameter. To investigate the infl uence of temperature on the lifetime 
of optical transitions the sample is mounted on a Kryostat in vacuum. The light 
emitted from the sample is collect by the same lens and focused onto the entrance 
slit of a monochromator. Within the monochromator the light is dispersed in 
energy and project onto the exit slit where a time - resolving photon detector is 
mounted. Data acquisition of the photon detector is triggered by the pulsed laser, 
and a delay stage is used to set the time interval between excitation and data 
acquisition. Plotting the intensity as a function of the time set by the delay stage 
reveals the lifetime of optically exited states. 

  4.1.1 
  PL  on  PTCDA / Si(111)  

 The photoluminescence of PTCDA single crystals has been investigated in detail 
using experimental  [174, 175, 176]  and theoretical  [177, 178, 179] , techniques. It 
has been found that the PL arises from Frenkel excitons (FEs), charge - transfer 
excitons (CTE), and excimer states. In addition, a further recombination channel 
called slow (S) - band has been found and whose origin is still not known. 

 A. Yu. Kobitski and coworkers  [180]  have investigated the photoluminescence 
of PTCDA fi lms and compared the results with data taken from PTCDA single 
crystals. The experimental data and the data evaluation is presented here. Figure 
 4.7  shows a PL spectrum taken at 35   K for a 40 nm PTCDA fi lm grown on Si(111) 
by OMBD. Prior to the growth of PTCDA the silicon has been passivated by 
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hydrogen using a wet chemical procedure involving HF. The line shape of the PL 
spectrum shows at least two distinct maxima indicating that several recombination 
processes contribute to the photoluminescence. Besides the PL contributions 
already observed in crystals, that is, charge transfer excitons (CTE), excimer states, 
Frenkel excitons (FE), and S - band, two high - energy photoluminescence transitions 
are found. In addition, the inset of Figure  4.7  shows that the overall intensity as 
well as the intensity distribution within the investigated spectral region changes 
as a function of the delay time for which the spectrum has been taken. The overall 
shape of the data shown in Figure  4.7  indicates that a multi - peak fi tting procedure 
has to be employed for a more detailed analysis.   

 In this fi tting procedure each contribution to the photoluminescence spectrum 
is modelled by a Gaussian function at an energy position  ω  j  with an energy broad-
ening  σ  j  and area a j . The total intensity is the sum of the Gaussian functions 
multiplied by a factor  ω  3  which is related to the density of states of the emitted 
photons  [181] :
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 As explained in the introduction of Chapter  4  optical transitions couple to the 
vibronic modes. This results in an additional intensity distribution on the low 
energy side of each principal photoluminescence transition. In the data analysis 
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     Figure 4.7     The time - integrated PL spectrum 
of a 40 nm PTCDA fi lm grown on H - 
passivated Si(111) measured at 35   K. The 
inset shows the PL spectra for different delay 

times. Open circles represent experimental 
data while solid lines shown the results from 
a detailed data analysis. [from Reference  180 ]  
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presented here this intensity distribution due to vibronic bands is modelled by 
using additional Gaussian function which accompany the principal transition. 
Their relative shift in energy, full width at half maximum, and area ratio are 
 ∼ 140   meV, 125 – 160   meV, and 0.4, respectively. 

 Curve fi ttings like the one shown in Figure  4.7  are now performed for various 
sample temperatures to determine the temperature dependence of the decay time 
and the PL intensities. Figure  4.8  shows the data for the different optical transi-
tions which contribute to the PL spectrum of the PTCDA fi lm. The solid lines are 
the result of a simulation of the temperature dependent decay time and PL inten-
sity, where radiative as well as non - radiative processes and activation barriers are 
taken into account according to:  [182]   
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temperature. Solid lines show the results from the simulations. [from Reference  180 ]  
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 In (4.2)  τ  rad  is the decay time of the radiative process, while   γ j
nrad  and   Δ j

nrad  are the 
rate and the activation energy of the nonradiative process, respectively. I 0  is pro-
portional to the density of excitons in the initial states after optical excitation, and 
W the barrier between the initial states after optical excitation and the emissive 
states. 

 In all cases except for the excimer PL, the temperature dependence of the PL 
intensities were just proportional to the decay times, i.e. the barriers W were close 
to zero. The excimer PL, on the other hand, shows a barrier of about 2.5   meV 
between the precursor and the excimer state. 

 The results of the fi tting procedure are as follows: 
 The excimer exciton is found at 1.78   eV with a 2.5   meV barrier between the 

precursor and the excimer state. It ’ s temperature dependent decay time is described 
by a radiative recombination with a lifetime of 21   ns and by a thermally activated 
non - radiative escape over a barrier of 30   meV. 

 The Frenkel exciton is found at 1.83   eV. The parameters used in the data analysis 
are similar to the ones used for the single crystal  [175]  and the broadening of the 
vibronic bands is based on theoretical and experimental investigations on the 
vibrational properties of PTCDA according to:
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 The fi rst temperature dependent term takes into account the contribution of inter-
nal (int), that is, molecular vibrations and the values of   α int .2 0 29=  and  ω  int    =   233   cm  − 1  
are for the lowest frequency vibrational mode in a PTCDA molecule.  [183]  For the 
external (ext) vibrational modes, or, in other words, phonons, values of   αext

2 7 5= .  
and  ω  ext    =   50   cm  − 1  are taken from Raman measurements.  [184]  The radiative life-
time of the Frenkel exciton amounts to 13 ns with thermally activated non - radiative 
decay channels. 

 The S - band emission appears at 1.84   eV and it ’ s radiative lifetime is 40   ns. 
 Compared to the other photoluminescence contributions the charge transfer 

exciton at 1.7   eV shows different properties compared to the ones in a PTCDA 
crystal. A comparison between decay times and PL intensities of the single crystals 
and fi lms are shown in Figure  4.9 . The lifetime and the relative contribution to 
the total PL intensity are about a factor 2 smaller than for the crystal.   

 The high - energy PL bands at 1.92 and 2.01   eV are attributed to the recombina-
tion from monomer or surface states. Here, they are fi tted with a single Gaussian 
functions with a FWHM of about 100   meV.   
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  4.2 
 Raman Spectroscopy 

 Raman spectroscopy is based on the inelastic light scattering of light. It measures 
the energy transferred between an incident photon and the sample. The scattered 
photon has an energy   h̄  ω  s   which is given by

   � � �ω ωs i= ± W     (4.5)  

where   h̄  ω  i   is the energy of the incident photon and   h̄  Ω   the energy of an elementary 
excitation in the sample, for example, a phonon, a plasmon, a polariton, a coupled 
plasmon - phonon, or a single electron or hole excitation. In addition to the energy 
conservation given by Eq.  (4.5)   . the momentum conservation law gives the relation 
between the wavevectors  k   i   and  k   s   of the incident and scattered light, respectively, 
and the excitation wavevector  q :

   k k qs i= ±     (4.6)   

 The  “  −  ”  sign in Eqs.  (4.1)  and  (4.2)  stands for a Stokes process, where an elemen-
tary excitation is generated. The  “ + ”  sign, on the other hand, stands for an anti -
 Stokes process where an annihilated excitation is generated  . The effi ciency of both 
processes, that is, the ratios of intensities of a certain excitation   h̄  Ω   in a Stokes ( I S  ) 
and anti - Stokes process ( I  aS ), scales with the temperature of the sample  T  accord-
ing to
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     Figure 4.9     Comparison of CTE properties in PTCDA thin fi lms and crystals. Grey and black 
lines are for thin fi lm and single crystal data, respectively. [from Reference  180 ]  
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where  k B   is the Boltzmann constant. 
 In linear optics, the interaction between light and matter is described by

   P E= ( ) ( )ε χ ω ω ω0 ˆ ,i s i     (4.8)   

 Here,  ε  0  is the vacuum dielectric constant and  P  is the dipole moment induced by 
the electric fi eld vector  E  of the incident light. The dielectric susceptibility tensor 
  ˆ ,χ ω ωi s( ) describes the reaction of the solid, that is, how scattered light with 
frequency   ω  s   is generated by the incident light with a frequency   ω  i  . For   ˆ ,χ ω ωi s( )  
being constant in time and space, only elastically scattered light exists  . In real 
solids,   ˆ ,χ ω ωi s( ) fl uctuates due to elementary excitations like lattice vibrations 
(phonons). Since the actual relation between the elementary excitations and the 
susceptibility is not known, the susceptibility is expanded into a Taylor series as 
a function of the normal coordinate  Q    j   of the vibration.  P  is then given by
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 The fi rst term oscillates with the frequency of the incident light and represents 
the elastically scattered light. The second term describes fi rst order scattering 
processes, that is, the excitation of a phonon. The third term describes processes 
where two elementary excitations are involved. The partial derivatives in  (4.9)    are 
termed Raman tensor. 

 The interaction between the incident photon and the elementary excitations in 
the sample are mediated by electronic interband transitions. In a simple picture, 
the incident photon excites an electron – hole pair, where the electron and/or hole 
interact with the elementary excitations. The recombination of the electron – hole 
pair results in the emission of light with a shifted frequency. These interband 
transitions defi ne the dielectric susceptibility in the visible spectral range where 
Raman experiments are usually performed. 

 A typical Raman experiment is shown in Figure  4.10 . The excitation source is 
a laser, which gives a well - defi ned frequency   ω  i   of the incident light. The laser 
light is guided by a set of mirrors on to the sample. In this particular setup, the 
sample is an UHV chamber and the laser light is focused with a lens through an 
UHV window on the sample. The scattered light is collected through a second 
window using an objective lens. While the scattered light is detected in a direction 
perpendicular to the sample surface, the incident light is inclined by a certain 
angle. Since Eq.  (4.6)    describes the relation between wavevectors inside the sample 
and the refractive index of most samples is reasonably high,  k i   is antiparallel to  k s   
and this geometry is called back - scattering geometry. The objective lens focuses 
the scattered light onto the entrance slit of a monochromator. Since Raman signals 
are usually about six orders of magnitude smaller than the elastically scattered 
light, these monochromators include a band - pass to decrease the background 
intensity. After passing the band pass, the selected region of the spectrum is dis-
persed by a monochromator. A multichannel detector located at the exit slit posi-
tion of the monochromator records the spectrum.   
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 In the following, Raman investigations on PTCDA will be discussed. The Raman 
measurements were performed using the 2.54   eV emission line of an Ar +  laser for 
excitation. This laser line was chosen because it is resonant with the fi rst maximum 
of the absorption spectra of both molecules shown in Figure  4.4 . The fi lms were 
measured in a backscattering geometry with a spectral resolution of 2.5   cm  − 1 . The 
incident beam, having a power of 30   mW, was focused onto a spot of  ∼ 300    μ m in 
diameter. For comparison, Raman measurements were taken from a crystal 
obtained by sublimation using an Olympus microscope with 100 ×  magnifi cation 
objective in backscattering geometry with a spectral resolution of 1.2   cm  − 1 . The 
spot size in this case was  ∼ 1    μ m in diameter and the power measured in the focus 
was 0.08   mW. 

  4.2.1 
 Raman Spectroscopy on  PTCDA  Crystals and Thin Films 

 Two polarization confi gurations were used for each sample position. In the Porto 
notation,  z ( xx )  z   and  z ( xy )  z   denote the cases where the electric fi eld vector of scat-
tered light is parallel/perpendicular to that of the incident light (parallel/crossed 
polarization confi guration). The position of the polarization analyzer was main-
tained fi xed in all experiments, in order to eliminate the systematic error, which 
might be induced by the different response of the spectrometer to differently polar-
ized light. For the measurements performed on the molecular fi lms, the laboratory 
axes coincide with the substrate axis ( x    =    x s     =   [110],  y    =    y s     =   [110],  z    =    z s     =   [100]) 
when the angle of rotation around the surface normal is   γ     =   0    ° . The orientation of 
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     Figure 4.10     Raman setup with Ar +  - laser, UHV chamber for in situ studies of organic thin fi lm 
growth, monochromator with multichannel CCD detector.  
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molecules is determined from the depolarization ratio of the breathing mode at 
 ∼ 220   cm  − 1  obtained upon rotation of the sample around the surface normal. 

 For a simulation of the depolarization ratio, the Raman tensor specifi c for the 
 A g   modes is determined from density functional calculations using Gaussian ’ 98 
package at the B3LYP level of theory with a standard 6 - 31G(d) basis set  [166] . The 
symmetry of the HOMO of DiMe - PTCDI is  A u  , and that of the LUMO is  B g  . 
Therefore, a resonant Raman effect that involves a HOMO – LUMO transition 
couples vibrational transitions with an electronic transition dipole of which is 
oriented along the  x m   axis (where  x m   denotes the long axis within the molecular 
plane, while  y m   and  z m   denote short axis and the direction perpendicular to the 
molecular plane, respectively). Under resonant excitation, the off - diagonal compo-
nents disappear and the Raman tensor reads

   

Ag
m =

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

1 0 0

0 0 04 0

0 0 0

.

   

 (4.10)

  

for the lowest frequency internal  A g   mode at 221   cm  − 1 . 
 In Figure  4.11 , Raman spectra of a DiMe - PTCDI single crystal and a DiMe -

 PTCDI thin fi lm are shown for the two different polarization geometries. For 
molecules with a center of inversion vibrations that are symmetric with respect to 
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     Figure 4.11     Comparison between the Raman spectra of DiMe - PTCDI crystal and fi lm 
obtained in  z ( xx )  z   (upper red curves) and  z ( xy )  z   (lower black curves) polarization 
confi gurations.  
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it are labeled with a  g  and are usually Raman - active. The antisymmetric vibrations 
are labeled with  u  and are infrared - active. Taking spectra under resonance condi-
tions enhances predominantly the totally symmetric  A g   modes. The  A g   mode at 
221   cm  − 1  is a breathing mode, while the one at 441   cm  − 1  has out - of - plane character 
involving deformation of C – C and C = O bonds.   

 As a consequence of crystal formation with two molecules per unit cell, external 
vibrational modes can be observed in the Raman spectra. The vibrational repre-
sentation for the external modes is   Γ     =   3 A g     +   3 B g     +   2 A u     +    B u  . The six modes having 
even symmetry will show Raman activity at frequencies below 125   cm  − 1 . As seen 
in Eq.  (4.10) , phonons appear in the Raman spectra of single - phase crystals as well 
as in those of fi lms exhibiting similar polarization response. The phonon intensity, 
relative to that of the internal modes, is larger in the crystal compared to fi lm 
spectra. The difference can be explained by the larger size of the crystals compared 
to that of the grains in the fi lms. Moreover, the spot size in the case of fi lms allows 
probing of more than 10 5  grains with various sizes. The strong polarization 
response for both external and internal modes is remarkable and indicates a pre-
ferred orientation of the grains with respect to the substrate axes. 

 The packing of the molecules into a crystalline environment is expected to affect 
the internal modes due to in - phase and out - of - phase coupling. This effect called 
 Davydov splitting  depends on the number of molecules in the unit cell and their 
dipole and quadrupole interaction. The former determines the multiplicity and 
the latter the amount of splitting. For DiMe - PTCDI with two molecules in the unit 
cell, there should be a twofold splitting. Due to the fact that the angle between the 
molecules in the unit cell is  ∼ 36    ° , the dipole interaction which, is proportional to 
the cosine of that angle, is so small that the amount of splitting lies at the resolu-
tion limit of the Raman experiment. Therefore, the use of a single - molecule 
Raman tensor is likely to be justifi ed in this particular case. 

 The spectra obtained upon sample rotation are shown in Figure  4.12 . For a 
quantitative analysis of the polarization response one defi nes the depolarization 
ratio as the intensity ratio between the Raman signal obtained in crossed polariza-
tion confi guration to that obtained in parallel confi guration. The experimental 
depolarization ratio of the 221   cm  − 1  mode for a fi lm is depicted as a function of 
rotation angle   γ  . In order to extract the geometrical arrangement of the molecules 
from the depolarization ratios there are three coordinate systems to take into 
account: molecular ( x m  ,  y m  ,  z m  ), substrate ( x s  ,  y s  ,  z s  ), and laboratory ( x ,  y ,  z ).   

 The laboratory coordinate system ( x ,  y ,  z ) was defi ned such that the  z  - axis is 
parallel with the direction of the incident beam and perpendicular to the sample 
surface. The  x  - axis was defi ned to be parallel to the direction of the polarization 
analyzer. The electric - fi eld vector of the incident radiation was either parallel or 
perpendicular to the  x -  axis (parallel to the  y  - axis). The laboratory axes coincide with 
the substrate axes ( x    =    x s     =   [011],  y    =    y s     =   [0 – 11],  z    =    z s     =   [100]) when   γ     =   0    ° . Two 
polarization confi gurations were used for each sample position. In the Porto nota-
tion,  z ( xx )  z   and  z ( yx )  z   denote the cases when the incident electric fi eld vector of 
scattered light is parallel/perpendicular to that of the analyzed light (parallel/
crossed polarization confi guration). 
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 Raman intensities of  A g   modes vary with a period of 180    °  and 90    °  in parallel 
and in crossed polarization, respectively. The maximum response in parallel polar-
ization for the  A g   modes takes place when the electric fi eld vectors are parallel to 
the [011] direction of the substrate (  γ     =   0    ° , 180    ° ). This indicates a good ordering 
of the molecules with a preferred orientation of their  x m   - axis close to the [011] 
substrate axis, in agreement with the NEXAFS results. 

 The experimental depolarization ratio of the 221   cm  − 1  mode is shown as a func-
tion of rotation angle   γ   by symbols in Figure  4.13 . Two consecutive transforma-
tions are required to transform the molecular Raman tensor to the Raman tensor 
 A g   ,   l   in the laboratory reference frame. The fi rst orthogonal transformation can be 
applied using the Eulerian angles (  ϕ  ,   θ  ,   ψ  ), which were previously applied by Aroca 
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     Figure 4.12     Low - frequency Raman spectra of DiMe - PTCDI upon rotation of the sample 
around its normal (with angle  γ ). Upper (a) and lower spectra (b) are recorded in crossed and 
parallel polarization, respectively.  
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 et al.  to Raman study of orientations in a highly symmetric molecular system  [184] . 
The second transformation is from the substrate to the laboratory coordinate 
system and implies a clockwise rotation around the substrate normal ( z s  ) with 
the angle   γ  . The Raman intensity is then calculated as  I    =   ( e   s    · A g  ,  l  ·   e   i  ) 2 , where  e   i   
and  e   s   are the electric fi eld vectors for the incident and the scattered light, 
respectively.   

 A least - square fi t of the experimental depolarization ratio was performed using 
a Levenberg - Marquard algorithm  . The closest match between the calculated depo-
larization ratios using the one - molecule approximation is presented in Figure  4.13  
by the dashed line. The corresponding set of Euler angles is (  ϕ     =    − 70    ° ,   θ     =   53    ° , 
  ψ     =   51    ° ), which means that the molecular plane is tilted with respect to that of 
the substrate by 53    °     ±    5    ° , and the angle between the projection of  x m   onto the 
substrate plane and [011] substrate axis is  − 7    °     ±    5    ° . This set of angles is very close 
to those determined from NEXAFS. Even though the main maxima of the experi-
mental data are reproduced well, the steep minima and the same height of all 
maxima indicate that a more complex model is required. 

 Considering the crystalline nature of the fi lm refl ected by the presence of 
phonons, a natural approach would be to consider two noninteracting molecules, 
the Raman signals of which add up. The model was constructed such that the 
angles between the two molecules in the unit cell are maintained close to the 
angles reported for the single crystal and only the unit cell is rotated with respect 
to the substrate by changing the Euler angles. The coordinate system of the unit 
cell ( x u  ,  y u  ,  z u  ) was chosen so that the  x u   and  y u   axes are contained in the (102) 
crystallographic plane. The molecular planes of the two molecules are tilted with 
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     Figure 4.13     Experimental (symbols) and simulated (lines) depolarization ratios of the 
breathing mode at  ∼ 221   cm  − 1  obtained upon rotation around sample normal with the angle  γ  
for a DiMe - PTCDI fi lm.  



 4.2 Raman Spectroscopy  67

+8    °  and  − 8    °  with respect to the ( x u  ,  y u  ) plane, and the long axis of the two molecules 
are rotated by +18    °  and  − 18    °  with respect to the  x u  -  axis. 

 The lowest deviation between the calculated and the experimental data is pro-
vided by the following set of Euler angles:   ϕ     =   114    °     ±    5    ° ;   θ     =   56    °     ±    4    ° ,   ψ     =   28    °     ±    5    ° . 
This means that the crystal (102) plane forms an angle of 56    °  with the substrate 
plane, and the projections of the long molecular axis deviate from the [011] direc-
tion of the substrate by   χ   1    =    − 7    °     ±    5    °  and   χ   2    =    − 48    °     ±    11    °  ,  respectively. Figure  4.14  
shows a sketch of the unit cell in the (102) DiMe - PTCDI crystal plane and their 
relative orientation with respect to the GaAs substrate.   

 It must be noted that in each of the two models, the minima of the depolariza-
tion ratio should be very close to zero assuming that the scattered light is totally 
polarized. In order to reproduce the experimental values in the minima, the scat-
tered intensities in parallel and perpendicular confi gurations had to be mixed by 
a constant factor  D :

   Dep =
−( ) × + ×
× + −( ) ×

1

1

D I D I

D I D I
yx xx

yx xx

    (4.11)   

 The parameter  D  was also optimized during the fi tting procedure and for both 
models, the resulting value was  D     ∼    0.15. This parameter describes a depolariza-
tion in the light scattered by the sample due to the surface roughness  [185, 186] , 
thickness nonuniformity  [185] , angular spread of the collected beam  [185, 186] , 
and eventually due to a spread in the orientation of some molecules from the 
preferential arrangement. 

 Raman spectroscopy may also be used to investigate the interaction between 
metals and perylene derivatives. Figure  4.15  shows the Raman spectra of bare 
PTCDA and DiMe - PTCDI fi lms and after deposition of 43   nm of indium or silver. 
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     Figure 4.14     Schematic of the DiMe - PTCDI unit cell in the (102) crystalline plane (left) and of 
the relative orientation of the (102) planes with respect to the S - passivated GaAs(100) 
substrate (right, both defi ned by the normal direction).  
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It should be mentioned that the deposition of metals results in an enhancement 
of the Raman features, an effect also known as  surface - enhanced Raman scattering  
( SERS ). Two mechanisms are responsible for the intensity enhancement. One 
mechanism is a chemical enhancement via the increase in polarizability of the 
Raman scatterer due to electronic interaction between the adsorbate and the metal. 
This effect is confi ned to the fi rst layer. The other mechanism is an enhancement 
of the electric fi eld in the vicinity of the metal. A detailed presentation of using 
SERS to investigate the growth of Ag on PTCDA and DiMe - PTCDI can be found 
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in Reference  [187] . Figure  4.15 a shows the frequency region between 25 and 
250   cm  − 1 . The most dominant feature in this spectral region is the breathing mode 
at 233 and 221   cm  − 1  for PTCDA and DiMe - PTCDI, respectively. The lower fre-
quency in the case of DiMe - PTCDI can be attributed to the larger mass of this 
molecule resulting from the methyl side groups. Assuming that both molecules 
can be described in a good approximation as linear oscillators, the ratio of the 
frequencies of the breathing modes should then depend on the ratio of the mole-
cular masses as

   
ω

ω
DiMe-PTCDI

PTCDA

PTCDA

DiMe-PTCDI

 amu

 amu
= = =m

m

392

418
0 97.     (4.12)     

 The value obtained by using the molecular masses of the molecules is close to 
the experimental frequency ratio of 0.95. Any change in the chemical structure 
of the molecules due to bonding of additional atoms will result in a change 
of frequency of this vibration. The spectra in Figure  4.15 a show no change 
in frequency of this mode due to the deposition of Ag and In. Therefore, 
any formation of covalent bonds between the metals and the molecules can be 
excluded. Especially the formation of In 4  - PTCDA proposed by Kera  et al.  can be 
excluded. 

 At low frequencies, the background is increasing after metal deposition. There-
fore, features below 120   cm  − 1 , which are due to the excitation of phonons in the 
organic fi lms, are diffi cult to detect. The increase in the background can be attrib-
uted to an increase in the surface roughness due to the deposition of the metals. 
This indicates the formation of metal clusters on top of the organic crystallites and 
is supported by the XRD results. Due to the formation of metal clusters, Raman 
spectra can be observed even after the deposition of a metal layer with a thickness 
of 43   nm. 

 The high - frequency region presented in Figure  4.15 b presents the most domi-
nant internal modes with C – H and C – C character. Deposition of Ag on PTCDA 
leads to the appearance of a  B  1u  band at 1243   cm  − 1  and an increase in the relative 
intensity of the  B  3g  mode at 1338   cm  − 1 . These modes are intrinsic modes from 
molecules having a direct contact with Ag atoms and appear due to the breakdown 
of selection rules. This breakdown of selection rules is a result of a dynamical 
charge transfer modulated by the molecular vibrations. Since the total symmetric 
 A g   modes still dominate the spectra, it can be concluded that only a few PTCDA 
molecules are in contact with the Ag clusters. After the deposition of In, the 
breakdown of selection rules is even more obvious since  B  3g ,  B  1u , and  B  3u  modes 
appear with intensities comparable to the  A g   modes. Therefore, more molecules 
are now in contact with In, which can only be explained by a diffusion of In into 
the PTCDA crystallites. 

 As for the deposition of Ag on PTCDA, the deposition of Ag on DiMe - PTCDI 
induces only small changes in the spectra. The intensity ratio of the C – H modes 
at 1290 and 1300   cm  − 1  is changed and the two modes at 1369 and at 1380   cm  − 1  
merge into one band at 1375   cm  − 1 . The intensity of the  B u   mode with C – H char-
acter at 1248   cm  − 1  is slightly enhanced, which is again attributed to a breakdown 
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of selection rules as a result of a dynamical charge transfer modulated by the 
molecular vibrations. This mode is further enhanced in intensity when In is 
deposited. Again, In seems to diffuse into the organic fi lm, but to a much lesser 
degree than in PTCDA. The strongest interaction is found for the In/PTCDA 
interface, which is in agreement with the results from photoemission spectroscopy 
investigations.   

  4.3 
 Infrared Spectroscopy 

 In infrared spectroscopy the light interacting with matter is of the same frequency 
as the elementary excitations. Here, a continuous light source is used and the 
change in intensity as a function of wavelength is measured after transmission 
through or refl ection from a sample. The experimental approach to measure light 
intensities in the infrared region is different from techniques used in the visible 
and UV spectral range, that is, the use of grating monochromator. In infrared 
spectroscopy a technique called  Fourier transformed infrared spectroscopy  ( FTIR ) 
is used nowadays almost exclusively. The layout of such a spectrometer is shown 
in Figure  4.16 .   

 The light of a broadband source is divided by a beam splitter into two beams. 
In Figure  4.16 , a fi xed mirror refl ects the refl ected beam, while a mirror moving 
periodically back and forth refl ects the transmitted beam. After refl ection at 
the respective mirrors, the two beams are recombined by the beam splitter 
and focused onto the sample. In the sample stage, the light can be transmitted 
through a sample or refl ected from a sample surface. The transmitted/refl ected 
light is focused on a detector. Behind the beam splitter, the two partial beams 
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     Figure 4.16     Layout of an FTIR spectrometer.  
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interfere, and the total intensity depends on the phase shift between the two waves 
for different position of the movable mirror. On the detector, the radiation fi eld is 
superimposed with a time - delayed copy of itself. Therefore, the detector measures 
basically the autocorrelation function of the radiation fi eld, which is called the 
interferogram in FTIR spectroscopy. The Fourier transformation of this autocor-
relation function is the desired power spectrum in the frequency domain. 

 Instead of using the internal sample stage, the light can also be coupled by 
mirrors and IR transparent windows onto a sample in UHV chamber. The refl ected 
light is then detected via a second IR transparent window and a detector. In addi-
tion, polarizers are used for polarization - dependent measurements. The typical 
standard frequency range is 10 – 5000   cm  − 1 , but using special detectors measure-
ments can be performed up to 40   000   cm  − 1 . 

 Samples with a metallic substrate are most suitable for investigations with 
FTIR, since metals have a high refl ectivity in the infrared frequency range. Here, 
organic thin fi lms with coverages below one monolayer can be investigated. 
Semiconductors, on the other hand, are transparent in the infrared due to their 
band gap. The intensity of light refl ected back on the detector is, therefore, much 
lower. 

  4.3.1 
 Assignment of Vibrational Modes 

 For quantitative analysis of the polarized response recorded in IR and Raman 
spectroscopies, the knowledge of the vibrational mode character and their sym-
metry is essential. In order to make an assignment of Raman and IR features to 
vibrational modes, density functional calculations have been carried out using the 
Gaussian ’ 98 package [30] at the B3LYP level of theory using the standard 3 - 21G 
basis set. The point symmetry group of the PTCDA molecule is  D  2 h  . PTCDA has 
38 atoms and hence exhibits 108 internal modes. Those that are symmetric with 
respect to the center of inversion (labeled with  g ) are usually Raman active and 
those that are antisymmetric (labeled with  u ) show IR activity. The representation 
of the internal modes is

   G PTCDA = + + + + + + +19 18 10 7 10 18 18 81 2 3 1 2 3A B B B B B B Ag g g g u u u u   

 DiM - PTCDI consists of 46 atoms, the point symmetry group of the molecule being 
 C  2   h   or  C  2   v  , for the geometry with an inversion center and that without, respectively. 
There are 132 internal molecular vibrational modes. In the case of C 2   h   symmetry, 
66 of them are Raman active (44 A g     +   22 B g  )   and 66 are IR active (23 A u     +   43 B u  ). For 
the C 2   h   symmetry, there are 44 A g     +   22 B g     +   23 A u     +   43 B u   irreducible representations, 
with the corresponding vibrational modes being either Raman or IR active. Due 
to the similarity in the calculated frequencies of modes for the two point groups, 
the geometry with C 2   h   symmetry will be considered for the ease of comparison 
with PTCDA. Table  4.1 . shows experimental and theoretical vibration frequencies 
for PTCDA and Dime - PTCDI.  
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  Table 4.1    Comparison between the experimental frequencies of the  IR  modes for  PTCDA  and  D  i  M  e  PTCDI  fi lms on  S  –  G  a  A  s (100) and calculated properties for 
the corresponding isolated molecules. 

   PTCDA     DiMePTCDI     PTCDA     DiMePTCDI     PTCDA     DiMePTCDI     PTCDA     DiMePTCDI  

  733    743    764    786    B 3u ( z )    A u ( z )      δ  O = C – C   +     δ  C – O – C, oop      δ  C – H   +     δ  C – C – C, opp  
  809    809    853    859    B 3u ( z )    A u ( z )      δ  C – H   +     δ  C – C – C, opp      δ  CH 3    +     δ  C – C – C, opp  
  939        947        B 1u ( y )          υ  C – C   +     υ  C – O      
  1017, 1024    1022, 1053    1040    1032    B 1u ( y )    B u ( x )      υ  C – O   +     υ  CC      δ  C – H   +     υ  ring   +     δ  CH 3   
  1236    1237    1256    1260, 1265    B 1u ( y )    B u ( y ); B u ( x )      υ  C – O   +     υ  C – C      δ  C – H   +     δ  ring   +     δ  CH 3 ; 

  δ  C – H   +     δ  C – N – C  
  1300    1285    1309    1317    B 2   u  ( x )    B  u  ( y )      υ  C – O   +     υ  C – C      υ  C – O   +     υ  C – N – C   +     δ  CH 3   
      1350, 1358        1346        B  u  ( x )          υ  C – O   +     υ  C – N – C   +     δ  C – H   +     δ  CH 3   
  1407    1400    1439    1372    B 2   u  ( x )    B  u  ( x )      υ  C – O   +     υ  C – C      δ  C – H   +     δ  CH 3    +     υ  C – N  
                      B  u  ( x );          δ  C – H   +     υ  C – C;  
      1436, 1449        1438, 1456;        B  u  ( x ),          δ  C – H   +     δ  ring   +     δ  CH3 2   
              1483        B  u  ( x )        CH 3  umbrella def.  
  1594    1577, 1593    1618    1617    B 2   u  ( x )    B  u  ( x )      υ  C – C   +     δ  C – H      υ  C – C   +     δ  C – H  
  1731, 1743    1658, 1665    1756    1678    B 1   u  ( y )    B  u  ( y )      υ  C = O      υ  C = O  
  1771, 1778    1692, 1696    1796    1715    B 2   u  ( x )    B  u  ( x )      υ  C = O      υ  C = O   +     δ  CH 3   
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  4.3.2 
  IR  on  PTCDA / Si  

 The IR transmission of PTCDA fi lms grown on Si by OMBD was measured at 
normal incidence and the absorption coeffi cient   α   reported in Figure  4.17  was 
calculated from the transmission ratio of the PTCDA - covered Si substrate  T  PTCDA  
and of an uncovered reference sample  T  Si . For the determination of the PTCDA 
fi lm thickness, we used ellipsometry in the visible  [162] , giving a result of 
220    ±    10   nm. The calculated curve superimposed on the measured spectra is based 
on the dielectric function discussed in Reference  [188] .   

 Compared to powder spectra, the absorption coeffi cient of the fi lm deposited 
with OMBD in Figure  4.17  shows all in - plane features, while the relative size of 
the out - of - plane features is drastically decreased. The low absorbance of the out -
 of - plane features supports an arrangement of the molecular planes nearly parallel 
to the substrate surface in OMBD fi lms. In order to further confi rm this assump-
tion, additional refl ectivity measurements at various angles of incidence were 
performed, and the results for p - polarized light are displayed in Figure  4.18 . While 
spectra recorded using s - polarized light (not shown) exhibit only strong in - plane 
features, the spectra measured in p - polarized light reveal the out - of - plane features 
since, for increasing angle of incidence, the electric fi eld acquires a component 
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     Figure 4.17     Absorption coeffi cient of a 
220    ±    10   nm PTCDA fi lm grown by OMBD on 
a H - passivated Si(111) substrate. Thick solid 
curve: experimental spectra; dashed curve: 
superimposed fi t, compare Table  4.1 . Dotted 
line: fi t residuum, shifted for clarity to a 

reference of  − 0 . 25    μ m  − 1 . At low wavenum-
bers, the experimental data are infl uenced by 
the tail of a broad structure below 400   cm  − 1 . 
In order to make this contribution more 
evident, it is not removed from the fi t 
residuum.  
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along the surface normal. The out - of - plane modes (marked by  * ) become more 
prominent for increasing angle of incidence before changing sign at the magic 
angle. The broad structure around 1100   cm  − 1  in the spectra at 75    °  is related to 
oxygen impurities in the substrate.    

  4.3.3 
  IR  on  DiMe - PTCDI  

 The results of IR measurements for 120   nm DiMe - PTCDI on S – GaAs(100) are 
given in Figures  4.19  and  4.20 . Figure  4.19  shows the IR refl ectance spectra meas-
ured in s - polarization at 20    °  angle of incidence with the [011] (thick curves) and 
[  011   ] (thin curves) directions of the substrate parallel to the plane of light inci-
dence; that is, the electric fi eld is parallel to the [  011   ] and [011] directions. For 
this near - normal incidence, it is obvious that the s - polarized spectra in [011] and 
[  011   ] directions show totally different absorption features. From these spectra, 
we can again derive without any calculation that the fi lm has a strong in - plane 
anisotropy.   

 By comparing the experimental frequency and intensity with calculated ones 
(see Table  4.2 ), the strongest features measured in the [  011   ] direction can be 
assigned to vibrations along the  x -  direction of the molecule. The contribution of 
features related to other molecular directions is small. Dominance of features 
related to vibrations in  y -   and  z -  directions of the molecule, on the other hand, is 
observed in the [011] direction spectra. The characteristic features used for further 
evaluation are marked with  x ,  y , or  z .   
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     Figure 4.18     Refl ectivity of a 220    ±    10   nm 
thick PTCDA fi lm grown by OMBD on an 
Hpassivated Si(111) substrate, normalized 
by the substrate refl ectivity. The spectra 
are measured in p - polarized light for 

different angles of incidence, and the 
curves for 60    ° , 75    ° , and 80    °  are shifted for 
clarity. The fi lm is the same as the one used 
in Figure  4.17 . Out - of - plane modes are 
marked with  * .  
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 From the spectra in Figure  4.19 , we can derive that the DiMe - PTCDI molecules 
are preferentially arranged with their  x -  axis in the [011] direction, the direction of 
the electric fi eld vector, while measuring in s - polarization when the [  011   ] direction 
lies in the plane of incidence. The measurements at 60    °  angle of incidence for 
s - polarized light (not shown) are similar to those in Figure  4.19  and confi rm the 
in - plane anisotropy. 
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     Figure 4.19     Infrared refl ection spectra of DiMePTCDI with the [011] direction (thick curve) 
and [0  –  11] direction (thin curve) parallel to the plane of incidence.  
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     Figure 4.20     Infrared refl ection spectra of DiMePTCDI measured at 60    °  angle of incidence 
with p - polarized light.  
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 Additional information about the vibrational modes in the [100] direction can 
be extracted from the 60    °  measurements using p - polarized light. The spectra are 
presented in Figure  4.20 . The electric fi eld vector lies in the incidence plane. For 
the measurement in the [011] direction (thick curve), we see as expected the  x  
features pointing up and additional  y  and  z  features pointing down, including 
information about the [100] direction with respect to the substrate. 

 In the [  011   ] direction (thin curve), the contribution of  x  features is negligibly 
small. Only  z  features pointing up and  y  features pointing down are perceptible. 
The p - polarized spectra in Figure  4.20  clearly indicate that the molecular planes 
are tilted with respect to the substrate surface. 

 Figure  4.21  shows the results of measurements performed at near normal inci-
dence turning the sample around its surface normal by an angle   γ   starting with 

  Table 4.2  Dichroic ratios observed for selected 
 IR  modes of  D  i  M  e  PTCDI . 

   Wavenumber 
(cm  − 1 )  

   Character     Dichroic ratio  

    I a  / I b        I b  / I a    

  743     z     15.8      
  809     z     16.5      

  1054     y     4.5      
  1596     x         18.1  
  1658     y     4.7      
  1692     x         10  
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1692 cm–1: vC=O(x)

1658 cm–1: vC=O(y)

1596 cm–1: vring(y)

809 cm–1: C-H wag(z)
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200 240 280 320 360
0.00

0.04

0.08

A
bs

or
ba

nc
e 

un
its

γ (°)

0.12

0.16

0.20

     Figure 4.21     Intensities of  x ,  y ,   and  z  features of DiMePTCDI as a function of azimuth angle 
for near normal incidence. Measurements are done with s polarized light.  
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the plane of incidence containing the [011] direction of the substrate. The behavior 
of the DiMe - PTCDI bands can be well described by a cos 2  function as shown in 
Figure  4.21 . The intensity maxima of  y  and  z  features are shifted by an angle of 
about 90    °  with respect to those of the  x  features. Maxima are observed at angles 
  γ  x     =   7    °  and   γ  y     =     γ  z     =   94    ° . The ratios of the maximum and minimum in - plane 
intensity values are presented in Table  4.3 . With the minimum  I ax   and maximum 
values  I bx   of  x  features, a coarse evaluation can be performed using the formula 
given in Reference  [189]  for the determination of the dichroic ratio  D x  . The formula 
derived for the transmission spectra is applied here to the refl ection spectra of a 
120 - nm - thick fi lm showing absorption features similar to those, which are char-
acteristic for transmission spectra. We obtain

   D
I

I

n

n
x

bx

ax

a

b

= = cot2 χ     (4.13)       

 Here the refractive indices  n b     =   2 . 11 and  n a     =   1 . 62 determined previously by  spec-
troscopic ellipsometry  ( SE ) in the near IR range are employed. The  a  and  b  direc-
tions defi ned via the minimum and maximum intensity values in Figure  4.10  
almost coincide with the directions of the electric fi eld vector during measurement. 
They correspond to the [011] and [  011   ] directions of the substrate, respectively. 

 Furthermore, we can estimate the ratios as

   D
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I
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I
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by

ay
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bz

az

= =and     (4.14)   

 Under the assumptions that the long axes of the molecules are parallel to the 
sample surface and that the molecules have a good preferential orientation with 
their long axis parallel to the [011] direction of the sample, we can determine in a 
further approach an average tilt angle   θ   of the molecular plane with respect to the 
sample surface from the quotient of  D y   and  D z  :

  Table 4.3    Spectral position of  PTCDA  
features in the case of both  RAS  and  SE . 

   Energy (eV)  

   RAS     SE  
  2.15    2.21  
  2.29      
  2.37     –   
  2.42    2.47  
  2.54    2.57  
  2.63     –   
   –     2.38  
   –     3.52  
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   tan2 1 −( ) =θ
D

D
y

z

    (4.15)   

 With the quantities from Table  4.2 , a tilt angle of   θ     =   62    °     ±    6    °  is calculated. The 
angle is larger compared to that from NEXAFS spectroscopy. Sources of error are 
the low - intensity of IR features, the angular spread of IR light, and the assumption 
that the  x -  axis of molecules lies parallel to the sample surface. 

 The angle   χ   determined from Eq.  (4.1)  should be the same for all  x  modes. 
However, with Eq.  (4.1)  different angles   χ   are calculated from the different dich-
roic ratios  D x   of the ring band at 1596   cm  − 1  and the side - group band at 1692   cm  − 1 . 
The deviation is too high to be explainable by the experimental error alone. Further 
investigations are required for a better understanding.   

  4.4 
 Ellipsometry 

 From ellipsometric measurements, the components of the refractive index and 
extinction coeffi cient in different directions with respect to the substrate and their 
dependence on energy, the fi lm thickness, and surface roughness are determined. 
The measured ellipsometric data are expressed in terms of the effective dielectric 
function

   ε ρ ρ= + −( ) +( )[ ]sin sin tan2 2 2 21 1Φ Φ Φ     (4.16)  

where   ρ     =    r p  / r s     =   tan(  Ψ   ) e i    Δ   is the complex refl ectance ratio  [190] ,   Φ   is the angle of 
incidence of light,   Ψ   and  Δ  are the so - called ellipsometric angles, and  r p   and  r s   are 
the Fresnel coeffi cients of the light - polarized parallel and perpendicular to the 
plane of incidence, respectively. The effective dielectric function is infl uenced by 
the optical properties of the fi lm, its thickness, the dielectric function of the sub-
strate, and the angle of incidence. 

  4.4.1 
 Optical Constants of  PTCDA  and  DiMe - PTCDI  

 For the extraction of the complex refractive index components, the ellipsometry 
data were evaluated describing each sample by a layer model: substrate/optically 
anisotropic thin fi lm/surface roughness. For the substrates, tabulated database 
values for the optical constants were used  [191] . For PTCDA on GaAs, the anisot-
ropy in the plane parallel to the substrate is found to be very small  [156] . The 
imaginary parts of the effective dielectric function for the [011] and [  011   ] directions 
differ only slightly. Consequently, the thin PTCDA fi lms are modeled as being 
optically uniaxial and isotropic in the substrate plane. 

 In addition, fi lm thickness and anisotropic optical constants are determined 
using a multiple - sample analysis procedure  [162] . For this purpose, sets of three 
PTCDA layers with different thickness were prepared under the same growth 
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conditions on GaAs and on Si substrates. During the fi t procedure, the VASE 
data of all three samples on the same kind of substrate are calculated simultane-
ously with the optical constants of all the layers being coupled and so varied in the 
same way. 

 In contrast to PTCDA, for DiMe - PTCDI layers on GaAs, a strong in - plane ani-
sotropy has to be considered additionally. Therefore, a model capable to describe 
an optically biaxial layer was applied. For the calculations, three data sets measured 
in anisotropic mode at different azimuthal orientation of the same DiMe - PTCDI 
sample were coupled and fi tted together  [169] . 

 In a fi rst step, the transparent spectral range was chosen for the determination 
of fi lm thickness and surface roughness. Simultaneously, the thickness and values 
for the refractive index components with respect to the Cartesian axes in the sub-
strate plane and normal to it are calculated. In the absorption - free low - energy 
range, the wavelength dependence of each refractive index was described by a 
Cauchy dispersion formula:

   n A
B C

n
n n= + +

λ λ2 4
    (4.17)  

where  A n  ,  B n  , and  C n   are the Cauchy parameters and   λ   is the wavelength of light. 
 In addition to fi lm thickness and surface roughness as well as Cauchy param-

eters for each refractive index, the procedure yields the orientation of optical axes 
for the biaxial DiMe - PTCDI fi lm. 

 The next step of analysis is the determination of complex optical constants in 
the remaining spectral range. Therefore, thickness and surface roughness of the 
fi lms were fi xed and starting from the lower energy side, a point - to - point fi t was 
carried out resulting in parameter sets of optical constants in each direction. In a 
last step, a model was built describing the optical constants of the DiMe - PTCDI 
fi lm by a set of Gaussian functions, again keeping thickness and surface rough-
ness constant. 

 Figure  4.22  shows the complex refractive indices for PTCDA parallel (ip) and 
perpendicular (oop) to the substrate plane as a function of energy. For comparison, 
spectra for some PTCDA fi lms deposited on hydrogen - passivated Si(111) are 
shown. The hydrogen passivation has been achieved by etching the substrates for 
2   min in HF(40%).Comparing the data sets for PTCDA on GaAs and Si, respec-
tively, the line shapes are similar, but lower values for the refractive index for 
PTCDA on GaAs, especially for the in - plane component, are evident. This indi-
cates a difference in microstructure and density with the data for PTCDA on Si 
being more characteristic for  “ bulk ”  PTCDA. The lower values of the refractive 
index for PTCDA on GaAs are in agreement with the island - like structure observed 
for thinner fi lms. As for the refractive index, the extinction coeffi cient for PTCDA 
on Si is larger than for PTCDA on GaAs. Furthermore, the in - plane extinction 
coeffi cients are much larger than the out - of - plane ones.   

 The extinction coeffi cient  k  in the substrate plane shows a double feature with 
a smaller sharp peak at 2.25   eV, a broader main peak at 2.63   eV, and a weaker 
feature at 3.38   eV. These features are assigned to the transitions: S 0  – S 1  (HOMO –
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 LUMO), S 0  – S 1  with vibronic progression  [165] , and S 0  – S 2  (the next highest dipole 
allowed transition)  [164] . The optical constants obtained from a 120 - nm - thick 
DiMe - PTCDI fi lm on S - passivated GaAs(100) are likewise displayed in Figure  4.22 . 
For the refractive index, the highest anisotropy is detected for the two distinct 
directions in the sample plane. The out - of - plane index value in the low - energy 
range lies in between. 

 The larger extinction coeffi cient  k  in the substrate plane shows a sharp double 
feature at 2.19   eV, and a broader main peak at 2.6   eV and weak features above 3   eV. 
These features are assigned to the transitions: S 0  – S 1  (HOMO – LUMO) and S 0  – S 1  
with vibronic progression in analogy with PTCDA. The extinction coeffi cient 
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     Figure 4.22     The optical constants of PTCDA 
fi lms on Se - passivated GaAs(100) and on 
H – Si(111) (left side) and of DiMe - PTCDI 
fi lms on S - passivated GaAs (100) (right 

side). For comparison, the extinction 
coeffi cient of an isotropic layer is presented. 
The notations ip and oop stand for in - plane 
and out - of - plane, respectively.  
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obtained from a 50 - nm - thick isotropic fi lm on quartz is likewise displayed in 
Figure  4.22 . This sample, which is isotropic due to a random orientation of 
molecules, exhibits only two peaks. This might be a hint that the fi rst peak of the 
anisotropic sample at 2   eV is an artifact caused by interference. However, further 
measurements using samples with different thickness are required to clarify the 
origin of this feature.  

  4.4.2 
 Optical Constants of Crystalline and Thin - Film Pentacene 

 Prior to thin fi lm growth, the pentacene was purifi ed by twice by gradient sublima-
tion. Then thin fi lms were prepared in UHV on Si wafers with a thermally grown 
oxide of 200   nm thickness  [192] . The twice sublimated source material was also 
used to grow pentacene crystals by the gas - fl ow reactor method  [193] . 

 X - ray studies performed in the Bragg – Brentano geometry show that as a func-
tion of the substrate temperature, different polymorphs can be distinguished. At 
reduced substrate temperatures and low coverage, the so - called thin - fi lm phase 
characterized by a (001) lattice spacing of 15.5    Å  is found. At higher substrate 
temperatures additionally, the so - called bulk phase starts to evolve with a (001) 
spacing of 14.4    Å . The single - crystal phase, on the other hand, has a (001) spacing 
of only 14.1    Å . 

     Figure 4.23     Real and imaginary parts of the refractive index,  n  1 / k  1  and  n  2 / k  2 , of the pentacene 
thin - fi lm phase and bulk phase, respectively. The optical properties vary only slightly with the 
substrate temperature.  
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 The ellipsometric thin fi lm spectra could be modeled by assuming optical isot-
ropy for each layer and the following layer structure: Si - wafer/SiO 2 /smooth pen-
tacene layer 1 with the optical constants  n  1  and  k  1 /rough pentacene layer 2 with 
the optical constants  n  2  and  k  2 . In this model, layer 1 is described by fi ve Gaussian 
oscillators and layer 2 by an effective medium layer with 27% voids and three 
Gaussian oscillators. For none of the pentacene fi lms, prepared at different sample 
temperatures, a conversion from p   to s  -  polarization is found; hence the ellipso-
metric data explicitly exclude an in - plane anisotropy. 

 The  n  and  k  values obtained in this way for fi lms prepared at different sample 
temperatures are plotted in Figure  4.23  as a function of frequency. Layer 1 is 
identifi ed as the thin fi lm phase and layer 2 as the bulk phase. The optical response 
of the two polymorphs is clearly different, whereas the differences between several 
substrate temperatures within one polymorph are very small. Each crystallographic 
phase has its distinct optical signature independent of the thickness.   

 The data for the pentacene crystal was fi tted using two Gaussian oscillators for 
the electric fi eld vector  E  �  y  and  E  �  z  and three were used for the polarization  E  �  x.  
The respective data are shown in Figure  4.24 .     

     Figure 4.24     Optical constants of pentacene single crystals parallel to the  x  and  y  principal 
axes as obtained by generalized spectroscopic ellipsometry.  
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  4.5 
 Refl ection Anisotropy Spectroscopy 

 For the  refl ection anisotropy spectroscopy  ( RAS ) measurements, the spectrometer 
used is similar in design as that described by Aspnes  [194] . The spectrometer is 
operating at near normal incidence in the photon energy range from 1.8 to 5.3   eV. 
In RAS, the value  Δ  r / r    =   2( r  α       −     r  β   )/( r  α      +    r  β   ), which is the relative difference in the 
complex refl ectance,  r  α    and  r  β   , for the light polarized along   α   and   β   directions 
perpendicular to each other in the surface plane, is measured. Here, the two direc-
tions   α   and   β   correspond to the [  110   ] and [110] directions in the surface plane of 
GaAs(001), respectively. As a result, RAS predominantly probes the optical anisot-
ropy in the plane parallel to the surface. For cubic materials, the bulk is optically 
isotropic and the signal observed originates at surfaces and interfaces, which have 
reduced symmetry. For materials of lower (than cubic) symmetry as the organic 
compound PTCDA, the bulk can also contribute, since the symmetry in the plane 
parallel to the surface is lowered. As discussed previously, one also has to take into 
account interference effects, which can become quite large under certain condi-
tions and in spectral regions where the fi lms are transparent  [195] . 

 A typical  refl ectance anisotropy  ( RA ) spectrum measured for a sulfur - terminated 
GaAs(001) surface is shown in Figure  4.25  and represents an RA fi ngerprint for 
the sulfur - induced (2    ×    1) reconstruction of the GaAs surface. The sharp derivative -
 like feature around 3   eV is attributed to the  E  1  and  E  1    +    Δ  1  critical points of GaAs 
 [196] , while the broad dip at 4.7   eV is associated with the   ′E0 and  E  2  critical points 
of GaAs. The feature near 3.5   eV is related to the sulfur passivation. Its origin is, 
however, still under discussion. While Hughes  et al.  attributed its occurrence to a 
transition involving sulfur dimers  [197] , other explanations like transitions within 
Ga – S bonds are also possible  [198] .   
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     Figure 4.25     RAS spectrum of sulfur - passivated GaAs(001).  
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     Figure 4.26     RAS spectra of clean chalcogen - passivated GaAs and upon PTCDA deposition.  

 The evolution of RA spectra with increasing PTCDA coverage is demonstrated 
in Figure  4.26  for layers with nominal thickness of 1, 3, 5, and 10   nm. Note that 
the features in the RA spectrum of clean GaAs appear as very weak in this fi gure, 
clearly illustrating the pronounced optical anisotropy induced by the presence of 
the PTCDA layer. Features indicated by arrows can clearly be assigned to PTCDA 
and their energy positions are listed in Table  4.3 . It is important to note that these 
positions do not necessarily coincide with transition energies observed in optical 
absorption or ellipsometry (Im 〈  ε  〉 ) spectra due to the low symmetry of PTCDA. 
Still a comparison of the region enlarged in the inset of Figure  4.26  with optical 
absorption spectra reveals good correspondence corroborating the assignment to 
PTCDA. The observation of a fi nite RAS response in the energy range 2 – 2.7   eV 
where no GaAs - related features are present and the anisotropy of the starting 
surface is small rules out that crystallites are completely random in their azimuthal 
orientation. The RA line shape of the GaAs - related feature at 3   eV hardly changes 
by deposition of PTCDA, thus suggesting that the underlying GaAs surface is quite 
likely to remain intact, and chemical interaction between organic molecules and 
the sulfur - passivated substrate is weak.   

 PTCDA features discussed so far are weak compared to the RA features observed 
above 4   eV, which show a dramatic increase with coverage. It was already shown 
that interference effects are predominantly contributing to these high – energy -
 range features  [195] . Unfortunately, optical absorption data for PTCDA are not 
available for this energy range.      

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
 
  
 



   85

Electronic and Chemical Surface Properties      

     The experimental techniques discussed here are used to investigate the electronic 
and chemical properties of surfaces and interfaces. The electronic properties are, 
for example, of importance for the formation of injection barriers for charge 
carriers. 

 Figure  5.1  shows the energy level alignment in a GaAs/PTCDA/Ag heterostruc-
ture. Here, GaAs(001) serves as a substrate for the deposition of a thin PTCDA 
fi lm. The GaAs is n - type doped and the surface will show a band - bending ( e  0  V s  ) 
region at the surface, which is depleted of majority charge carriers, that is, elec-
trons. This band bending is due to acceptor - type surface states. After the formation 
of the GaAs/PTCDA, the energy level alignment at this interface will determine 
the effi ciency of charge carrier injection into and from the PTCDA layer. It is of 
particular interest, if the band bending in the GaAs layer is changed upon PTCDA 
deposition and how the HOMO and LUMO of the PTCDA align with the  valence 
band maximum  ( VBM ) and  conduction band minimum  ( CBM ) of the GaAs. Pre-
paring a metal contact on the PTCDA, the distance of the Fermi level with respect 
to the HOMO and LUMO will determine the injection barriers for electrons and 
holes.   

 Another point of interest is the existence of any band - bending region in the 
organic fi lm. It should be mentioned that the injection currents can scale expo-
nentially with the height of the interface barrier and changes in the barriers by a 
few 10   meV change current densities by orders of magnitude. Therefore, precise 
knowledge on the energy level alignment at organic devices is essential for the 
design of organic devices. 

 Quite often, the vacuum level alignment rule is used to determine the energy 
level alignment at organic interfaces. Here, it is assumed that the vacuum levels 
of the materials in contact align at the interface and the interface barrier heights 
can simply be calculated using the ionization potentials and electron affi nities of 
semiconducting materials and workfunctions of metallic materials. For metal –
 organic interfaces, a conclusion that in general the vacuum levels do not align has 
been reached  [199, 200] . The difference in vacuum levels is attributed to interface 
dipoles, and using  photoemission spectroscopy  ( PES ) values between 0.5 and 1   eV 
have been found for several metal/organic interfaces. One has to distinguish 
between interfaces obtained by growing organic molecules on metal substrates 
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and metals grown on organic thin fi lms. The latter case may show different energy 
level alignment because single metal atoms or small clusters impinging on organic 
surfaces can possess chemical properties different from those of a solid metal 
surface. In addition, metal atoms can diffuse into the organic fi lms. 

 Ishii  et al.  have discussed the origin of interface dipoles at organic - on - metal 
interfaces in detail  [201] . The mechanisms they proposed are briefl y presented in a 
sequence of increasing interaction. In the case of physisorption, only a weak inter-
action takes place, which results in redistribution of charge in the adsorbate and/
or substrate surface. These mechanisms are always operative, but may be enhanced 
or compensated by chemisorption effects. In the case of chemisorption, a charge 
transfer between substrate and absorbate takes place. This charge transfer can be 
due to the formation of charge transfer complexes or the formation of a covalent/
ionic bond between the adsorbed molecule and the substrate surface. The former 
and latter case will be called intermediate and strong interaction, respectively.

  Weak interaction    –    physisorption 

  In this regime, the interaction between the substrate and the molecule is re-
stricted to van der Waals interaction. Even though van der Waals interaction is 
often considered to be very small, it leads to the formation of molecular crystals 
and changes in electronic surface properties. A well - known example for the lat-
ter case is the adsorption of rare gases on metal surfaces. The physisorption of 
Xe on different clean metal surfaces induces a decrease in the metal workfunc-
tion  [202] . These changes in the metal workfunctions correspond to an interface 
dipole at the Xe/metal interface, which has been found to increase with increas-
ing metal workfunction.  

  These workfunction changes can be explained in two different models, that is, 
adsorption - induced dipole in the adsorbate  [203]  and the push - back effect. The 
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     Figure 5.1     Energy level diagram of a GaAs/PTCDA/Ag heterostructure. IE and EA are the 
ionization energy and electron affi nity, respectively.  Δ  denotes an interface dipole, while   φ   is 
the workfunction of the metal.  
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adsorption - induced dipole is due to the motions of electrons in the Xe atom. 
This motion results in an alternating dipole moment, its fi eld being screened 
by the metal electrons resulting in an image force potential. As a result, the Xe 
electrons are shifted toward the metal. Therefore, the adsorbed Xe atoms exhibit 
a permanent dipole moment with its positive side pointing toward the vacuum. 
This effect is independent of the metal and decreases the workfunction of the 
metal surface. Calculations of the charge density distribution in a  local density 
approximation s ( LDA ) for Xe adsorbed on a metal predict such displacements 
of electrons  [204, 205] . The push - back effect, which is also called pillow effect, 
is due to the fact that the electron density does not drop abruptly to zero at a 
metal surface. Within a metal, described in a jellium model, the electron density 
is constant. At the surface, the electron density shows Friedel oscillations on 
the metal side and an exponential decay into the vacuum. The resulting dipole 
layer at the metal – vacuum interface is negative on the vacuum side. Due to the 
adsorption of the Xe atoms, this electron density is pushed - back into the metal 
decreasing the potential drop at the surface. This is equivalent with the forma-
tion of an Xe - induced interface dipole, having its positive side directed toward 
the vacuum and reducing the metal workfunction.  

  An example for weak interaction is the TTC/metal interfaces. TTC ( n  - C 44 H 90 ) 
is a long alkane chain with a wide band gap of about 9   eV  [206] . The ionization 
energy of 8.5   eV  [207]  results in the LUMO being positioned above the vacuum 
level. TTC is found to physisorb on metals like Au, Ag, Pb, and Cu with the 
vacuum level on the TTC side of the interface being lower than that on the metal 
side  [208 – 210] .  

  An additional effect, which has to be taken into account, are polar organic 
molecules having a permanent dipole moment. This dipole moment will 
contribute to a surface dipole if it has a component perpendicular to the surface.   

  Intermediate interaction    –    chemisorption and formation of charge transfer 
complexes 

  Charge transfer between an adsorbate and a substrate surface can result in in-
terface dipoles of both signs. For the interface between a strong acceptor mol-
ecule and a low workfunction metal, the formation of an anion is expected, 
while a cation is created for the adsorption of a donor molecule on a high work-
function metal. Therefore, anion and cation formation causes an increase and 
decrease in vacuum level, respectively.  

  One mechanism resulting in a charge transfer across organic/metal interfaces 
is the  dynamical charge transfer  ( DCT ). The DCT requires a vibration that 
modulates the energy of a molecular orbital, which is partly fi lled and hybridized 
with the substrate electronic wavefunctions. Here, the vibration of the molecule 
induces a charge oscillation between the substrate and the molecule. The 
generated oscillating dipole is oriented perpendicular to the surface and can 
couple to an electromagnetic wave.   

  Strong interaction    –    chemisorption and formation of covalent/ionic bonds 
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  Here, the chemisorption results in the formation of chemical bonds between 
the molecule and the substrate having a covalent or ionic character. The ionic-
ity of the bond depends on the difference in electronegativity of the molecule 
and the substrate. Strong interaction occurs on surfaces of sp - metals, d - metals 
on the left - hand side of the periodic table of elements, and elemental semi-
conductors. It is more likely to occur for low - symmetry molecules, heterogene-
ous molecules, molecules with functional side groups or unsaturated bonds, 
and molecules with high ionicity. For example, PTCDA partly dissociates and 
adsorbs with random orientation on Si(100) and Ge(100)  [211] . Another exam-
ple is the adsorption of organic amines on elemental semiconductor surfaces. 
On Ge(100) - (2    ×    1) surfaces, nonaromatic amines form a stable dative - bonded 
species at room temperature  [212, 213] . Dative bonding, also known as coordi-
nate covalent bonding, occurs when one molecule donates both of the electrons 
needed to form a covalent bond.    

 Another important issue is the occurrence of a  “ band - bending ”  - like electrostatic 
energy shift in organic layers, which has been observed in many metal/organic 
systems  [214] . In most cases, this shift is confi ned to a regime of only a few 
nanometers, which cannot be accounted for using the conventional band - bending 
theory of inorganic semiconductors. Shifts occurring in such small thickness 
ranges can be due to a change in the intermolecular interaction, namely, due to a 
change in the molecular orientation as a function of the fi lm thickness. 

 In general, the spatial distribution of the electron wavefunctions is not isotropic, 
and therefore the overlap of substrate and molecule wavefunctions depends on 
the orientation of the molecule. For planar molecules like PTCDA with a  π  - electron 
system, a fl at - lying orientation on a substrate results in a stronger interaction with 
the substrate than an upright orientation. The energy position of the HOMO 
depends on the charge transfer across the interface and the intermolecular interac-
tion, because this will induce a change in the polarization. The change in the 
molecular orientation thus produces a band - bending or energy level shift that plays 
an important role in the actual device properties. This observation has been made 
for  copper phthalocyanine  ( CuPc ) fi lms grown on MoS 2  substrates  [215] . Angular 
resolved ultraviolet PES using synchrotron radiation has been used to determine 
the energy position of the HOMO and the orientation of the molecules as a func-
tion of the fi lm thickness. For a layer thickness of 0.4   nm, the HOMO is found to 
be  ≈ 1.05   eV above the Fermi level, while for fi lms of 8.4   nm thickness the HOMO 
shifts by about 0.3   eV to higher binding energies. Following the intensity of the 
HOMO as a function of emission angle and azimuth, the tilt angle of the CuPc 
molecular plane with respect to the substrate surface is determined to be 0    °  and 
10    °  for the 0.4 and 8.4   nm fi lms, respectively. 

 In metal - on - organic systems, metal atoms diffusing into the organic fi lm can 
also induce a band - bending - like effect. If the interaction of the metal with the 
organic fi lm is of ionic nature, the metal ions form a gradient within the organic 
layer and an effect similar to band bending may be observed  [216, 217] . Here, the 
evolution of core and valence spectra during the deposition of a vinylene phenylene 



oligomer on Ca has been studied using PES. An energy level bending of 0.5   eV in 
a thickness of about 10   nm was observed. 

 Another physical mechanism resulting in shifts of the Fermi level are gap states, 
which are the most relevant mechanisms at inorganic semiconductor interfaces. 
For organic materials, the existence of interface gap states is currently under 
investigation. They have been observed in long - chain alkane fi lms  [218]  and at 
interfaces of Mg, Ca, or Li on Alq 3   [219 – 221] , and Ag on  3,4,9,10 - perylenetetracar-
boxylic bisimidazole  ( PTCBI )  [222] . These states are often refereed to as polaron 
or bipolaron states. Negative polarons result from fi lling the former LUMO with 
one electron, leading to half - fi lled orbital. This results in new electronic states in 
the normally forbidden energy gap, having a fi nite density of states at the Fermi 
energy. In the case of bipolarons, the former LUMO is fi lled with two electrons, 
and the new occupied levels are expected to be below the Fermi level. Quantum 
chemical calculations show that the two new intragap states of the bipolaron are 
located deeper in the gap than the polaronic states  [223] . 

 Hirose  et al.  investigated the chemical and electronic properties of interfaces 
between PTCDA fi lms (40 – 80   nm) and In, Al, Ti, Sn, Au, and Ag using synchro-
tron radiation PES  [224] . In, Al, Ti, and Sn are found to react at room temperature 
with the oxygen containing anhydride group of the PTCDA molecule. The results 
of these reactions are interface states in the band gap of PTCDA. The penetration 
of the reactive metals is found to be inversely related to their fi rst ionization 
energy, whereby ionized metals are driven into the PTCDA fi lm by Coulomb 
repulsion. For In, the penetration depth is found to be above 10   nm. All reactive 
metals result in ohmic contact, which is attributed to carrier conduction through 
interface gap states. For the noble metals Au and Ag, no interface reaction and 
diffusion is observed which results in a blocking concerning carrier transport. The 
In/PTCDA system was investigated in more detail by Azuma  et al.   [225] . Here, 
only a monolayer of PTCDA was prepared on cleaved MoS 2 . They also observed 
In - induced interface states in the band gap of PTCDA. These states are attributed 
to the reaction between In and PTCDA resulting in a In 4  – PTCDA compound. A 
comparison of molecular orbital calculations and angular resolved photoemission 
measurements shows that the gap states can be explained by the calculated density 
of states of the In 4  – PTCDA complex, where the gap states originate from the  π  -
 orbital which consists of carbon 2p  z  , oxygen 2p  z  , and indium 5p  z   atomic orbitals. 
Cs deposition on PTCDA is also known to produce gap states, observed in the VB 
spectra by Ertl  et al.   [226] . However, their MO calculation shows that even without 
a covalent bond between Cs and PTCDA, the charge transfer can occur through 
O atoms in the anhydride and the carboxylic group. As such, it is still under debate 
whether and where in the molecules a chemical reaction occurs at metal/PTCDA 
interfaces. 

 Even a continuum of interface states, which are observed at inorganic semicon-
ductor surfaces and interfaces, are currently considered to be relevant for the 
electronic properties of metal/organic interfaces. V á zquez  et al.  have investigated 
the metal/PTCDA interface barrier theoretically using weak chemisorption theory 
 [227] . They found an induced density of states even for a weak metal/PTCDA 
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interaction. The induced density of states is found to be large enough for the defi -
nition of a  charge neutrality level  ( CNL ), which is located 2.45   eV above the HOMO. 
The charge transfer across the interface is found to be due to tunneling of metal 
electrons through the molecular gap. 

 It should be mentioned at this point that recent investigations have shown that 
even Fermi level alignment is not achieved for some organic/metal interfaces. 
The workfunction as a function of thickness of   N , N  ′  - bis(3 - methylphenyl) -  N , N  ′  -
 diphenyl - [1,1 ′  - biphenyl] - 4,4 ′  - diamine  ( TPD ) fi lms grown on Ca, Mg, Ag, Cu, and 
Au substrates was measured with a Kelvin probe  [201] . For all interfaces, an abrupt 
decrease in workfunction was observed within the fi rst 1   nm of fi lm thickness. 
Further deposition up to 100   nm resulted in no changes in the workfunction. The 
fi nal values reached differ signifi cantly. Here, Ca and Au result in the lowest and 
highest workfunction of about 2 and 4   eV, respectively. 

 Also for organic/organic interfaces, the formation of interface dipoles has been 
found, but they are smaller than at organic – metal interfaces. According to Ishii 
 et al.   [228] , interface dipoles are found at interfaces between organic materials with 
greatly differing ionization energies and electron affi nities. Here, a charge transfer 
is expected from the low ionization energy (donor) molecule to the high electron 
affi nity (acceptor) molecule. This argument is also at the basis of the work of 
molecular doping  [229] . This argument does not explain the interface dipoles for 
all organic/organic interfaces. Experimental investigations give an interface dipole 
of only 0.1   eV for the PTCDA/ α  - NPD interface, while, according to the argument 
given above, one would expect a larger interface dipole because of the ionization 
energy and electron affi nity of  N , N  ′  - diphenyl -  N , N  ′  - bis(1 - naphthyl) - 1,1 ′  - biphenyl -
 4,4 ″  - diamine ( α  - NPD) being more than 1   eV smaller than the respective values of 
PTCDA. Such deviations may be attributed to high densities of impurity or defect -
 induced states in the band gap of the organic materials. 

 For organic/inorganic semiconductor interfaces, however, no systematic study 
was performed on the energy level alignment and all the questions mentioned 
above remain unsolved. The energy level alignment for interfaces of PTCDA on 
GaAs(100) and CuPc and  α  - NPD on InP(110) was reported by Hirose  et al.  and 
Chasse  et al.   [230] , respectively. In all cases, the vacuum level alignment rule does 
not hold and interface dipoles range between +0.6   eV for GaAs/PTCDA and 
 − 0.78   eV for InP/CuPc.  

  5.1 
 Photoemission Spectroscopy 

 In PES, electrons are excited from occupied states below the Fermi level into unoc-
cupied states above the vacuum by light in UV and X - ray regime. As shown in 
Figure  5.2  using a monochromatic light source, the binding energy of electrons 
in the sample can be determined from the distribution in kinetic energy above the 
vacuum level. The excitation of the electron follows energy as well as momentum 
conservation:  
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   E Eikin = − −�ω Φ     (5.1)  

   k k q kf i i= + ≈ph     (5.2)   

 In Eq.  (5.1) ,  E  kin  is the kinetic energy of electrons in the vacuum,   h̄  ω   is the photon 
energy,  E i   the binding energy of electrons in the solid, and   Φ   the workfunction of 
the sample. The wavevector of the photon  q  ph  is negligibly small compared to the 
wavevector of the electron in initial ( k   i  ) and fi nal states  k   f  . 

 The emission from core levels at higher binding energies may be used to inves-
tigate the chemical composition of the sample, and its chemical interaction with 
the environment. A charge transfer accompanies usually chemical bonding 
between the atoms or molecules involved in the bonding. Here, charge is trans-
ferred from the less electronegative to the more electronegative atom/molecule. 
The change in charge will change the binding energy of electrons, resulting in an 
energy shift of core levels in the photoemission spectra. 

 The low binding energy states in the valence band refl ect the electronic structure 
of the solid. Here, macroscopic surface and interface properties like workfunction 
or ionization energy can be determined. As shown in Figure  5.3 , the ionization 
energy of PTCDA is determined by measuring the width  W  of the photoemission 
spectrum, that is, the energy distance between the low energy cut - off of the spec-
trum and the HOMO. A negative bias applied to the sample will shift the pho-
toemission spectrum to higher kinetic energies, which will help to determine the 
low energy cut - off properly. The energy position of the HOMO is determined by 
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     Figure 5.2     Principle of photoemission spectroscopy.  
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the extrapolation of the high - energy edge to zero intensity. This is in analogy to 
the determination of the valence band edge in inorganic semiconductors. Subtract-
ing the width of the spectrum from the photon energy fi nally gives the ionization 
energy.   

 Performing angular dependent and photon energy dependent measurements, 
any dispersion in the valence states can be detected. The wavevector of the excited 
electron may be described by two components being parallel and perpendicular to 
the surface. When the electron leaves the solid, it has to overcome the workfunc-
tion, which results in a change of the wavevector component perpendicular to the 
surface (see Figure  5.4 ). The parallel component is preserved, on the other hand.   

 In vacuum, both components of the wavevector relate to the kinetic energy as
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where  m  is the mass of an electron and   Θ   the detection angle with respect to the 
surface normal. 

  5.1.1 
  UPS  on  PTCDA  and  D  i  M  e  -  PTCDA  

 Due to the localized electronic structure in organic semiconductor, their electronic 
properties are much easier to calculate than those of inorganic semiconductors. 
In the following, the  partial density of occupied state s ( PDOOS ) and the respective 
 total density of occupied state s ( TDOOS ) of PTCDA and DiMe - PTCDI have been 
calculated using Gaussian 98 B3LYP method and the 6 - 31++G(d,p) basis set  [166]  
together with the AOMix software  [231, 232].  Under the assumption that the 
electronic properties are predominantly described by the properties of a single 
molecule, the calculated molecular energy levels are compared with the experi-
mentally determined densities of occupied states. The calculated molecular orbit-
als are broadened by a Gaussian function with 0.5   eV FWHM. The comparison of 
experimental and theoretical results for PTCDA and DiMe - PTCDI is shown in 
Figures  5.5  and  5.6 .   
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 For PTCDA, the HOMO is  π  - orbital well separated from the other occupied 
molecular orbitals and mainly located at the perylene core. The next four bands 
are related to contributions with   π   character from the perylene core and to the 
molecular orbitals derived from oxygen 2p  x   and 2p  y   atomic orbitals. Moreover, the 
feature at 6   eV (HOMO - 11) is mainly assigned to the contribution of the 2p  z   atomic 
orbitals of the anhydride groups. The TDOOS derived from the PDOOS is com-
pared to UPS spectra taken from PTCDA with an excitation energy of 45   eV. There 
is a good agreement between the experimental and theoretical data. It should be 
mentioned that the theoretical data have been shifted by 0.65   eV toward higher 
binding energy. 

 Looking at the PDOOS of DiMe - PTCDI, one notices immediately the dominant 
feature at about 4.5   eV. This feature is a consequence of the imide group and 
has contribution from both the methylimide group as well as from the carboxylic 
groups. The HOMO, as in PTCDA, is predominantly located at the perylene core 
of the molecule. The pronounced feature at 4.5   eV binding energy is also visible 
in the TDOOS, the latter one being shifted by 0.73   eV toward higher binding 
energy. Again, there is a good agreement between the experimental and theoretical 
data.  
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     Figure 5.7     Valence band spectra of PTCDA deposited on Se - passivated GaAs for several 
thicknesses. Upper panel shows calculated energy positions of occupied   π   -  and   σ   - orbitals. The 
spectra were measured with synchrotron radiation of  h ν     =   24   eV.  

  5.1.2 
 Energy Level Alignment at  PTCDA  and  D  i  M  e  –  PTDI  Interfaces 

 Figure  5.7  shows UPS for the clean Se - passivated GaAs(100) surface and after 
subsequent stepwise deposition of a 12 - nm PTCDA fi lm onto this surface. In the 
spectra of a thick PTCDA fi lms, fi ve features labeled as A, B, C, D, and E are clearly 
seen. This agrees perfectly with previous work  [225, 233] . For the assignment of 
the spectral features, the experimental data are compared to results from molecu-
lar orbital calculations using density functional theory. The calculations were 
performed using the Gaussian 98 package at the B3LYP level of theory with a 
standard 6 - 31G(d) basis set. The energy levels of all molecular orbitals in the 
respective energy ranges are shown in the upper panel. To align the highest occu-
pied energy level with the center of the lowest binding energy feature in the UPS, 
all molecular orbitals were shifted by 0.65   eV to higher binding energies. Feature 
A with the lowest binding energy is attributed to the HOMO and originates from 
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a single molecular orbital, which has a  π  - character and is distributed predomi-
nantly over the perylene core. The width of feature is quite large for a single 
molecular level. This broadening can be attributed to a spatial variation in inter-
molecular relaxation energy due to the presence of the surface and disorder. 
Molecular vibrations may also contribute to the broadening. The features B, C, 
and D have a predominant  π  - character, while predominantly  σ  - orbitals contribute 
to feature E.   

 The left and right panels show the onset of the high binding (low - kinetic) energy 
secondary electron peak and the valence band structures, respectively. The ioniza-
tion energy of the substrate is obtained by subtracting the total width of the valence 
band spectra from the photon energy, that is,  IE  S    =    h ν      −    ( C  cut - off     −     E  VBM ). Here, 
 C  cut - off  and  E  VBM  represent the energy positions of the secondary electron onset and 
the VBM of the substrate surfaces relative to  E  F , respectively. 

  IE  PTCDA  was obtained by replacing  E  VBM  by the low - binding energy edge of 
HOMO ( E  HOMO ) in the previous equation. The energy position of the HOMO as 
well as of all other PTCDA features do not change with increasing fi lm thickness, 
indicating the absence of any band bending in the organic fi lm. Therefore, shifts 
in  C  cut - off  upon PTCDA deposition can be interpreted as interface dipoles. 

 The energy barrier for hole transport is given by the difference  E  VBM     −     E  HOMO . 
The only energy positions that are not directly obtained from the measured UP 
spectra are  E  CBM  of the substrates and  E  LUMO  of the PTCDA fi lms. In order to 
determine  E  CBM , it is reasonable to use the optical gap of GaAs of 1.42   eV because 
of the low polarization energies and high carrier screening effi ciency leading to 
exciton - binding energies of a few millielectron volts. This optical gap of GaAs(100) 
does not change upon different surface treatment since the modifi cation is con-
fi ned within a few atomic layers. On the other hand,  E  LUMO  of the PTCDA fi lm is 
not yet well known. The difference between the optical and transport HOMO –
 LUMO gap of PTCDA fi lms was investigated by Hill  et al.  using UPS and IPES. 
This value amounts to  ∼ 0.6   eV. The accuracy of this value is limited by a rather 
poor resolution of  inverse PES  ( IPES ). 

 Figure  5.8  shows the energy level alignment obtained from UP spectra between 
PTCDA fi lms and GaAs(100) surfaces with different  IEs . For simplicity, the band 
bending of the substrates is omitted so that the energy level positions correspond-
ing to the substrates represent those of the substrate surfaces. It can be seen that 
the different surface treatment varies  IEs  of the GaAs(100) surfaces. The measured 
 IEs  ranges from (5.23    ±    0.10) eV for the GaAs(100) - c(4    ×    4), (5.55    −    5.92    ±    0.10) 
eV for S – GaAs(100) to (6.40    ±    0.10) eV for the Se – GaAs(100) surfaces. The  IEs  of 
the GaAs(100) - c(4 × 4) surface agree well with the value of 5.29   eV reported previ-
ously  [234] . It is known that the passivation of GaAs(100) surfaces by S or Se atoms 
terminates the chemically active sites, leading to the formation of S – Ga or Se – Ga 
surface dipoles with S or Se atoms on the surfaces, and thus inducing the change 
in  IE S  . It should be noted that the scatter of  IE S   observed for S – GaAs(100) surfaces 
can be correlated with the development of the VB structures. A slightly different 
temperature ramp rate and pressure increase during annealing appears to strongly 
affect the degree of the related surface reconstruction. On these surfaces, PTCDA 
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     Figure 5.8     Energy level alignment at 
interfaces of PTCDA on GaAs(100) surfaces 
with different  IE s: the shaded region 
represents the possible energy position range 
of the LUMO. The lower and upper limits are 

drawn considering the optical (2.2   eV) and 
transport HOMO – LUMO gap (2.8   eV) of the 
PTCDA. The transport gap was obtained by 
adding an energy difference of 0.6   eV 
between optical and transport gap.  

was evaporated in a stepwise manner. The energy levels of the PTCDA fi lms were 
obtained using the UP spectra of thin (4 – 12   nm) PTCDA fi lms in order to prevent 
any infl uence due to sample charging.   

 The energy position corresponding to the center of the PTCDA HOMO in UP 
spectra for each sample does not appear to change during the stepwise deposition 
despite the fact that it is diffi cult to evaluate the energy shift below a PTCDA thick-
ness of 1   nm due to the screening by the VB features of the substrates. This 
indicates that the PTCDA fi lms show no  “ band - bending ”  - like behavior. The meas-
ured  IE  PTCDA  varies between 6.56 and 6.67   eV, and the Fermi level is found to be 
1.85 – 2.04   eV above  E  HOM.  However, taking into account the accuracy measure-
ments ( ± 0.1   eV) both properties are constant. Therefore, Fermi level alignment is 
achieved at the PTCDA/GaAs(100) interfaces investigated here. The shaded region 
in Figure  5.8  shows the possible energy position range for the PTCDA LUMO, 
with the lower limit being drawn using the optical HOMO – LUMO gap value of 
PTCDA (2.2   eV) obtained by the energy position of the fi rst peak in the optical 
absorption spectra of PTCDA fi lms. The upper limit is obtained considering an 
energy difference of 0.6   eV between the optical and transport HOMO – LUMO gap 
of PTCDA. 

 A strong correlation is found between the interface dipole and the relative energy 
position between  E  LUMO  and  E  CBM , respectively, the  EA  of the PTCDA fi lm ( EA  PTCDA ) 
and substrates ( EA S  ).  E  HOMO  is always located well below  E  VBM . At the PTCDA/
GaAs(100) - c(4 × 4) interface, where a positive interface dipole is formed,  E  LUMO  is 
located below  E  CBM . The situation is reversed when a negative dipole is formed, as 
in the case of the PTCDA/Se – GaAs(100) interface. Consequently, the interface 
dipole formed at the PTCDA/S – GaAs(100) interface varies from positive to nega-
tive depending on  IE S   (or  EA S  ). It can, therefore, be deduced that the formation of 
the interface dipole at PTCDA/GaAs(100) interfaces is possibly driven by the dif-
ference in  EA S   and  EA  PTCDA  and that in general the vacuum level alignment rule 
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is not applicable for those interfaces. At thermal equilibrium, the number of elec-
trons and holes that are transported across the interfaces should be equal. Due to 
the difference in  EA  and  IE  between substrate surfaces and PTCDA fi lms, each 
electron and hole transported undergoes an energy loss or gain. The net energy 
loss, therefore, depends on the electron and hole concentration that is transported 
across the interface and the energy difference of  EA S      −     EA  PTCDA  and  IE S      −     IE  PTCDA . 
The interface dipole is formed in order to compensate the net energy loss. In the 
case of PTCDA fi lms on n - type GaAs(100) surfaces, it is expected that the number 
of electrons transported across the interface is much higher than that of holes and, 
therefore,  EA S      −     EA  PTCDA  can be proposed to be the determining driving force for 
the interface dipole formation. 

 In Figure  5.9 , the interface dipole is presented as a function of  EA S  . It can be 
seen that the interface dipole formed at PTCDA/GaAs(100) interfaces is linearly 
dependent on  EA S  . Using a linear fi t, the interface dipole is found to be zero at 
 EA S     =   (4.12    ±    0.10) eV. This value also represents  EA  PTCDA  assuming that the for-
mation of the interface dipole is driven by the difference in  EA S   and  EA  PTCDA . Using 
 EA  PTCDA    =   (4.12    ±    0.10) eV, the energy offset between  E  CBM  and  E  LUMO  at the inter-
faces can be estimated to be ( − 0.17    ±    0.10) eV for PTCDA/GaAs(100) - c(4    ×    4), 
(0.05    −    0.087    ±    0.10) eV for PTCDA/S – GaAs(100), and (0.27    ±    0.10) eV for PTCDA/
Se – GaAs(100) interfaces. In addition, assuming that the energy level of the PTCDA 
fi lms extends up to the interfaces without energy shifts, we can estimate the 
HOMO – LUMO gap to be in the range of 2.44 – 2.55   eV. To compare this value with 
the one of 4   eV proposed by Hill  et al. , one has to take into account that Hill  et al.  
determined the transport gap from the energy distance of the maxima of HOMO 
and LUMO peaks recorded with PES and IPES, respectively. However, taking their 
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spectra and determining the difference in leading edges of the HOMO and LUMO 
peaks, one obtains a value of approximately 2.3   eV, which is in good agreement 
with the value presented here.   

 In this study, the transport gap has been determined by analyzing the energy 
level alignment at PTCDA/GaAs(100) interfaces. Therefore, it will be used without 
any further modifi cation for the interpretation of the IV characteristics of Ag/
organic/GaAs(100) interfaces. 

 UPS spectra for the growth of DiMe - PTCDI on S - passivated GaAs(100) are 
shown in Figure  5.10 . As for PTCDA, the HOMO consists of a single  π  - orbital. 
The major difference in the UP spectra from PTCDA and DiMe - PTCDI is the 
strong peak at a binding energy of  ∼ 4.5   eV in the spectrum of DiMe - PTCDI. This 
peak is the characteristic for DiMe - PTCDI and stems from the  π  -  and  σ  - bonds 
located at the imide, carboxyl, and methyl groups of the molecule. For the 
clean substrate surface, the position of VBM in S - passivated GaAs is found at 
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(1.02    ±    0.10)   eV with respect to the Fermi level  E  F , while the ionization is deter-
mined to be (5.66    ±    0.10)   eV. The evolution of the spectra with increasing DiMe -
 PTCDI deposition reveals that there is no detectable change in band bending in 
the GaAs substrate. The DiMe - PTCDI HOMO does not change its energy position 
as a function of the fi lm thickness. As in the case of PTCDA fi lms grown on Se -
 passivated GaAs(100) surfaces, there is no indication for  “ band - bending ”  - like 
behavior in DiMe - PTCDI. After 10   nm of DiMe - PTCDI, the HOMO position is 
(2.09    ±    0.10)   eV relative to  E  F . Therefore, the HOMO is located at (1.07    ±    0.10)   eV 
below VBM. Moreover, the formation of an interface dipole can be derived from 
the shift of the secondary electron cut - off at high - binding energy (see the left panel 
of Figure  5.10 ). Here, there is a slow evolution of the low energy cutoff with cover-
age, while in Figure  5.7  there is a rapid shift for the lowest coverage. This different 
behavior is due to different growth modes of the organic materials on S - passivated 
GaAs(100). While the growth of PTCDA follows the Stranski – Krastanov mode, the 
growth of DiMe - PTCDI seems to start immediately with the formation of islands. 
For a nominal coverage of 0.3   nm, PTCDA has formed a monolayer and covers 
the whole substrate surface, while DiMe - PTCDI covers only a part of the substrate 
surface.   

 With the interface dipole of  Δ    =   ( − 0.27    ±    0.10)   eV and the HOMO position, the 
energy level alignment diagram at the DiMe - PTCDI/S – GaAs(100) interface is 
determined and presented in Figure  5.11  in comparison with the energy level 
alignment of the PTCDA/S – GaAs(100) interface. For another sample, the ioniza-
tion energy of the substrate was determined to be (6.28    ±    0.10)   eV, which is close 
to the value of Se - passivated GaAs(100) samples. On this substrate, the interface 
dipole amounts to  Δ    =   ( − 0.68    ±    0.10)   eV, which is larger than for the PTCDA/
Se – GaAs(100) interface. The data for these two samples are also presented in 
Figure  5.9 . A least square fi t to the data gives an electron affi nity for DiMe - PTCDI 
of (3.86    ±    0.10)   eV. With the ionization energy of (6.46    ±    0.10)   eV, a transport gap 
of (2.6    ±    0.10) eV is determined. Therefore, the LUMO of DiMe - PTCDI should be 
located 0.11   eV above  E  CBM .   
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 The electronic properties of inorganic semiconductor interfaces can be described 
within the interface - induced gap states model. These states change from donor -  to 
acceptor - type character at the CNL. Once the CNL is determined for a semiconduc-
tor, it can be used to predict the energy level alignment at the semiconductor ’ s 
interfaces. It is interesting to explore this concept toward its application to organic 
semiconductor interfaces. 

 Using the photoemission data presented here, a CNL of PTCDA and DiMe -
 PTCDI can be determined as follows. To determine a CNL for PTCDA, the 
PTCDA/GaAs(100) - c(4    ×    4) interface will be considered, the energy level align-
ment at this interface being redrawn in Figure  5.12 a. Compared to the other 
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GaAs(100) surfaces used in this study, the c(4    ×    4) surface is the one closest to 
an ideally terminated GaAs(100) surface. Therefore, the position of the CNL is 
assumed to be 0.52   eV above the VBM, which is the value calculated for GaAs by 
M ö nch using an empirical tight - binding approach. The CNLs on both sides of an 
ideal semiconductor – semiconductor interface should only differ by the interface 
dipole, which amounts to 0.14   eV for the PTCDA/GaAs(100) - c(4    ×    4) interface. 
Accordingly, the CNL of PTCDA is 0.14   eV above the CNL of GaAs and its energy 
position is determined to be (1.96    ±    0.1) eV above the HOMO using the VBM  –
  HOMO offset of 1.3   eV. To compare this value with the theoretical value of 2.45   eV 
determined by V á zquez  et al.   [227] , it has to be taken into account that the experi-
mental value is given with respect to the leading edge of the HOMO. From the 
photoemission spectra presented in Figure  5.7 , the energy difference between the 
maximum of the HOMO feature and its leading edge is found to be 0.55   eV. This 
results in an energy position of the CNL of (2.41    ±    0.1) eV above the maximum 
of the HOMO feature, which is in excellent agreement with the theoretical results.   

 The CNL of DiMe - PTCDI can now be estimated by comparing the energy level 
alignment at PTCDA/S – GaAs(100) and DiMe - PTCDI/S – GaAs(100) interfaces as 
shown in Figure  5.12 b. The VBM is taken as a reference level, and the slightly 
different Fermi level positions and ionization energies on the S - passivated 
GaAs(100) substrates (see Figure  5.11 ) are neglected. 

 Since the substrate is of the same type, the CNL of PTCDA and DiMe - PTCDI 
should differ by the difference in interface dipoles. Here, the interface dipole at 
the PTCDA/S – GaAs(100) interface is smaller, which positions the CNL of DiMe -
 PTCDI 0.14   eV below the CNL of PTCDA. Using the VBM  –  HOMO offsets at both 
interfaces, the CNL of DiMe - PTCDI is (1.93    ±    0.15) eV above the HOMO. 

 The S - passivated GaAs(100) was also used for the deposition of CuPc  [235] . CuPc 
adsorption generates states above the GaAs VBM, changing the Fermi level posi-
tion and causing a broadening of the core level emission peaks. While the passivat-
ing nature of the surface is unaffected by PTCDA adsorption on n - type GaAs(100), 
it is enhanced for CuPc adsorption. The PTCDA/S – GaAs(100) interface has a 
straddled band offset profi le, while the CuPc/S – GaAs(100) interface has a stag-
gered profi le. The comparison of both interfaces, PTCDA/S – GaAs(100) and CuPc/
S – GaAs(100), is shown in Figure  5.12 c. Taking into account the difference in 
interface dipoles and the VBM − HOMO offsets, the CNL in CuPc is found to be 
(0.51    ±    0.1) eV above the HOMO. 

 The validity of the concept of CNLs at organic interfaces is checked by analyzing 
the energy level alignment at CuPc/PTCDA interfaces determined by Hill and 
Kahn  [236] . Their results from PES investigations are shown in Figure  5.12 d and 
give an interface dipole of 0.14   eV with the vacuum level of PTCDA being above 
the vacuum level of CuPc. Using the positions for the CNL of both organic materi-
als, they are found to differ by exactly the interface dipole. 

 A fi nal comment should be made concerning the CNL of the S - passivated 
GaAs(100) surface. In principle, it can be determined with the help of the CNL of 
PTCDA from the energy level alignment at the PTCDA/S – GaAs(100) interface. 
One obtains a position of 1.13   eV above the VBM. Compared to the CNL of GaAs 
shown in Figure  1.16 , the CNL of the S - passivated surface should be at lower 
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barrier heights on n  -  type GaAs. It should also be shifted toward the high - electron-
egativity metals like Pt or Pd, since sulfur is more electronegative than As resulting 
in a higher electronegativity of the S - passivated GaAs(100) surface. This trend is 
in principle supported by the barrier heights of metal contacts on S - passivated 
GaAs(100) surface, which are lower than on the nonpassivated GaAs(100) surfaces. 
The experimentally observed shifts in the barrier heights are smaller than the 
estimated shift in CNL. This can be due to secondary mechanisms like interface 
dipoles or defects. 

 The injection of carriers into organic semiconductors is a key process for the 
operation of organic - based devices, and is determined by the electronic and chemi-
cal properties of metal/organic interfaces. While low - workfunction materials are 
used for electron injection, metals with a large workfunction are used for hole 
injection. In many cases, the carrier injecting electrodes are prepared by evaporat-
ing metals on organic layer. These metal - on - organic interfaces are different from 
organic - on - metal interfaces in that metallization chemistry and interdiffusion can 
occur  [224, 237, 238] . 

 Here, results from PES,  X - ray diffraction  ( XRD ), and Raman spectroscopy inves-
tigations on the interfaces between metals and perylene derivatives will be pre-
sented. With Ag and In, two metals showing different interface reactivity will be 
used. PTCDA and DiMe - PTCDI fi lms serve as substrates with different morphol-
ogy and molecular orientation.  

  5.1.3 
  PTCDA / DiMe  –  PTCDI  Metal Interfaces 

 Figure  5.13  shows valence band spectra of clean PTCDA and DiMe - PTCDI, and 
after successive Ag depositions. At Ag coverages below  ∼ 1   nm, all features from 
the PTCDA and DiMe - PTCDI fi lms can still be seen. The lineshapes and energy 
positions of these features are not changed, indicating that the chemical interac-
tion between Ag and the organic materials is very low and there is no Ag - induced 
band bending in PTCDA and DiMe - PTCDI. This is in agreement with the results 
by Hirose  et al. , who found that the lineshape of the C1s core level emission of 
PTCDA is not changed upon deposition of 4   nm of Ag  [224] . In addition, two small 
features appear in the HOMO – LUMO gap of the organic fi lms (R1 ′ ,R2 ′  and R1 ″ , 
R2 ″ ). The energy positions of those features are at 0.5 and 1.7   eV below the Fermi 
edge. The Fermi edge becomes visible above 2   nm. This thickness is four times 
larger than the thickness for which a Fermi edge is observed for Ag fi lms grown 
on chalcogen - passivated GaAs(100) surfaces (0.5   nm). This can be attributed to the 
formation of clusters, which show metallic behavior at higher nominal coverages 
compared to epitaxial fi lms.   

 While the features of the organic fi lms become attenuated upon further Ag 
deposition, the new features in the HOMO – LUMO gap become stronger and the 
emission from the Ag4d band appears between 4 ∼ 7.5   eV. The R1 ′ , R2 ′ , R1 ″ , and 
R2 ″  features are often called gap states and have been observed for interfaces like 
PTCDA on Ag  [239] , or In, Sn, Al, and Ti on PTCDA  [224] , or Ag on 3,4;9,10 - PTCBI 
 [222] . Since the chemical interaction between Ag and PTCDA and DiMe - PTCDI, 
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respectively, has been found to be very low, these gap states are attributed to a 
charge transfer between the metal atoms and the molecules resulting in polaron 
and bipolaron levels. 

 The bipolaron is occupied with two electrons and energetically positioned below 
the Fermi level. The polaron is occupied with one electron and should be posi-
tioned at the Fermi level. Since organic molecules represent small systems with 
localized charge electrons, the Coulomb repulsion between the fi rst and second 
electrons placed in this orbital results in the opening of a Coulomb gap, such that 
the singly occupied polaron state will occur below the Fermi level  [222] . In this 
sense, the states R1 ′ , R1 ″ , and R2 ′ , R2 ″  are attributed to polaron -  and bipolaron - like 
states, respectively. The R1 ′  and R2 ′  (R1 ″  and R2 ″ ) states can still be observed for 
a fairly high coverage with a maximum in intensity for a nominal coverage of 
10   nm. As will be shown, the Ag fi lms grown on PTCDA and DiMe - PTCDI are 
polycrystalline. These fi ndings and the fact that the density of states of Ag is very 
low in the binding energy range where the R1 ′  and R2 ′  (R1 ″  and R2 ″ ) states appear 
lead to the low attenuation of the features as a function of the nominal 
coverage. 

 The evolution of the workfunction as a function of the thickness of Ag is shown 
in Figure  5.14 a. The values for single crystal Ag(111), Ag(110), and Ag(100) and 
polycrystalline Ag fi lms are included  [240, 241] . Before Ag deposition, the   φ   values 
of PTCDA and DiMe - PTCDI are (4.56    ±    0.05) and (4.38    ±    0.05) eV, respectively. 
Upon deposition of Ag on PTCDA, a slight decrease in   φ   is observed up to 1   nm 
and then   φ   begins to increase gradually to reach a fi nal value of (4.61    ±    0.05) eV. 
On the other hand,   φ   does not change overall for Ag deposition upon DiMe -
 PTCDI. The decrease in workfunction for Ag deposition on PTCDA can be 
explained by taking into account the formation of polaron and bipolaron states. 
The charge transfer between the metal atoms and the molecules results in the 
formation of molecular ions. Since Ag adsorbs on the organic fi lms, these ions 
are positioned at the surface resulting in a local electric fi eld, which changes 
the workfunction of the sample. From the subtle decrease in workfunction 
observed for PTCDA, an electron transfer from the metal to the molecule can be 
concluded.   

 Additional XRD experiments on the samples reveal two peaks corresponding to 
the (111) and (200) directions with the relative intensity ratios of the two peaks 
being different depending on the organic substrates (see Figure  5.14 b). The (111) 
peak is much stronger for Ag/PTCDA than Ag/DiMe - PTCDI while the (200) peak 
intensities are similar in both cases. Therefore, the crystalline structure of the Ag 
fi lms is strongly affected by the morphology of the underlying organic fi lm. 

 The difference in   φ   for thick Ag fi lms on PTCDA and DiMe - PTCDI can be 
understood by comparison with the   φ   values of Ag with different crystalline struc-
tures. The   φ   value of the Ag fi lm on PTCDA is closer to the value corresponding 
to Ag(111) single crystal. This agrees very well with the observation of a stronger 
(111) peak in the XRD experiment. 

 Figure  5.15  shows valence band spectra during deposition of In on 20   nm fi lms 
of PTCDA and DiMe - PTCDI. Unlike Ag, the deposition of the smallest amount 
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of In (0.1   nm for PTCDA and 0.05   nm for DiMe - PTCDI) changes the spectra sig-
nifi cantly, namely, the appearance of two new features (R3 ′ , R4 ′  and R3 ″ , R4 ″ ) in 
the HOMO – LUMO gap of the organic fi lms and strong energy shifts are observed 
in the low kinetic energy onset as well as in the bands A ″  and B ″  of DiMe - PTCDI. 
Due to the deposition of In, the features in the photoemission spectra are broad-
ened. As a result, the features in the PTCDA almost disappear and energy shifts 
cannot be determined correctly. The changes in the spectra are attributed to a 
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pronounced interaction between In and PTCDA, which may be accompanied by 
a strong diffusion of In atoms into the PTCDA crystallites. However, for In/DiMe -
 PTCDI, the shifts of A ″  and B ″  toward higher binding energy are unambiguous 
and the band B ″  is visible up to 50   nm In thickness. The new states in the gap are 
different from those which appear upon Ag deposition (R1 ′ ,R2 ′  and R1 ″ ,R2 ″  in 
Figure  5.13 ) in that they are pronounced even at low In thickness. These new states 
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are again attributed to the formation of polaron -  and bipolaron - like states. Com-
pared to Ag, In seems to diffuse into the organic fi lms. Therefore, molecular ions 
are formed within the organic fi lm.   

 The evolution of   φ   is shown in Figure  5.16 a as a function of In thickness on 
10   nm fi lms of PTCDA and DiMe - PTCDI. A very steep decrease in   φ   at low In 
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thickness was observed for both molecules, followed by a gradual increase up to 
fi nal values. As in the case of Ag, the different fi nal values of   φ   can be attributed 
to different crystalline structure and crystallinity of the In layers.   

 The differences between   φ   of the bare organic fi lms and the minimum   φ   at low 
In thickness are (0.40    ±    0.10) and (0.55    ±    0.10) eV for In/PTCDA and In/DiMe -
 PTCDI, respectively. The charge transfer between In atoms and organic molecules 
is apparent from these changes in workfunction for low metal coverage. In both 
cases, a charge transfer from the metal to the molecule takes place. Due to the 
formations of molecular ions in the organic fi lms, the polarization energy is 
changed, which changes the energy position of the molecular orbitals. This can 
be observed for the highest intensity feature B ″  in the DiMe - PTCDI spectra, which 
shifts to higher binding energies. On the other hand, the diffusion of In may 
induce a gradient in the concentration of molecular ions in the organic fi lms. 
Accordingly, the changes in polarization energy and binding energies should vary, 
resulting in a broadening of the features observed in the photoemission spectra. 

 The XRD measurements for the 50   nm In fi lm on PTCDA and DiMe - PTCDI 
(Figure  5.16 b) also show different morphology. For the In fi lm on PTCDA, three 
peaks corresponding to the (101), (002), (110) crystallographic directions are 
revealed, while only (101) and (002) peaks are visible for In on DiMe - PTCDI. The 
intensity of the (101) peak is found to be much stronger for In/PTCDA. Consider-
ing also the stronger (111) diffraction peak for Ag/PTCDA than that for Ag/DiMe -
 PTCDI, it can be concluded that metal fi lms on PTCDA have higher crystallinity 
than on DiMe - PTCDI. The interaction seems to be strongest for the In/PTCDA 
interface.  

  5.1.4 
 Bandstructure of  PTCDA  and  D  i  M  e  -  PTCDA  

 Inorganic semiconductors the energy dispersion of the valence band has an energy 
width of a few electron Volt due to the strong covalent/ionic bond formation 
between next - neighbor atoms. In organic semiconductors, next neighbour interac-
tion is mostly of the much weaker van - der - Waals type, and energy band disper-
sions are expected to be about 100   meV wide. Due to the anisotropic nature of 
organic materials, these band dispersions may only be observable in particular 
directions. In the case of PTCDA and DiMe - PTCDI, strongest interaction is 
expected in the direction of maximum  π  electron overlap, that is, perpendicular to 
the molecular plane. This has some implications for the geometry, which has to 
be chosen to investigate band dispersion. Especially in the case of PTCDA, which 
mostly grows with its molecular plane parallel to the substrate surface, the strong-
est molecular interaction along the surface normal. Therefore, angular resolved 
photoemission measurements along directions parallel to the substrate surface 
may not be helpful. Instead, the direction perpendicular to the substrate surface 
is of particular interest. In this measurement geometry, which is called normal 
emission, the wave vector has only a component k  ⊥   perpendicular to the surface 
and k  ⊥   is scanned by changing the excitation energy. 
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 Measurements on band dispersion in organic materials have been performed 
on  π  - conjugated polymers  [242, 243, 244]  and on small molecules like C 60   [245] . 
The width of the valence band, or, in other words, the intermolecular energy dis-
persion in the HOMO has been found to be in the order of a few tenth of an 
electron Volt. Yamane and coworkers have investigated the intermolecular energy 
dispersion in PTCDA thin fi lms  [246] . The PTCDA had been deposited onto MoS 2  
where it grows in nicely ordered fi lms with different domains and the molecular 
plane being parallel to the substrate surface. An energy dispersion in the HOMO 
of 0.2   eV is indeed found along the surface normal. Gavrila and coworkers  [247]  
applied the same experimental procedure to DiMe - PTCDI thin fi lms. Their data 
as well as the data evaluation procedure employed by both groups will be presented 
in more detail now. 

 An energy dispersion along k  ⊥   is accessible by changing the photon energy 
stepwise and looking for periodic shifts in the binding energy of the valence 
states. Such a measurement can only be performed at synchrotron radiation 
facilities, where high resolution beamlines provide access to tuneable VUV and 
soft X - ray light. Figure  5.17 . shows a data set taken from a 15   nm DiMe - PTCDI 
fi lm grown on sulphur passivated GaAs(100). The spectra have been taken for 
different photon energies and are plotted as a function of the binding energy 
relative to the vacuum level. The well resolved HOMO and HOMO - 1 features at 
7   eV and 9   eV, respectively, show a periodic shift in binding energy as a function 
of the photon energy. An E(k  ⊥  ) - plot is obtained from this data set by the following 
procedure.   
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     Figure 5.17     Photoemission spectra of a DiMe - PTCDI fi lm using photon energies in the range 
of 35eV    –    90 eV.  
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 The energy and momentum conservation in  (5.1)  and  (5.2)  may be rewritten as

   E hv E k k Gf i f i= + = +⊥ ⊥ ⊥,     (5.4)   

 with initial and fi nal electron energies  E i   and  E f   relative to the vacuum level. The 
momentum of the photon is neglected in the momentum conservation law and 
  ki

⊥ and   k f
⊥ differ by a reciprocal lattice vector  G   ⊥  . In a fi rst order approximation the 

fi nal state above the vacuum level is assumed to be free electron like with a para-
bolic energy dispersion:

   E m Vf = +�2 2
02k * ,     (5.5)  

where  m  *  is the effective mass of the electron and  V  0  is the constant inner potential 
in the solid for the fi nal state. Since electron energies are given with respect to the 
vacuum level, the fi nal state energy corresponds to the kinetic energy of the elec-
trons and  (5.4)  and  (5.5)  can be rewritten as

   E E hvi kin= −     (5.6)  

and

   k k m E V m E Vi f f kin
⊥ ⊥= = × −( )[ ] = × −( )[ ]2 20

1 2
0

1 2* *� �     (5.7)  

where the effective mass  m  *  of the excited electron is approximated by the mass 
of a free electron  m  0 . Photoemission spectra are recorded as a function of the 
kinetic energy of electrons and a change in photon energy would shift the spectra 
by the same amount. Those shifts are compensated by plotting the spectra as a 
function of the binding energy relative to the vacuum level and energy dispersions 
related shifts will be revealed. With  E B   being the binding energy relative to the 
vacuum level  (5.7)  changes to

   k m hv E VB
⊥ = × − −( )[ ]2 0

1 2* � .     (5.8)   

 Under the assumption that only next neighbor interaction has to be taken into 
account the energy dispersion  E B  ( k   ⊥  ) of the HOMO can be approximated in a one -
 dimensional (1D) tight binding approach  [248] :

   E k E t a kB B
⊥ ⊥ ⊥( ) = + ×( )0 2 cos     (5.9)  

where  t  the transfer integral describing the strength of next neighbor interaction. 
The periodicity along the surface normal  a ⊥   may be determined from structure 
measurements. From Raman and IR investigations DiMe - PTCDI molecules/
molecular planes are found to be tilted by 56    °  with respect to the substrate surface. 
With a 3.21    Å  spacing between two adjacent molecular planes the lattice spacing 
normal to the surface amounts to  a ⊥     =   3.9    Å . 

 The energy dispersion for the HOMO in PTCDA and DiMe - PTCDI fi lms are 
shown in Figure  5.18 . The data sets are aligned along the momentum direction. 
Both data sets show a periodic shift in the binding energy of the HOMO, that is, 
an energy dispersion. However, amplitude and periodicity are different. A fi t to 
the data using  (5.8)  and  (5.9)  gives a transfer integral  t    =   0.04   eV for both molecules, 
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while the inner potential  V  0  amounts to    – 5.3   eV and and  − 5.1   eV for DiMe - PTCDI 
and PTCDA, respectively. In addition the effective mass of the HOMO hole can 
be determined from the second derivative of the HOMO energy dispersion. The 
value  m h   *    =   6.20    m  0  determined for DiMe - PTCDI fi lms is larger than the value of 
5.28    m  0  determined for PTCDA.   

 The different periodicity in the band dispersion of PTCDA and DiMe - PTCDI is 
a direct consequence of the different orientation of the molecular thin fi lms with 
respect to the substrate surface. As shown in Figure  5.19  PTCDA molecules lie 
fl at on the surface and the highly ordered thin fi lm is oriented with the (102) 
direction being almost parallel to the surface normal. In other words, the measure-
ments are performed along the direction of maximum  π  - electron overlap, which 
results in a bandwidth of about 200 meV. In the case of DiMe - PTCDI the (102) 
direction is signifi cantly tilted with respect to the surface normal. The effective 
distance between two successive layers is larger, resulting in an smaller  π  - electron 
overlap and therefore a smaller bandwidth of about 150 meV. In addition, the 
curvature of the energy dispersion is reduced and resulting in a larger effective 
hole mass. Compared to the HOMO the energy dispersion in the HOMO - 1 is less 
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pronounced. This is explained by the higher binding energy and the predominant 
 σ  character of the molecular orbitals contributing to HOMO - 1.     

  5.2 
 Inverse Photoemission 

 IPES may be seen as the time reversal of PES. In IPES, an electron is injected into 
the solid on an energy level  E i   above the vacuum level. The electron relaxes into a 
lower energy state below the vacuum level and the excessive energy is released as 
a photon. The emitted photon is detected by a Geiger – M ü ller tube, where it ionizes 
a gas mixture. The electron source and the photon detector typically operate in the 
10   eV range. The kinetic energy for the incident electron is varied, while the detec-
tor detects photons at a fi xed energy. In the detector, the optical adsorption edge 
of the window and the ionization energy of the gas mixture set a band pass for 
the detectable photon energy. For an MgF window and ethanol, the energy window 
is at 10.9   eV. The overall resolution of such an experimental setup is about 0.4   eV. 
It should be mentioned that in Bremsstrahlung isochromat spectroscopy, photons 
of about 1400   eV are detected. 

 The IPES process has a much lower yield than comparable photoemission 
events. The count rate from photoemission events will, therefore, be signifi cantly 
reduced, about three to fi ve orders of magnitudes. 

 Figure  5.20  shows the  densities of unoccupied state s ( DUOS ) of PTCDA and 
DiMe - PTCDI measured by IPES. The deconvolution of the experimental data was 
achieved by fi tting the experimental spectra with Gaussian functions and then 
correcting the widths of the fi tted peaks for the experimental resolution. These 
data are compared to the calculated DUOS, which is obtained by Gaussian broad-
ening of the calculated energies of unoccupied orbitals. For both molecules, the 
calculated data had to be shifted by about 0.8   eV toward the Fermi energy. Figure 
 5.20  demonstrates that the LUMO levels are not affected by the substitution of 
anhydride oxygen by methylamine groups. In both molecules, most of the states 
are predominantly delocalized over the perylene core.   

a⊥ ≈ 3.8 Å

k⊥ (102)
a⊥ ≈ 3.9 Å

k⊥ k⊥ = 2π/a⊥

(102)

     Figure 5.19     Orientation of the PTCDA and DiMe - PTCDI molecules and layers with respect 
to the substrate surface.  
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 Combining photoemission and IPES enables one to determine the band gap of 
the organic semiconductor, that is, the energy distance between HOMO and 
LUMO (see Figure  5.21 ). Compared to optical spectroscopies, no excitons are 
involved and the resulting band gaps should be closer to the ones of the neutral/
nonexcited organic semiconductor. The energy position of the HOMO and LUMO 
is determined by extrapolating the spectral feature respective peak to higher and 
lower energies, respectively. The resulting energy difference is called the transport 
gap. The name is due to the fact that the charge transfer is carried out by the 
highest occupied and the lowest unoccupied states. An alternative approach is to 
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use the respective peak positions of the HOMO and LUMO for the determination 
of the gap.   

  5.2.1 
 Band Gaps of Perylene Derivatives 

 Figure  5.22  shows the combined UPS and IPES data of PTCDA, PTCDI, and 
DiMe - PTCDI thin fi lms grown on sulfur - passivated GaAs(001) by OMBD. The 
fi lm thickness is about 15   nm. Contributions of the individual peaks to the overall 
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intensities of the experimentally measured IPES data are plotted with lines, while 
the deconvoluted contributions are plotted with dashed lines. The UPS and IPES 
spectra for all the perylene derivatives were aligned on the energy scale with 
respect to the Fermi level. The HOMO and LUMO energy positions (edges) are 
determined from the intercept of two linear extrapolations.     

  5.3 
 Total Current Spectroscopy     

 In total current spectroscopy (TCS) the density of unoccupied states above the 
vacuum level is determined by measuring the electron yield or sample current as 
a function of the energy of incident electrons.  [249]  In an elastic scattering model 
the TCS signal can be described by the energy dependence of the refl ectivity coef-
fi cient for electrons.  [250]  If the primary electron energy overlaps with an energy 
gap in the unoccupied states, the electrons can not  “ couple ”  to the states in the 
sample and are refl ected at the surface. If, on the other hand, the kinetic energy 
of the incident electrons overlaps with unoccupied states in the sample, electrons 
can enter the sample and refl ectivity is low. At the boundary between a gap and a 
band, the strong decrease in electron refl ectivity induces a maximum in a total 
current (TC) spectrum. Therefore, maxima in the TCS signal can be associated 
with the energy position of unoccupied band edges.  [251, 252]  

 Inverse photoemission spectroscopy and TCS are sensitive to delocalised unoc-
cupied states and may be considered to be complementary because of their respec-
tive energy ranges: IPES probes the density of unoccupied states between Fermi 
level and vacuum level, while TCS is sensitive to unoccupied states above the 
vacuum level. Near - edge X - ray absorption fi ne structure spectroscopy (NEXAFS), 
which will be explained in more detail in Section  5.4 , is a more  “ local ”  probe 
when compared with IPES and TCS. It is sensitive to the partial density of states 
localized near the atom of which the core - level electron is excited. 

 One way of performing a TCS experiment is to use a slightly modifi ed four - grid 
LEED system. Usually a four - grid LEED optic is used to do electron diffraction as 
well as Auger electron spectroscopy at kinetic electron energies well above a few 
electron Volts. In TCS very low electron energies starting practically from zero 
energy are used. In order to get a collimated electron beam at such low energies 
an additional retarding fi eld is applied between the last electron gun electrode and 
the sample. The sample is grounded, and the primary electron energy is defi ned 
by the cathode bias potential. 

 PTCDA has been extensively studied using inverse photoemission (IPES)  [253]  
and near - edge X - ray absorption fi ne structure spectroscopy (NEXAFS).   [254]   Here, 
TCS studies on PTCDA grown on H - passivated Si(111) are presented and dis-
cussed.  [255]  The H - passivation was achieved by wet chemical etching of the 
Si(111) samples in solutions containing HF. The data taken from the clean as well 
as the PTCDA covered substrate are shown in Figure  5.24 . The TCS signal is 
plotted as a function of energy above the vacuum level.   
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 The spectrum for the passivated silicon surfaces lacks intensive fi ne structure 
and is very similar to that reported for a Si(111) - 7    ×    7 surface  in - situ  covered with 
hydrogen.  [256]  However, the data is different from data reported on the hydrogen -
 terminated silicon surface.  [257]  Since fi ne structure in TC spectra is known to be 
strongly dependent on the surface treatment  [258]  and on the 3 - dimensional long -
 range ordering in the surface region, this difference can be attributed with the 
different etching procedures. 

 PTCDA induced features in TCS spectra are already observed for the lowest 
deposition time of 10   min, which corresponds to a fi lm thickness of about 6   nm. 
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     Figure 5.23     Experimental setup for total current spectroscopy.    
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These features become more intense and distinct with increasing PTCDA cover-
age, but they do not change their energy position. Spectra do not change for depo-
sition time larger than 60   min. This behavior can be explained by taking into 
account the growth mode of PTCDA on the H - passivated silicon, which is island 
growth as revealed by AFM. Therefore, the spectra shown for intermediate cover-
ages are a superposition of the signal coming from the PTCDA islands and the 
uncovered H - passivated Si(111) substrate in between. These spectra can be simu-
lated by a linear combination of spectra 1 and 5 for the clean substrate and the 
thick PTCDA fi lm, respectively. The resulting spectra 2a and 3a agree well with 
the experimental counterpart. From this linear combinations the PTCDA spectra 
for the intermediate coverage can be determined. The results are shown as curve 
2b and 3b in Figure  5.24 . The TC spectra clearly show that already, for the lowest 
coverage, the TC spectra consist of the fi ne structure characteristic for a thick 
PTCDA fi lm. This is due to the low molecule - substrate interaction and the imme-
diate formation of islands. The intensive fi ne structure in the PTCDA spectra is 
typical for layered graphite - like structure, and has been observed with graphite, 
  [259]   VSe 2  and TiS 2 , to name a few examples.  

  5.4 
 Near Edge  X  - ray Absorption Fine Structure Spectroscopy 

 In NEXAFS, absorption of the tuneable synchrotron radiation takes place by excit-
ing electrons from core shells into unoccupied states above the Fermi level. Com-
pared to PES, the excited electrons do not leave the solid. The excited electrons 
relax into the ground state and the excessive energy is released by the emission of 
either X - ray radiation or an Auger electron. Both can be used for signal recording, 
but one has to keep in mind that with Auger electrons, more surface sensitivity is 
achieved. In addition, one can also detect the photocurrent generated by the 
absorption of photons. In either way, the signal is detected as a function of the 
incoming photon energy. Since in the studies presented here electrons are excited 
from the K shells, photon energies of a few hundred electron volts are used. In 
the geometry shown in Figure  5.25 , the arrow O  π   indicates the direction of transi-
tion dipoles involved in an excitation from the K shell to the  π   *   - states. The absorp-
tion intensity can be expressed as a function of the angle between the electric fi eld 
vector and the direction of the dipole transition.   

 Since the initial state is highly symmetric, angular dependent measurements 
reveal the symmetry of the fi nal state. This is schematically shown in Figure  5.26 . 
Here, a molecule is adsorbed on a surface and its unoccupied  π  *  - orbitals are paral-
lel to the surface normal. For linear polarized under normal incidence, the electric 
fi eld vector is perpendicular to the  π  *  - orbitals and no excitation into this orbitals 
will occur. Tilting the sample with respect to the incoming synchrotron light, the 
electric fi eld will have a fi eld component along the  π  *  - orbitals and the intensity of 
the respective  π  *  - resonance will increase. Considering  π   *   unoccupied states in 
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perylene derivatives, maximum intensity is expected when the electric fi eld vector 
of the synchrotron light is polarized perpendicular to the molecular plane, that is, 
parallel to the  π   *   - orbitals  [258] .   

 NEXAFS spectroscopy was performed at the PM1 and RGBL beamlines of the 
synchrotron light source BESSY II. The data were recorded in total yield mode 
and the light incidence angle   α  i   was varied between normal and near - grazing 
incidence, that is, between 0    °  and 70    ° . Spectra of a 100 - nm thick Ag fi lm were 
taken for normalization purposes. 

 Figure  5.27  presents selected C – K edge NEXAFS spectra of a 20 - nm thick 
PTCDA fi lm grown on S - passivated GaAs(100) for three different angles of inci-
dence. The lower photon energy features near 280   eV correspond to  π   *   - states. 
Here,  π   *   - resonances have a negligible intensity for an incident angle of 0 ° . The 
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     Figure 5.25     Geometry of a NEXAFS 
measurement.  
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     Figure 5.26     NEXAFS on a molecule with unoccupied  π  *  - orbitals using linear polarized light. 
The intensity of the  π  *  - resonance vanishes for the polarization vector  E  being perpendicular to 
the  π  *  - orbitals, intensity for  E  having a component along the  π  *  - orbitals.  
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intensity increases with increasing incidence angle showing a maximum intensity 
for the largest angle of 70 ° . The increase in intensity of the  π   *   - resonances with 
increasing angle of incidence, which was also observed for the O – K edge, provides 
clear evidence for the parallel orientation of the molecular plane with respect to 
the substrate surface  [259] .   

 The same type of measurements was performed for DiMe - PTCDI grown on 
sulfur - passivated GaAs(001). Figure  5.28  shows a set of NEXAFS spectra taken 
under different angles of the incident linear polarized synchrotron light. It is 
evident from the nonvanishing intensity of the  π   *   - resonance at about 510   eV that 
the molecules within the thin fi lm are not oriented parallel to the substrate surface. 
This becomes even more evident by plotting the intensities of the three most 
features in this energy range as a function of the incidence angle of the linear 
polarized synchrotron light. The  π   *   - resonance at 510   eV shows a maximum at an 
incidence angle of  − 20    °  with respect to the surface normal. This indicates that all 
molecules within this fi lm possess a tilt into the same direction.   

 The tilt angle of the molecular plane   θ   and the projection   χ   of the long axis of 
the molecular plane onto the substrate can be obtained by performing angular 
dependent measurements for two different azimuthal orientations of the sub-
strate. These measurements were performed on the CK - edge. The intensity 
ratio for the bands related to  π   *   - resonances is presented in Figure  5.29  (symbols) 
as a function of the incidence angle for two azimuthal directions of the sample: 
when the plane of incidence contains the [011] (Figure  5.29 a) and [0 − 11] (Figure 
 5.29 b) directions of the S - passivated GaAs(100) substrate. The simulation is per-
formed using a model that assumes the same orientation for all molecules. With 
the electric fi eld vector of the linear polarized synchrotron light being in the plane 

20 nm PTCDA film

φ = 0° φ = 38°

φ

φ = 70°

2.1

1.0

0.5

280 300 320 280 300 320 280 300
Photon energy (eV)

320

In
te

ns
ity

 (
a.

u.
)

1.4

0.7

hν

     Figure 5.27     NEXAFS spectra taken from a 20 - nm PTCDA fi lm.  
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     Figure 5.28     Angular dependent NEXAFS 
measurements on DiMe - PTCDI grown on 
sulfur - passivated GaAs(001) taken at the 
O K - edge. Spectra taken for different 
incidence angles of the linear polarized 

synchrotron light are shown on the right 
hand side, while the intensities of three 
distinct spectral feature as a function of 
the incidence angle are shown on the left 
hand side.  
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     Figure 5.29     Experimental (symbols) and 
calculated (lines) intensity ratios for 
 π  *  - resonances as a function of the incident 
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of incidence, the relationship between the NEXAFS intensity  S  and the angles 
describing the molecular orientation is obtained following the algorithm:  

   S = + +cos cos sin sin cos sin cos sin cos cos2 2 2 2 2 2β γ β γ χ γ γ β β χ     (5.10)   

 Here,   β   is the angle between the electric fi eld vector of the polarized synchrotron 
light and the surface normal, and is given by 90    °     −      α  i  . The angles   χ   and   γ   are 
the azimuth and polar angle of the  π  - orbitals, respectively. The best fi ts to the 
experimental data are also presented in Figure  5.16 . An average tilt angle of   θ     =   
90    °     −      γ     =   56    °     ±    5    °  of the molecular plane is obtained while for the in - plane projec-
tion an angle of   χ     =    − 7    °     ±    3    °  with respect to the [011] axis of the GaAs substrate 
is evaluated. The orientation of DiMe - PTCDI molecules on S - passivated GaAs(100) 
will now be further evaluated by considering Raman spectroscopy results.      
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Charge Transport      

     Another physical property that is affected by the weak next - neighbor interaction 
and anisotropic crystalline structure is the carrier mobility. In PTCDA fi lms, for 
instance, the conductivity is extremely anisotropic, with the in - plane conductivity 
being lower by at least six orders of magnitude compared to that perpendicular to 
the (102) plane. 

 The number of charge carriers  n  and their mobility   μ   determine the electrical 
conductivity   σ   of a material:

   σ μ= ne0     (6.1)  

where  e  0  is the elementary charge. For electrons and holes, the charge will be 
negative and positive, respectively. The upper limits in microscopic mobilities of 
organic molecular single crystals, determined at 300   K by  time - of - fl ight  ( TOF ) 
experiments, are between 1 and 10   cm 2 /V s  [260] . The mobilities of organic molec-
ular thin fi lms are expected to be smaller due to impurities, defects, or grain 
boundaries that exist in the fi lms. The weak intermolecular interaction forces in 
organic semiconductors, most usually van der Waals interactions with energies 
smaller than 10   kcal/mol (0.43   eV/molecule)  [261] , may be responsible for this 
limit, since the vibrational energy of the molecules reaches a magnitude close to 
that of the intermolecular bond energies at or above room temperature. In con-
trast, in inorganic semiconductors such as Si and Ge, the atoms are held together 
with very strong covalent bonds, which, for the case of Si, have energies as high 
as 75   kcal/mol. In inorganic semiconductors, charge carriers move as highly delo-
calized plane waves in wide bands and have very high mobilities. The temperature 
dependence of the charge carrier mobility in inorganic semiconductors follows

   μ = −CT n     (6.2)   

 with  n    =   3/2. Deviations from this law are explained by a temperature - dependent 
mass and/or by additional scattering at optical phonons. It is important to 
note that mobility in inorganic semiconductors is not thermally activated, but 
thermally deactivated. In organic semiconductors, the temperature dependence of 
mobility given in relation  (6.2)  is not observed. Here, around room temperature, 
the carrier mobility is increasing as a function of temperature, that is, it is ther-
mally activated. Only for low temperatures, a negative temperature coeffi cient is 
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observed. Therefore, the charge carrier motion is modeled as a rapid hopping 
between localized transport states. This hopping model takes into account the 
localized character of charge carriers in organic materials. The carriers polarize 
the surrounding lattice, and both charge carrier and its associated molecular 
deformation may form a quasiparticle called polaron. At the equilibrium position, 
the stabilization energy associated with the polaron is maximized. To move from 
one site to a neighboring site, the polaron must traverse a barrier. 

 The probability of hopping between transport states is calculated as the product 
of the probability of the carrier achieving energy  E  ′  and the probability of a carrier 
of this energy undergoing transfer to the neighbor site. In this case, the mobility 
is given by

   μ ∝ −
′( )−T

E

kT
n exp     (6.3)   

 with  n    =   1 ∼ 1.5. At low temperatures, the exponential term dominates Eq.  (6.3)  so 
that, in contrast to the predictions of band theory, mobility is expected to decrease 
sharply. At low temperatures, band transport becomes the mechanism that takes 
control of carrier transport. At these temperatures, the vibrational energy is much 
lower than the intermolecular bonding energy and phonon scattering is very low. 
Thus, high mobilities are observed. At or close to room temperature, phonon scat-
tering becomes so high that the contribution of the band mechanism to transport 
becomes too small and hopping begins to dominate carrier transport. 

 The boundary between band transport and hopping is defi ned by materials 
having mobilities between 0.1 and 1   cm 2 /V s. Highly ordered organic semiconduc-
tors, such as anthracene and pentacene, have room temperature mobilities in this 
intermediate range, and in some cases temperature - independent mobilities have 
been observed. 

 Applying a voltage to a conductor using two contacts, the current density  j 

   j e nEx= − 0μ     (6.4)   

 can be bulk or interface determined. Here,  e  0  ,  μ , n,  and E x  are the elemental charge, 
the carrier mobility, the carrier concentration, and the electric fi eld, respectively. 
In the case of bulk - determined current densities, the metal contacts can supply 
freely whatever current is required. Under these circumstances, the contacts and 
their interfaces toward the conductor will play a negligible role in the current 
transport and can accordingly be ignored. The simplest case is that of a perfect 
insulator free of traps and with a negligible concentration of free carriers in 
thermal equilibrium. A continuous injection of charge carriers from the contacts 
can result in the formation of a space charge region in the conductor. This space 
charge region reduces the electrical fi eld in the vicinity of the contacts and limits 
the current transport. For this case, the Poisson equation is

   
d

dx

e nxE
= − 0

0εε
    (6.5)  

where  ε  and   ε   0  are the dielectric constant of the conductor and the permittivity of 
vacuum, respectively. Combining Eqs.  (6.4)  and  (6.5)  gives
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   E
E

x
xd

dx

j
= 0

0μεε
    (6.6)   

 Assuming that the electrical fi eld is zero at the contacts, this equation can be 
integrated to give

   Ex x
j

x( ) = ⎛
⎝⎜

⎞
⎠⎟

2

0

1 2
1 2

μεε
    (6.7)  

and

   V x x dx
j

Lx

L

( ) = ( ) =⎛
⎝⎜

⎞
⎠⎟∫E

0 0

1 2
3 28

9μεε
    (6.8)  

where  L  is the length of the conductor, that is, the distance between the two con-
tacts. From Eq.  (6.8) , the current density results to

   j
V

L
= ( ) ⎛

⎝⎜
⎞
⎠⎟

9

8
0

0
2

3
μεε     (6.9)   

 This equation is known as the  Mott – Gurney square law  or  Child ’ s law  for solids, 
the latter in analogy with the famous  Child ’ s law  for the vacuum diode. 

 The situation will change when traps exist in the solid. For the case of a single 
trap level in the energy at an energy  E t   relative to the valence band (HOMO)  (6.9)  
will change to  [262] 
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where  N v   is the  density of state s ( DOS s) within  k B T  of the valence band edge, and 
 H t   is the total density of traps uniformly dispersed in space.  

  6.1 
 Time - of - fl ight measurements ( TOF ) 

 Time - of - fl ight measurements determine the charge carrier mobility in thin fi lms 
or crystals under an applied electrical fi eld.  [263]  The carrier mobility is determined 
by measuring the time the carriers need to travel a certain distance, i.e. through the 
fi lm or crystal. Figure  6.1  shows a typical TOF experiment. A front and back contact 
are prepared on the sample to apply an electrical fi eld. Since charge carriers are 
excited on the front side of the sample by a short light pulse the front contact has 
to be semitransparent. This is achieved by either evaporating a thin semitranspar-
ent metal fi lm, or by simply placing a metal mesh on the sample. The front contact 
does not have to be optimised for charge injection since charge carrier are gener-
ated within the sample and it just serves as an electrode to apply an electric fi eld.   

 Charge carriers are generated by a short light pulse, where the duration of the 
light pulse should be much smaller than the time for travelling through the 
sample. The photon energy of the light should be chosen for maximum absorp-
tion, so that charge carriers are generated in a region close to the front contact. 
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This region should be much smaller than the thickness of the sample  L . The 
charge carriers are separated in the electric fi eld and depending on the polarity of 
the applied fi eld either positive or negative charge carriers will travel through the 
sample towards the back contact. In a very simple picture the volume of charge 
carriers may be viewed as a thin disk moving from the front contact towards the 
back contact. For a constant homogenous fi eld across the sample the charge car-
riers will assume a constant average drift velocity,   ν    ⊥  . Hence a constant current 
 I ( t ) is measured as a voltage drop  U ( t ) across a resistor  R  using an oscilloscope. 
The data acquisition is started by a trigger signal which is provided by a photo
diode. The current  I ( t ) lasts until the carrier disk reaches the back electrode at 
time   τ   ; that is, a quasi - rectangular pulse should be detected. The mobility   μ    ⊥   is 
given by

   μ
τ

⊥
⊥= =

v

E

L

U

2

    (6.11)  

where  U  is the voltage applied to the electrodes and   μ    ⊥   is the mobility along the 
given direction of  E . 

 Figure  6.2  displays TOF signals for different polarities of the applied electric 
fi eld. The top curve shows a positive pulse originating from holes, while the 
bottom curve is due to electrons measured under reversed fi eld direction. The area 
under the curves scales with the number of charge carriers and   τ   is determined 
from the infl ection point of the trailing edge of the pulse.   

 Samples investigated by TOF have a typical thickness of 0.1 – 1   mm and voltages 
of several hundred Volts are applied. TOF measurements are limited by a typical 
time resolution in the data acquisition of about 1   ns. This restricts TOF measure-
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     Figure 6.1     Schematic drawing of a TOF 
experiment. The front contact can be either a 
semitransparent metal fi lm or a metal mesh. 

The direction of the applied electric fi eld 
allows for measuring the fl ight time of holes.  
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ments to a certain minimal quotient  L /  μ    ⊥  . Hence a high charge carrier mobility 
in a very thin sample may not be measurable with this technique. In addition the 
sample should have a signifi cantly low dark conductivity, that is, dark current, so 
that the TOF signal can be well resolved. 

 TOF measurements were employed by N. Karl and co - workers  [i]  to investigate 
the charge carrier mobility in thin fi lms of PTCDA. They prepared PTCDA fi lms 
with a thickness ranging from 280 – 430   nm on different substrates like Si, SiO 2 , 
ITO, and Au fi lms on fused silica. The conditions for the PTCDA vapor deposition 
have been varied, for example, thin fi lms have deposited in HV and UHV, respec-
tively. Therefore, PTCDA fi lms with a wide range of quality have been produced, 
which is evident from the variation of the width of the symmetric (102) Bragg 
refl ection in the X - ray rocking curves. Here, the rocking width is a measure of 
order and alignment of the PTCDA fi lm. The highest quality fi lms with lowest 
rocking width have been prepared on Si - surfaces under UHV conditions. The 
lowest quality fi lms, on the other hand, are found on ITO and Au/fused silica 
substrates. In a next step the mobility of electrons at room temperature is deter-
mined by TOF measurements. In preparation for these measurements semitrans-
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     Figure 6.2     Typical TOF pulses for holes (top) and electrons (bottom),  
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parent gold fi lms were deposited onto the PTCDA fi lms. Figure  6.3  shows the 
electron mobility in different PTCDA fi lms as a function of the respective rocking 
width. The electron mobility is found to decrease with increasing rocking width 
indicating that the highest mobility is found in the highest crystalline quality fi lms. 
There seems to be a general trend, that fi lms grown on Si or SiO 2  have better 
quality than those grown on ITO or Au. But even for fi lms grown on SiO 2  a large 
variation in the electron mobility by two orders of magnitude is found. The highest 
mobility of   μ     =   3    ×    10  − 2    cm 2 /V is found in PTCDA fi lms grown on Si.    

   6.2 
Thin Field Effect Transistor ( TFT ) Mobilities 

 While TOF spectroscopy measures the mobility of charge carriers perpendicular 
to the fi lm, the fi eld effect transistor geometries shown in Figure  6.4  offer the 
possibility to measure the carrier mobility parallel to the fi lm. The important 
features of a fi eld effect transistor are the electrical contacts called source (S) and 
drain (D), and the electrode called gate (G) which is electrically isolated from the 
source and the drain. In a metal - oxide - semiconductor fi eld effect transistor 
(MOSFET) the gate is separated from the semiconductor substrate by a layer of 
insulating oxide.   

 The inset of Figure  6.4  shows a MOSFET structure with source, drain, and gate 
on top of the semiconductor substrate. This geometry is called top gate geometry 
and is often used for inorganic semiconductors. The gate oxide prevents any 
current fl ow when a gate voltage U G  is applied to the gate. Instead the gate voltage 
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     Figure 6.3     TOF electron mobilities measured in vacuum vapor - deposited PTCDA thin fi lms 
grown on different substrates. Disorder increases with increasing rocking width [from 
Reference  i ].  
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results in an electric fi eld that modulates the carrier concentration in the semi-
conductor region close to the semiconductor - oxide interface. This effect is called 
fi eld effect. Applying a positive bias to the gate will increase the concentration of 
electrons in this region. Hence, a n - type channel is formed between source and 
drain. For measurements on thin fi lms of organic semiconductors the bottom gate 
geometry is used because it offers the opportunity to deposit the organic thin fi lm 
in the last preparation step. 

 The charge carrier mobility can be either determined from the transconductance 
or the saturation current. For a drain source voltage U DS  below the saturation limit, 
that is, in the linear part of the I DS (U DS ) characteristics, the transconductance is 
given by

   
∂

∂
⎛
⎝

⎞
⎠

= ±
=

I

U

Z

X
CUDS

G U

i DS

DS const.

μ ,     (6.12)  

where  X  and  Z  channel length and width, respectively, and  C i   is the capacitance 
per unit area between the gate electrode and the organic fi lm. The plus and minus 
sign are for  n  -  and  p  - type conduction, respectively. 

 In the saturation limit of the I DS (U DS ) characteristics the saturation current  I DS,sat   
is given by

   I
Z

X
C U UDS sat i G, ,= ± −( )μ 0

2     (6.13)   

 with the threshold voltage  U  0  taking into account the fi eld free carrier concentra-
tion as well as details of the internal charge distribution at the interface and at the 
contacts. 

 Figure  6.5  shows the  I DS  ( U DS  ) characteristics of a TFT with a 53   nm thick pal-
ladiumphthalocyanine (PdPc) fi lm  [i] . The fi lms were vapour - deposited onto grown 
a 225   nm thick SiO 2 /Si 3 N 4  insulator layer at an elevated substrate temperature of 

G

UG
UD

+

–

IG

Source Drain

+ + + + + + ++
Gate

Insulator

IDS

OxideS D

Organic film

     Figure 6.4     Bottom gate fi eld effect transistor geometry for charge carrier mobility measure-
ments in organic thin fi lms. Inset shows top gate geometry for comparison.  
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150  ° C. Channel length  X  and width Z are 15    μ m and 2   mm, respectively. The 
 I DS  ( U DS  ) characteristics show the typical behavior of a fi eld effect transistor. The 
current  I DS   saturates for  U DS      >    40   V and it ’ s negative sign leads to the conclusion 
that a  p  - type channel is formed, that is, charge transport carriers are holes. With 
Eq.  (6.13)  the hole mobility amounts to 2.5    ×    10  − 5 cm 2 /Vs.        

  6.3 
   I / V   Curves of  Ag/GaAs(100)  Schottky Contacts 

 Forrest  et al.  have investigated the properties of organic modifi ed Schottky contacts 
on elemental and compound semiconductors. Indium contacts on p  -  Si usually 
result in contacts showing nearly ohmic  IV  characteristics. Depositing a PTCDA 
layer of 200   nm prior to the formation of the In contact results in rectifying con-
tacts. The barrier heights for In/PTCDA/p  -  Si Schottky barriers are found to be 
(0.74    ±    0.02) eV, which is considerably larger than the barrier height of (0.55    ±    0.02) 
eV of Ag/p  -  Si reference diodes. On n  -  Si, the barrier heights of modifi ed In contacts 
are found to be (0.61    ±    0.01) eV. This is lower than the barrier height of 0.76   eV 
found for Au/n  -  Si reference diodes. For both types of substrate, the ideality factors 
are found to be larger for the organic modifi ed Schottky contacts. Holes are found 
to be the dominant charge carrier type in PTCDA. The mobilities as high as 
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     Figure 6.5     Organic thin fi lm fi eld effect transistor with palladiumphthalocyanine (PdPc). 
I DS (U DS ) characteristics have been taken with gate voltages ranging from 0 to  − 110   V in 10   V 
steps [from Reference 9].  
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1.4   cm 2 /V s are obtained from the part of the  IV  characteristics, which is deter-
mined by space charge, limited currents. High mobilities are found in fi lms 
deposited with high deposition rates (3   nm/s), which is assumed to result in supe-
rior crystalline quality of the PTCDA fi lms. In addition, PTCDA and DiMe - PTCDI 
were used to modify metal/GaAs Schottky contacts. Their  IV  characteristics can 
be understood using the thermionic - emission - space - charge - limited transport 
model. Again, the organic modifi cation using PTCDA leads to higher and lower 
barrier on p  -   and n  -  type doped substrates, respectively, compared to the reference 
diodes. Using DiMe - PTCDI instead of PTCDA results in high barrier heights of 
0.85   eV on n  -   and p  -  type doped substrates. 

 The results presented in this chapter show that larger barrier heights result from 
the exposure of the organic modifi ed Schottky contacts to air. Performing sample 
preparation and characterization in UHV reveals that the barrier heights can be 
decreased as a function of organic layer thickness. The major mechanism respon-
sible for the decrease in barrier height is an increase in image force lowering at 
the metal – semiconductor interface induced by the organic fi lm  [264] . 

 The  IV  characteristics of Ag contacts on both types of substrates as a function 
of  d  PTCDA  are shown in Figure  6.6  as solid lines. The curves of the two unmodifi ed 
Ag contacts may be described by thermionic emission of carriers over a barrier, 
that is, by (see, for example, Reference  [265] )  
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 As usual,  A  *  *   ,  k B  ,  e  0 ,  F,  and  T  are the effective Richardson constant of n - type GaAs, 
Boltzmann ’ s constant, elementary charge, area of the contact, and temperature, 
respectively, and  I  is the current. The ideality factor accounts for the dependence of 
the barrier height   ϕ   Bn  on the applied voltage  V a  . For applied voltages  V a      >    3 k B T/e  0    
 ≈    0.08   eV at  RT , the experimental  IV  characteristics exhibit a linear behavior in a 
semilogarithmic plot. Least square fi ts to these parts of the data give zero - bias 
barrier heights   ϕ   Bn  of (0.82    ±    0.01) eV and (0.59    ±    0.01) eV and ideality factors  n  of 
1.1    ±    0.01 and 1.09    ±    0.01 for the Ag/GaAs(100) and Ag/S – GaAs(100) contacts, 
respectively. It is important to note that the thermionic emission current depends 
linearly on the contact area, but exponentially on the barrier height. A change of 
50   meV in barrier height changes the current by one order of magnitude. In this 
sense, Schottky contacts are very sensitive to lateral inhomogeneous distributions 
of the barrier height, especially if the inhomogeneities exhibit lower barrier heights. 

 The voltage drop

   V RIR =     (6.15)   

 across a series resistance  R  with contribution from the GaAs bulk, its ohmic back -
 contacts, and external connections result in a deviation from straight lines for a 
high forward biases. 

 Figure  6.6 a shows the  IV  characteristics of Ag/PTCDA/GaAs(100) for different 
PTCDA layer thickness ( d  PTCDA ). With increasing  d  PTCDA , the current is increasing, 
indicating that the barrier height of the contact is effectively lowered. 
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     Figure 6.6      IV  characteristics of (a) Ag/PTCDA/GaAs(100), (b) Ag/PTCDA/S – GaAs(100), and 
(c) Ag/DiMe - PTCDI/S – GaAs(100) Schottky contacts as a function of the organic layer 
thickness at room temperature. The contact area is 2.1    ×    10  − 7    m 2 .  



 For reverse biases and forward biases below 0.2   V, a behavior typical for thermi-
onic emission is observed. For a  d  PTCDA     >    5   nm and applied voltages larger than 
0.2   V, the  IV  characteristics are now infl uenced by the transport properties of the 
organic material. Transport through organic materials is governed by  space charge 
limited current s ( SCLC ), which can be described by the Mott – Gurney law  (6.9) . 

 The  IV  characteristics of the Ag/PTCDA/S – GaAs(100) contacts are displayed in 
Figure  6.6 b. Opposite to the behavior of the Ag/PTCDA/GaAs(100) contacts, the 
current fi rst decreases as a function of  d  PTCDA , while for  d  PTCDA     ≥    12   nm the current 
becomes larger compared to the unmodifi ed contact in the reverse and the low 
forward bias region. 

  IV  characteristics for various DiMe - PTCDI interlayer thicknesses in Ag/S – GaAs 
diodes are displayed in Figure  6.6 c. Clearly the current is larger for all diodes that 
contain DiMe - PTCDI interlayers than for the one without. Therefore, the effective 
barrier height is lowered for all interlayer thicknesses. 

 The  CV  characteristics of the organic modifi ed contacts as a function of  d  PTCDA  
are shown in Figure  6.7 . The fl at band barrier height for the unmodifi ed Ag/
GaAs(100) contact is (0.96    ±    0.01) eV. The zero - bias barrier height is lower than 
the fl at - band barrier height due to the image force lowering at the metal – semicon-
ductor interface. For  d  PTCDA     ≤    30   nm, the  CV  characteristics of organic modifi ed 
contacts are comparable to the one of the unmodifi ed contact. In this thickness 
region, the capacitance of the organic fi lm is much larger than the capacitance of 
the space charge region of the GaAs and does not contribute to the overall capaci-
tance. Therefore,  CV  characteristics of the Ag/PTCDA/GaAs(100) contact are com-
pletely determined by the capacitance of the space - charge region in the inorganic 
semiconductor, which does not change upon deposition of PTCDA. For 
 d  PTCDA     >    30   nm, SCLC starts dominating the  IV  characteristics.   

 For  d  PTCDA     <    30   nm, the fl at - band barrier heights determined from the  CV  char-
acteristics of organic modifi ed contacts on both types of substrates are of the same 
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     Figure 6.7      CV  characteristics of Ag/PTCDA/GaAs(100) Schottky contacts as a function of the 
 d  PTCDA  at room temperature. The contact area is 2.1    ×    10  − 7    m 2 .  
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value as for the unmodifi ed contacts. The  CV  characteristics are completely deter-
mined by the capacitance of the space - charge region in the inorganic semiconduc-
tor, which does not change upon deposition of PTCDA. For  d  PTCDA     >    30   nm, SCLC 
starts dominating the  IV  characteristics and the capacitance of the organic layer 
starts to contribute signifi cantly to the  CV  characteristics. 

 For the determination of the barrier heights for the organic modifi ed Ag/
GaAs(100) Schottky contacts, the contribution of SCLCs and series resistances to 
the charge transport have to be taken into account in addition to thermionic emis-
sion. The voltage drop over each contribution adds up to the total applied voltage:

   V V V Va o r= + +     (6.16)   

 Inserting  (6.14)  and  (6.15) , and  V r     =    RI  in  (6.16) , the experimental  IV  curves can 
be fi tted, using   ϕ   Bn ,  n ,   μ ,  and  R  as fi tting parameters. For the Ag/DiMe - PTCDI 
contacts, the barriers were derived from the saturation current extrapolated to zero 
bias employing thermionic emission theory. 

 Figure  6.8  shows the resulting effective barrier heights for the three types of 
contacts as a function of  d  PTCDA . The difference in barrier heights of the Ag/
GaAs(100) and Ag/S – GaAs(100) contacts is attributed to a sulfur - induced inter-
face dipole as has been discussed in Section 4.2.   

 The change in barrier height as a function of  d  PTCDA  can be quantitatively explained 
using the energy level diagrams determined by photoemission spectroscopy shown 
in Figure  6.9   [266] . In both cases, PTCDA does not change the electronic properties 
of the As - prepared GaAs substrate, that is, the band bending is constant. For the 
plasma - treated substrate, the band bending in GaAs is determined to be (0.8    ±    0.01) 
eV, which is same as in Ag/GaAs(100) contacts. Starting with the lowest  d  PTCDA , the 
effective barrier height is fi rst constant and then decreases, indicating that  E  LUMO,trans  
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     Figure 6.8     Effective barrier heights of Ag/PTCDA/S – GaAs(100), Ag/PTCDA/GaAs(100), and 
Ag/DiMe - PTCDI/S – GaAs(100) Schottky contacts as a function of organic layer thickness.  



is approximately at the same energy or below the CBM of the GaAs at the interface. 
For Ag/PTCDA/S – GaAs contacts, the barrier height initially increases for low 
 d  PTCDA  indicating that  E  LUMO,trans  is now above the conduction band maximum. The 
distance  E  LUMO,trans      –     conduction band maximum can be estimated by the initial 
increase in the barrier height to be 0.15   eV. With these results, the distance between 
 E  LUMO,trans  and the high - energy edge of the HOMO can be estimated to be 2.55 –
 2.8   eV. A further increase in  d  PTCDA  results in a decrease in effective barrier height. 
The decrease in effective barrier height observed for both types of substrate can be 
explained by a strong contribution of the low dielectric constant material PTCDA 
( ε    =   2) to image force lowering at the PTCDA – GaAs interface. The image force 
lowering can be calculated using (see Reference  [18] )  
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 Here,   ξ     =   20   meV is the position of the Fermi level with respect to the CBM in the 
bulk,   ε  b   is the dielectric constant of the inorganic semiconductor, and  ε  0  is the 
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permittivity in vacuum. For Ag/GaAs(100) contacts, image force lowering amounts 
to 50   meV. In a very simple approach, one may substitute   ε  b   by the dielectric con-
stant of PTCDA. This results in an image force lowering of about 200   meV, which 
is in good agreement with the experimentally determined decrease in barrier 
height of 150   meV. 

 Finally, the evolution of effective barrier height for DiMe - PTCDI interlayer will 
be discussed. Compared to Ag/PTCDA/S – GaAs(100) contacts, the barrier height 
already drops for the lowest organic fi lm thickness, indicating that the LUMO 
should be at or below the conduction band maximum of GaAs. This seems to be 
in contradiction with the energy level alignment obtained from the photoemission 
spectra. There, the LUMO was found to be 0.11   eV above the CBM, which should 
result in an initial increase in barrier heights. On the other hand, the AFM picture 
in Figure  3.7  clearly shows that the S - passivated GaAs(100) is not completely 
covered by the DiMe - PTCDI. This results in an inhomogeneous distribution of 
barrier heights at the interface of Ag/DiMe - PTCDI/S – GaAs(100) contacts. For low 
DiMe - PTCDI coverages, the barrier height will be lower in areas, which are not 
covered by DiMe - PTCDI. Therefore, the current will predominantly fl ow through 
these regions. With increasing DiMe - PTCDI, the image force lowering becomes 
more and more important. Now, the barrier height is lower in the regions covered 
by DiMe - PTCDI and current will fl ow through these regions. The situation is dif-
ferent for PTCDA. During the growth of PTCDA, a monolayer is formed followed 
by island growth. These islands, as can be seen in Figure  3.7 , cover the substrate 
in a closed packed fashion. In other words, the PTCDA completely covers the 
GaAs(100) surface. This results in a lateral homogenous distribution of the barrier 
height, and the initial increase in barrier height due to the LUMO being above the 
CBM in GaAs can be observed. 

 Due to the image force lowering, the barrier heights at Ag/DiMe - PTCDI/
S – GaAs(100) contacts show a minimum barrier of 0.45   eV that is reached for a 
DiMe - PTCDI layer thickness of 30   nm. For higher thicknesses, the barrier height 
increase slightly. The increase in barrier height for the highest coverage can be 
attributed to the different molecular ordering in PTCDA and DiMe - PTCDI fi lms. 
While PTCDA molecules are lying fl at on the substrate surface, the molecular 
plane of DiMe - PTCDI molecules is tilted in the range of 56 °  with respect to the 
substrate plane. Assuming that DiMe - PTCDI shows the same anisotropy in carrier 
mobility as PTCDA, a tilt of the molecular planes would result in a lower mobility 
for the charge carriers traveling through the organic fi lm in a direction perpen-
dicular to the substrate surface. As a consequence, SCLCs become important at 
lower organic fi lm thickness and result in lower current densities, which may be 
interpreted as a higher barrier height.  

  6.4 
 Charge Carrier Mobilities 

 Another parameter determined from the evaluation of the  IV  characteristics of the 
PTCDA - modifi ed GaAs(100) Schottky contacts using the thermionic - emission -
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 space - charge - limited transport model is the charge carrier mobility   μ   eff  in the 
organic materials. The different values of   μ   eff  in the two types of contacts imply 
the difference in the quality of the PTCDA layers grown on different GaAs(100) 
surfaces. As can be seen in Table  6.1 ,   μ   eff  is generally higher for PTCDA grown 
on the S - passivated GaAs(100) indicating a higher crystallinity. This agrees with a 
previous LEED study of PTCDA grown on different GaAs(100) surfaces, where the 
passivated GaAs(100) surface results in a better - ordered PTCDA fi lm.   

 The mobilities presented in Table  6.1  compare quite well to mobilities presented 
by Hudej  et al.  and Marktanner. Hudej  et al.  investigated the transient photore-
sponse in Au/PTCDA/In structures  [267] . The mobilities of electrons perpendicu-
lar to the molecular layers, that is ,  the (102) planes, are found to increase with the 
applied electric fi eld and saturates for fi elds higher than 5    ×    10 4    V/cm. The 
maximum mobility is 3    ×    10  − 2    cm 2 /V s. Similar mobilities have been determined 
by Marktanner in PTCDA fi lms prepared under optimized conditions on Si in 
UHV  [268] . The sign of the TOF signal clearly indicates that the charge is carried 
by electrons.  

  6.5 
 Simulation of  IV  Curves 

 A more detailed study of the image force lowering in organic - modifi ed Schottky 
contacts has been performed by Aldo  et al.   [269].  They have calculated the conduc-
tion band edge as a function of the PTCDA thickness considering the three dif-
ferent dielectric materials contained in the metal/PTCDA/GaAs structure. In 
addition, the image force in PTCDA and GaAs is taken into account. For further 
details, see Reference  [269]  .  The conduction band edge profi le of the Schottky diode 
for a constant electric fi eld of 200   kV/cm, which is a typical value in such devices, 
is shown in Figure  6.10 . Neglecting the singularity at the interface  [270]  and only 

  Table 6.1    Charge carrier mobilities in  PTCDA  fi lms grown on nonpassivated and passivated 
 G  a  A  s (100) substrates as a function of fi lm thickness. 

   PTCDA thickness 
(nm)  

  Ag/PTCDA/GaAs(100)    Ag/PTCDA/S – GaAs(100)  

   (  μ   eff /cm 2 /V s)     (  μ   eff /cm 2 /V s)  

  0          
  3    (3.0    ±    1.5)    ×    10  − 2       
  5    (5.7    ±    0.7)    ×    10  − 3       
  6        (3.2    ±    0.9)    ×    10  − 2   
  12    (1.8    ±    0.02)    ×    10  − 3     (3.3    ±    1.0)    ×    10  − 3   
  15    (3.0    ±    0.04)    ×    10  − 3       
  30    (1.3    ±    0.04)    ×    10  − 2     (2.2    ±    0.4)    ×    10  − 2   
  60    (4.2    ±    0.2)    ×    10  − 3     (4.2    ±    0.6)    ×    10  − 2   
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considering the maximum value of the conduction band edge as an estimation of 
the barrier height, a barrier reduction of 110   meV is found. Moreover, for PTCDA 
thicknesses larger than 10   nm, the barrier reduction is negligible.   

 In Figure  6.11 , the barrier height obtained with this method is shown as a func-
tion of the PTCDA thickness and compared with the barrier heights extracted from 
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     Figure 6.10     Conduction band edge for the PTCDA/GaAs Schottky diode as a function of the 
PTCDA thickness. The calculations are performed with a constant electric fi eld of 200   kV/cm.  
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the experimental data presented in Section  6.3 . There is an overall good agreement 
between the two curves.   

 In a second approach, the  IV  characteristics of organic - modifi ed Schottky con-
tacts were simulated using a two - dimensional drift - diffusion simulator. Such 
approach has already been used to describe the interplay between contact barrier 
height and mobility on the output characteristics of organic thin fi lm transistors 
 [271] . 

 The charge transport in an organic semiconductor can be obtained by a proper 
defi nition of the following quantities: mobility, density of the states, equivalent 
doping, trap distribution, and band alignment at organic – inorganic semiconduc-
tor and organic – metal interfaces. 

 Based on Monte Carlo simulations  [272] , the fi eld dependence of the mobility 
is given by

   μ μE
E

E
( ) = ⋅ ⎛

⎝⎜
⎞
⎠⎟0

0

exp     (6.18)  

where   μ   0    =   10  − 3    cm 2 /V s is the low fi eld mobility and  E  0    =   10 5    V/cm is the critical 
fi eld  [273, 274] . 

 DOS in organic materials is different from that of inorganic semiconductors. 
However, we can defi ne an effective DOS as a single equivalent level on the edge 
of the bands. For the temperature considered here, all states are thermally acces-
sible and we can set the effective density of the states equal to the density of 
molecules. The GaAs has a thickness of 475    μ m with a doping concentration of 
2    ×    10 17    cm  − 3 . For PTCDA, according to the photoemission spectroscopy measure-
ments, we use a transport gap of 2.55   eV, an electronic affi nity  χ    =   4.15   eV, and a 
DOS  N    =   2    ×    10 22    cm  − 3 . Further, the band alignment in metal/PTCDA/GaAs shown 
in Figure  6.9  was used. A contact resistance of 300  Ω  has been considered for the 
GaAs back contact. 

 The simulated output currents are shown in Figure  6.12  for several PTCDA layer 
thicknesses. Here, the only fi tting parameter is the barrier height. The  IV  charac-
teristics present two different regimes. For biases below 0.3   V, the typical behavior 
of Schottky diode is obtained, while for biases larger than 0.3   V the transport is 
governed by SCLCs. For even larger biases the current is limited by the contact 
resistance. The barrier heights obtained from the simulation are also presented in 
Figure  6.11 . The overall agreement between the simulation and the experimental 
results is remarkably good.    

  6.6 
 Chemical Stability 

 Ag/PTCDA/GaAs(100) contacts of a sample with  d  PTCDA    =   30   nm were subse-
quently exposed to N 2 , H 2 , and O 2 . Figure  6.13  shows the  IV  and  CV  characteristics 
of this contact taken under UHV conditions after each exposure. The  IV  and  CV  
characteristics taken after preparing the sample, after storing it for 5 days in UHV, 
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and after an exposure of 1 bar H 2  for 15   min are almost identical. A deviation 
occurs for high forward bias, where the ohmic series resistance starts to contribute 
to the  IV  characteristics. This is due to the fact that gas exposures and electrical 
characterizations have been performed in different UHV chambers connected by 
a gate valve. Therefore, the electrical connection to the Ag contacts had to be 
applied several times by a gold tip, which may result in a small variation of the 
contact resistance.   

 After an exposure to 1 bar N 2  for 15   min, the current decreases in the low - voltage 
region indicating that the effective barrier height is enhanced. The decrease in 
current is even more obvious after an exposure to 1 bar O 2  for 15   min. Here, the 
current in reverse direction is the same as for the bare Ag/GaAs(100) contact 
indicating that the barrier heights for both contacts are approximately the same. 
The slope of the  IV  characteristics at forward biases deviates signifi cantly from that 
of the bare Ag/GaAs(100) contact, which can be attributed to a larger contribution 
of the organic fi lm to the  IV  characteristics due to a decreased carrier mobility, or, 
in other words, an increased resistance. The  CV  characteristics after 5 days storage 
in UHV, after H 2  and N 2  exposure, are comparable to the one of the bare Ag/
GaAs(100) contacts and result in the same fl at - band barrier height. After O 2  expo-
sure, the overall capacitance decreases. The changes in  IV  and  CV  characteristics 
after O 2  exposure can be explained by the formation of deep traps due to the O 2  
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     Figure 6.12     Comparison between experimental (exp.) and simulated (sim.)  IV  curves of the 
PTCDA/GaAs Schottky diode for several values of the PTCDA layer thickness.  
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resulting in a reduced electron concentration. The formation of traps is confi rmed 
by  deep - level transient spectroscopy  ( DLTS ) measurements  [275]  (Section  6.7 )  .   

 The Fermi level within the PTCDA is shifted by 160   meV from its original posi-
tion down toward the middle of the band gap. This results in a larger energy 
discontinuity between the CBM of the GaAs and the LUMO of the PTCDA increas-
ing the effective barrier height and counterbalancing the image force lowering. 
The dash - dotted lines in Figure  6.13  schematically show this. Such shifts in the 
HOMO toward the Fermi level upon oxygen exposure have been observed on 
 5,10,5,15,20 - zinc - tetraphenyl porphyrin  ( ZnTPP ) fi lms grown on Mg, Al, Ag, and 
Au substrates  [200] . After an exposure to oxygen of 4 Torr for 5   min, the Fermi 
level is found to shift toward the HOMO in fi lms grown on Mg and Ag. The energy 
distance between HOMO and Fermi level is even increased for fi lms grown on 
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reference diode.  



 142  6 Charge Transport

Al, while fi lms grown on Au show no shift at all. The direction and magnitude 
depends on the metal. Also CuPc fi lms show a shift of the Fermi level toward the 
HOMO by about 0.1   eV upon exposure to 10 8  L O 2   [276, 277] . Moreover, changes 
in the density of fi lled electronic states in the bad gap below the Fermi level were 
observed and attributed to oxygen - induced electronic gap states. The original posi-
tion of the Fermi level on freshly prepared samples could be recovered after 
exposure to 10 8  L H 2  or annealing in UHV at 380   K. In principal, two effects have 
to be taken into account: oxygen - induced changes in the organic fi lms and oxida-
tion of the metal at the interface. In some cases, oxide layers have been found to 
improve the performance of OLEDs  [278, 279] . 

 Recent internal photoemission spectroscopy investigations performed in air 
seem to indicate that the properties of organic/GaAs(100) interface are not modi-
fi ed by the exposure to air  [280] . Therefore, the increase in barrier height is due 
to the contamination of the PTCDA/Ag interfaces resulting in interface states. 
This interpretation is supported by  ex situ  impedance investigations on Ag/
PTCDA/Ag samples, the details of which are given elsewhere  [281] . From the 
impedance measurements, a Gaussian distribution of density of interface states 
with a width of 0.73   eV is determined. Moreover, at an applied dc voltage of 0.25   V 
the Fermi level is crossing the  “ center ”  of the DOS .  Further  in situ  and  ex situ  
investigation using internal photoemission spectroscopy and impedance spectros-
copy will be performed to investigate the impact of oxygen on the electronic 
properties of organic – inorganic semiconductor and organic – metal interfaces.  

   6.7 
Deep level transient spectroscopy 

 One advantage of inorganic semiconductors is, that their electrical properties can 
be changed over a wide range by incorporating small amounts of impurities or 
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     Figure 6.14     Band diagram of Ag/PTCDA/GaAs(100) interface before and after (dasheddotted 
lines) exposure to O 2 .  
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defects. Doping, to name an example, is the intentional incorporation of donor -  
or acceptor - type impurities with energy levels just below the conduction band 
minimum and above the valence band maximum, respectively. Hence, these 
impurities are also called shallow impurities or shallow levels. While doping con-
centrations amount to about one impurity per one million host atoms, their con-
tribution to the charge carrier concentration is by orders of magnitude larger than 
the intrinsic carrier concentration. 

 Deep levels, on the other hand, are occupied or unoccupied states within the 
band gap of the semiconductor. Contrary to doping levels, their energy position 
is further away from the band edges and closer to the centre of the band gap. Due 
to the relatively large energy distance to the respective band edges of about 0.5 –
 1   eV, electrons or holes within these deep levels cannot be thermally excited at RT 
into their respective band. Hence, electrons or holes within those deep levels do 
not longer participate in charge transport, i.e. they are trapped. In addition of 
decreasing the lifetime of charge carriers, deep levels also serve as non - radiative 
recombination centres for electron - hole pairs. 

 Like in inorganic semiconductors deep levels also deteriorate the properties of 
organic semiconductors and devices like OLEDS.  [282, 283] . Deep levels are caused 
by broken bonds, strain associated with displacement of atoms, and differences 
in electronegativity or core potentials between impurity and host. 

 Another mechanism which may infl uence device performance are dipoles and 
their reorientation in electrical fi elds. Dipoles are the result of a net charge transfer 
due to next neighbor interaction. They appear in interatomic bonds with ionic 
character, at interfaces, or in molecules. Reorientation of dipoles in OLEDs seems 
to play an important role in recovery of degradation  [284] . The dipole induced 
internal electric fi eld under the reverse bias seems to lead to the recovery of the 
short - term degradation of OLEDs, normally working at forward biases. 

 Deep levels and dipoles can be identifi ed by charge deep - level transient spec-
troscopy ( Q  - DLTS)  [285]  and the feedback charge capacitance - voltage method 
(FCM)  [286] . I. Thurzo and co - workers have used these techniques to investigate 
organic heterostructures  [287] . In both techniques an alternating voltage is applied 
to the sample, and the transient charge is measured as a function of time. The 
applied voltage consists of a bias  U g   and a pulse  Δ  U  superimposed on it. The idea 
is that  U g   shifts the Fermi level in such a way across the band gap that the deep 
levels are left charged or uncharged depending on the character and their relative 
energy position within the band gap. This state is changed by  Δ  U  and the resulting 
fl ow of charge is measured as a function of time.  Q  - DLTS measurements are either 
performed at constant temperature measuring the transient charge Q(t), or by 
varying the temperature and measuring the change in charge as a function of the 
temperature. 

 Dipoles, on the other hand, may couple to the alternating electric fi eld changing 
the overall capacitance of the sample. Deep levels or polarization effects cause the 
charge transient signal  Q ( t ) to be dependent or independent on the bias voltage, 
respectively. 

 The biasing and sampling sequences in  Q  - DLTS feedback charge C - V are shown 
in Figure  6.15 . Instead of measuring  Q ( t ) quasi - continously, the charge is meas-
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ured at three defi ned times using a three channel correlator. In  Q  - DLTS measure-
ments are done at  t  1 , 2 t  1 , and 4 t  1  relative to the trailing edge of the pulse. Assuming 
a simple exponential kinetics the transient charge may be written as,

   Q t Q
t

total1
11( ) = − ( )⎡

⎣⎢
⎤
⎦⎥

exp ,
τ

    (6.19)  

where   τ   and  Q  total  are the time constant and the total charge, respectively. In 
Q - DLTS, the linear combination of the three transient charges  Δ  Q   =   Q ( t  1 )  –  
3/2 Q (2 t  1 )   +   1/2 Q (4 t  1 ) gives the correlated charge  Δ  Q , which has a maximum value 
when the time constant   τ   is equal to  t  1 . Then, the amplitude  Δ  Q max  ( t  1 ) amounts to 
0.17    ×     Q  total  and is independent of  t  1 , unless the response is non - exponential. 

 The temperature dependence of the time constant may be written in the form

   τ τT
E

k TB

( ) = ⎛
⎝

⎞
⎠0 exp ,

Δ
    (6.20)   

 with  Δ  E  being the thermal activation energy of the relaxation. The activation 
energy may be determined an Arrhenius ’  plot of ln(  τ   max ) vs ( kT  max )  − 1 . 

 In FCM the fi rst channel at  t  0  precedes the trailing edge of the voltage pulse  Δ  U  
to set a baseline. In the absence of any steady - state current the fi rst sampled value 
 Q C  ( t  0 ) is zero. The two remaining channels are activated after the trailing edge of 
the voltage pulse at  t  2  and 3 t  2 , respectively. The transient charges measured at  t  2  
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     Figure 6.15     Biasing and timing sequences used  Q  - DLTS and feedback-charge  C  –  V  methode 
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and 3 t  2  are due to two processes: a charge  Q C  (0)   =    C (0) due to instantaneous charg-
ing of the (geometrical) capacitance  C (0), and an excess charge  Q ( t ) due to polari-
zation effects. Since any capacitor will be completely charged for  t     >    5  τ , Q ( t ) will 
approach the value  Q  total  at  t  2    >     5   τ   ( T ) and the excess capacitance  Δ  C=Q  total  /  Δ  U  is 
added to  C (0). On the contrary, if setting  t  2   «    τ  , only the instantaneous capacitance 
 C (0) is obtained. 

 Limiting the discussion to dielectric (dipole) polarization  P ( t ) and assuming 
simple exponential kinetics the polarization may be written,

   P t T P T
t

TD

, exp ,( ) = ( ) − −
( )

⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

0 1
τ

    (6.21)  

where  P  0  is the steadystate polarization. Then the formula for the correlated charge 
will read

   Δ Δ Δ Δ ΔQ P T P t T P t T P t T= ( ) = ( ) − ( ) + ( )1 1
1

2 13 2 2 4, , , .     (6.22)   

 The polarization  P ( t , T ) is related to the permittivity  Δ  ε    =    ε (0)    −     ε ( ∞ ):

   P T U ds0 0( ) = −( )∞ε ε ε Δ ,     (6.23)  

where  ε  s  and  ε   ∞   are the static and the high - frequency relative permittivities, respec-
tively. Assuming that  Δ  U  drops completely across a layer with thickness  d , the 
excess capacitance  Δ  C  is given by  [288] :

   Δ
Δ

C
P

U
ds= = −( )∞

0
0ε ε ε .     (6.24)   

 I. Thurzo and co - workers have applied both techniques, that is Q - DLTS and FCM to 
investigate Ag/Alq 3 /PTCDA/GaAs heterostructures  [287] . The results from  in situ  
and  ex situ  measurements are presented in Sectio 6.7.1 and 6.7.2, respectively. 

  6.7.1 
  In - situ  diagnostics of Ag/Alq 3 /PTCDA/GaAs devices 

 Figure  6.16  shows a set of  C  –  V  curves of a Ag/Alq 3 /PTCDA/GaAs taken just after 
preparation of the structure in vacuum. The data has been taken for different  t  2  
and pulse duration, while keeping the ratio  t  2 /pulse duration constant. Changing 
 t  2  form 0.015   ms to 1.5   ms increases the capacitance by almost a factor of 2. No 
change in the capacitance was found for  t  2  longer than 1.5   ms. Therefore,  Δ  C  is 
determined form the difference in capacitance at smallest  t  2  and  t  2    =   1.5   ms. The 
difference is taken at  U g     =   0V to reduce the voltage drop across the depletion region 
of GaAs. Using Eq.  (6.24) , the lower limit of the permittivity dispersion is 
 ε  s     −     ε   ∞      ≥    2.4. The observed saturation of  Δ  C  at  t  2    =   1.5   ms and pulse   =   55   ms is an 
indication of having a time constant   τ  D   of the polarization below 1   ms. Compared 
to inorganic semiconductors the polarization is unusually large. 

 The  in situ  Q - DLTS characteristics of the Ag/Alq 3 /PTCDA/GaAs heterostructure 
are shown in Figure  6.17 . A dominant peak is observed for  t  1     ≈    0.8   ms, which 
reaches about 30    μ C   m  − 2  and remains practically constant when changing the bias 
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 U g  . As mentioned above, polarization effects are independent of the bias voltage 
and the dominant peak is attributed to a polarization in the Alq 3  layer. This is 
corroborated by the data shown for a Ag/PTCDA/GaAs reference sample, where 
such a peak is completely absent. The position of  t  1     ≈    0.8   ms confi rms a time 
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     Figure 6.17      In situ  isothermal Q-DLTS 
measurements of a Ag/Alq 3 /PTCDA/GaAs 
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correspond to simulated spectra of a 

polarization characterized by a discrete time 
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constant of about 1   ms estimated from FCM. The solid lines correspond to simu-
lated spectra of a polarization characterized by a discrete time constant   τ     =    t  1 max  . 
The additional contributions to the signal below and above  t  1     ≈    1   ms likely stem 
from fast bulk and slow surface states of GaAs, respectively.  

  6.7.2 
  Ex situ  diagnostics of Ag/Alq 3 /PTCDA/n - GaAs devices 

 After preparation under vacuum conditions organic thin fi lms have to be trans-
ferred out of the vacuum systems for further processing. During this transfer 
organic thin fi lms are exposed to atmospheric conditions which may change their 
properties. Here, the type and composition of gas the organic fi lms are exposed 
to, i.e. air, nitrogen, or noble gases, may play an important role. To investigate the 
impact of exposure to air on the properties of organic fi lms, the Ag/Alq 3 /PTCDA/
n - GaAs discussed in Section 6.7.1 have been exposed to air and investigated with 
feedback charge C - V and Q - DLTS using the same measurements settings. 

 Figure  6.18  shows  C  –  V  curves taken from a Ag/Alq 3 /PTCDA/GaAs heterostruc-
ture in air. Compared to the  in situ  data shown in Figure  6.16  the geometrical 
capacitance  C (0) is comparable, while the excess capacitance  Δ  C  is by a factor of 
2 smaller. In addition, the charging/polarization happens on a smaller time scale, 
that is, maximal capacitance is already found for 0.15   ms and to determine the 
geometrical capacitance  t  2  has to be as low as 0.006   ms. 

 This fi ndings are supported by isothermal  Q  - DLTS spectra of the same sample 
displayed in Figure  6.19 . The dominant peak independent of the bias is still 
observed, but for much shorter time   τ  D     =    t  1   max     ≈    5    μ s and smaller amplitude than 
for the sample measured  in situ . Since the polarization induced peak shifts to 

–1.5 –1.0 –0.5 0.0

4.0x10–4

4.5x10–4

5.0x10–4

T = 300 K
ΔC

Ag/Alq
3
(27 nm)/PTCDA/n–GaAspulse/ms t

2
/ms:

 5.0  1.5
 0.5  0.15
 0.01 0.006

C
 (F

m
  )–2

Ug (V)

     Figure 6.18     C-V curves of Ag/Alq 3 /PTCDA/GaAs heterostructure exposed to air [from 
Reference  287 ].  
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smaller  t  1 , another less dominant feature is now observed at  t  1max     ≈    0.3   ms. The 
amplitude of this peak depends on the bias voltage U g  and the peak is therefore 
attributed to deep levels. It was also observed in the Ag/PTCDA/GaAs referenece 
sample and is identifi ed as a defect level at the PTCDA/GaAs interface. 

 The  ex situ  Ag/Alq 3 /PTCDA/GaAs is further investigated by recording thermal -
 scan  Q  - DLTS spectra. Figure  6.20  shows  Δ  Q  as a function of the temperature, 
recorded for different bias and pulse voltages. In general, three distinct features 
can be recognized: a broad peak (1) centred around 175   K and a smaller satellite 
peak (2) at 270   K which both appear for negative and positive pulses, and a sharp 
feature at about 200   K which is only observed for positive pulses. 

 The origin of the sharp feature becomes more clear by comparing the two 
spectra taken with  U g   / Δ  U  settings of  − 1.5   V/1.5   V and 0   V/ − 1.5   V. Both settings 
cover the same voltage region, that is,  − 1.5   V – 0   V, but the pulse direction is 
reversed. The two pulses excite the same volume element in GaAs, but the sharp 
feature is only observed for positive pulses. Since a positive polarity of  Δ  U  corre-
sponds to electron capture, the sharp feature is attributed to the 0.3   eV electron 
trap in the GaAs bulk. For bias pulses of a few volts the electron capture rate is 
much faster than the electron emission rate  [289] . This is the reason why there is 
no detectable response for  Δ  U    =    − 1.5   V, the electron emission time constant lying 
outside the rate window set by  t  1   − 1 . 

 The set of four spectra taken with constant pulse height of 0.5   V but different 
reverse bias between  − 1.5   V and 0   V, gives evidence that the residual polarization 
is enlarged after reducing the potential drop across the space charge region in 
GaAs, setting the bias  U g   to zero. In general, polaruzation effects should be inde-
pendent of the bias. A possible explanation is, that a redistribution of the applied 
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potential among the individual layers occurs on a time scale of the transient charge 
processing. Therefore, the broad peak 1 ( T  max     ≈    185   K) and the relatively narrow 
satellite (peak 2) at 270   K can be assigned to Alq 3  and PTCDA, respectively, rather 
than to traps in the  n  - GaAs substrate.   

  6.8 
 Organic - Modifi ed Schottky Diodes for Frequency Mixer Applications 

 The results presented in the previous sections have implications for the design 
and manufacturing of device structures used for investigations of high - frequency 
characteristics. For example, the thickness of the organic fi lm should be of the 
order of 20   nm and exposure of the organic materials to air should be avoided. 

 The group of W. Kowalsky at the Technische Universit ä t Braunschweig has 
investigated the frequency characteristics of Au/PTCDA/GaAs heterostructure 
diodes  [287, 288] . The structure of these diodes is shown in Figure  6.21 . The lateral 
geometry permits one to contact the devices with a ground - signal - ground confi g-
ured microwave probe. The substrate consisting out of n - type doped GaAs(100) 
with a doping concentration of 3    ×    10 18    cm  − 3  was cleaned by etching in HCl and 
1HBr:1CH 3 COOH:1K 2 Cr 2 O 7 (sat.):9H 2 O for 10   min and 8   s, respectively. For the 
structuring of the ohmic contacts, conventional lift - off technique was used. The 
ohmic contact was achieved by a AuGe(88   :   12)/Ni/Au (30   nm/20   nm/180   nm) met-
allization followed by rapid thermal annealing at 300 – 400    ° C in a nitrogen atmos-
phere. For the structuring of the Schottky contacts, the usually used 500   nm SiO 2  
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layer was replaced by a hard - backed photoresist. This has been found to simplify 
the technology sequence and improve device performance by reducing parasitic 
device capacitance. In this manner, small active areas with a diameter of 10, 20, 
40, and 80    μ m were made, which have low junction capacitance and suffi cient 
contact space for testing. Prior to the evaporation of the PTCDA and the top contact 
metal, the GaAs was cleaned by etching for 20   s in HF (1%). Etching of GaAs in 
HF has been found to reduce the oxygen contamination on the surface. On the 
other hand, the surface becomes As rich  [289] . Finally, the organic semiconductor 
and the top metal layer were deposited in a chamber with a base pressure of 
5    ×    10  − 6    Pa. In this structure, the organic material is encapsulated in the volume 
defi ned by the GaAs substrate, the photoresist, and the Au top layer of 180   nm 
thickness. This prevents any exposure of the organic fi lm to air.   

 And indeed, the  IV  characteristics of such a device with PTCDA fi lms of 10, 20, 
and 30   nm thickness show higher current densities for applied voltages below 
0.5   V, indicating a lowering of the effective barrier height due the additional 
organic layer. Another important result for the high - frequency application is that 
the junction capacitance is reduced. The optimum dimensions for organic layer 
thickness and diode diameter are 20 and 40    μ m, respectively. Here, the minimum 
in effective barrier height and an optimum concerning leakage current and junc-
tion capacitance is found. 

 Schottky diodes are used to convert signals from high to low frequencies. The 
mixing of the two signals, one being a low - frequency signal with frequency  f  LF  and 
the other a radio frequency signal  f  RF , takes place in the diode junction. The output 
is limited by the current fl ow and the shape of the  IV  characteristics. The ideal 
device should work in a range, where the output voltage linearly depends on the 

     Figure 6.21     Device structure of an Au/PTCDA/GaAs mixer diode. ( Courtesy of G. Ginev and 
W. Kowalsky .)  
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input voltage of the low - frequency signal. This is achieved by setting an appropri-
ate bias. The frequency of the output signal is given by the difference  f  LF     −     f  RF . The 
mixing effi ciency is measured by the conversion gain, which is defi ned as the ratio 
of output power with respect to the power of the radio frequency signal. Figure 
 6.22  shows a plot of conversion gain as a function of the applied bias for two mixer 
diodes having a 20 - nm PTCDA or DiMe – PTCDI layer, respectively, in comparison 
with a reference Ag/GaAs diode. The frequencies used for this measurements are 
 f  LF    =   500   MHz and  f  RF    =   510   MHz, resulting in an output signal with a frequency 
of 10   MHz. For the reference diode, a maximum conversion gain is found at a bias 
of 0.65   eV. The organic modifi cation of the mixer diodes reduces the maximum 
conversion gain, but also shifts it to lower biases. In the case of a 20 - nm PTCDA 
fi lm, acceptable mixing levels are achieved even at 0   V. The frequency limit for the 
organic - modifi ed Schottky diode has been estimated to be about 40   GHz.      
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

     Figure 6.22     Conversion gain of an Ag/PTCDA/GaAs, a Ag/DiMe - PTCDI/GaAs, and a Ag/
GaAs Schottky diode as a function of bias. ( Courtesy of G. Ginev and W. Kowalsky  . )  
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