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Preface

The theory of holomorphic dynamical systems is a subject of increasing interest in
mathematics, both for its challenging problems and for its connections with other
branches of pure and applied mathematics.

A holomorphic dynamical system is the datum of a complex variety and a
holomorphic object (such as a self-map or a vector field) acting on it. The study
of a holomorphic dynamical system consists in describing the asymptotic behavior
of the system, associating it with some invariant objects (easy to compute) which
describe the dynamics and classify the possible holomorphic dynamical systems
supported by a given manifold. The behavior of a holomorphic dynamical system
is pretty much related to the geometry of the ambient manifold (for instance, hy-
perbolic manifolds do no admit chaotic behavior, while projective manifolds have
a variety of different chaotic pictures). The techniques used to tackle such prob-
lems are of various kinds: complex analysis, methods of real analysis, pluripotential
theory, algebraic geometry, differential geometry, topology.

To cover all the possible points of view of the subject in a unique occasion
has become almost impossible, and the CIME session in Cetraro on Holomorphic
Dynamical Systems was not an exception. On the other hand the selection of the
topics and of the speakers made it possible to focus on a number of important topics
in the discrete and in the continuous setting, both for the local and for the global
aspects, providing a fascinating introduction to many key problems of the current
research. The CIME Course aimed to give an ample description of the phenom-
ena occurring in central themes of holomorphic dynamics such as automorphisms
and meromorphic self-maps of projective spaces, of entire maps on complex spaces
and holomorphic foliations in surfaces and higher dimensional manifolds, enlight-
ening the different techniques used and bringing the audience to the borderline of
current research topics. This program, with its interdisciplinary characterization,
drew the attention and the participation of young researchers and experienced math-
ematicians coming from different backgrounds: complex analysis and geometry,
topology, ordinary differential equations and number theory. We are sure that the
present volume will serve the same purpose. We briefly describe here the papers
that stemmed from the courses and constitute the Chapters of this volume.

v



vi Preface

In his lectures, Marco Abate outlines the local theory of iteration in one and
several variables. He studies the structure of the stable set Kf of a selfmap f of
a neighborhood U of a fixed point, describing both the topological structure of Kf

and the dynamical nature of the (global) dynamical system (Kf , f|Kf
). One important

way to study a local holomorphic dynamical system consists in replacing it by an
equivalent but simpler system. Following a traditional approach, Abate considers
three equivalence relations - topological, holomorphic and formal conjugacy - and
discusses normal forms and invariants in all these cases. He starts surveying the one-
dimensional theory, which is fairly complete, even though there are still some open
problems, and then he presents what is known in the multidimensional case, that is
an exciting mixture of deep results and still unanswered very natural questions.

The lectures of Eric Bedford provide an introduction to the dynamics of the au-
tomorphisms of rational surfaces. The first part is devoted to polynomial automor-
phisms of C2 and in particular to the complex Hénon maps, the most heavily studied
family of invertible holomorphic maps. The investigations of the Hénon maps can
be guided by the study of the dynamics of polynomial maps of one variable, a very
rich and classical topic. Although the Hénon family is only partially understood, its
methods and results provide motivation and guidance for the understanding of other
types of automorphisms. In the second part of the notes, Bedford considers the ge-
ometry of compact rational surfaces with the illustration of some examples of their
automorphisms. In contrast with the case of the polynomial automorphisms of C2,
not much is known about neither the set of all rational surface automorphisms, nor
about a dynamical classification of them.

The theory of foliations by Riemann surfaces is central in the study of continuous
aspects of holomorphic dynamics. In his lecture notes, Marco Brunella describes the
state of the art of the topic and reports on his results on the uniformisation theory of
foliations by curves on compact Kähler manifolds. Each leaf is uniformized either
by the unit disk or by C or by the projective line. Brunella explains how the universal
covers may be patched together to form a complex manifold with good properties
and he studies the analytic properties of this manifold, in particular regarding holo-
morphic convexity. In turn this leads to results on the distribution of parabolic leaves
inside the foliation and to positivity statements concerning the canonical bundle of
the foliation, generalizing results of Arakelov on fibrations by algebraic curves.

Sibony’s course in the CIME session was based on the lecture notes by
Tien-Cuong Dinh and Nessim Sibony that are included in this volume. This con-
tribution, which could be a stand alone monograph for depth and extension, gives
a broad presentation to the most recent developments of pluripotential methods,
and to the theory of positive closed currents, in dynamics in Several Complex
Variables. The notes concentrate on the dynamics of endomorphisms of projective
spaces and the polynomial-like mappings. Green currents and equilibrium mea-
sure are constructed to study quantitative properties and speed of convergence
for endomorphisms of projective spaces; equidistribution problems and ergodic
properties are also treated. For polynomial-like mappings, the equilibrium mea-
sure of maximal entropy is constructed and equidistribution properties of points
are proved, under suitable dynamical degree assumptions. The tools introduced
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here are of independent interest and can be applied in other dynamical problems.
The presentation includes all the necessary prerequisites about plurisubharmonic
functions and currents, making the text self-contained and quite accessible.

In his lectures, Schleicher studies iteration theory of entire holomorphic functions
in one complex variable, a field of research that has been quite active in recent years.
A review of dynamics of entire maps, which includes the classical and well devel-
oped theory of polynomial dynamics, serves to introduce the main topic: the consid-
eration of transcendental maps. The notes study key dynamical properties of large
classes of transcendental functions and of special prototypical families of entire
maps such as the exponential family z �→ λ ez or the cosine family z �→ aez + be−z.
It turns out that some aspects of the dynamics of transcendental entire maps are in-
spired by the polynomial theory, others are very different and exploit all the power
of deep results from complex analysis. Transcendental dynamics turns out to be a
largely yet unexplored and fascinating area of research where surprising mathemat-
ical results - that sometimes had been constructed artificially in other branches of
mathematics - arise in a natural way.

It is a real pleasure to thank the speakers for their great lectures and all the authors
for the beautiful contributions to this volume. We also like to thank all the partic-
ipants for their interest and enthusiasm that created a very warm and stimulating
scientific atmosphere. We like to express our gratitude to CIME for sponsoring the
summer school, and to the LAMI (Laboratorio di Applicazioni della Matematica
all’Ingegneria, Università della Calabria) for its financial contribution. Our partic-
ular gratitude goes to Pietro Zecca and Elvira Mascolo for their continuous sup-
port, and to their collaborators Carla Dionisi and Maria Giulia Bartaloni for their
invaluable help.

Graziano Gentili, Jacques Guenot and Giorgio Patrizio
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Discrete Holomorphic Local Dynamical Systems

Marco Abate

Abstract This chapter is a survey on local dynamics of holomorphic maps in one
and several complex variables, discussing in particular normal forms and the struc-
ture of local stable sets in the non-hyperbolic case, and including several proofs and
a large bibliography.

1 Introduction

Let us begin by defining the main object of study in this survey.

Definition 1.1. Let M be a complex manifold, and p ∈ M. A (discrete) holomorphic
local dynamical system at p is a holomorphic map f : U → M such that f (p) = p,
where U ⊆ M is an open neighbourhood of p; we shall also assume that f �≡ idU .
We shall denote by End(M, p) the set of holomorphic local dynamical systems at p.

Remark 1.2. Since we are mainly concerned with the behavior of f nearby p, we
shall sometimes replace f by its restriction to some suitable open neighbourhood
of p. It is possible to formalize this fact by using germs of maps and germs of sets
at p, but for our purposes it will be enough to use a somewhat less formal approach.

Remark 1.3. In this survey we shall never have the occasion of discussing continu-
ous holomorphic dynamical systems (i.e., holomorphic foliations). So from now on
all dynamical systems in this paper will be discrete, except where explicitly noted
otherwise.

To talk about the dynamics of an f ∈ End(M, p) we need to define the iterates
of f . If f is defined on the set U , then the second iterate f 2 = f ◦ f is defined
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on U ∩ f−1(U) only, which still is an open neighbourhood of p. More generally, the
k-th iterate f k = f ◦ f k−1 is defined on U ∩ f−1(U)∩·· ·∩ f−(k−1)(U). This suggests
the next definition:

Definition 1.4. Let f ∈End(M, p) be a holomorphic local dynamical system defined
on an open set U ⊆ M. Then the stable set Kf of f is

Kf =
∞⋂

k=0

f−k(U).

In other words, the stable set of f is the set of all points z ∈ U such that the orbit
{ f k(z) | k ∈N} is well-defined. If z ∈U \Kf , we shall say that z (or its orbit) escapes
from U .

Clearly, p ∈ Kf , and so the stable set is never empty (but it can happen that
Kf = {p}; see the next section for an example). Thus the first natural question in
local holomorphic dynamics is:

(Q1) What is the topological structure of Kf ?

For instance, when does Kf have non-empty interior? As we shall see in
Proposition 4.1, holomorphic local dynamical systems such that p belongs to
the interior of the stable set enjoy special properties.

Remark 1.5. Both the definition of stable set and Question 1 (as well as several
other definitions and questions we shall see later on) are topological in character;
we might state them for local dynamical systems which are continuous only. As we
shall see, however, the answers will strongly depend on the holomorphicity of the
dynamical system.

Definition 1.6. Given f ∈ End(M, p), a set K ⊆ M is completely f -invariant if
f−1(K) = K (this implies, in particular, that K is f -invariant, that is f (K) ⊆ K).

Clearly, the stable set Kf is completely f -invariant. Therefore the pair (Kf , f ) is
a discrete dynamical system in the usual sense, and so the second natural question
in local holomorphic dynamics is

(Q2) What is the dynamical structure of (Kf , f )?

For instance, what is the asymptotic behavior of the orbits? Do they converge to p,
or have they a chaotic behavior? Is there a dense orbit? Do there exist proper
f -invariant subsets, that is sets L ⊂ Kf such that f (L) ⊆ L? If they do exist, what is
the dynamics on them?

To answer all these questions, the most efficient way is to replace f by a
“dynamically equivalent” but simpler (e.g., linear) map g. In our context, “dynam-
ically equivalent” means “locally conjugated”; and we have at least three kinds of
conjugacy to consider.
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Definition 1.7. Let f1 : U1 → M1 and f2 : U2 → M2 be two holomorphic local
dynamical systems at p1 ∈ M1 and p2 ∈ M2 respectively. We shall say that f1

and f2 are holomorphically (respectively, topologically) locally conjugated if there
are open neighbourhoods W1 ⊆ U1 of p1, W2 ⊆ U2 of p2, and a biholomorphism
(respectively, a homeomorphism) ϕ : W1 →W2 with ϕ(p1) = p2 such that

f1 = ϕ−1 ◦ f2 ◦ϕ on ϕ−1(W2 ∩ f−1
2 (W2)

)
= W1 ∩ f−1

1 (W1).

If f1 : U1 → M1 and f2 : U2 → M2 are locally conjugated, in particular we have

f k
1 = ϕ−1 ◦ f k

2 ◦ϕ on ϕ−1(W2 ∩·· ·∩ f−(k−1)
2 (W2)

)
=W1 ∩·· ·∩ f−(k−1)

1 (W1)

for all k ∈ N and thus
Kf2|W2

= ϕ(Kf1|W1
).

So the local dynamics of f1 about p1 is to all purposes equivalent to the local dy-
namics of f2 about p2.

Remark 1.8. Using local coordinates centered at p ∈ M it is easy to show that any
holomorphic local dynamical system at p is holomorphically locally conjugated to
a holomorphic local dynamical system at O ∈ C

n, where n = dimM.

Whenever we have an equivalence relation in a class of objects, there are classifica-
tion problems. So the third natural question in local holomorphic dynamics is

(Q3) Find a (possibly small) class F of holomorphic local dynamical systems
at O ∈ C

n such that every holomorphic local dynamical system f at a
point in an n-dimensional complex manifold is holomorphically (respec-
tively, topologically) locally conjugated to a (possibly) unique element of F ,
called the holomorphic (respectively, topological ) normal form of f .

Unfortunately, the holomorphic classification is often too complicated to be practi-
cal; the family F of normal forms might be uncountable. A possible replacement is
looking for invariants instead of normal forms:

(Q4) Find a way to associate a (possibly small) class of (possibly computable)
objects, called invariants, to any holomorphic local dynamical system f
at O ∈ C

n so that two holomorphic local dynamical systems at O can be
holomorphically conjugated only if they have the same invariants. The class
of invariants is furthermore said complete if two holomorphic local dynami-
cal systems at O are holomorphically conjugated if and only if they have the
same invariants.

As remarked before, up to now all the questions we asked made sense for topological
local dynamical systems; the next one instead makes sense only for holomorphic
local dynamical systems.

A holomorphic local dynamical system at O ∈ C
n is clearly given by an element

of C0{z1, . . . ,zn}n, the space of n-uples of converging power series in z1, . . . ,zn
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without constant terms. The space C0{z1, . . . ,zn}n is a subspace of the space
C0[[z1, . . . ,zn]]n of n-uples of formal power series without constant terms. An
element Φ ∈ C0[[z1, . . . ,zn]]n has an inverse (with respect to composition) still be-
longing to C0[[z1, . . . ,zn]]n if and only if its linear part is a linear automorphism
of C

n.

Definition 1.9. We say that two holomorphic local dynamical systems f1, f2 ∈
C0{z1, . . . ,zn}n are formally conjugated if there is an invertible Φ ∈ C0[[z1, . . . ,zn]]n

such that f1 = Φ−1 ◦ f2 ◦Φ in C0[[z1, . . . ,zn]]n.

It is clear that two holomorphically locally conjugated holomorphic local dy-
namical systems are both formally and topologically locally conjugated too. On the
other hand, we shall see examples of holomorphic local dynamical systems that
are topologically locally conjugated without being neither formally nor holomor-
phically locally conjugated, and examples of holomorphic local dynamical systems
that are formally conjugated without being neither holomorphically nor topologi-
cally locally conjugated. So the last natural question in local holomorphic dynamics
we shall deal with is

(Q5) Find normal forms and invariants with respect to the relation of formal con-
jugacy for holomorphic local dynamical systems at O ∈ C

n.

In this survey we shall present some of the main results known on these ques-
tions, starting from the one-dimensional situation. But before entering the main
core of the paper I would like to heartily thank François Berteloot, Kingshook
Biswas, Filippo Bracci, Santiago Diaz-Madrigal, Graziano Gentili, Giorgio Patrizio,
Mohamad Pouryayevali, Jasmin Raissy and Francesca Tovena, without whom none
of this would have been written.

2 One Complex Variable: The Hyperbolic Case

Let us then start by discussing holomorphic local dynamical systems at 0 ∈ C. As
remarked in the previous section, such a system is given by a converging power
series f without constant term:

f (z) = a1z+ a2z2 + a3z3 + · · · ∈ C0{z}.
Definition 2.1. The number a1 = f ′(0) is the multiplier of f .

Since a1z is the best linear approximation of f , it is sensible to expect that the
local dynamics of f will be strongly influenced by the value of a1. For this reason
we introduce the following definitions:

Definition 2.2. Let a1 ∈ C be the multiplier of f ∈ End(C,0). Then

– if |a1| < 1 we say that the fixed point 0 is attracting;
– if a1 = 0 we say that the fixed point 0 is superattracting;
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– if |a1| > 1 we say that the fixed point 0 is repelling;
– if |a1| �= 0, 1 we say that the fixed point 0 is hyperbolic;
– if a1 ∈ S1 is a root of unity, we say that the fixed point 0 is parabolic (or rationally

indifferent);
– if a1 ∈ S1 is not a root of unity, we say that the fixed point 0 is elliptic (or irra-

tionally indifferent).

As we shall see in a minute, the dynamics of one-dimensional holomorphic local
dynamical systems with a hyperbolic fixed point is pretty elementary; so we start
with this case.

Remark 2.3. Notice that if 0 is an attracting fixed point for f ∈ End(C,0) with non-
zero multiplier, then it is a repelling fixed point for the inverse map f−1 ∈End(C,0).

Assume first that 0 is attracting for the holomorphic local dynamical system f ∈
End(C,0). Then we can write f (z) = a1z+ O(z2), with 0 < |a1| < 1; hence we can
find a large constant M > 0, a small constant ε > 0 and 0 < δ < 1 such that if |z|< ε
then

| f (z)| ≤ (|a1|+ Mε)|z| ≤ δ |z|. (1)

In particular, if Δε denotes the disk of center 0 and radius ε , we have f (Δε )⊂ Δε
for ε > 0 small enough, and the stable set of f |Δε is Δε itself (in particular, a one-
dimensional attracting fixed point is always stable). Furthermore,

| f k(z)| ≤ δ k|z| → 0

as k → +∞, and thus every orbit starting in Δε is attracted by the origin, which is
the reason of the name “attracting” for such a fixed point.

If instead 0 is a repelling fixed point, a similar argument (or the observation that
0 is attracting for f−1) shows that for ε > 0 small enough the stable set of f |Δε
reduces to the origin only: all (non-trivial) orbits escape.

It is also not difficult to find holomorphic and topological normal forms for one-
dimensional holomorphic local dynamical systems with a hyperbolic fixed point,
as shown in the following result, which can be considered as the beginning of the
theory of holomorphic dynamical systems:

Theorem 2.4 (Kœnigs, 1884 [Kœ]). Let f ∈ End(C,0) be a one-dimensional holo-
morphic local dynamical system with a hyperbolic fixed point at the origin, and let
a1 ∈ C

∗ \ S1 be its multiplier. Then:

(i) f is holomorphically (and hence formally) locally conjugated to its linear
part g(z) = a1z. The conjugation ϕ is uniquely determined by the condition
ϕ ′(0) = 1.

(ii) Two such holomorphic local dynamical systems are holomorphically conju-
gated if and only if they have the same multiplier.

(iii) f is topologically locally conjugated to the map g<(z) = z/2 if |a1| < 1, and to
the map g>(z) = 2z if |a1| > 1.
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Proof. Let us assume 0 < |a1| < 1; if |a1| > 1 it will suffice to apply the same
argument to f−1.

(i) Choose 0 < δ < 1 such that δ 2 < |a1| < δ . Writing f (z) = a1z+ z2r(z) for a
suitable holomorphic germ r, we can clearly find ε > 0 such that |a1|+Mε <
δ , where M = max

z∈Δε
|r(z)|. So we have

| f (z)−a1z| ≤ M|z|2 and | f k(z)| ≤ δ k|z|

for all z ∈ Δε and k ∈ N.
Put ϕk = f k/ak

1; we claim that the sequence {ϕk} converges to a holomorphic
map ϕ : Δε → C. Indeed we have

|ϕk+1(z)−ϕk(z)| =
1

|a1|k+1

∣∣ f
(

f k(z)
)−a1 f k(z)

∣∣

≤ M
|a1|k+1 | f k(z)|2 ≤ M

|a1|
(

δ 2

|a1|
)k

|z|2

for all z ∈ Δε , and so the telescopic series ∑k(ϕk+1 −ϕk) is uniformly conver-
gent in Δε to ϕ −ϕ0.
Since ϕ ′

k(0) = 1 for all k ∈ N, we have ϕ ′(0) = 1 and so, up to possibly
shrink ε , we can assume that ϕ is a biholomorphism with its image. More-
over, we have

ϕ
(

f (z)
)

= lim
k→+∞

f k
(

f (z)
)

ak
1

= a1 lim
k→+∞

f k+1(z)
ak+1

1

= a1ϕ(z),

that is f = ϕ−1 ◦ g ◦ϕ , as claimed.
If ψ is another local holomorphic function such that ψ ′(0) = 1 and ψ−1 ◦ g ◦
ψ = f , it follows that ψ ◦ϕ−1(λ z) = λ ψ ◦ϕ−1(z); comparing the expansion
in power series of both sides we find ψ ◦ϕ−1 ≡ id, that is ψ ≡ ϕ , as claimed.

(ii) Since f1 = ϕ−1 ◦ f2 ◦ϕ implies f ′1(0) = f ′2(0), the multiplier is invariant un-
der holomorphic local conjugation, and so two one-dimensional holomorphic
local dynamical systems with a hyperbolic fixed point are holomorphically
locally conjugated if and only if they have the same multiplier.

(iii) Since |a1| < 1 it is easy to build a topological conjugacy between g and g<

on Δε . First choose a homeomorphism χ between the annulus {|a1|ε ≤ |z| ≤
ε} and the annulus {ε/2 ≤ |z| ≤ ε} which is the identity on the outer circle
and given by χ(z) = z/(2a1) on the inner circle. Now extend χ by induction to
a homeomorphism between the annuli {|a1|kε ≤ |z| ≤ |a1|k−1ε} and {ε/2k ≤
|z| ≤ ε/2k−1} by prescribing

χ(a1z) =
1
2

χ(z).

Putting finally χ(0) = 0 we then get a homeomorphism χ of Δε with itself
such that g = χ−1 ◦ g< ◦ χ , as required. 
�
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Remark 2.5. Notice that g<(z) = 1
2 z and g>(z) = 2z cannot be topologically

conjugated, because (for instance) Kg< is open whereas Kg> = {0} is not.

Remark 2.6. The proof of this theorem is based on two techniques often used in
dynamics to build conjugations. The first one is used in part (i). Suppose that we
would like to prove that two invertible local dynamical systems f , g ∈ End(M, p)
are conjugated. Set ϕk = g−k ◦ f k, so that

ϕk ◦ f = g−k ◦ f k+1 = g ◦ϕk+1.

Therefore if we can prove that {ϕk} converges to an invertible map ϕ as k → +∞
we get ϕ ◦ f = g ◦ϕ , and thus f and g are conjugated, as desired. This is exactly
the way we proved Theorem 2.4.(i); and we shall see variations of this technique
later on.

To describe the second technique we need a definition.

Definition 2.7. Let f : X → X be an open continuous self-map of a topological
space X . A fundamental domain for f is an open subset D ⊂ X such that

(i) f h(D)∩ f k(D) = /0 for every h �= k ∈ N;
(ii)

⋃

k∈N

f k(D) = X ;

(iii) if z1, z2 ∈ D are so that f h(z1) = f k(z2) for some h > k ∈ N then h = k +1 and
z2 = f (z1) ∈ ∂D.

There are other possible definitions of a fundamental domain, but this will work for
our aims.

Suppose that we would like to prove that two open continuous maps f1 : X1 → X1

and f2 : X2 → X2 are topologically conjugated. Assume we have fundamental do-
mains D j ⊂ Xj for f j (with j = 1, 2) and a homeomorphism χ : D1 → D2 such that

χ ◦ f1 = f2 ◦ χ (2)

on D1 ∩ f−1
1 (D1). Then we can extend χ to a homeomorphism χ̃ : X1 → X2 conju-

gating f1 and f2 by setting
χ̃(z) = f k

2

(
χ(w)

)
, (3)

for all z ∈ X1, where k = k(z) ∈ N and w = w(z) ∈ D are chosen so that f k
1 (w) = z.

The definition of fundamental domain and (2) imply that χ̃ is well-defined. Clearly
χ̃ ◦ f1 = f2 ◦ χ̃; and using the openness of f1 and f2 it is easy to check that χ̃ is a
homeomorphism. This is the technique we used in the proof of Theorem 2.4.(iii);
and we shall use it again later.

Thus the dynamics in the one-dimensional hyperbolic case is completely clear.
The superattracting case can be treated similarly. If 0 is a superattracting point for
an f ∈ End(C,0), we can write

f (z) = arz
r + ar+1zr+1 + · · ·

with ar �= 0.
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Definition 2.8. The number r ≥ 2 is the order (or local degree) of the superattracting
point.

An argument similar to the one described before shows that for ε > 0 small enough
the stable set of f |Δε still is all of Δε , and the orbits converge (faster than in the
attracting case) to the origin. Furthermore, we can prove the following

Theorem 2.9 (Böttcher, 1904 [Bö]). Let f ∈ End(C,0) be a one-dimensional holo-
morphic local dynamical system with a superattracting fixed point at the origin, and
let r ≥ 2 be its order. Then:

(i) f is holomorphically (and hence formally) locally conjugated to the map g(z) =
zr, and the conjugation is unique up to multiplication by an (r−1)-root of unity;

(ii) two such holomorphic local dynamical systems are holomorphically (or topo-
logically) conjugated if and only if they have the same order.

Proof. First of all, up to a linear conjugation z �→ μz with μr−1 = ar we can assume
ar = 1.

Now write f (z) = zrh1(z) for a suitable holomorphic germ h1 with h1(0) = 1.
By induction, it is easy to see that we can write f k(z) = zrk

hk(z) for a suitable
holomorphic germ hk with hk(0) = 1. Furthermore, the equalities f ◦ f k−1 = f k =
f k−1 ◦ f yield

hk−1(z)rh1
(

f k−1(z)
)

= hk(z) = h1(z)rk−1
hk−1

(
f (z)
)
. (4)

Choose 0 < δ < 1. Then we can clearly find 1 > ε > 0 such that Mε < δ , where
M = max

z∈Δε
|h1(z)|; we can also assume that h1(z) �= 0 for all z ∈ Δε . Since

| f (z)| ≤ M|z|r < δ |z|r−1

for all z ∈ Δε , we have f (Δε) ⊂ Δε , as anticipated before.
We also remark that (4) implies that each hk is well-defined and never vanishing

on Δε . So for every k ≥ 1 we can choose a unique ψk holomorphic in Δε such that
ψk(z)rk

= hk(z) on Δε and with ψk(0) = 1.

Set ϕk(z) = zψk(z), so that ϕ ′
k(0) = 1 and ϕk(z)rk

= f k(z) on Δε ; in particular,
formally we have ϕk = g−k ◦ f k. We claim that the sequence {ϕk} converges to a
holomorphic function ϕ on Δε . Indeed, we have

∣∣∣∣
ϕk+1(z)
ϕk(z)

∣∣∣∣ =

∣∣∣∣∣
ψk+1(z)rk+1

ψk(z)rk+1

∣∣∣∣∣

1/rk+1

=
∣∣∣∣
hk+1(z)
hk(z)r

∣∣∣∣
1/rk+1

=
∣∣h1
(

f k(z)
)∣∣1/rk+1

=
∣∣1 + O

(| f k(z)|)∣∣1/rk+1
= 1 +

1
rk+1 O

(| f k(z)|)= 1 + O

(
1

rk+1

)
,

and so the telescopic product ∏k(ϕk+1/ϕk) converges to ϕ/ϕ1 uniformly in Δε .
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Since ϕ ′
k(0) = 1 for all k ∈ N, we have ϕ ′(0) = 1 and so, up to possibly shrink ε ,

we can assume that ϕ is a biholomorphism with its image. Moreover, we have

ϕk
(

f (z)
)rk

= f (z)rk
ψk
(

f (z)
)rk

= zrk
h1(z)rk

hk
(

f (z)
)
= zrk+1

hk+1(z) =
[
ϕk+1(z)r]rk

,

and thus ϕk ◦ f = [ϕk+1]r. Passing to the limit we get f = ϕ−1 ◦ g ◦ϕ , as claimed.
If ψ is another local biholomorphism conjugating f with g, we must have ψ ◦

ϕ−1(zr) = ψ ◦ϕ−1(z)r for all z in a neighbourhood of the origin; comparing the
series expansions at the origin we get ψ ◦ϕ−1(z) = az with ar−1 = 1, and hence
ψ(z) = aϕ(z), as claimed.

Finally, (ii) follows because zr and zs are locally topologically conjugated if and
only if r = s (because the order is the number of preimages of points close to the
origin). 
�

Therefore the one-dimensional local dynamics about a hyperbolic or superat-
tracting fixed point is completely clear; let us now discuss what happens about a
parabolic fixed point.

3 One Complex Variable: The Parabolic Case

Let f ∈ End(C,0) be a (non-linear) holomorphic local dynamical system with a
parabolic fixed point at the origin. Then we can write

f (z) = e2iπ p/qz+ ar+1zr+1 + ar+2zr+2 + · · · , (5)

with ar+1 �= 0.

Definition 3.1. The rational number p/q ∈ Q∩ [0,1) is the rotation number of f ,
and the number r + 1 ≥ 2 is the multiplicity of f at the fixed point. If p/q = 0 (that
is, if the multiplier is 1), we shall say that f is tangent to the identity.

The first observation is that such a dynamical system is never locally conjugated
to its linear part, not even topologically, unless it is of finite order:

Proposition 3.2. Let f ∈ End(C,0) be a holomorphic local dynamical system with
multiplier λ , and assume that λ = e2iπ p/q is a primitive root of the unity of order q.
Then f is holomorphically (or topologically or formally) locally conjugated to
g(z) = λ z if and only if f q ≡ id.

Proof. If ϕ−1 ◦ f ◦ϕ(z) = e2π ip/qz then ϕ−1 ◦ f q ◦ϕ = id, and hence f q = id.
Conversely, assume that f q ≡ id and set

ϕ(z) =
1
q

q−1

∑
j=0

f j(z)
λ j .
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Then it is easy to check that ϕ ′(0) = 1 and ϕ ◦ f (z) = λ ϕ(z), and so f is holomor-
phically (and topologically and formally) locally conjugated to λ z. 
�

In particular, if f is tangent to the identity then it cannot be locally conjugated to
the identity (unless it was the identity to begin with, which is not a very interesting
case dynamically speaking). More precisely, the stable set of such an f is never a
neighbourhood of the origin. To understand why, let us first consider a map of the
form

f (z) = z(1 + azr)

for some a �= 0. Let v ∈ S1 ⊂ C be such that avr is real and positive. Then for any
c > 0 we have

f (cv) = c(1 + cravr)v ∈ R
+v;

moreover, | f (cv)| > |cv|. In other words, the half-line R
+v is f -invariant and re-

pelled from the origin, that is Kf ∩R
+v = /0. Conversely, if avr is real and negative

then the segment [0, |a|−1/r]v is f -invariant and attracted by the origin. So Kf neither
is a neighbourhood of the origin nor reduces to {0}.

This example suggests the following definition:

Definition 3.3. Let f ∈ End(C,0) be tangent to the identity of multiplicity r+1≥ 2.
Then a unit vector v ∈ S1 is an attracting (respectively, repelling) direction for f at
the origin if ar+1vr is real and negative (respectively, positive).

Clearly, there are r equally spaced attracting directions, separated by r equally
spaced repelling directions: if ar+1 = |ar+1|eiα , then v = eiθ is attracting (respec-
tively, repelling) if and only if

θ =
2k + 1

r
π − α

r

(
respectively, θ =

2k
r

π − α
r

)
.

Furthermore, a repelling (attracting) direction for f is attracting (repelling) for f−1,
which is defined in a neighbourhood of the origin.

It turns out that to every attracting direction is associated a connected component
of Kf \ {0}.

Definition 3.4. Let v ∈ S1 be an attracting direction for an f ∈ End(C,0) tangent
to the identity. The basin centered at v is the set of points z ∈ Kf \ {0} such that
f k(z) → 0 and f k(z)/| f k(z)| → v (notice that, up to shrinking the domain of f , we
can assume that f (z) �= 0 for all z ∈ Kf \{0}). If z belongs to the basin centered at v,
we shall say that the orbit of z tends to 0 tangent to v.

A slightly more specialized (but more useful) object is the following:

Definition 3.5. An attracting petal centered at an attracting direction v of an f ∈
End(C,0) tangent to the identity is an open simply connected f -invariant set P ⊆
Kf \{0} such that a point z ∈ Kf \{0} belongs to the basin centered at v if and only
if its orbit intersects P. In other words, the orbit of a point tends to 0 tangent to v if
and only if it is eventually contained in P. A repelling petal (centered at a repelling
direction) is an attracting petal for the inverse of f .
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It turns out that the basins centered at the attracting directions are exactly the
connected components of Kf \ {0}, as shown in the Leau-Fatou flower theorem:

Theorem 3.6 (Leau, 1897 [L]; Fatou, 1919-20 [F1–3]). Let f ∈ End(C,0) be
a holomorphic local dynamical system tangent to the identity with multiplicity
r + 1 ≥ 2 at the fixed point. Let v+

1 , . . . ,v+
r ∈ S1 be the r attracting directions of f at

the origin, and v−1 , . . . ,v−r ∈ S1 the r repelling directions. Then

(i) for each attracting (repelling) direction v±j there exists an attracting (repelling)

petal P±
j , so that the union of these 2r petals together with the origin forms a

neighbourhood of the origin. Furthermore, the 2r petals are arranged cicli-
cally so that two petals intersect if and only if the angle between their central
directions is π/r.

(ii) Kf \ {0} is the (disjoint) union of the basins centered at the r attracting
directions.

(iii) If B is a basin centered at one of the attracting directions, then there is a func-
tion ϕ : B → C such that ϕ ◦ f (z) = ϕ(z)+1 for all z ∈ B. Furthermore, if P is
the corresponding petal constructed in part (i), then ϕ |P is a biholomorphism
with an open subset of the complex plane containing a right half-plane — and
so f |P is holomorphically conjugated to the translation z �→ z+ 1.

Proof. Up to a linear conjugation, we can assume that ar+1 =−1, so that the attract-
ing directions are the r-th roots of unity. For any δ > 0, the set {z ∈ C | |zr −δ |< δ}
has exactly r connected components, each one symmetric with respect to a different
r-th root of unity; it will turn out that, for δ small enough, these connected compo-
nents are attracting petals of f , even though to get a pointed neighbourhood of the
origin we shall need larger petals.

For j = 1, . . . ,r let Σ j ⊂ C
∗ denote the sector centered about the attractive

direction v+
j and bounded by two consecutive repelling directions, that is

Σ j =
{

z ∈ C
∗
∣∣∣∣

2 j−3
r

π < argz <
2 j−1

r
π
}

.

Notice that each Σ j contains a unique connected component Pj,δ of {z ∈ C | |zr −
δ | < δ}; moreover, Pj,δ is tangent at the origin to the sector centered about v j of
amplitude π/r.

The main technical trick in this proof consists in transfering the setting to a neigh-
bourhood of infinity in the Riemann sphere P

1(C). Let ψ : C
∗ → C

∗ be given by

ψ(z) =
1

rzr ;

it is a biholomorphism between Σ j and C
∗ \R

−, with inverse ψ−1(w) = (rw)−1/r,
choosing suitably the r-th root. Furthermore, ψ(Pj,δ ) is the right half-plane Hδ =
{w ∈ C | Rew > 1/(2rδ )}.
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When |w| is so large that ψ−1(w) belongs to the domain of definition of f , the
composition F = ψ ◦ f ◦ψ−1 makes sense, and we have

F(w) = w+ 1 + O(w−1/r). (6)

Thus to study the dynamics of f in a neighbourhood of the origin in Σ j it suffices to
study the dynamics of F in a neighbourhood of infinity.

The first observation is that when Rew is large enough then

ReF(w) > Rew+
1
2

;

this implies that for δ small enough Hδ is F-invariant (and thus Pj,δ is f -invariant).
Furthermore, by induction one has

ReFk(w) > Rew+
k
2

(7)

for all w ∈ Hδ , which implies that Fk(w) → ∞ in Hδ (and f k(z) → 0 in Pj,δ ) as
k → ∞.

Now we claim that the argument of wk = Fk(w) tends to zero. Indeed, (6) and (7)
yield

wk

k
=

w
k

+ 1 +
1
k

k−1

∑
l=0

O(w−1/r
l ) ;

hence Cesaro’s theorem on the averages of a converging sequence implies

wk

k
→ 1, (8)

and so argwk → 0 as k →∞. Going back to Pj,δ , this implies that f k(z)/| f k(z)| → v+
j

for every z ∈ Pj,δ . Since furthermore Pj,δ is centered about v+
j , every orbit converg-

ing to 0 tangent to v+
j must intersect Pj,δ , and thus we have proved that Pj,δ is an

attracting petal.
Arguing in the same way with f−1 we get repelling petals; unfortunately, the

petals obtained so far are too small to form a full pointed neighbourhood of the ori-
gin. In fact, as remarked before each Pj,δ is contained in a sector centered about v+

j
of amplitude π/r; therefore the repelling and attracting petals obtained in this way
do not intersect but are tangent to each other. We need larger petals.

So our aim is to find an f -invariant subset P+
j of Σ j containing Pj,δ and which

is tangent at the origin to a sector centered about v+
j of amplitude strictly greater

than π/r. To do so, first of all remark that there are R, C > 0 such that

|F(w)−w−1| ≤ C

|w|1/r
(9)

as soon as |w| > R. Choose ε ∈ (0,1) and select δ > 0 so that 4rδ < R−1 and
ε > 2C(4rδ )1/r. Then |w| > 1/(4rδ ) implies

|F(w)−w−1|< ε/2.
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Set Mε = (1 + ε)/(2rδ ) and let

H̃ε = {w ∈ C | | Imw| > −ε Rew+ Mε}∪Hδ .

If w ∈ H̃ε we have |w| > 1/(2rδ ) and hence

ReF(w) > Rew+ 1− ε/2 and | ImF(w)− Imw| < ε/2 ; (10)

it is then easy to check that F(H̃ε ) ⊂ H̃ε and that every orbit starting in H̃ε must
eventually enter Hδ . Thus P+

j = ψ−1(H̃ε) is as required, and we have proved (i).
To prove (ii) we need a further property of H̃ε . If w ∈ H̃ε , arguing by induction

on k ≥ 1 using (10) we get

k
(

1− ε
2

)
< ReFk(w)−Rew

and
kε(1− ε)

2
< | ImFk(w)|+ ε ReFk(w)− (| Imw|+ ε Rew

)
.

This implies that for every w0 ∈ H̃ε there exists a k0 ≥ 1 so that we cannot have
Fk0(w) = w0 for any w ∈ H̃ε . Coming back to the z-plane, this says that any inverse
orbit of f must eventually leave P+

j . Thus every (forward) orbit of f must eventually
leave any repelling petal. So if z ∈ Kf \{O}, where the stable set is computed work-
ing in the neighborhood of the origin given by the union of repelling and attracting
petals (together with the origin), the orbit of z must eventually land in an attracting
petal, and thus z belongs to a basin centered at one of the r attracting directions —
and (ii) is proved.

To prove (iii), first of all we notice that we have

|F ′(w)−1| ≤ 21+1/rC

|w|1+1/r
(11)

in H̃ε . Indeed, (9) says that if |w| > 1/(2rδ ) then the function w �→ F(w)−w− 1
sends the disk of center w and radius |w|/2 into the disk of center the origin and
radius C/(|w|/2)1/r; inequality (11) then follows from the Cauchy estimates on the
derivative.

Now choose w0 ∈Hδ , and set ϕ̃k(w) = Fk(w)−Fk(w0). Given w∈ H̃ε , as soon as
k ∈ N is so large that Fk(w) ∈ Hδ we can apply Lagrange’s theorem to the segment
from Fk(w0) to Fk(w) to get a tk ∈ [0,1] such that

∣∣∣∣
ϕ̃k+1(w)
ϕ̃k(w)

−1

∣∣∣∣=

∣∣∣∣∣
F
(
Fk(w)

)−Fk
(
Fk(w0)

)

Fk(w)−Fk(w0)
−1

∣∣∣∣∣=
∣∣F ′(tkFk(w)+(1−tk)Fk(w0)

)−1
∣∣

≤ 21+1/rC

min{|ReFk(w)|, |Re Fk(w0)|}1+1/r
≤ C′

k1+1/r
,

where we used (11) and (8), and the constant C′ is uniform on compact subsets of
H̃ε (and it can be chosen uniform on Hδ ).
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As a consequence, the telescopic product ∏k ϕ̃k+1/ϕ̃k converges uniformly on
compact subsets of H̃ε (and uniformly on Hδ ), and thus the sequence ϕ̃k converges,
uniformly on compact subsets, to a holomorphic function ϕ̃ : H̃ε → C. Since we
have

ϕ̃k ◦F(w) = Fk+1(w)−Fk(w0) = ϕ̃k+1(w)+ F
(
Fk(w0)

)−Fk(w0)

= ϕ̃k+1(w)+ 1 + O
(|Fk(w0)|−1/r),

it follows that
ϕ̃ ◦F(w) = ϕ̃(w)+ 1

on H̃ε . In particular, ϕ̃ is not constant; being the limit of injective functions, by
Hurwitz’s theorem it is injective.

We now prove that the image of ϕ̃ contains a right half-plane. First of all, we
claim that

lim
|w|→+∞
w∈Hδ

ϕ̃(w)
w

= 1. (12)

Indeed, choose η > 0. Since the convergence of the telescopic product is uniform
on Hδ , we can find k0 ∈ N such that

∣∣∣∣
ϕ̃(w)− ϕ̃k0(w)

w−w0

∣∣∣∣<
η
3

on Hδ . Furthermore, we have

∣∣∣∣
ϕ̃k0(w)
w−w0

−1

∣∣∣∣=
∣∣∣∣∣
k0 + ∑k0−1

j=0 O(|F j(w)|−1/r)+ w0 −Fk0(w0)

w−w0

∣∣∣∣∣= O(|w|−1)

on Hδ ; therefore we can find R > 0 such that
∣∣∣∣

ϕ̃(w)
w−w0

−1

∣∣∣∣<
η
3

as soon as |w| > R in Hδ . Finally, if R is large enough we also have
∣∣∣∣

ϕ̃(w)
w−w0

− ϕ̃(w)
w

∣∣∣∣=
∣∣∣∣

ϕ̃(w)
w−w0

∣∣∣∣

∣∣∣∣
w
w0

∣∣∣∣<
η
3

,

and (12) follows.
Equality (12) clearly implies that (ϕ̃(w)−wo)/(w−wo)→ 1 as |w| →+∞ in Hδ

for any wo ∈ C. But this means that if Rewo is large enough then the difference
between the variation of the argument of ϕ̃ −wo along a suitably small closed circle
around wo and the variation of the argument of w−wo along the same circle will
be less than 2π — and thus it will be zero. Then the argument principle implies
that ϕ̃ −wo and w−wo have the same number of zeroes inside that circle, and thus
wo ∈ ϕ̃(Hδ ), as required.
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So setting ϕ = ϕ̃ ◦ψ , we have defined a function ϕ with the required properties
on P+

j . To extend it to the whole basin B it suffices to put

ϕ(z) = ϕ
(

f k(z)
)− k, (13)

where k ∈ N is the first integer such that f k(z) ∈ P+
j . 
�

A way to construct the conjugation ϕ as limit of hyperbolic linearizations given
by Theorem 2.4 is described in [U3].

Remark 3.7. It is possible to construct petals that cannot be contained in any sector
strictly smaller than Σ j. To do so we need an F-invariant subset Ĥε of C

∗ \R
−

containing H̃ε and containing eventually every half-line issuing from the origin
(but R

−). For M >> 1 and C > 0 large enough, replace the straight lines bound-
ing H̃ε on the left of Rew = −M by the curves

| Imw| =
{

C log |Rew| if r = 1 ,

C|Rew|1−1/r if r > 1.

Then it is not too difficult to check that the domain Ĥε so obtained is as desired (see
[CG]).

So we have a complete description of the dynamics in the neighbourhood of
the origin. Actually, Camacho has pushed this argument even further, obtaining a
complete topological classification of one-dimensional holomorphic local dynami-
cal systems tangent to the identity (see also [BH, Theorem 1.7]):

Theorem 3.8 (Camacho, 1978 [C]; Shcherbakov, 1982 [S]). Let f ∈ End(C,0) be
a holomorphic local dynamical system tangent to the identity with multiplicity r +1
at the fixed point. Then f is topologically locally conjugated to the map

g(z) = z− zr+1.

Remark 3.9. Camacho’s proof ([C]; see also [Br2, J1]) shows that the topologi-
cal conjugation can be taken smooth in a punctured neighbourhood of the ori-
gin. Jenkins [J1] also proved that if f ∈ End(C,0) is tangent to the identity with
multiplicity 2 and the topological conjugation is actually real-analitic in a punctured
neighbourhood of the origin, with real-analytic inverse, then f is locally holomor-
phically conjugated to z−z2. Finally, Martinet and Ramis [MR] have proved that if a
germ f ∈End(C,0) tangent to the identity is C1-conjugated (in a full neighbourhood
of the origin) to g(z) = z?zr+1, then the conjugation can be chosen holomorphic or
antiholomorphic.

The formal classification is simple too, though different (see, e.g., Milnor [Mi]):

Proposition 3.10. Let f ∈ End(C,0) be a holomorphic local dynamical system tan-
gent to the identity with multiplicity r + 1 at the fixed point. Then f is formally
conjugated to the map

g(z) = z− zr+1 + β z2r+1, (14)
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where β is a formal (and holomorphic) invariant given by

β =
1

2π i

∫

γ

dz
z− f (z)

, (15)

where the integral is taken over a small positive loop γ about the origin.

Proof. An easy computation shows that if f is given by (14) then (15) holds. Let
us now show that the integral in (15) is a holomorphic invariant. Let ϕ be a local
biholomorphism fixing the origin, and set F = ϕ−1 ◦ f ◦ϕ . Then

1
2π i

∫

γ

dz
z− f (z)

=
1

2π i

∫

ϕ−1◦γ

ϕ ′(w)dw

ϕ(w)− f
(
ϕ(w)

) =
1

2π i

∫

ϕ−1◦γ

ϕ ′(w)dw

ϕ(w)−ϕ
(
F(w)

) .

Now, we can clearly find M, M1 > 0 such that
∣∣∣∣∣

1
w−F(w)

− ϕ ′(w)
ϕ(w)−ϕ

(
F(w)

)
∣∣∣∣∣ =

1∣∣ϕ(w)−ϕ
(
F(w)

)∣∣

∣∣∣∣∣
ϕ(w)−ϕ

(
F(w)

)

w−F(w)
−ϕ ′(w)

∣∣∣∣∣

≤ M
|w−F(w)|∣∣ϕ(w)−ϕ

(
F(w)

)∣∣ ≤ M1,

in a neighbourhood of the origin, where the last inequality follows from the fact
that ϕ ′(0) �= 0. This means that the two meromorphic functions 1/

(
w−F(w)

)
and

ϕ ′(w)/
(
ϕ(w)−ϕ(

(
F(w)

))
differ by a holomorphic function; so they have the same

integral along any small loop surrounding the origin, and

1
2π i

∫

γ

dz
z− f (z)

=
1

2π i

∫

ϕ−1◦γ

dw
w−F(w)

,

as claimed.
To prove that f is formally conjugated to g, let us first take a local formal change

of coordinates ϕ of the form

ϕ(z) = z+ μzd + Od+1 (16)

with μ �= 0, and where we are writing Od+1 instead of O(zd+1). It follows that
ϕ−1(z) = z− μzd + Od+1, (ϕ−1)′(z) = 1− dμzd−1 + Od and (ϕ−1)( j) = Od− j for
all j ≥ 2. Then using the Taylor expansion of ϕ−1 we get

ϕ−1 ◦ f ◦ϕ(z)

= ϕ−1

(
ϕ(z)+ ∑

j≥r+1

a jϕ(z) j

)

= z+(ϕ−1)′
(
ϕ(z)

)
∑

j≥r+1
a jz

j(1 + μzd−1 + Od) j + Od+2r (17)

= z+[1−dμzd−1 + Od] ∑
j≥r+1

a jz
j(1 + jμzd−1 + Od)+ Od+2r
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= z+ ar+1zr+1 + · · ·+ ar+d−1zr+d−1

+[ar+d +(r + 1−d)μar+1]zr+d + Or+d+1.

This means that if d �= r+1 we can use a polynomial change of coordinates of the
form ϕ(z) = z+ μzd to remove the term of degree r + d from the Taylor expansion
of f without changing the lower degree terms.

So to conjugate f to g it suffices to use a linear change of coordinates to get
ar+1 = −1, and then apply a sequence of change of coordinates of the form ϕ(z) =
z+μzd to kill all the terms in the Taylor expansion of f but the term of degree z2r+1.

Finally, formula (17) also shows that two maps of the form (14) with different β
cannot be formally conjugated, and we are done. 
�
Definition 3.11. The number β given by (15) is called index of f at the fixed point.
The iterative residue of f is then defined by

Resit( f ) =
r + 1

2
−β .

The iterative residue has been introduced by Écalle [É1], and it behaves nicely under
iteration; for instance, it is possible to prove (see [BH, Proposition 3.10]) that

Resit( f k) =
1
k

Resit( f ).

The holomorphic classification of maps tangent to the identity is much more
complicated: as shown by Écalle [É2–3] and Voronin [Vo] in 1981, it depends on
functional invariants. We shall now try and roughly describe it; see [I2, M1–2, Ki,
BH, MR] and the original papers for details.

Let f ∈ End(C,0) be tangent to the identity with multiplicity r + 1 at the fixed
point; up to a linear change of coordinates we can assume that ar+1 = −1. Let P±

j

be a set of petals as in Theorem 3.6.(i), ordered so that P+
1 is centered on the positive

real semiaxis, and the others are arranged cyclically counterclockwise. Denote by
ϕ+

j (respectively, ϕ−
j ) the biholomorphism conjugating f |P+

j
(respectively, f |P−

j
) to

the shift z �→ z+1 in a right (respectively, left) half-plane given by Theorem 3.6.(iii)
— applied to f−1 for the repelling petals. If we moreover require that

ϕ±
j (z) =

1
rzr ±Resit( f ) · logz+ o(1), (18)

then ϕ j is uniquely determined.
Put now U+

j = P−
j ∩P+

j+1, U−
j = P−

j ∩P+
j , and S±j =

⋃
k∈Z U±

j . Using the dynam-

ics as in (13) we can extend ϕ−
j to S±j , and ϕ+

j to S+
j−1 ∪ S−j ; put V±

j = ϕ−
j (S±j ),

W−
j = ϕ+

j (S−j ) and W +
j = ϕ+

j+1(S
+
j ). Then let H−

j : V−
j → W−

J be the restriction

of ϕ+
j ◦ (ϕ−

j )−1 to V−
j , and H+

j : V+
j →W+

j the restriction of ϕ+
j+1 ◦ (ϕ−

j )−1 to V+
j .

It is not difficult to see that V±
j and W±

j are invariant by translation by 1,
and that V+

j and W +
j contain an upper half-plane while V−

j and W−
j contain
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a lower half-plane. Moreover, we have H±
j (z + 1) = H±

j (z) + 1; therefore using
the projection π(z) = exp(2π iz) we can induce holomorphic maps h±j : π(V±

j ) →
π(W±

j ), where π(V+
j ) and π(W+

j ) are pointed neighbourhoods of the origin, and

π(V−
j ) and π(W−

j ) are pointed neighbourhoods of ∞ ∈ P
1(C).

It is possible to show that setting h+
j (0) = 0 one obtains a holomorphic germ

h+
j ∈ End(C,0), and that setting h−j (∞) = ∞ one obtains a holomorphic germ h+

j ∈
End

(
P

1(C),∞
)
. Furthermore, denoting by λ +

j (respectively, λ−
j ) the multiplier of

h+
j at 0 (respectively, of h−j at ∞), it turns out that

r

∏
j=1

(λ +
j λ−

j ) = exp
[
4π2Resit( f )

]
. (19)

Now, if we replace f by a holomorphic local conjugate f̃ = ψ−1 ◦ f ◦ψ , and
denote by h̃±j the corresponding germs, it is not difficult to check that (up to a cyclic
renumbering of the petals) there are constants α j, β j ∈ C

∗ such that

h̃−j (z) = α jh
−
j

(
z

β j

)
and h̃+

j (z) = α j+1h+
j

(
z

β j

)
. (20)

This suggests the introduction of an equivalence relation on the set of 2r-uple of
germs (h±1 , . . . ,h±r ).

Definition 3.12. Let Mr denote the set of 2r-uple of germs h = (h±1 , . . . ,h±r ), with
h+

j ∈ End(C,0), h−j ∈ End
(
P

1(C),∞
)
, and whose multipliers satisfy (19). We shall

say that h, h̃∈ Mr are equivalent if up to a cyclic permutation of the indeces we have
(20) for suitable α j, β j ∈ C

∗. We denote by Mr the set of all equivalence classes.

The procedure described above allows then to associate to any f ∈End(C,0) tangent
to the identity with multiplicity r + 1 an element μ f ∈ Mr.

Definition 3.13. Let f ∈ End(C,0) be tangent to the identity. The element μ f ∈ Mr

given by this procedure is the sectorial invariant of f .

Then the holomorphic classification proved by Écalle and Voronin is

Theorem 3.14 (Écalle, 1981 [É2–3]; Voronin, 1981 [Vo]). Let f , g∈ End(C,0) be
two holomorphic local dynamical systems tangent to the identity. Then f and g are
holomorphically locally conjugated if and only if they have the same multiplicity,
the same index and the same sectorial invariant. Furthermore, for any r ≥ 1, β ∈ C

and μ ∈Mr there exists f ∈ End(C,0) tangent to the identity with multiplicity r+1,
index β and sectorial invariant μ .

Remark 3.15. In particular, holomorphic local dynamical systems tangent to the
identity give examples of local dynamical systems that are topologically conju-
gated without being neither holomorphically nor formally conjugated, and of lo-
cal dynamical systems that are formally conjugated without being holomorphically
conjugated. See also [Na, Tr].
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We would also like to mention a result of Ribón appeared in the appendix of
[CGBM]. It is known (see, e.g., [Br2]) that any germ f ∈ End(C,0) tangent to the
identity is the time-one map of a unique formal (not necessarily holomorphic) vector
field X singular at the origin, the infinitesimal generator of f . It is not difficult to
see that f is holomorphically locally conjugated to its formal normal form (given
by Proposition 3.10) if and only if X is actually holomorphic; Ribón has shown that
this is equivalent to the existence of a real-analytic foliation invariant under f . More
precisely, he has proved the following

Theorem 3.16 (Ribón, 2008 [CGBM]). Let f ∈ End(C,0) \ {id} be a germ tan-
gent to the identity. If there exists a germ of real-analytic foliation F , having an
isolated singularity at the origin, such that f ∗F = F , then the formal infinitesi-
mal generator of f is holomorphic at the origin. In particular, f is holomorphically
conjugated to its formal normal form.

We end this section recalling a few result on parabolic germs not tangent to the
identity. If f ∈ End(C,0) satisfies a1 = e2π ip/q, then f q is tangent to the identity.
Therefore we can apply the previous results to f q and then infer informations about
the dynamics of the original f , because of the following

Lemma 3.17. Let f , g ∈ End(C,0) be two holomorphic local dynamical systems
with the same multiplier e2π ip/q ∈ S1. Then f and g are holomorphically locally
conjugated if and only if f q and gq are.

Proof. One direction is obvious. For the converse, let ϕ be a germ conjugating f q

and gq; in particular,

gq = ϕ−1 ◦ f q ◦ϕ = (ϕ−1 ◦ f ◦ϕ)q.

So, up to replacing f by ϕ−1 ◦ f ◦ϕ , we can assume that f q = gq. Put

ψ =
q−1

∑
k=0

gq−k ◦ f k =
q

∑
k=1

gq−k ◦ f k.

The germ ψ is a local biholomorphism, because ψ ′(0) = q �= 0, and it is easy to
check that ψ ◦ f = g ◦ψ . 
�

We list here a few results; see [Mi, Ma, C, É2–3, Vo, MR, BH] for proofs and
further details.

Proposition 3.18. Let f ∈ End(C,0) be a holomorphic local dynamical system with
multiplier λ ∈ S1, and assume that λ is a primitive root of the unity of order q.
Assume that f q �≡ id. Then there exist n ≥ 1 and α ∈ C such that f is formally
conjugated to

g(z) = λ z− znq+1 + αz2nq+1.
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Definition 3.19. The number n is the parabolic multiplicity of f , and α ∈ C is the
index of f ; the iterative residue of f is then given by

Resit( f ) =
nq + 1

2
−α.

Proposition 3.20 (Camacho). Let f ∈End(C,0) be a holomorphic local dynamical
system with multiplier λ ∈ S1, and assume that λ is a primitive root of the unity
of order q. Assume that f q �≡ id, and has parabolic multiplicity n ≥ 1. Then f is
topologically conjugated to

g(z) = λ z− znq+1.

Theorem 3.21 (Leau-Fatou). Let f ∈End(C,0) be a holomorphic local dynamical
system with multiplier λ ∈ S1, and assume that λ is a primitive root of the unity
of order q. Assume that f q �≡ id, and let n ≥ 1 be the parabolic multiplicity of f .
Then f q has multiplicity nq+1, and f acts on the attracting (respectively, repelling)
petals of f q as a permutation composed by n disjoint cycles. Finally, Kf = Kf q .

Furthermore, it is possible to define the sectorial invariant of such a holomorphic
local dynamical system, composed by 2nq germs whose multipliers still satisfy (19),
and the analogue of Theorem 3.14 holds.

4 One Complex Variable: The Elliptic Case

We are left with the elliptic case:

f (z) = e2π iθ z+ a2z2 + · · · ∈ C0{z}, (21)

with θ /∈ Q. It turns out that the local dynamics depends mostly on numerical prop-
erties of θ . The main question here is whether such a local dynamical system is
holomorphically conjugated to its linear part. Let us introduce a bit of terminology.

Definition 4.1. We shall say that a holomorphic dynamical system of the form (21)
is holomorphically linearizable if it is holomorphically locally conjugated to its lin-
ear part, the irrational rotation z �→ e2π iθ z. In this case, we shall say that 0 is a Siegel
point for f ; otherwise, we shall say that it is a Cremer point.

It turns out that for a full measure subset B of θ ∈ [0,1]\Q all holomorphic local
dynamical systems of the form (21) are holomorphically linearizable. Conversely,
the complement [0,1] \B is a Gδ -dense set, and for all θ ∈ [0,1] \B the quadratic
polynomial z �→ z2 +e2π iθ z is not holomorphically linearizable. This is the gist of the
results due to Cremer, Siegel, Brjuno and Yoccoz we shall describe in this section.

The first worthwhile observation in this setting is that it is possible to give a topo-
logical characterization of holomorphically linearizable local dynamical systems.

Definition 4.2. We shall say that p is stable for f ∈ End(M, p) if it belongs to the
interior of Kf .
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Proposition 4.3. Let f ∈ End(C,0) be a holomorphic local dynamical system with
multiplier λ ∈ S1. Then f is holomorphically linearizable if and only if it is topo-
logically linearizable if and only if 0 is stable for f .

Proof. If f is holomorphically linearizable it is topologically linearizable, and if it
is topologically linearizable (and |λ | = 1) then it is stable. Assume that 0 is stable,
and set

ϕk(z) =
1
k

k−1

∑
j=0

f j(z)
λ j ,

so that ϕ ′
k(0) = 1 and

ϕk ◦ f = λ ϕk +
λ
k

(
f k

λ k − id

)
. (22)

The stability of 0 implies that there are bounded open sets V ⊂ U containing
the origin such that f k(V ) ⊂ U for all k ∈ N. Since |λ | = 1, it follows that {ϕk}
is a uniformly bounded family on V , and hence, by Montel’s theorem, it admits a
converging subsequence. But (22) implies that a converging subsequence converges
to a conjugation between f and the rotation z �→ λ z, and so f is holomorphically
linearizable. 
�

The second important observation is that two elliptic holomorphic local dynami-
cal systems with the same multiplier are always formally conjugated:

Proposition 4.4. Let f ∈ End(C,0) be a holomorphic local dynamical system of
multiplier λ = e2π iθ ∈ S1 with θ /∈ Q. Then f is formally conjugated to its linear
part, by a unique formal power series tangent to the identity.

Proof. We shall prove that there is a unique formal power series

h(z) = z+ h2z2 + · · · ∈ C[[z]]

such that h(λ z) = f
(
h(z)

)
. Indeed we have

h(λ z)− f
(
h(z)

)
= ∑

j≥2

⎧
⎨

⎩
[
(λ j −λ )h j −a j

]
z j −a j

j

∑
�=1

(
j
�

)
z�+ j

(

∑
k≥2

hkzk−2

)�
⎫
⎬

⎭

= ∑
j≥2

[
(λ j −λ )h j −a j −Xj(h2, . . . ,h j−1)

]
z j,

where Xj is a polynomial in j − 2 variables with coefficients depending on
a2, . . . ,a j−1. It follows that the coefficients of h are uniquely determined by in-
duction using the formula

h j =
a j + Xj(h2, . . . ,h j−1)

λ j −λ
. (23)

In particular, h j depends only on λ , a2, . . . ,a j. 
�
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Remark 4.5. The same proof shows that any holomorphic local dynamical system
with multiplier λ �= 0 and not a root of unity is formally conjugated to its linear part.

The formal power series linearizing f is not converging if its coefficients grow
too fast. Thus (23) links the radius of convergence of h to the behavior of λ j −λ : if
the latter becomes too small, the series defining h does not converge. This is known
as the small denominators problem in this context.

It is then natural to introduce the following quantity:

Ωλ (m) = min
1≤k≤m

|λ k −λ |,

for λ ∈ S1 and m ≥ 1. Clearly, λ is a root of unity if and only if Ωλ (m) = 0 for all
m greater or equal to some m0 ≥ 1; furthermore,

lim
m→+∞

Ωλ (m) = 0

for all λ ∈ S1.
The first one to actually prove that there are non-linearizable elliptic holomorphic

local dynamical systems has been Cremer, in 1927 [Cr1]. His more general result is
the following:

Theorem 4.6 (Cremer, 1938 [Cr2]). Let λ ∈ S1 be such that

limsup
m→+∞

1
m

log
1

Ωλ (m)
= +∞. (24)

Then there exists f ∈ End(C,0) with multiplier λ which is not holomorphically
linearizable. Furthermore, the set of λ ∈ S1 satisfying (24) contains a Gδ -dense set.

Proof. Choose inductively a j ∈ {0,1} so that |a j +Xj| ≥ 1/2 for all j ≥ 2, where Xj

is as in (23). Then
f (z) = λ z+ a2z2 + · · · ∈ C0{z},

while (24) implies that the radius of convergence of the formal linearization h is 0,
and thus f cannot be holomorphically linearizable, as required.

Finally, let C(q0) ⊂ S1 denote the set of λ = e2π iθ ∈ S1 such that
∣∣∣∣θ − p

q

∣∣∣∣<
1

2q! (25)

for some p/q ∈ Q in lowest terms, with q ≥ q0. Then it is not difficult to check that
each C(q0) is a dense open set in S1, and that all λ ∈ C =

⋂
q0≥1C(q0) satisfy (24).

Indeed, if λ = e2π iθ ∈ C we can find q ∈ N arbitrarily large such that there is p ∈ N

so that (25) holds. Now, it is easy to see that

|e2π it −1| ≤ 2π |t|
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for all t ∈ [−1/2,1/2]. Then let p0 be the integer closest to qθ , so that |qθ − p0| ≤
1/2. Then we have

|λ q−1|= |e2π iqθ −e2π ip0|= |e2π i(qθ−p0)−1| ≤ 2π |qθ − p0| ≤ 2π |qθ − p|< 2π
2q!−1

for arbitrarily large q, and (24) follows. 
�
On the other hand, Siegel in 1942 gave a condition on the multiplier ensuring

holomorphic linearizability:

Theorem 4.7 (Siegel, 1942 [Si]). Let λ ∈ S1 be such that there exists β > 1 and
γ > 0 so that

1
Ωλ (m)

≤ γ mβ (26)

for all m ≥ 2. Then all f ∈ End(C,0) with multiplier λ are holomorphically lin-
earizable. Furthermore, the set of λ ∈ S1 satisfying (26) for some β > 1 and γ > 0
is of full Lebesgue measure in S1.

Remark 4.8. If θ ∈ [0,1)\Q is algebraic then λ = e2π iθ satisfies (26) for some β > 1
and γ > 0. However, the set of λ ∈ S1 satisfying (26) is much larger, being of full
measure.

Remark 4.9. It is interesting to notice that for generic (in a topological sense) λ ∈ S1

there is a non-linearizable holomorphic local dynamical system with multiplier λ ,
while for almost all (in a measure-theoretic sense) λ ∈ S1 every holomorphic local
dynamical system with multiplier λ is holomorphically linearizable.

Theorem 4.7 suggests the existence of a number-theoretical condition on λ en-
suring that the origin is a Siegel point for any holomorphic local dynamical system
of multiplier λ . And indeed this is the content of the celebrated Brjuno-Yoccoz
theorem:

Theorem 4.10 (Brjuno, 1965 [Brj1–3], Yoccoz, 1988 [Y1–2]). Let λ ∈ S1. Then
the following statements are equivalent:

(i) the origin is a Siegel point for the quadratic polynomial fλ (z) = λ z+ z2;
(ii) the origin is a Siegel point for all f ∈ End(C,0) with multiplier λ ;

(iii) the number λ satisfies Brjuno’s condition

+∞

∑
k=0

1
2k log

1
Ωλ (2k+1)

< +∞. (27)

Brjuno, using majorant series as in Siegel’s proof of Theorem 4.7 (see also [He]
and references therein) has proved that condition (iii) implies condition (ii). Yoccoz,
using a more geometric approach based on conformal and quasi-conformal geome-
try, has proved that (i) is equivalent to (ii), and that (ii) implies (iii), that is that if λ
does not satisfy (27) then the origin is a Cremer point for some f ∈ End(C,0) with
multiplier λ — and hence it is a Cremer point for the quadratic polynomial fλ (z).
See also [P9] for related results.
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Remark 4.11. Condition (27) is usually expressed in a different way. Write λ =
e2π iθ , and let {pk/qk} be the sequence of rational numbers converging to θ given
by the expansion in continued fractions. Then (27) is equivalent to

+∞

∑
k=0

1
qk

logqk+1 < +∞,

while (26) is equivalent to
qn+1 = O(qβ

n ),

and (24) is equivalent to

limsup
k→+∞

1
qk

logqk+1 = +∞.

See [He, Y2, Mi, Ma, K, P1] and references therein for details.

Remark 4.12. A clear obstruction to the holomorphic linearization of an elliptic
f ∈ End(C,0) with multiplier λ = e2π iθ ∈ S1 is the existence of small cycles, that is
of periodic orbits contained in any neighbourhood of the origin. Perez-Marco [P2],
using Yoccoz’s techniques, has shown that when the series

+∞

∑
k=0

log logqk+1

qk

converges then every germ with multiplier λ is either linearizable or has small cy-
cles, and that when the series diverges there exists such germs with a Cremer point
but without small cycles.

The complete proof (see [P1] and the original papers) of Theorem 4.10 is beyond
the scope of this survey. We shall limit ourselves to describe a proof (adapted from
[Pö]) of the implication (iii)=⇒(ii), to report two of the easiest results of [Y2],
and to illustrate what is the connection between condition (27) and the radius of
convergence of the formal linearizing map.

Let us begin with Brjuno’s theorem:

Theorem 4.13 (Brjuno, 1965 [Brj1–3]). Assume that λ = e2π iθ ∈ S1 satisfies the
Brjuno’s condition

+∞

∑
k=0

1
2k log

1
Ωλ (2k+1)

< +∞. (28)

Then the origin is a Siegel point for all f ∈ End(C,0) with multiplier λ .

Proof. We already know, thanks to Proposition 4.4, that there exists a unique formal
power series

h(z) = z+ ∑
k≥2

hkzk
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such that h−1 ◦ f ◦ h(z) = λ z; we shall prove that h is actually converging. To do so
it suffices to show that

sup
k

1
k

log |hk| < ∞. (29)

Since f is holomorphic in a neighbourhood of the origin, there exists a number
M > 0 such that |ak| ≤ Mk for k ≥ 2; up to a linear change of coordinates we can
assume that M = 1, that is |al| ≤ 1 for all k ≥ 2.

Now, h(λ z) = f
(
h(z)

)
yields

∑
k≥2

(λ k −λ )hkzk = ∑
l≥2

al

(

∑
m≥1

hmzm

)l

. (30)

Therefore
|hk| ≤ ε−1

k ∑
k1+···+kν =k

ν≥2

|hk1 | · · · |hkν |,

where
εk = |λ k −λ |.

Define inductively

αk =

⎧
⎪⎨

⎪⎩

1 if k = 1 ,

∑
k1+···+kν =k

ν≥2

αk1 · · ·αkν if k ≥ 2,

and

δk =

⎧
⎨

⎩

1 if k = 1 ,

ε−1
k max

k1+···+kν =k
ν≥2

δk1 · · ·δkν , if k ≥ 2.

Then it is easy to check by induction that

|hk| ≤ αkδk

for all k ≥ 2. Therefore, to establish (29) it suffices to prove analogous estimates
for αk and δk.

To estimate αk, let α = ∑k≥1 αktk. We have

α − t = ∑
k≥2

αktk = ∑
k≥2

(

∑
j≥1

α jt
j

)k

=
α2

1−α
.

This equation has a unique holomorphic solution vanishing at zero

α =
t + 1

4

(
1−
√

1− 8t
(1 + t)2

)
,
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defined for |t| small enough. Hence,

sup
k

1
k

logαk < ∞,

as we wanted.
To estimate δk we have to take care of small divisors. First of all, for each k ≥ 2

we associate to δk a specific decomposition of the form

δk = ε−1
k δk1 · · ·δkν , (31)

with k > k1 ≥ ·· · ≥ kν , k = k1 + · · ·+ kν and ν ≥ 2, and hence, by induction, a
specific decomposition of the form

δk = ε−1
l0

ε−1
l1

· · ·ε−1
lq

, (32)

where l0 = k and k > l1 ≥ ·· · ≥ lq ≥ 2. For m ≥ 2 let Nm(k) be the number of
factors ε−1

l in the expression (32) of δk satisfying

εl <
1
4

Ωλ (m).

Notice that Ωλ (m) is non-increasing with respect to m and it tends to zero as m goes
to infinity. The next lemma contains the key estimate.

Lemma 4.14. For all m ≥ 2 we have

Nm(k) ≤
{

0, if k ≤ m ,
2k
m −1, if k > m.

Proof. We argue by induction on k. If l ≤ k ≤ m we have εl ≥ Ωλ (m), and
hence Nm(k) = 0.

Assume now k > m, so that 2k/m− 1 ≥ 1. Write δk as in (31); we have a few
cases to consider.

Case 1: εk ≥ 1
4 Ωλ (m). Then

N(k) = N(k1)+ · · ·+ N(kν),

and applying the induction hypothesis to each term we get N(k) ≤ (2k/m)−1.

Case 2: εk < 1
4 Ωλ (m). Then

N(k) = 1 + N(k1)+ · · ·+ N(kν),

and there are three subcases.

Case 2.1: k1 ≤ m. Then

N(k) = 1 ≤ 2k
m

−1,

and we are done.

Case 2.2: k1 ≥ k2 > m. Then there is ν ′ such that 2 ≤ ν ′ ≤ ν and kν ′ > m≥ kν ′+1,
and we again have
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N(k) = 1 + N(k1)+ · · ·+ N(kν ′) ≤ 1 +
2k
m

−ν ′ ≤ 2k
m

−1.

Case 2.3: k1 > m ≥ k2. Then

N(k) = 1 + N(k1),

and we have two different subsubcases.

Case 2.3.1: k1 ≤ k−m. Then

N(k) ≤ 1 + 2
k−m

m
−1 <

2k
m

−1,

and we are done in this case too.

Case 2.3.2: k1 > k−m. The crucial remark here is that ε−1
k1

gives no contribution

to N(k1). Indeed, assume by contradiction that εk1 < 1
4 Ωλ (m). Then

|λ k1 | > |λ |− 1
4

Ωλ (m) ≥ 1− 1
2

=
1
2
,

because Ωλ (m) ≤ 2. Since k− k1 < m, it follows that

1
2

Ωλ (m) > εk+εk1 = |λ k−λ |+|λ k1−λ |≥|λ k−λ k1 |
= |λ k−k1−1|≥Ωλ (k− k1 + 1) ≥ Ωλ (m),

contradiction.
Therefore Case 1 applies to δk1 and we have

N(k) = 1 + N(k11)+ · · ·+ N(k1ν1
),

with k > k1 > k11 ≥ ·· · ≥ k1ν1
and k1 = k11 + · · ·+k1ν1

. We can repeat the argument
for this decomposition, and we finish unless we run into case 2.3.2 again. However,
this loop cannot happen more than m+1 times, and we eventually have to land into
a different case. This completes the induction and the proof. 
�

Let us go back to the proof of Theorem 4.13. We have to estimate

1
k

logδk =
q

∑
j=0

1
k

logε−1
l j

.

By Lemma 4.14,

card

{
0 ≤ j ≤ q

∣∣∣∣
1
4

Ωλ (2ν+1) ≤ εl j <
1
4

Ωλ (2ν)
}
≤ N2ν (k) ≤ 2k

2ν

for ν ≥ 1. It is also easy to see from the definition of δk that the number of
factors ε−1

l j
is bounded by 2k−1. In particular,
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card

{
0 ≤ j ≤ q

∣∣∣∣
1
4

Ωλ (2) ≤ εl j

}
≤ 2k =

2k
20 .

Then

1
k

logδk ≤ 2 ∑
ν≥0

1
2ν log

(
4Ωλ (2ν+1)−1)= 2log4 + 2 ∑

ν≥0

1
2ν log

1
Ωλ (2ν+1)

,

and we are done. 
�
The second result we would like to present is Yoccoz’s beautiful proof of the fact

that almost every quadratic polynomial fλ is holomorphically linearizable:

Proposition 4.15. The origin is a Siegel point of fλ (z) = λ z + z2 for almost every
λ ∈ S1.

Proof. (Yoccoz [Y2]) The idea is to study the radius of convergence of the inverse
of the linearization of fλ (z) = λ z+ z2 when λ ∈ Δ∗. Theorem 2.4 says that there is
a unique map ϕλ defined in some neighbourhood of the origin such that ϕ ′

λ (0) = 1
and ϕλ ◦ f = λ ϕλ . Let ρλ be the radius of convergence of ϕ−1

λ ; we want to prove
that ϕλ is defined in a neighbourhood of the unique critical point −λ/2 of fλ , and
that ρλ = |ϕλ (−λ/2)|.

Let Ωλ ⊂⊂ C be the basin of attraction of the origin, that is the set of z ∈ C

whose orbit converges to the origin. Notice that setting ϕλ (z) = λ−kϕλ
(

fλ (z)
)

we
can extend ϕλ to the whole of Ωλ . Moreover, since the image of ϕ−1

λ is contained
in Ωλ , which is bounded, necessarily ρλ < +∞. Let Uλ = ϕ−1

λ (Δρλ ). Since we have

(ϕ ′
λ ◦ f ) f ′ = λ ϕ ′

λ (33)

and ϕλ is invertible in Uλ , the function f cannot have critical points in Uλ .
If z = ϕ−1

λ (w) ∈Uλ , we have f (z) = ϕ−1
λ (λ w) ∈ ϕ−1

λ (Δ|λ |ρλ
) ⊂⊂Uλ ; therefore

f (Uλ ) ⊆ f (Uλ ) ⊂⊂Uλ ⊆ Ωλ ,

which implies that ∂U ⊂ Ωλ . So ϕλ is defined on ∂Uλ , and clearly |ϕλ (z)|= ρλ for
all z ∈ ∂Uλ .

If f had no critical points in ∂Uλ , (33) would imply that ϕλ has no critical points
in ∂Uλ . But then ϕλ would be locally invertible in ∂Uλ , and thus ϕ−1

λ would ex-
tend across ∂Δρλ , impossible. Therefore −λ/2 ∈ ∂Uλ , and |ϕλ (−λ/2)| = ρλ , as
claimed.

(Up to here it was classic; let us now start Yoccoz’s argument.) Put η(λ ) =
ϕλ (−λ/2). From the proof of Theorem 2.4 one easily sees that ϕλ depends holo-
morphically on λ ; so η : Δ∗ → C is holomorphic. Furthermore, since Ωλ ⊆ Δ2,
Schwarz’s lemma applied to ϕ−1

λ : Δρλ → Δ2 yields

1 = |(ϕ−1
λ )′(0)| ≤ 2/ρλ ,

that is ρλ ≤ 2. Thus η is bounded, and thus it extends holomorphically to the origin.
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So η : Δ → Δ2 is a bounded holomorphic function not identically zero; Fatou’s
theorem on radial limits of bounded holomorphic functions then implies that

ρ(λ0) := limsup
r→1−

|η(rλ0)| > 0

for almost every λ0 ∈ S1. This means that we can find 0 < ρ0 < ρ(λ0) and a sequence
{λ j}⊂ Δ such that λ j → λ0 and |η(λ j)|> ρ0. This means that ϕ−1

λ j
is defined in Δρ0

for all j ≥ 1; up to a subsequence, we can assume that ϕ−1
λ j

→ ψ : Δρ0 → Δ2. But

then we have ψ ′(0) = 1 and

fλ0

(
ψ(z)

)
= ψ(λ0z)

in Δρ0 , and thus the origin is a Siegel point for fλ0
. 
�

The third result we would like to present is the implication (i) =⇒ (ii) in
Theorem 4.10. The proof depends on the following result of Douady and Hubbard,
obtained using the theory of quasiconformal maps:

Theorem 4.16 (Douady-Hubbard, 1985 [DH]). Given λ ∈C
∗, let fλ (z) = λ z+z2

be a quadratic polynomial. Then there exists a universal constant C > 0 such that for
every holomorphic function ψ : Δ3|λ |/2 → C with ψ(0) = ψ ′(0) = 0 and |ψ(z)| ≤
C|λ | for all z ∈ Δ3|λ |/2 the function f = fλ + ψ is topologically conjugated to fλ
in Δ|λ |.

Then

Theorem 4.17 (Yoccoz, 1988 [Y2]). Let λ ∈ S1 be such that the origin is a Siegel
point for fλ (z) = λ z+ z2. Then the origin is a Siegel point for every f ∈ End(C,0)
with multiplier λ .

Sketch of proof . Write

f (z) = λ z+ a2z2 + ∑
k≥3

akzk,

and let
f a(z) = λ z+ az2 + ∑

k≥3

akzk,

so that f = f a2 . If |a| is large enough then the germ

ga(z) = a f a(z/a) = λ z+ z2 + a ∑
k≥3

ak(z/a)k = fλ (z)+ ψa(z)

is defined on Δ3/2 and |ψa(z)| < C for all z ∈ Δ3/2, where C is the constant given by
Theorem 4.16. It follows that ga is topologically conjugated to fλ . By assumption,
fλ is topologically linearizable; hence ga is too. Proposition 4.3 then implies that ga

is holomorphically linearizable, and hence f a is too. Furthermore, it is also possible
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to show (see, e.g., [BH, Lemma 2.3]) that if |a| is large enough, say |a| ≥ R, then the
domain of linearization of ga contains Δr, where r > 0 is such that Δ2r is contained
in the domain of linearization of fλ .

So we have proven the assertion if |a2| ≥ R; assume then |a2| < R. Since λ is not
a root of unity, there exists (Proposition 4.4) a unique formal power series ĥa ∈C[[z]]
tangent to the identity such that ga ◦ ĥa(z) = ĥa(λ z). If we write

ĥa(z) = z+ ∑
k≥2

hk(a)zk

then hk(a) is a polynomial in a of degree k−1, by (30). In particular, by the maxi-
mum principle we have

|hk(a2)| ≤ max
|a|=R

|hk(a)| (34)

for all k ≥ 2. Now, by what we have seen, if |a| = R then ĥa is convergent in a disk
of radius r(a) > 0, and its image contains a disk of radius r. Applying Schwarz’s
lemma to (ĥa)−1 : Δr → Δr(a) we get r(a) ≥ r. But then

limsup
k→+∞

|hk(a2)|1/k ≤ max
|a|=R

limsup
k→+∞

|hk(a)|1/k =
1

r(a)
≤ 1

r
< +∞ ;

hence ĥa2 is convergent, and we are done. 
�
Finally, we would like to describe the connection between condition (27) and

linearization. From the function theoretical side, given θ ∈ [0,1) set

r(θ)=inf{r( f )| f ∈End(C,0)has multiplier e2π iθand it is defined and injective in Δ}

where r( f ) ≥ 0 is the radius of convergence of the unique formal linearization of f
tangent to the identity.

From the number theoretical side, given an irrational number θ ∈ [0,1) let
{pk/qk} be the sequence of rational numbers converging to θ given by the expan-
sion in continued fractions, and put

αn = − qnθ − pn

qn−1θ − pn−1
, α0 = θ ,

βn = (−1)n(qnθ − pn), β−1 = 1.

Definition 4.18. The Brjuno function B : [0,1)\Q→ (0,+∞] is defined by

B(θ ) =
∞

∑
n=0

βn−1 log
1

αn
.
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Then Theorem 4.10 is consequence of what we have seen and the following

Theorem 4.19 (Yoccoz, 1988 [Y2]).

(i) B(θ ) < +∞ if and only if λ = e2π iθ satisfies Brjuno’s condition (27);
(ii) there exists a universal constant C > 0 such that

| logr(θ )+ B(θ )| ≤C

for all θ ∈ [0,1)\Q such that B(θ ) < +∞;
(iii) if B(θ ) = +∞ then there exists a non-linearizable f ∈ End(C,0) with

multiplier e2π iθ .

If 0 is a Siegel point for f ∈ End(C,0), the local dynamics of f is completely
clear, and simple enough. On the other hand, if 0 is a Cremer point of f , then
the local dynamics of f is very complicated and not yet completely understood.
Pérez-Marco (in [P3, 5–7]) and Biswas ([B1, 2]) have studied the topology and the
dynamics of the stable set in this case. Some of their results are summarized in the
following

Theorem 4.20 (Pérez-Marco, 1995 [P6, 7]). Assume that 0 is a Cremer point for
an elliptic holomorphic local dynamical system f ∈ End(C,0). Then:

(i) The stable set Kf is compact, connected, full (i.e., C\Kf is connected), it is not
reduced to {0}, and it is not locally connected at any point distinct from the
origin.

(ii) Any point of Kf \ {0} is recurrent (that is, a limit point of its orbit).
(iii) There is an orbit in Kf which accumulates at the origin, but no non-trivial orbit

converges to the origin.

Theorem 4.21 (Biswas, 2007 [B2]). The rotation number and the conformal class
of Kf are a complete set of holomorphic invariants for Cremer points. In other
words, two elliptic non-linearizable holomorphic local dynamical systems f and g
are holomorphically locally conjugated if and only if they have the same rota-
tion number and there is a biholomorphism of a neighbourhood of Kf with a
neighbourhood of Kg.

Remark 4.22. So, if λ ∈ S1 is not a root of unity and does not satisfy Brjuno’s con-
dition (27), we can find f1, f2 ∈ End(C,0) with multiplier λ such that f1 is holo-
morphically linearizable while f2 is not. Then f1 and f2 are formally conjugated
without being neither holomorphically nor topologically locally conjugated.

Remark 4.23. Yoccoz [Y2] has proved that if λ ∈ S1 is not a root of unity and does
not satisfy Brjuno’s condition (27) then there is an uncountable family of germs
in End(C,O) with multiplier λ which are not holomorphically conjugated to each
other nor holomorphically conjugated to any entire function.

See also [P2, 4] for other results on the dynamics about a Cremer point. We
end this section recalling the somewhat surprising fact that in the elliptic case
the multiplier is a topological invariant (in the parabolic case this follows from
Proposition 3.20):
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Theorem 4.24 (Naishul, 1983 [N]). Let f , g∈ End(C,O) be two holomorphic local
dynamical systems with an elliptic fixed point at the origin. If f and g are topologi-
cally locally conjugated then f ′(0) = g′(0).

See [P7] for another proof of this result.

5 Several Complex Variables: The Hyperbolic Case

Now we start the discussion of local dynamics in several complex variables. In this
setting the theory is much less complete than its one-variable counterpart.

Definition 5.1. Let f ∈ End(Cn,O) be a holomorphic local dynamical system at
O ∈ C

n, with n ≥ 2. The homogeneous expansion of f is

f (z) = P1(z)+ P2(z)+ · · · ∈ C0{z1, . . . ,zn}n,

where Pj is an n-uple of homogeneous polynomials of degree j. In particular, P1 is
the differential d fO of f at the origin, and f is locally invertible if and only if P1 is
invertible.

We have seen that in dimension one the multiplier (i.e., the derivative at the origin)
plays a main rôle. When n > 1, a similar rôle is played by the eigenvalues of the
differential.

Definition 5.2. Let f ∈ End(Cn,O) be a holomorphic local dynamical system at
O ∈ C

n, with n ≥ 2. Then:

– if all eigenvalues of d fO have modulus less than 1, we say that the fixed point O
is attracting;

– if all eigenvalues of d fO have modulus greater than 1, we say that the fixed
point O is repelling;

– if all eigenvalues of d fO have modulus different from 1, we say that the fixed
point O is hyperbolic (notice that we allow the eigenvalue zero);

– if O is attracting or repelling, and d fO is invertible, we say that f is in the
Poincaré domain;

– if O is hyperbolic, d fO is invertible, and f is not in the Poincaré domain (and
thus d fO has both eigenvalues inside the unit disk and outside the unit disk) we
say that f is in the Siegel domain;

– if all eigenvalues of d fO are roots of unity, we say that the fixed point O is
parabolic; in particular, if d fO = id we say that f is tangent to the identity;

– if all eigenvalues of d fO have modulus 1 but none is a root of unity, we say that
the fixed point O is elliptic;

– if d fO = O, we say that the fixed point O is superattracting.

Other cases are clearly possible, but for our aims this list is enough. In this survey
we shall be mainly concerned with hyperbolic and parabolic fixed points; however,
in the last section we shall also present some results valid in other cases.
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Remark 5.3. There are situations where one can use more or less directly the one-
dimensional theory. For example, it is possible to study the so-called semi-direct
product of germs, namely germs f ∈ End(C2,O) of the form

f (z1,z2) =
(

f1(z1), f2(z1,z2)
)
,

or the so-called unfoldings, i.e., germs f ∈ End(Cn,O) of the form

f (z1, . . . ,zn) =
(

f1(z1, . . . ,zn),z2, . . . ,zn
)
.

We refer to [J2] for the study of a particular class of semi-direct products, and to
[Ri1–2] for interesting results on unfoldings.

Let us begin assuming that the origin is a hyperbolic fixed point for an f ∈
End(Cn,O) not necessarily invertible. We then have a canonical splitting

C
n = Es ⊕Eu,

where Es (respectively, Eu) is the direct sum of the generalized eigenspaces associ-
ated to the eigenvalues of d fO with modulus less (respectively, greater) than 1. Then
the first main result in this subject is the famous stable manifold theorem (originally
due to Perron [Pe] and Hadamard [H]; see [FHY, HK, HPS, Pes, Sh, AM] for proofs
in the C∞ category, Wu [Wu] for a proof in the holomorphic category, and [A3] for
a proof in the non-invertible case):

Theorem 5.4 (Stable manifold theorem). Let f ∈ End(Cn,O) be a holomorphic
local dynamical system with a hyperbolic fixed point at the origin. Then:

(i) the stable set Kf is an embedded complex submanifold of (a neighbourhood of
the origin in) C

n, tangent to Es at the origin;
(ii) there is an embedded complex submanifold Wf of (a neighbourhood of the ori-

gin in) C
n, called the unstable set of f , tangent to Eu at the origin, such that

f |Wf is invertible, f−1(Wf ) ⊆Wf , and z ∈ Wf if and only if there is a sequence
{z−k}k∈N in the domain of f such that z0 = z and f (z−k) = z−k+1 for all k ≥ 1.
Furthermore, if f is invertible then Wf is the stable set of f−1.

The proof is too involved to be summarized here; it suffices to say that both Kf

and Wf can be recovered, for instance, as fixed points of a suitable contracting op-
erator in an infinite dimensional space (see the references quoted above for details).

Remark 5.5. If the origin is an attracting fixed point, then Es = C
n, and Kf is an open

neighbourhood of the origin, its basin of attraction. However, as we shall discuss
below, this does not imply that f is holomorphically linearizable, not even when
it is invertible. Conversely, if the origin is a repelling fixed point, then Eu = C

n,
and Kf = {O}. Again, not all holomorphic local dynamical systems with a repelling
fixed point are holomorphically linearizable.

If a point in the domain U of a holomorphic local dynamical system with a hy-
perbolic fixed point does not belong either to the stable set or to the unstable set,
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it escapes both in forward time (that is, its orbit escapes) and in backward time (that
is, it is not the end point of an infinite orbit contained in U). In some sense, we can
think of the stable and unstable sets (or, as they are usually called in this setting,
stable and unstable manifolds) as skewed coordinate planes at the origin, and the
orbits outside these coordinate planes follow some sort of hyperbolic path, entering
and leaving any neighbourhood of the origin in finite time.

Actually, this idea of straightening stable and unstable manifolds can be brought
to fruition (at least in the invertible case), and it yields one of the possible proofs
(see [HK, Sh, A3] and references therein) of the Grobman-Hartman theorem:

Theorem 5.6 (Grobman, 1959 [G1–2]; Hartman, 1960 [Har]). Let f ∈
End(Cn,O) be a locally invertible holomorphic local dynamical system with a
hyperbolic fixed point. Then f is topologically locally conjugated to its differen-
tial d fO.

Thus, at least from a topological point of view, the local dynamics about an in-
vertible hyperbolic fixed point is completely clear. This is definitely not the case if
the local dynamical system is not invertible in a neighbourhood of the fixed point.
For instance, already Hubbard and Papadopol [HP] noticed that a Böttcher-type the-
orem for superattracting points in several complex variables is just not true: there
are holomorphic local dynamical systems with a superattracting fixed point which
are not even topologically locally conjugated to the first non-vanishing term of their
homogeneous expansion. Recently, Favre and Jonsson (see, e.g., [Fa,FJ1,FJ2]) have
begun a very detailed study of superattracting fixed points in C

2, study that might
lead to their topological classification. We shall limit ourselves to quote one result.

Definition 5.7. Given f ∈ End(C2,O), we shall denote by Crit( f ) the set of critical
points of f . Put

Crit∞( f ) =
⋃

k≥0

f−k(Crit( f )
)
;

we shall say that f is rigid if (as germ in the origin) Crit∞( f ) is either empty, a
smooth curve, or the union of two smooth curves crossing transversally at the origin.
Finally, we shall say that f is dominant if det(d f ) �≡ 0.

Rigid germs have been classified by Favre [Fa], which is the reason why next
theorem can be useful for classifying superattracting dynamical systems:

Theorem 5.8 (Favre-Jonsson, 2007 [FJ2]). Let f ∈ End(C2,O) be superattracting
and dominant. Then there exist:

(a) a 2-dimensional complex manifold M (obtained by blowing-up a finite number
of points; see next section);

(b) a surjective holomorphic map π : M → C
2 such that the restriction π |M\E : M \

E → C
2 \ {O} is a biholomorphism, where E = π−1(O);

(c) a point p ∈ E; and
(d) a rigid holomorphic germ f̃ ∈ End(M, p)
so that π ◦ f̃ = f ◦π .
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See also Ruggiero [Ru] for similar results for semi-superattracting (one eigen-
value zero, one eigenvalue different from zero) germs in C

2.
Coming back to hyperbolic dynamical systems, the holomorphic and even the

formal classification are not as simple as the topological one. The main problem is
caused by resonances.

Definition 5.9. Let f ∈ End(Cn,O) be a holomorphic local dynamical system, and
let denote by λ1, . . . ,λn ∈ C the eigenvalues of d fO. A resonance for f is a relation
of the form

λ k1
1 · · ·λ kn

n −λ j = 0 (35)

for some 1≤ j ≤ n and some k1, . . . ,kn ∈ N with k1 + · · ·+kn ≥ 2. When n = 1 there
is a resonance if and only if the multiplier is a root of unity, or zero; but if n > 1
resonances may occur in the hyperbolic case too.

Resonances are the obstruction to formal linearization. Indeed, a computation com-
pletely analogous to the one yielding Proposition 4.4 shows that the coefficients of a
formal linearization have in the denominators quantities of the form λ k1

1 · · ·λ kn
n −λ j;

hence

Proposition 5.10. Let f ∈ End(Cn,O) be a locally invertible holomorphic local dy-
namical system with a hyperbolic fixed point and no resonances. Then f is formally
conjugated to its differential d fO.

In presence of resonances, even the formal classification is not that easy. Let us
assume, for simplicity, that d fO is in Jordan form, that is

P1(z) = (λ1z,ε2z1 + λ2z2, . . . ,εnzn−1 + λnzn),

with ε1, . . . ,εn−1 ∈ {0,1}.

Definition 5.11. We shall say that a monomial zk1
1 · · ·zkn

n in the j-th coordinate of f

is resonant if k1 + · · ·+ kn ≥ 2 and λ k1
1 · · ·λ kn

n = λ j.

Then Proposition 5.10 can be generalized to (see [Ar, p. 194] or [IY, p. 53] for a
proof):

Proposition 5.12 (Poincaré, 1893 [Po]; Dulac, 1904 [Du]). Let f ∈ End(Cn,O)
be a locally invertible holomorphic local dynamical system with a hyperbolic fixed
point. Then it is formally conjugated to a g ∈ C0[[z1, . . . ,zn]]n such that dgO is in
Jordan normal form, and g has only resonant monomials.

Definition 5.13. The formal series g is called a Poincaré-Dulac normal form of f .

The problem with Poincaré-Dulac normal forms is that they are not unique. In
particular, one may wonder whether it could be possible to have such a normal
form including finitely many resonant monomials only (as happened, for instance,
in Proposition 3.10).

This is indeed the case (see, e.g., Reich [Re1]) when f belongs to the Poincaré
domain, that is when d fO is invertible and O is either attracting or repelling. As far
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as I know, the problem of finding canonical formal normal forms when f belongs to
the Siegel domain is still open (see [J2] for some partial results).

It should be remarked that, in the hyperbolic case, the problem of formal lin-
earization is equivalent to the problem of smooth linearization. This has been proved
by Sternberg [St1–2] and Chaperon [Ch]:

Theorem 5.14 (Sternberg, 1957 [St1–2]; Chaperon, 1986 [Ch]). Assume we have
f , g ∈ End(Cn,O) two holomorphic local dynamical systems, with f locally invert-
ible and with a hyperbolic fixed point at the origin. Then f and g are formally
conjugated if and only if they are smoothly locally conjugated. In particular, f is
smoothly linearizable if and only if it is formally linearizable. Thus if there are no
resonances then f is smoothly linearizable.

Even without resonances, the holomorphic linearizability is not guaranteed. The
easiest positive result is due to Poincaré [Po] who, using majorant series, proved the
following

Theorem 5.15 (Poincaré, 1893 [Po]). Let f ∈ End(Cn,O) be a locally invertible
holomorphic local dynamical system in the Poincaré domain. Then f is holomor-
phically linearizable if and only if it is formally linearizable. In particular, if there
are no resonances then f is holomorphically linearizable.

Reich [Re2] describes holomorphic normal forms when d fO belongs to the Poincaré
domain and there are resonances (see also [ÉV]); Pérez-Marco [P8] discusses the
problem of holomorphic linearization in the presence of resonances (see also Raissy
[R1]).

When d fO belongs to the Siegel domain, even without resonances, the formal
linearization might diverge. To describe the known results, let us introduce the fol-
lowing definition:

Definition 5.16. For λ1, . . . ,λn ∈ C and m ≥ 2 set

Ωλ1,...,λn(m)=min
{|λ k1

1 · · ·λ kn
n −λ j|

∣∣ k1, . . . ,kn ∈N, 2≤k1+· · ·+kn ≤m, 1≤ j≤n
}
.

(36)

If λ1, . . . ,λn are the eigenvalues of d fO, we shall write Ω f (m) for Ωλ1,...,λn(m).

It is clear that Ω f (m) �= 0 for all m ≥ 2 if and only if there are no resonances. It
is also not difficult to prove that if f belongs to the Siegel domain then

lim
m→+∞

Ω f (m) = 0,

which is the reason why, even without resonances, the formal linearization might be
diverging, exactly as in the one-dimensional case. As far as I know, the best positive
and negative results in this setting are due to Brjuno [Brj2–3] (see also [Rü] and
[R4]), and are a natural generalization of their one-dimensional counterparts, whose
proofs are obtained adapting the proofs of Theorems 4.13 and 4.6 respectively:
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Theorem 5.17 (Brjuno, 1971 [Brj2–3]). Let f ∈ End(Cn,O) be a holomorphic
local dynamical system such that f belongs to the Siegel domain, has no resonances,
and d fO is diagonalizable. Assume moreover that

+∞

∑
k=0

1
2k log

1
Ω f (2k+1)

< +∞. (37)

Then f is holomorphically linearizable.

Theorem 5.18. Let λ1, . . . ,λn ∈ C be without resonances and such that

limsup
m→+∞

1
m

log
1

Ωλ1,...,λn(m)
= +∞.

Then there exists f ∈ End(Cn,O), with d fO = diag(λ1, . . . ,λn), not holomorphically
linearizable.

Remark 5.19. These theorems hold even without hyperbolicity assumptions.

Remark 5.20. It should be remarked that, contrarily to the one-dimensional case, it is
not yet known whether condition (37) is necessary for the holomorphic linearizabil-
ity of all holomorphic local dynamical systems with a given linear part belonging to
the Siegel domain. However, it is easy to check that if λ ∈ S1 does not satisfy the
one-dimensional Brjuno condition then any f ∈ End(Cn,O) of the form

f (z) =
(
λ z1 + z2

1,g(z)
)

is not holomorphically linearizable: indeed, if ϕ ∈ End(Cn,O) is a holomorphic lin-
earization of f , then ψ(ζ ) = ϕ(ζ ,O) is a holomorphic linearization of the quadratic
polynomial λ z+ z2, against Theorem 4.10.

Pöschel [Pö] shows how to modify (36) and (37) to get partial linearization re-
sults along submanifolds, and Raissy [R1] (see also [Ro1] and [R2]) explains when
it is possible to pass from a partial linearization to a complete linearization even in
presence of resonances. Another kind of partial linearization results, namely “lin-
earization modulo an ideal”, can be found in [Sto]. Russmann [Rü] and Raissy [R4]
proved that in Theorem 5.17 one can replace the hypothesis “no resonances” by the
hypothesis “formally linearizable”, up to define Ω f (m) by taking the minimum only
over the non-resonant multiindeces. See also and Il’yachenko [I1] for an important
result related to Theorem 5.18. Raissy, in [R3], describes a completely different
way of proving the convergence of Poincaré-Dulac normal forms, based on torus
actions and allowing a detailed study of torsion phenomena. Finally, in [DG] results
in the spirit of Theorem 5.17 are discussed without assuming that the differential is
diagonalizable.
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6 Several Complex Variables: The Parabolic Case

A first natural question in the several complex variables parabolic case is whether
a result like the Leau-Fatou flower theorem holds, and, if so, in which form. To
present what is known on this subject in this section we shall restrict our attention
to holomorphic local dynamical systems tangent to the identity; consequences on
dynamical systems with a more general parabolic fixed point can be deduced taking
a suitable iterate (but see also the end of this section for results valid when the
differential at the fixed point is not diagonalizable).

So we are interested in the local dynamics of a holomorphic local dynamical
system f ∈ End(Cn,O) of the form

f (z) = z+ Pν(z)+ Pν+1(z)+ · · · ∈ C0{z1, . . . ,zn}n, (38)

where Pν is the first non-zero term in the homogeneous expansion of f .

Definition 6.1. If f ∈ End(Cn,O) is of the form (38), the number ν ≥ 2 is the order
of f .

The two main ingredients in the statement of the Leau-Fatou flower theorem
were the attracting directions and the petals. Let us first describe a several variables
analogue of attracting directions.

Definition 6.2. Let f ∈ End(Cn,O) be tangent at the identity and of order ν . A
characteristic direction for f is a non-zero vector v ∈ C

n \{O} such that Pν(v) = λ v
for some λ ∈ C. If Pν(v) = O (that is, λ = 0) we shall say that v is a degenerate
characteristic direction; otherwise, (that is, if λ �= 0) we shall say that v is non-
degenerate. We shall say that f is dicritical if all directions are characteristic; non-
dicritical otherwise.

Remark 6.3. It is easy to check that f ∈ End(Cn,O) of the form (38) is dicritical if
and only if Pν ≡ λ id, where λ : C

n → C is a homogeneous polynomial of degree
ν −1. In particular, generic germs tangent to the identity are non-dicritical.

Remark 6.4. There is an equivalent definition of characteristic directions that shall
be useful later on. The n-uple of ν-homogeneous polynomials Pν induces a mero-
morphic self-map of P

n−1(C), still denoted by Pν . Then, under the canonical pro-
jection C

n \ {O} → P
n−1(C) non-degenerate characteristic directions correspond

exactly to fixed points of Pν , and degenerate characteristic directions correspond
exactly to indeterminacy points of Pν . In generic cases, there is only a finite num-
ber of characteristic directions, and using Bezout’s theorem it is easy to prove (see,
e.g., [AT1]) that this number, counting according to a suitable multiplicity, is given
by (νn −1)/(ν −1).

Remark 6.5. The characteristic directions are complex directions; in particular, it is
easy to check that f and f−1 have the same characteristic directions. Later on we
shall see how to associate to (most) characteristic directions ν −1 petals, each one
in some sense centered about a real attracting direction corresponding to the same
complex characteristic direction.
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The notion of characteristic directions has a dynamical origin.

Definition 6.6. We shall say that an orbit { f k(z0)} converges to the origin tangen-
tially to a direction [v]∈P

n−1(C) if f k(z0)→O in C
n and [ f k(z0)]→ [v] in P

n−1(C),
where [·] : C

n \ {O}→ P
n−1(C) denotes the canonical projection.

Then

Proposition 6.7. Let f ∈ End(Cn,O) be a holomorphic dynamical system tangent
to the identity. If there is an orbit of f converging to the origin tangentially to a
direction [v] ∈ P

n−1(C), then v is a characteristic direction of f .

Sketch of proof . ([Ha2]) For simplicity let us assume ν = 2; a similar argument
works for ν > 2.

If v is a degenerate characteristic direction, there is nothing to prove. If not, up to
a linear change of coordinates we can assume [v] = [1 : v′] and write

{
f1(z) = z1 + p1

2(z1,z′)+ p1
3(z1,z′)+ · · · ,

f ′(z) = z′ + p′2(z1,z′)+ p′3(z1,z′)+ · · · ,

where z′ = (z2, . . . ,zn) ∈ C
n−1, f = ( f1, f ′), Pj = (p1

j , p′j) and so on, with p1
2(1,v′)

�= 0. Making the substitution
{

w1 = z1 ,

z′ = w′z1 ,
(39)

which is a change of variable off the hyperplane z1 = 0, the map f becomes
{

f̃1(w) = w1 + p1
2(1,w′)w2

1 + p1
3(1,w′)w3

1 + · · · ,

f̃ ′(w) = w′ + r(w′)w1 + O(w2
1) ,

(40)

where r(w′) is a polynomial such that r(v′) = O if and only if [1 : v′] is a character-
istic direction of f with p1

2(1,v′) �= 0.
Now, the hypothesis is that there exists an orbit { f k(z0)} converging to the origin

and such that [ f k(z0)]→ [v]. Writing f̃ k(w0) =
(
wk

1,(w
′)k
)
, this implies that wk

1 → 0
and (w′)k → v′. Then, arguing as in the proof of (8), it is not difficult to prove that

lim
k→+∞

1

kwk
1

= −p1
2(1,v′),

and then that (w′)k+1 − (w′)k is of order r(v′)/k. This implies r(v′) = O, as claimed,
because otherwise the telescopic series

∑
k

(
(w′)k+1 − (w′)k)

would not be convergent. 
�
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Remark 6.8. There are examples of germs f ∈ End(C2,O) tangent to the identity
with orbits converging to the origin without being tangent to any direction: for
instance

f (z,w) =
(
z+ αzw,w+ β w2 + o(w2)

)

with α , β ∈ C
∗, α �= β and Re(α/β ) = 1 (see [Riv1, AT3]).

The several variables analogue of a petal is given by the notion of parabolic curve.

Definition 6.9. A parabolic curve for f ∈ End(Cn,O) tangent to the identity is an
injective holomorphic map ϕ : Δ → C

n \ {O} satisfying the following properties:

(a) Δ is a simply connected domain in C with 0 ∈ ∂Δ ;
(b) ϕ is continuous at the origin, and ϕ(0) = O;
(c) ϕ(Δ) is f -invariant, and ( f |ϕ(Δ ))k → O uniformly on compact subsets as

k → +∞.

Furthermore, if [ϕ(ζ )] → [v] in P
n−1(C) as ζ → 0 in Δ , we shall say that the

parabolic curve ϕ is tangent to the direction [v] ∈ P
n−1(C).

Then the first main generalization of the Leau-Fatou flower theorem to several
complex variables is due to Écalle and Hakim (see also [W]):

Theorem 6.10 (Écalle, 1985 [É4]; Hakim, 1998 [Ha2]). Let f ∈ End(Cn,O) be
a holomorphic local dynamical system tangent to the identity of order ν ≥ 2. Then
for any non-degenerate characteristic direction [v] ∈ P

n−1(C) there exist (at least)
ν −1 parabolic curves for f tangent to [v].

Sketch of proof . Écalle proof is based on his theory of resurgence of divergent se-
ries; we shall describe here the ideas behind Hakim’s proof, which depends on more
standard arguments.

For the sake of simplicity, let us assume n = 2; without loss of generality we can
also assume [v] = [1 : 0]. Then after a linear change of variables and a transformation
of the kind (39) we are reduced to prove the existence of a parabolic curve at the
origin for a map of the form

{
f1(z) = z1 − zν

1 + O(zν+1
1 ,zν

1 z2) ,

f2(z) = z2
(
1−λ zν−1

1 + O(zν
1 ,zν−1

1 z2)
)
+ zν

1 ψ(z),

where ψ is holomorphic with ψ(O) = 0, and λ ∈ C. Given δ > 0, set Dδ ,ν = {ζ ∈
C | |ζ ν−1 − δ | < δ}; this open set has ν − 1 connected components, all of them
satisfying condition (a) on the domain of a parabolic curve. Furthermore, if u is a
holomorphic function defined on one of these connected components, of the form
u(ζ ) = ζ 2uo(ζ ) for some bounded holomorphic function uo, and such that

u
(

f1
(
ζ ,u(ζ )

))
= f2

(
ζ ,u(ζ )

)
, (41)

then it is not difficult to verify that ϕ(ζ ) =
(
ζ ,u(ζ )

)
is a parabolic curve for f

tangent to [v].
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So we are reduced to finding a solution of (41) in each connected component
of Dδ ,ν , with δ small enough. For any holomorphic u = ζ 2uo defined in such a
connected component, let fu(ζ ) = f1

(
ζ ,u(ζ )

)
, put

H(z) = z2 − zλ
1

f1(z)λ f2(z),

and define the operator T by setting

(Tu)(ζ ) = ζ λ
∞

∑
k=0

H
(

f k
u (ζ ),u

(
f k
u (ζ )

))

f k
u (ζ )λ .

Then, if δ > 0 is small enough, it is possible to prove that T is well-defined, that
u is a fixed point of T if and only if it satisfies (41), and that T is a contraction of
a closed convex set of a suitable complex Banach space — and thus it has a fixed
point. In this way if δ > 0 is small enough we get a unique solution of (41) for each
connected component of Dδ ,ν , and hence ν −1 parabolic curves tangent to [v]. 
�
Definition 6.11. A set of ν − 1 parabolic curves obtained in this way is a Fatou
flower for f tangent to [v].

Remark 6.12. When there is a one-dimensional f -invariant complex submanifold
passing through the origin tangent to a characteristic direction [v], the previous the-
orem is just a consequence of the usual one-dimensional theory. But it turns out that
in most cases such an f -invariant complex submanifold does not exist: see [Ha2]
for a concrete example, and [É4] for a general discussion.

We can also have f -invariant complex submanifolds of dimension strictly greater
than one attracted by the origin.

Definition 6.13. Given a holomorphic local dynamical system f ∈ End(Cn,O)
tangent to the identity of order ν ≥ 2, and a non-degenerate characteristic direction
[v] ∈ P

n−1(C), the eigenvalues α1, . . . ,αn−1 ∈ C of the linear operator

1
ν −1

(
d(Pν)[v] − id

)
: T[v]P

n−1(C) → T[v]P
n−1(C)

are the directors of [v].

Then, using a more elaborate version of her proof of Theorem 6.10, Hakim has
been able to prove the following:

Theorem 6.14 (Hakim, 1997 [Ha3]). Let f ∈ End(Cn,O) be a holomorphic local
dynamical system tangent to the identity of order ν ≥ 2. Let [v]∈ P

n−1(C) be a non-
degenerate characteristic direction, with directors α1, . . . ,αn−1 ∈ C. Furthermore,
assume that Reα1, . . . ,Reαd > 0 and Reαd+1, . . . ,Reαn−1 ≤ 0 for a suitable d ≥ 0.
Then:

(i) There exists an f -invariant (d + 1)-dimensional complex submanifold M of C
n,

with the origin in its boundary, such that the orbit of every point of M converges
to the origin tangentially to [v];
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(ii) f |M is holomorphically conjugated to the translation τ(w0,w1, . . . ,wd) =
(w0 + 1,w1, . . . ,wd) defined on a suitable right half-space in C

d+1.

Remark 6.15. In particular, if all the directors of [v] have positive real part, there is an
open domain attracted by the origin. However, the condition given by Theorem 6.14
is not necessary for the existence of such an open domain; see Rivi [Riv1] for an
easy example, or Ushiki [Us], Vivas [V] and [AT3] for more elaborate examples.

In his monumental work [É4] Écalle has given a complete set of formal invariants
for holomorphic local dynamical systems tangent to the identity with at least one
non-degenerate characteristic direction. For instance, he has proved the following

Theorem 6.16 (Écalle, 1985 [É4]). Let f ∈ End(Cn,O) be a holomorphic local
dynamical system tangent to the identity of order ν ≥ 2. Assume that

(a) f has exactly (νn −1)/(ν −1) distinct non-degenerate characteristic directions
and no degenerate characteristic directions;

(b) the directors of any non-degenerate characteristic direction are irrational and
mutually independent over Z.

Let [v] ∈ P
n−1(C) be a non-degenerate characteristic direction, and denote by

α1, . . . ,αn−1 ∈ C its directors. Then there exist a unique ρ ∈ C and unique (up
to dilations) formal series R1, . . . ,Rn ∈ C[[z1, . . . ,zn]], where each R j contains only
monomial of total degree at least ν + 1 and of partial degree in z j at most ν − 2,
such that f is formally conjugated to the time-1 map of the formal vector field

X =
1

(ν −1)(1 + ρzν−1
n )

{
[−zν

n + Rn(z)]
∂

∂ zn
+

n−1

∑
j=1

[−α jz
ν−1
n z j + R j(z)]

∂
∂ z j

}
.

Other approaches to the formal classification, at least in dimension 2, are de-
scribed in [BM] and in [AT2].

Using his theory of resurgence, and always assuming the existence of at least one
non-degenerate characteristic direction, Écalle has also provided a set of holomor-
phic invariants for holomorphic local dynamical systems tangent to the identity, in
terms of differential operators with formal power series as coefficients. Moreover,
if the directors of all non-degenerate characteristic directions are irrational and sat-
isfy a suitable diophantine condition, then these invariants become a complete set
of invariants. See [É5] for a description of his results, and [É4] for the details.

Now, all these results beg the question: what happens when there are no non-
degenerate characteristic directions? For instance, this is the case for

{
f1(z) = z1 + bz1z2 + z2

2 ,

f2(z) = z2 −b2z1z2 −bz2
2 + z3

1 ,

for any b ∈ C
∗, and it is easy to build similar examples of any order. At present, the

theory in this case is satisfactorily developed for n = 2 only. In particular, in [A2] is
proved the following
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Theorem 6.17 (Abate, 2001 [A2]). Every holomorphic local dynamical system f ∈
End(C2,O) tangent to the identity, with an isolated fixed point, admits at least one
Fatou flower tangent to some direction.

Remark 6.18. Bracci and Suwa have proved a version of Theorem 6.17 for f ∈
End(M, p) where M is a singular variety with not too bad a singularity at p; see
[BrS] for details.

Let us describe the main ideas in the proof of Theorem 6.17, because they provide
some insight on the dynamical structure of holomorphic local dynamical systems
tangent to the identity, and on how to deal with it. A shorter proof, deriving this
theorem directly from Camacho-Sad theorem [CS] on the existence of separatrices
for holomorphic vector fields in C

2, is presented in [BCL] (see also [D2]); however,
such an approach provides fewer informations on the dynamical and geometrical
structures of local dynamical systems tangent to the identity.

The first idea is to exploit in a systematic way the transformation (39), following
a procedure borrowed from algebraic geometry.

Definition 6.19. If p is a point in a complex manifold M, there is a canonical way
(see, e.g., [GH] or [A1]) to build a complex manifold M̃, called the blow-up of M
at p, provided with a holomorphic projection π : M̃ → M, so that E = π−1(p), the
exceptional divisor of the blow-up, is canonically biholomorphic to P(TpM), and
π |M̃\E : M̃ \E → M \ {p} is a biholomorphism. In suitable local coordinates, the
map π is exactly given by (39). Furthermore, if f ∈ End(M, p) is tangent to the
identity, there is a unique way to lift f to a map f̃ ∈ End(M̃,E) such that π ◦ f̃ =
f ◦π , where End(M̃,E) is the set of holomorphic maps defined in a neighbourhood
of E with values in M̃ and which are the identity on E .

In particular, the characteristic directions of f become points in the domain of
the lifted map f̃ ; and we shall see that this approach allows to determine which
characteristic directions are dynamically meaningful.

The blow-up procedure reduces the study of the dynamics of local holomorphic
dynamical systems tangent to the identity to the study of the dynamics of germs
f ∈ End(M,E), where M is a complex n-dimensional manifold, and E ⊂ M is a
compact smooth complex hypersurface pointwise fixed by f . In [A2, BrT, ABT1]
we discovered a rich geometrical structure associated to this situation.

Let f ∈ End(M,E) and take p ∈ E . Then for every h ∈ OM,p (where OM is the
structure sheaf of M) the germ h ◦ f is well-defined, and we have h ◦ f −h ∈ IE,p,
where IE is the ideal sheaf of E .

Definition 6.20. The f -order of vanishing at p of h ∈ OM,p is

ν f (h; p) = max{μ ∈ N | h ◦ f −h ∈ I μ
E,p},

and the order of contact ν f of f with E is

ν f = min{ν f (h; p) | h ∈ OM,p}.
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In [ABT1] we proved that ν f does not depend on p, and that

ν f = min
j=1,...,n

ν f (z j; p),

where (U,z) is any local chart centered at p ∈ E and z = (z1, . . . ,zn). In particular, if
the local chart (U,z) is such that E ∩U = {z1 = 0} (and we shall say that the local
chart is adapted to E) then setting f j = z j ◦ f we can write

f j(z) = z j +(z1)ν f g j(z), (42)

where at least one among g1, . . . ,gn does not vanish identically on U ∩E .

Definition 6.21. A map f ∈ End(M,E) is tangential to E if

min
{

ν f (h; p) | h ∈ IE,p
}

> ν f

for some (and hence any) point p ∈ E .

Choosing a local chart (U,z) adapted to E so that we can express the coordinates
of f in the form (42), it turns out that f is tangential if and only if g1|U∩E ≡ 0.

The g j’s in (42) depend in general on the chosen chart; however, in [ABT1] we
proved that setting

X f =
n

∑
j=1

g j
∂

∂ z j
⊗ (dz1)⊗ν f (43)

then X f |U∩E defines a global section Xf of the bundle TM|E ⊗ (N∗
E)⊗ν f , where N∗

E
is the conormal bundle of E into M. The bundle T M|E ⊗ (N∗

E)⊗ν f is canonically

isomorphic to the bundle Hom(N
⊗ν f
E ,TM|E). Therefore the section Xf induces a

morphism still denoted by Xf : N
⊗ν f
E → T M|E .

Definition 6.22. The morphism Xf : N
⊗ν f
E → TM|E just defined is the canonical

morphism associated to f ∈ End(M,E).

Remark 6.23. It is easy to check that f is tangential if and only if the image of
Xf is contained in T E . Furthermore, if f is the lifting of a germ fo ∈ End(Cn,O)
tangent to the identity, then (see [ABT1]) f is tangential if and only if fo is non-
dicritical; so in this case tangentiality is generic. Finally, in [A2] we used the term
“non degenerate” instead of “tangential”.

Definition 6.24. Assume that f ∈ End(M,E) is tangential. We shall say that p ∈ E
is a singular point for f if Xf vanishes at p.

By definition, p ∈ E is a singular point for f if and only if

g1(p) = · · · = gn(p) = 0

for any local chart adapted to E; so singular points are generically isolated.
In the tangential case, only singular points are dynamically meaningful. Indeed,

a not too difficult computation (see [A2, AT1, ABT1]) yields the following
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Proposition 6.25. Let f ∈ End(M,E) be tangential, and take p ∈ E. If p is not
singular, then the stable set of the germ of f at p coincides with E.

The notion of singular point allows us to identify the dynamically meaningful
characteristic directions.

Definition 6.26. Let M be the blow-up of C
n at the origin, and f the lift of a non-

dicritical holomorphic local dynamical system fo ∈ End(Cn,O) tangent to the iden-
tity. We shall say that [v]∈P

n−1(C) = E is a singular direction of fo if it is a singular
point of f̃ .

It turns out that non-degenerate characteristic directions are always singular (but
the converse does not necessarily hold), and that singular directions are always
characteristic (but the converse does not necessarily hold). Furthermore, the sin-
gular directions are the dynamically interesting characteristic directions, because
Propositions 6.7 and 6.25 imply that if fo has a non-trivial orbit converging to the
origin tangentially to [v] ∈ P

n−1(C) then [v] must be a singular direction.
The important feature of the blow-up procedure is that, even though the underly-

ing manifold becomes more complex, the lifted maps become simpler. Indeed, using
an argument similar to one (described, for instance, in [MM]) used in the study of
singular holomorphic foliations of 2-dimensional complex manifolds, in [A2] it is
shown that after a finite number of blow-ups our original holomorphic local dynam-
ical system f ∈ End(C2,O) tangent to the identity can be lifted to a map f̃ whose
singular points (are finitely many and) satisfy one of the following conditions:

(o) they are dicritical; or,
(�) in suitable local coordinates centered at the singular point we can write

{
f̃1(z) = z1 + �(z)

(
λ1z1 + O(‖z‖2)

)
,

f̃2(z) = z2 + �(z)
(
λ2z2 + O(‖z‖2)

)
,

with

– (�1) λ1, λ2 �= 0 and λ1/λ2, λ2/λ1 /∈ N, or
– (�2) λ1 �= 0, λ2 = 0.

Remark 6.27. This “reduction of the singularities” statement holds only in dimen-
sion 2, and it is not clear how to replace it in higher dimensions.

It is not too difficult to prove that Theorem 6.10 can be applied to both dicritical
and (�1) singularities; therefore as soon as this blow-up procedure produces such a
singularity, we get a Fatou flower for the original dynamical system f .

So to end the proof of Theorem 6.17 it suffices to prove that any such blow-
up procedure must produce at least one dicritical or (�1) singularity. To get such a
result, we need another ingredient.

Let again f ∈ End(M,E), where E is a smooth complex hypersurface in a com-
plex manifold M, and assume that f is tangential; let Eo denote the complement in E
of the singular points of f . For simplicity of exposition we shall assume dimM = 2
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and dimE = 1; but this part of the argument works for any n ≥ 2 (even when E has
singularities, and it can also be adapted to non-tangential germs).

Since dimE = 1 = rkNE , the restriction of the canonical morphism Xf to N
⊗ν f
Eo

is an isomorphism between N
⊗ν f
Eo and T Eo. Then in [ABT1] we showed that it is

possible to define a holomorphic connection ∇ on NEo by setting

∇u(s) = π([X f (ũ), s̃]|S), (44)

where: s is a local section of NEo ; u ∈ T Eo; π : T M|Eo → NEo is the canonical
projection; s̃ is any local section of T M|Eo such that π(s̃|So) = s; ũ is any local
section of T M⊗ν f such that Xf

(
π(ũ|Eo)

)
= u; and X f is locally given by (43).

In a chart (U,z) adapted to E , a local generator of NEo is ∂1 = π(∂/∂ z1), a local

generator of N
⊗ν f
Eo is ∂⊗ν f

1 = ∂1 ⊗·· ·⊗ ∂1, and we have

Xf (∂
⊗ν f
1 ) = g2|U∩E

∂
∂ z2

;

therefore

∇∂/∂ z2
∂1 = − 1

g2

∂g1

∂ z1

∣∣∣∣
U∩E

∂1.

In particular, ∇ is a meromorphic connection on NE , with poles in the singular points
of f .

Definition 6.28. The index ιp( f ,E) of f along E at a point p ∈ E is by definition
the opposite of the residue at p of the connection ∇ divided by ν f :

ιp( f ,E) = − 1
ν f

Resp(∇).

In particular, ιp( f ,E) = 0 if p is not a singular point of f .

Remark 6.29. If [v] is a non-degenerate characteristic direction of a non-dicritical
fo ∈ End(C2,O) with non-zero director α ∈ C

∗, then it is not difficult to check that

ι[v]( f ,E) =
1
α

,

where f is the lift of fo to the blow-up of the origin.

Then in [A2] we proved the following index theorem (see [Br1, BrT, ABT1,
ABT2] for multidimensional versions and far reaching generalizations):

Theorem 6.30 (Abate, Bracci, Tovena, 2004 [A2], [ABT1]). Let E be a compact
Riemann surface inside a 2-dimensional complex manifold M. Take f ∈ End(M,E),
and assume that f is tangential to E. Then

∑
q∈E

ιq( f ,E) = c1(NE),

where c1(NE) is the first Chern class of the normal bundle NE of E in M.
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Now, a combinatorial argument (inspired by Camacho and Sad [CS]; see also
[Ca] and [T]) shows that if we have f ∈ End(C2,O) tangent to the identity with
an isolated fixed point, and such that applying the reduction of singularities to the
lifted map f̃ starting from a singular direction [v] ∈ P

1(C) = E we end up only
with (�2) singularities, then the index of f̃ at [v] along E must be a non-negative
rational number. But the first Chern class of NE is −1; so there must be at least one
singular directions whose index is not a non-negative rational number. Therefore the
reduction of singularities must yield at least one dicritical or (�1) singularity, and
hence a Fatou flower for our map f , completing the proof of Theorem 6.17.

Actually, we have proved the following slightly more precise result:

Theorem 6.31 (Abate, 2001 [A2]). Let E be a (not necessarily compact) Rie-
mann surface inside a 2-dimensional complex manifold M, and take f ∈ End(M,E)
tangential to E. Let p ∈ E be a singular point of f such that ιp( f ,E) /∈ Q

+.
Then there exist a Fatou flower for f at p. In particular, if fo ∈ End(C2,O) is
a non-dicritical holomorphic local dynamical system tangent to the identity with
an isolated fixed point at the origin, and [v] ∈ P

1(C) is a singular direction such
that ι[v]

(
f ,P1(C)

)
/∈ Q

+, where f is the lift of fo to the blow-up of the origin, then
fo has a Fatou flower tangent to [v].

Remark 6.32. This latter statement has been generalized in two ways. Degli
Innocenti [D1] has proved that we can allow E to be singular at p (but irreducible;
in the reducible case one has to impose conditions on the indeces of f along all
irreducible components of E passing through p). Molino [Mo], on the other hand,
has proved that the statement still holds assuming only ιp( f ,E) �= 0, at least for f
of order 2 (and E smooth at p); it is natural to conjecture that this should be true for
f of any order.

As already remarked, the reduction of singularities via blow-ups seem to work only
in dimension 2. This leaves open the problem of the validity of something like
Theorem 6.17 in dimension n ≥ 3; see [AT1] and [Ro2] for some partial results.

As far as I know, it is widely open, even in dimension 2, the problem of describing
the stable set of a holomorphic local dynamical system tangent to the identity, as
well as the more general problem of the topological classification of such dynamical
systems. Some results in the case of a dicritical singularity are presented in [BM];
for non-dicritical singularities a promising approach in dimension 2 is described
in [AT3].

Let f ∈ End(M,E), where E is a smooth Riemann surface in a 2-dimensional
complex manifold M, and assume that f is tangential; let Eo denote the complement
in E of the singular points of f . The connection ∇ on NEo described above induces
a connection (still denoted by ∇) on N

⊗ν f
Eo .

Definition 6.33. In this setting, a geodesic is a curve σ : I → Eo such that

∇σ ′X−1
f (σ ′) ≡ O.



48 Marco Abate

It turns out that σ is a geodesic if and only if the curve X−1
f (σ ′) is an integral

curves of a global holomorphic vector field G on the total space of N
⊗ν f
Eo ; further-

more, G extends holomorphically to the total space of N
⊗ν f
E .

Now, assume that M is the blow-up of the origin in C
2, and E is the exceptional

divisor. Then there exists a canonical ν f -to-1 holomorphic covering map χν f : C
2 \

{O}→ N
⊗ν f
E \E . Moreover, if f is the lift of a non-dicritical fo ∈ End(C2,O) of the

form (38) with Pν = (P1
ν ,P2

ν ), then ν f = ν −1 and it turns out that χν f maps integral
curves of the homogeneous vector field

Qν = P1
ν

∂
∂ z1

+ P2
ν

∂
∂ z2

onto integral curves of G.
Now, the time-1 map of Qν is tangent to the identity and of the form (38); the

previous argument shows that to study its dynamics it suffices to study the dynamics
of such a geodesic vector field G. This is done in [AT3], where we get: a complete
formal classification of homogeneous vector fields nearby their characteristic direc-
tions; a complete holomorphic classification nearby generic characteristic directions
(including, but not limited to, non-degenerate characteristic directions); and power-
ful tools for the study of the geodesic flow for meromorphic connections on P

1(C),
yielding deep results on the global dynamics of real integral curves of homogeneous
vector fields. For instance, we get the following Poincaré-Bendixson theorem:

Theorem 6.34 (Abate, Tovena, 2009 [AT3). ] Let Q be a homogeneous holomor-
phic vector field on C

2 of degree ν + 1 ≥ 2, and let γ : [0,ε0) → C
2 be a recurrent

maximal integral curve of Q. Then γ is periodic or [γ] : [0,ε0) → P
1(C) intersects

itself infinitely many times, where [·] : C
2 → P

1(C) is the canonical projection.

Furthermore, we also get examples of maps tangent to the identity with small cy-
cles, that is periodic orbits of arbitrarily high period accumulating at the origin; and
a complete description of the local dynamics in a full neighbourhood of the origin
for a large class of holomorphic local dynamical systems tangent to the identity.

Since results like Theorem 3.8 seems to suggest that generic holomorphic local
dynamical systems tangent to the identity might be topologically conjugated to the
time-1 map of a homogeneous vector field, this approach might eventually lead to
a complete topological description of the dynamics for generic holomorphic local
dynamical systems tangent to the identity in dimension 2.

We end this section with a couple of words on holomorphic local dynamical
systems with a parabolic fixed point where the differential is not diagonalizable.
Particular examples are studied in detail in [CD, A4, GS]. In [A1] it is described a
canonical procedure for lifting an f ∈ End(Cn,O) whose differential at the origin
is not diagonalizable to a map defined in a suitable iterated blow-up of the origin
(obtained blowing-up not only points but more general submanifolds) with a canon-
ical fixed point where the differential is diagonalizable. Using this procedure it is
for instance possible to prove the following
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Theorem 6.35 ([A2]). Let f ∈ End(C2,O) be a holomorphic local dynamical
system with d fO = J2, the canonical Jordan matrix associated to the eigenvalue 1,
and assume that the origin is an isolated fixed point. Then f admits at least one
parabolic curve tangent to [1 : 0] at the origin.

7 Several Complex Variables: Other Cases

Outside the hyperbolic and parabolic cases, there are not that many general results.
Theorems 5.17 and 5.18 apply to the elliptic case too, but, as already remarked, it
is not known whether the Brjuno condition is still necessary for holomorphic lin-
earizability. However, another result in the spirit of Theorem 5.18 is the following:

Theorem 7.1 (Yoccoz, 1995 [Y2]). Let A ∈ GL(n,C) be an invertible matrix such
that its eigenvalues have no resonances and such that its Jordan normal form con-
tains a non-trivial block associated to an eigenvalue of modulus one. Then there
exists f ∈ End(Cn,O) with d fO = A which is not holomorphically linearizable.

A case that has received some attention is the so-called semi-attractive case

Definition 7.2. A holomorphic local dynamical system f ∈End(Cn,O) is said semi-
attractive if the eigenvalues of d fO are either equal to 1 or have modulus strictly less
than 1.

The dynamics of semi-attractive dynamical systems has been studied by
Fatou [F4], Nishimura [Ni], Ueda [U1–2], Hakim [Ha1] and Rivi [Riv1–2]. Their
results more or less say that the eigenvalue 1 yields the existence of a “parabolic
manifold” M — in the sense of Theorem 6.14.(ii) — of a suitable dimension, while
the eigenvalues with modulus less than one ensure, roughly speaking, that the orbits
of points in the normal bundle of M close enough to M are attracted to it. For
instance, Rivi proved the following

Theorem 7.3 (Rivi, 1999 [Riv1–2]). Let f ∈ End(Cn,O) be a holomorphic local
dynamical system. Assume that 1 is an eigenvalue of (algebraic and geometric)
multiplicity q ≥ 1 of d fO, and that the other eigenvalues of d fO have modulus less
than 1. Then:

(i) We can choose local coordinates (z,w) ∈ C
q ×C

n−q such that f expressed in
these coordinates becomes

{
f1(z,w) = A(w)z+ P2,w(z)+ P3,w(z)+ · · · ,
f2(z,w) = G(w)+ B(z,w)z,

where: A(w) is a q×q matrix with entries holomorphic in w and A(O) = Iq; the
Pj,w are q-uples of homogeneous polynomials in z of degree j whose coefficients
are holomorphic in w; G is a holomorphic self-map of C

n−q such that G(O) = O
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and the eigenvalues of dGO are the eigenvalues of d fO with modulus strictly less
than 1; and B(z,w) is an (n−q)×q matrix of holomorphic functions vanishing
at the origin. In particular, f1(z,O) is tangent to the identity.

(ii) If v ∈ C
q ⊂ C

m is a non-degenerate characteristic direction for f1(z,O), and
the latter map has order ν , then there exist ν − 1 disjoint f -invariant (n −
q + 1)-dimensional complex submanifolds Mj of C

n, with the origin in their
boundary, such that the orbit of every point of Mj converges to the origin tan-
gentially to Cv⊕E, where E ⊂C

n is the subspace generated by the generalized
eigenspaces associated to the eigenvalues of d fO with modulus less than one.

Rivi also has results in the spirit of Theorem 6.14, and results when the algebraic
and geometric multiplicities of the eigenvalue 1 differ; see [Riv1, 2] for details.

Building on work done by Canille Martins [CM] in dimension 2, and using
Theorem 3.8 and general results on normally hyperbolic dynamical systems due
to Palis and Takens [PT], Di Giuseppe has obtained the topological classification
when the eigenvalue 1 has multiplicity 1 and the other eigenvalues are not resonant:

Theorem 7.4 (Di Giuseppe, 2004 [Di]). Let f ∈ End(Cn,O) be a holomorphic
local dynamical system such that d fO has eigenvalues λ1, λ2, . . . ,λn ∈ C, where λ1

is a primitive q-root of unity, and |λ j| �= 0, 1 for j = 2, . . . ,n. Assume moreover that
λ r2

2 · · ·λ rn

n �= 1 for all multi-indeces (r2, . . . ,rn) ∈ N
n−1 such that r2 + · · ·+ rn ≥ 2.

Then f is topologically locally conjugated either to d fO or to the map

z �→ (λ1z1 + zkq+1
1 ,λ2z2, . . . ,λnzn)

for a suitable k ∈ N
∗.

We end this survey by recalling results by Bracci and Molino, and by Rong. Assume
that f ∈End(C2,O) is a holomorphic local dynamical system such that the eigenval-
ues of d fO are 1 and e2π iθ �= 1. If e2π iθ satisfies the Brjuno condition, Pöschel [Pö]
proved the existence of a 1-dimensional f -invariant holomorphic disk containing the
origin where f is conjugated to the irrational rotation of angle θ . On the other hand,
Bracci and Molino give sufficient conditions (depending on f but not on e2π iθ , ex-
pressed in terms of two new holomorphic invariants, and satisfied by generic maps)
for the existence of parabolic curves tangent to the eigenspace of the eigenvalue 1;
see [BrM] for details, and [Ro3] for generalizations to n ≥ 3.
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fields. Astérisque 59–60, 83–94 (1978)

[CS] Camacho, C., Sad, P.: Invariant varieties through singularities of holomorphic vector
fields. Ann. Math. 115, 579–595 (1982)

[CM] Canille Martins, J.C.: Holomorphic flows in (C3,O) with resonances. Trans. Am. Math.
Soc. 329, 825–837 (1992)

[Ca] Cano, J.: Construction of invariant curves for singular holomorphic vector fields. Proc.
Am. Math. Soc. 125, 2649–2650 (1997)

[CG] Carleson, S., Gamelin, F.: Complex Dynamics. Springer, Berlin (1994)
[CGBM] Cerveau, D., Garba Belko, D., Meziani, R.: Techniques complexes détude dE.D.O. (avec
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Prépublications Math. Orsay 81-05, Université de Paris-Sud, Orsay, 1981. Down-
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Éc. Norm. Sup. 1, 1–41 (1884)
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Dynamics of Rational Surface Automorphisms

Eric Bedford

Abstract This is a 2-part introduction to the dynamics of rational surface
automorphisms. Such maps can be written in coordinates as rational functions
or polynomials. The first part concerns polynomial automorphisms of complex
2-space and includes the complex Henon family.

The second part concerns compact (complex) rational surfaces. The basic prop-
erties of automorphisms of positive entropy are given, as well as the construction of
invariant currents and measures. This is illustrated by a number of examples.

1 Polynomial Automorphisms of C2

1.1 Hénon Maps

A surface is said to be rational if it is birationally equivalent to the plane. The
purpose of these notes is to give an entry into the dynamics of the automorphisms
of rational surfaces. The first part is devoted to the complex Hénon family of
maps, which has been the most heavily studied family of invertible holomorphic
maps. Up to this point, the investigations of the Hénon maps have been guided
by the study of polynomial maps of one variable. The dynamics of polynomials
in the one-dimensional case has developed into a very rich topic, and these maps
are understood in considerable detail. Although the Hénon family is only partially
understood, its methods and results should provide motivation and guidance for the
understanding of other automorphisms in dimension 2. We have selected for discus-
sion only a part of what is known on the subject, and the reader is recommended to
consult the expository treatments in [MNTU] and [S], as well as the original works
[HOV1,2, FS1] and the series of papers [BS1,2, . . . ], [BLS].
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Only certain compact complex manifolds carry automorphisms of positive
entropy (see [C1]), and the majority of these are rational surfaces. The second
part of these notes considers the geometry of compact rational surfaces, and then
presents some examples of nontrivial automorphisms. In contrast with the case of
the polynomial automorphisms of C2, not much is known about the set of all rational
surface automorphisms — neither a description of all the automorphisms are nor a
dynamical classification of them. As will be seen from the second part, the rational
surface automorphisms have a close connection with certain birational maps of the
plane. The reader is referred to [CD] for further discussion of the Cremona group
of all birational transformations of the plane.

We say that a map f = ( f1, f2) of C2 to itself is polynomial if both coordinates are
given by polynomials. We let PolyAut(C2) denote the set of polynomial automor-
phisms of C2. That is, these are invertible maps of C2; it is a Theorem that if a poly-
nomial map is one-to-one and onto, then its inverse must be polynomial. Our goal
here is to study dynamical properties of such automorphisms, by which we mean
the behavior of the iterates f n := f ◦· · ·◦ f as n →∞. If f ,g ∈ PolyAut(C2), then we
may consider the conjugate g−1 f g of f . However, we note that (g−1 f g)n = g−1 f ng,
and so the dynamics of f and its conjugate are essentially the same. Thus in the
study of PolyAut(C2), we need to understand representatives of the various conju-
gacy classes. Friedland and Milnor [FM] have done this and have shown that, in
order to understand the whole family PolyAut(C2), it suffices to consider the family
of generalized Hénon mappings, which are the class

H ={ f (x,y)=(y, p(y)−δx), p(y) = yd+ad−2yd−2+· · ·+a0, d ≥ 2,δ ∈ C,δ �= 0}

In fact, much of what we do will remain valid if we replace f n by certain more gen-
eral compositions fn ◦ · · · ◦ f1, where f j ∈ H . While these mappings may appear to
be somewhat special, in fact they are the key to understanding invertible polynomial
dynamics in C2.

Exercises:

1. Each map f ∈ H is invertible, and f−1 is polynomial.
2. The Jacobian of f is δ , and in particular it is constant.
3. deg( f n) = (dn−1,dn).
4. Consider the dilation by t: D(x,y) = (tx,ty), and the translation by (s,s):

T (x,y) = (x + s,y + s). Show that if f ∈ H , then the conjugate T ◦ D ◦ f ◦
D−1 ◦T−1 has the form of an element of H , except that the coefficient of yd is
an arbitrary nonzero number, and the coefficient of yd−1 is arbitrary.

5. Define the involution τ(x,y) = (y,x) = τ−1. Then f−1 /∈ H , but τ ◦ f−1 ◦ τ has
the form of an element of H , except that p is not monic.

We will use the notation (xn,yn) = f n(x,y) for n ∈ Z. Thus we have xn = yn−1,
and the whole orbit {(xn,yn) : n ∈ Z} is essentially given by the bi-infinite scalar
sequence

. . . ,y−2,y−1,y0,y1,y2, . . . .
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One advantage of this reduction is that the action of f may be replaced by the shift.
That is, if the f -orbit of the point (x′,y′) = f (x,y) corresponds to the sequence

. . . ,y′−2,y
′
−1,y

′
0,y

′
1,y

′
2, . . . ,

then y′n = yn+1.

1.2 Filtration

We will find it useful to look at Hénon maps in terms of their escape to infinity. Let
us define

V = {|x|, |y| ≤ R}, V+ = {|y| ≥ max{|x|,R}}, V− = {|x| ≥ max{|y|,R}}.

Thus V is a bi-disk, and the sets V± are (topologically) the product of a disk and an
annulus. Let us choose R to be sufficiently large that

|p(t)|− |δ t| ≥ max

{
1
2
|td |,2|t|

}
, for all |t| ≥ R. (1)

It follows that:

(x,y) ∈V+ ⇒ |y1| ≥ 2|y0| = 2|x1| ⇒ (x1,y1) ∈V+

and thus

(x,y) ∈V+ ⇒ |yn| ≥ 2n|y| ≥ 2nR (2)

for n = 1,2,3 . . . In fact, it is possible to show that for any ε > 0 we may choose R
sufficiently large that for (x0,y0) ∈V+ we have

(1− ε)|y0|dn ≤ |yn| ≤ (1 + ε)|y0|dn
. (3)

Theorem 1.1. If (x,y) ∈V−, then there is a number N such that f N(x,y) ∈V ∪V +.

Proof. Suppose not. Then we have (xn,yn)∈V− for all n≥ 0. Thus |yn| ≤ |xn|. Since
xn = yn−1, we have |x1| ≥ |x2| ≥ · · · ≥ R, and |y1| ≥ |y2| ≥ · · · , and the both approach
the same limit M. Thus for N sufficiently large, we will have |xN | ∼ |yN | ∼ M ≥ R.
Thus by (*), we will have |yN+1| ≥ 2M, which is a contradiction. �


We summarize this discussion in the following Theorem:

Theorem 1.2. 1. fV + ⊂V+, and for each (x,y) ∈V +, the forward orbit escapes to
infinity.

2. f (V ∪V+) ⊂V ∪V+.
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Fig. 1 Filtration behavior of Hénon maps

3. If (x,y) ∈ V−, then the orbit f n(x,y), n ≥ 0, can stay in V− for only finite time.
After f n(x,y) leaves V−, it cannot reenter, which means that it stays in V ∪V+.
In particular, if an orbit is bounded in forward time, then it must enter V and
remain there.

This Theorem is illustrated in Figure 1. The arrows give the possibilities where a
point might map; the dashed circular arrow indicates that an orbit can remain in V−
for only finite time.

K± = {(x,y) ∈C2 : { f±n(x,y),n ≥ 0} is bounded}
= {(x,y) ∈C2 : with bounded f orward/backward orbit}

K := K+ ∩K−, J± = ∂K±, J = J+∩ J−, U+ = C2 −K+

Proposition 1.3. The iterates { f n,n ≥ 0} are a normal family on the interior of K+,
and for (x0,y0) ∈ J+, there is no neighborhood U � (x0,y0) on which this family is
normal.

Proof. If p ∈ int(K+), then the forward orbit cannot enter V+. It can remain in V−
for only finite time, so a neighborhood of p must ultimately be in V . Thus the for-
ward iterates of a neighborhood of p are ultimately bounded by R in a neighborhood
of p, so the iterates are a normal family in a neighborhood of p. If U is an open set
that intersects J+, then U ∩K+ �= /0 and U ∩(C2 −K+) �= /0. Thus U contains points
where the forward iterates are bounded and points whose orbits tend to ∞. Thus f n

cannot be normal on U . �

Exercise: Show that if p ∈ int(K+) is fixed, then the eigenvalues of D fp have
modulus ≤1.

Proposition 1.4. We have K ⊂ V and K+ ⊂ V ∪V−. Further, U+ =
⋃

n≥0 f−nV+,
where the union V+ ⊂ f−1V+ ⊂ ·· · is increasing.
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Proof. This is a consequence of the previous Theorem. �

A point p is periodic if f N p = p for some N. The minimal such N > 0 is called

the period of p.

Proposition 1.5. For each N there are only finitely many periodic points of
period N.

Proof. The set PN := {(x,y) ∈ C2 : f N(x,y) = (x,y)} is a subvariety. Further,
we have PN ⊂ K, so it is bounded. But any bounded subvariety of C2 must be a
finite set. �

A periodic point p of period N is a saddle if D f N

p has one eigenvalue with modulus
<1 and one eigenvalue with modulus >1. We use the notation SPer for the set of
saddle (periodic) points and J∗ = SPer for its closure. By an exercise above, we
have:

Proposition 1.6. If p is a saddle (periodic) point, then p ∈ J. Thus J∗ ⊂ J.

Problem: It is an interesting and basic question to determine whether J∗ = J holds
for all Hénon maps. However, this is not yet known.

Exercise: Suppose that p is a fixed point, and there is a neighborhood U of p such
that fU is a compact subset of U . Show that p is a sink, and

⋂
f nU = p.

Theorem 1.7. If |a| = 1, then the volume of (K+ ∪K−)−K is zero. If |a| < 1, then
the volume of K− is zero.

Proof. By the previous Corollary, the sets Sn = K−− f nV+ are increasing in n. But
the volume is |Sn+1|= |a|2|Sn|. If |a| ≤ 1, we have |Sn+1| = |Sn|, or |Sn+1 −Sn|= 0.
Their union is K−−V+ =

⋃
Sn, so we see that |K−−V+| = 0. By Theorem, then,

we have |K−−K| = 0. If |a| = 1, then we apply the argument to f−1 to obtain the
first statement of the Theorem. If |a|< 1, then the volumes are |K|= | f K|= |a|2|K|,
so |K| = 0. �

Problem: Suppose that f is a Hénon map with real coefficients, so f is a diffeomor-
phism of R2. If δ = ±1, then f preserves area. Is it possible for K to have positive
volume in C2? Or if K ⊂ R2 can it have positive area?

For a point p, we define the ω-limit set ω(p) to be the set of all limit points
f n j p → q for subsequences n j → +∞. A property of ω(p) is that it is invariant
under both f and f−1.

For a compact set X , define its stable set as

W s(X) = {y : lim
n→∞

dist( f ny, f nX) = 0},

and the unstable set is defined to be the stable set in backward time:

W u(X) = {y : lim
n→−∞dist( f−ny, f−nX) = 0}.
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Proposition 1.8. W s(K) = K+.

Proof. Since K is bounded, it is clear from the definition that W s(K) ⊂ K+. On
the other hand, let p ∈ K+ be given. Then by the filtration properties, we have
ω(p) ⊂ V . Since ω(p) is invariant under f−1, is is contained in K−. We conclude
that ω(p) ⊂ K, so dist( f n p,K) → 0 as n → ∞. �


1.3 Fatou Components

We define the Fatou set to be the points p for which there is a neighborhood U such
that the restrictions of the forward iterates { f n|U : n ≥ 0} are equicontinuous. If
we consider C2 as imbedded in the projective plane P2 (this is defined in 2nd part),
then the iterates f n : C2 → P2 are locally equicontinuous on C2 −K+. That is, they
converge locally uniformly to the point [0 : 0 : 1] ∈ P2, there the y-axis intersects the
line at infinity. By the previous section on Filtration, then, we have:

Proposition 1.9. The Fatou set of a complex Hénon map is C2 − J+.

A domain U ⊂ C2 is said to be a Runge domain if for each compact subset X ⊂U ,
the polynomial hull

X̂ := {q ∈ C2 : |P(q)| ≤ max
x∈X

|P(x)| for all polynomials P}

is also contained in U .

Proposition 1.10. int(K+) is Runge.

Proof. Suppose that X is a compact subset of int(K+). By the filtration properties of
the previous Section, we know that supn≥0 supx∈X || f n(x)||=C <∞. Since the com-
ponents of f n are polynomials, it follows from the definition of the polynomial hull
that supx∈X || f n(x)|| ≤C. Thus X̂ is contained in K+. Further, since X is compact, we
know that the translates X + v are contained in int(K+) if ||v|| is sufficiently small.
Thus we have X̂ + v = X̂ + v ⊂ K+. It follows that dist(X ,∂K+) = dist(X̂ ,∂K+)
and thus X̂ is in the interior of K+. �

If Ω is a Fatou component (i.e., a connected component of the Fatou set), then fΩ
is again a Fatou component. Let δ denote the (constant) Jacobian of f . There are
two distinct cases: |δ | = 1 and |δ | �= 1. We will first consider the case |δ | �= 1. In
this case, after passing to f−1 if necessary, we may suppose that |δ | < 1. If |δ | < 1,
then the Fatou components consist of C2 −K+ and the connected components of
int(K+).

Problem: Is every Fatou component periodic, i.e., is f nΩ = Ω for some n > 0? A
non-periodic Fatou component (if it existed) would be said to be wandering.

A Fatou component Ω is said to be recurrent if there is a point p ∈Ω such that
Ω ∩ω(p) �= /0. Equivalently, Ω is recurrent if there are a compact set C ⊂ Ω and a
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point p ∈Ω such that f n j p ∈C for infinitely many n j → +∞. Note that a recurrent
Fatou component is necessarily periodic.
Exercise: Show that a Fatou component is recurrent if it is a periodic domain and
not all points tend to

⋃
j f j∂Ω .

We say that a fixed point p is a sink if p ∈ Int(Ws(p)). In this case, we refer to
W s(p) as the basin of p. If O = {p, f p, . . . , f N p = p} is a periodic orbit, we say that
the orbit is a sink if O ⊂W s(O). In other words, a periodic orbit is a sink orbit for f
is p is a sink fixed point for f N . The following show that every sink is hyperbolic.

Proposition 1.11. If p is a sink, then the eigenvalues of D fp all have modulus less
than 1.

Proof. Let B be a ball containing p such that B̄ ⊂ W s(p). Thus the iterates f n

converge uniformly to p on B̄. We may assume that f nB̄ ⊂ B for n ≥ N. Let Iε
denote the affine map which fixes p and which dilates C2 by a factor of 1 + ε . For
ε > 0 small the new map g := Iε ◦ f maps B̄ inside B. Thus the derivatives of gn are
bounded at p. This proves that the derivatives of f n must tend to 0 as n → ∞. Thus
the eigenvalues of D f at p must be less than 1 in modulus. �

Exercise: If p is a periodic point such that f n p = p and the eigenvalues of D f n p have
modulus < 1, then the basin W s(p) is a Fatou component. (It is clear that W s(p) is
contained in K+. The issue is to show that W s(p) is exactly a connected component
of int(K+).)

Now we give other examples of Fatou components. By a Siegel disk we mean a
set of the form D = ϕ(Δ), where ϕ : Δ → C2 is an injective map of the disk Δ ⊂ C
with the property that

f (ϕ(ζ )) = ϕ(αζ ) (4)

holds for α = eπ ia with fixed irrational a and all ζ ∈ Δ . We also call D a Siegel disk
if it is periodic: f ND = D for some N > 1, and D is a Siegel disk for f N . A Herman
ring is similar; it is the image of a maximal injective holomorphic mapping of an
annulus {ζ ∈ C : r1 < |ζ | < r2} such that (4) holds. “Maximal” here means that it
is not contained in any larger such annulus.

Theorem 1.12. Suppose that |δ | < 1 and Ω is a recurrent Fatou component. Then
Ω is the basin of either (1) a sink, (2) a Siegel disk, or (3) a Herman ring. In cases
(2) and (3), the Siegel disk (or Herman ring) is a subvariety of Ω .

Proof. Passing to an iterate of f , we may suppose that fΩ = Ω . Let p ∈ Ω be a
point withω(p)∩Ω �= /0. We may choose a sequence n j →∞ such that f n j converges
normally to a map g :Ω → Ω̄ , and we may choose the sequence such that g(p)∈Ω .
Since f ◦ f n j = f n j ◦ f , it follows that f ◦ g = g ◦ f on Ω . Thus if g(Ω) is a single
point, then it must be a fixed sink, and Ω is the basin of that sink.

If g is not constant, we set Σ := Ω ∩ g(Ω) �= /0. We may pass to a subsequence
so that n j+1 − n j → ∞, and f n j+1−n j converges normally to a holomorphic map
h : Ω → Ω̄ . Now choose a point w = g(z) ∈ Σ . We see that

hw = lim
j→∞

f n j+1−n j( f n j z) = lim
j→∞

f n j+1 z = gz = w.
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Thus, setting M := {w ∈ Ω : hw = w}, we see that Σ ⊂ M. Conversely, if w ∈ M,
then gw ∈ M because h(gw) = g(hw) = g(w). Thus Σ = M.

Again, since f ◦ g = g ◦ f , we have fΣ = Σ . Further, since Σ consists of infinite
forward limits of points of K+, we have Σ ⊂ K. Thus Σ is a bounded Riemann sur-
face, so it is covered by the disk. Finally, since the fixed points of f N are isolated, the
restriction f N |Σ is not the identity. Since there is a point of ω(p)∩Σ , we know that
the iterates f n|Σ cannot diverge to the boundary of Σ as n → ∞. We conclude that
Σ must be uniformized by either the disk or an annulus, and f must be an irrational
rotation. Thus Σ must be either a Siegel disk or a Herman ring. �


It is clear that Hénon maps can have sinks. For a Siegel disk, let us consider the
diagonal linear map L of Δ ×C to itself which is given by (ζ ,η) �→ (αζ ,δη/α),
and α = eπ ia with a irrational. If Φ : Δ×C → C2 is a holomorphic imbedding such
that f ◦Φ =Φ ◦L, then D =Φ(Δ×{0}) will be contained in a Siegel disk. Further,
if |δ | < 1, we will have that Ω :=Φ(Δ ×C2) is equal to W s(D).

Such a map occurs for Hénon maps which have the form

f (x,y) = (αx + · · · ,δy/α+ · · ·)

where the · · · indicate arbitrary terms of higher order. (Or rather we conjugate a
Hénon map by an affine map so that the origin is fixed, and the linear part is diag-
onal.) If |δ | < 1 and if α satisfies a suitable Diophantine condition (see [Z]), then
there will exist a linearizing map Φ as in the previous paragraph.

Problem: Is it possible for a Fatou component to be the basin of a Herman ring?
Another sort of Fatou component can arise as follows. Suppose that f is a Hénon

map fixing (0,0) and taking the form

f (x,y) = (x + x2 + · · · ,by + · · ·),

where 0 < |b| < 1, and the terms · · · involve both x and y, but they are “smaller.”
This is like a parabolic fixed point in the x-direction and an attracting fixed point
in the y-direction. We may choose r small so that D := {|x + r| < r}× {|y| < r}
is mapped inside itself. In fact, for each p ∈ D there is a neighborhood U such that
f n → (0,0) uniformly on U as n →+∞. The forward basin B = {(x,y)∈ C2 : f n →
(0,0) uniformly in a neighborhood of (x,y)} is a non-recurrent Fatou component.

Problem: Is such a semi-attracting basin the ony possible sort of non-recurrent Fatou
component? More precisely, suppose that |δ | �= 1 and that Ω is a periodic Fatou
component which is not recurrent. Is there necessarily a point p ∈ ∂Ω with f n p = p
and such that the multipliers of D f n p are α and δ n/α , where α is a root of unity?
The volume preserving case: |δ | = 1.

Except for C2 − K+, all Fatou components are contained in the bounded set
int(K+) = int(K−) = int(K). If Ω is such a bounded component, then there are
only finitely many other components with the same volume, so Ω is necessarily
periodic.
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If U is a Fatou component, we may pass to an iterate of f and assume that
fU = U . Since { f n|U : n ≥ 0} is a normal family, we let G = G (U) denote the
set of normal limits g = lim j→∞ f n j on U . When a sequence of analytic functions
converges, the derivatives converge, too. So it follows that each g ∈ G preserves
volume, and g(U) is an open set. Thus g : U → U , and not just g : U → Ū . Since
the iterates of f commute with each other, so do the elements of G . Finally, we may
pass to a subsequence of the {n j} so that n j+1 − 2n j → +∞. Passing to a further
subsequence, we find that f n j+1−2n j → g−1. Thus G is a group. By a theorem of H.
Cartan, the full automorphism group Aut(U) of a bounded domain is a Lie group
(see [N]). Thus G is a compact abelian subgroup of a Lie group. Since G is compact,
it can have only finitely many connected components. Let G0 denote the connected
component of the identity in G . It follows that G0 is a torus Td . Since f ∈ G , it
follows that G is infinite, so d ≥ 1. Further, we may choose m �= 0 so that f m ∈ G0.
Since G0 is compact, we have the following:

Proposition 1.13. For volume-preserving Hénon maps, all Fatou components are
periodic and recurrent.

Since U ⊂C2, it follows that 1≤ d ≤ 2. Examples of both cases d = 1 and d = 2 can
be obtained by starting with maps of the form f (x,y) = (αx+ · · · ,βy+ · · · ) with α
and β jointly Diophantine, so that the map can be linearized in a neighborhood of
the fixed points. If d = 2, then the action of G0 on U is equivalent to the standard
T2-action on a Reinhardt domain in C2.

Theorem 1.14. Suppose that U is a Fatou component, and suppose that f has a
fixed point a ∈ U such that A = D fa is unitary. Then there is a holomorphic semi-
conjugacy Φ : U → C2, Φ(a) = 0 and taking ( f ,U) to (A,Φ(U)).

Proof. Conjugating by a translation, we may assume that a = 0. For each com-
pact subset S ⊂ U , the sets f j(S) are bounded independently of j. Thus Φ j :=
N−1∑N−1

j=0 A− j f j is a bounded sequence of analytic functions. Now let Φ be any
limit point of a subsequence Φ jk , and observe that Φ has the desired property. �

Problem: What T1 actions can appear as Fatou components? What Reinhardt
domains can appear as Fatou components? Is a Fatou component necessarily simply
connected?

Notes: Recurrent Fatou components are discussed in [BS2, FS1, BSn]. For a deeper
discussion of semi-attracting basins, see [U1,2].

1.4 Hyperbolicity

A compact set X ⊂ C2 is said to be hyperbolic if there is a continuous splitting

X � x �→ Es
x ⊕Eu

x = TxC2 of the complex tangent space such that D fxEs/u
x = Es/u

f x ,
and if there are constants c < ∞ and λ < 1 such that

||D f n
x |Es

x
|| ≤ cλ n, ||D f−n

x |Eu
x
|| ≤ cλ n.
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An alternative definition which is sometimes useful is that there are invariant
cone fields which are expanding and contracting. For an expanding cone field, there
is a neighborhood U0 ⊃ X , and for each p ∈ U0 there is an open cone Cp ⊂ TpC2.
This cone field has the property that there is an n such that for each p ∈ U0 and
nonzero ξ ∈ Cp, we have D f nCp ⊂ int(C f n p), and ||D f nξ || ≥ 2||ξ ||. A contracting
cone field is defined as an expanding cone field for f−1.

Exercise: A finite set is hyperbolic if and only if it is the union of orbits of periodic
points, each of which is of saddle, attracting, or repelling type.

Exercise: We say that a hyperbolic set X has index i if dimEu
x = i for all x ∈ X .

Show that if J is a hyperbolic set for f , then J has index 1. (Hint: First subdivide
J =

⋃
0≤i≤2Λi, where Λi has index i. Then show that Λ0 is contained in the interior

of K+.)

Stable Manifold Theorem: Let f be a diffeomorphism of a smooth manifold, and
let X ⊂ M be a hyperbolic set for f . For each x ∈ X , the stable set W s(x) is a sub-
manifold of M, with TxW s(x) = Es

x . Further W s(X) =
⋃

x∈X W s(x).
From the proof of the Stable Manifold Theorem, it is clear that if f is also holomor-
phic, then each W s(x) is a complex submanifold. However, W s(x) is not necessarily
a closed submanifold.

Proposition 1.15. If f is a complex Hénon map, and if J is a hyperbolic set, then
W s(J) ⊂ J+ and W u(J) ⊂ J−.

Proof. We will prove that W s(J) ⊂ J+; the statement that W u(J) ⊂ J− follows by
considering f−1. It is clear that W s(J) ⊂ K+, so it will be sufficient to show that
W s(J) is disjoint from the interior of int(K+). Now the iterates { f n : n ≥ 0} are
a normal family on the interior of K+, so if p ∈ int(K+), ||D f n p|| is bounded for
n ≥ 0. On the other hand, but the hyperbolicity of f , there is an expanding cone field
Cq which is defined for q ∈U0. If p ∈W s(J), then f m p ∈U0 for m sufficiently large.
Thus there is a vector ξ ∈ C f m p which is uniformly expanded by D f n. This means
that ||D f m+knξ || is unbounded for k large. The contradiction shows that p, and thus
W s(J), is disjoint from the interior of K+. �

We say that X has local product structure for a map f if W s(p1)∩W u(p2) ⊂ X
whenever p1, p2 ∈ X .

Proposition 1.16. If f is hyperbolic on J, then J has local product structure.

Proof. By the previous Proposition, W s(p1) ⊂ J+, and W u(p2) ⊂ J−. Thus the
intersection is contained in J = J+∩ J−. �

A consequence of the local product structure and hyperbolicity (see [S, Prop. 8.22])
is the following:

Corollary 1.17. The set J is locally maximal, which means that there is a neighbor-
hood U of J so that every invariant contained in U is also contained in J.

Proposition 1.18. If f is a complex Hénon map, and if J is a hyperbolic set, then
each stable manifold W s(p), p ∈ J is conformally (biholomorphically) equivalent
to C.
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Proof. By the stable manifold theorem, W s(p) is homeomorphic to a disk, so as a
Riemann surface it is conformally equivalent either to the disk or to C. In order to
show it is equivalent to C, it suffices to show that W s(p) contains an infinite increas-
ing family of disjoint annuli A(k) so that A(1) surrounds p, A(k+1) surrounds A(k),
and the moduli of the A(k) are bounded below.

Let Bp(r) = {q : ||p−q||< r} be the ball with radius r and center p. Then for r2

small, the connected component of Bp(r2)∩W s(p) containing p will be a disk, and
for 0 < r1 < r2, Ap := (Bp(r2)−Bp(r1))∩W s(p) will be an annulus in W s(p) which
goes around p. By compactness, there is a lower bound on the moduli of the annuli
Ap for p ∈ J. By the uniform contraction of hyperbolicity, there is an n such that for
every p, Ap(1) := f−nA f n p contains Ap in its “hole”. Thus A(k) := f−nkA f nk p is the
desired increasing sequence of annuli in W s(p). �

Theorem 1.19. If f is a complex Hénon map with |δ | �= 1, and if J is a hyperbolic
set, then the interior of K+ consists of the basins of finitely may hyperbolic sink
orbits.

Proof. We may assume that |δ | ≤ 1, for if |δ |> 1, then int(K+) is empty, and there
is nothing to prove. The theorem will be a consequence of the following assertions:

(1) Each component is periodic and recurent.
(2) Each component is the basin of a sink.
(3) There are finitely many sink orbits.

Proof of (1). So assume that |δ | < 1. Let C be a wandering component of int(K+),
and let p be a point of C. For n sufficiently large, f n p will be a point of V . Since V is
compact, then, the ω-limit set ω(p) is a nonempty compact subset of V . Since ω(p)
is invariant under f−1 and bounded, it follows that ω(p) ⊂ K ⊂ K−. Since |δ | < 1,
we have J− = K−. Thus ω(p) ⊂ J−.

Now we claim that ω(p) intersects int(K+). For otherwise, ω(p) ⊂ J+ = ∂K+,
which means that ω(p) ⊂ J. Thus p ∈ W s(J), and by the Proposition above, we
conclude that p ∈ J+, which is not the case.

Now choose q0 ∈ ω(p)∩ int(K+), and let C0 denote the component of int(K+)
containing q0. There are n1 and n2 so that f n1 p and f n2 p are arbitrarily close to q0,
and so they both belong to C0. We conclude, then, that f n1C = f n2C, from which
we conclude that C must be periodic, and since it contains a point of ω(p) it is
recurrent.

Proof of (2) Assume |δ | < 1. We Know By Theorem 1.12 that each recurrent com-
ponent is the basin of either a sink or a Siegel disk or Herman ring. Suppose that is
the basin of Σ , which is a Siegel disk or a Herman ring. By Theorem 1.12 again, Σ
is a subvariety of C. Since Σ is bounded and invariant under f−1, we have Σ ⊂ K−.
Finally, since ∂Σ ⊂ ∂C ⊂ ∂K+, we have ∂Σ ⊂ J. By the rotation property of f on
Σ , the closure of the orbit of a point of Σ is a compact curve. If we take q ∈ Σ close
to J, then the closure of the orbit will be contained in a small neighborhood of J.
However, this contradicts the maximality property of J. We conclude that the Siegel
disk Herman ring cases cannot occur, so C must be the basin of a sink.

Proof of 3. The sink orbits are all contained in V , which is compact. Define the
set L to be the limit points of sequences of (distinct) sinks. If there are infinitely
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many sink orbits {p j}, then L �= /0. Since int(K+) is the union of basins of sinks,
we see that L ∩ int(K+) = /0. Thus we must have L ⊂ J. On the other hand, this
means that there are sink orbits which are arbitrarily close to J, which contradicts
the maximality of J. �

Corollary 1.20. If f is hyperbolic on J, and if |δ | = 1, then int(K+) = int(K−) =
int(K) = /0.

Proof. In the volume-preserving case, we have int(K+) = int(K−). We saw in the
previous section that all components of int(K+) are periodic, and if C is such a
component, we may pass to f N and suppose that it is fixed. The iterates of f N then
induce a torus action on C. There will be (compact) orbits if this torus action inside
any neighborhood of J, which will contradict the maximality of J. But we saw that
in he hyperbolic case, J is always maximal. �


In the following, we assume that the Jacobian δ satisfies |δ | ≤ 1, i.e., f decreases
volume. Since we may replace f by f−1 if necessary, we may always make this
assumption.

Theorem 1.21. Let f be a complex Hénon with |δ | ≤ 1, and let J be a hyperbolic set.
Then W s(J) = J+, and if s1, . . . ,sk are the sinks of f , then W u(J) = J−−{s1, . . . ,sk}.

Proof. By Proposition 1.15 we have W s(J) ⊂ J+. We also know that J+ ⊂ K+ =
W s(K). By Theorem 1.7 and previous corollary we have int(K−) = /0, that is K− =
J−. Since J+ is invariant J+ ⊂W s(K∩J+) = W s(K−∩J+) = W s(J). Thus, we have
W s(J) = J+.

For the other statement, let us note that J− = K−. We have seen in §2 that this
holds for all Hénon maps when |δ | < 1. And the case |δ | = 1 follows from the
previous Corollary.

For the second statement, we have K− = W u(K), so J− ⊂W u(K). Suppose first
that p ∈ J− − int(K+). Then p ∈ W u(K − int(K+)). Since K− = J−, we have K −
int(K+) = J, so J−− int(K+) ⊂W u(J).

Now if p ∈ J− ∩ int(K+), then by Theorem 1.19, p ∈ W s(s j) is in the basin of
some sink s j. If p is not the sink itself, then the backward iterates converge to the
boundary, so f−n p → ∂K+ = J+ as n → +∞. We conclude that if p is not a sink,
then p ∈W u(J−). Since p ∈W u(J+), we have p ∈W u(J). �

A point p is wandering if there is a neighborhood U containing p such that U ∩
f nU = /0 for all n �= 0. And p is nonwandering if it is not wandering. We let Ω f

denote the set of nonwandering points.
A point p is chain recurrent if for each ε > 0 there is a sequence of points p0 = p,

p1, . . . , pN−1 and pN = p such that dist( f p j, p j+1) < ε for 0 ≤ j ≤ N − 1. The
number N and the sequence of points depend on ε . The set of all chain recurrent
points is denoted R( f ).

Exercise: Show that Ω f ⊂ R( f ).
We will use the following transitivity property which will be proved using the

convergence theorems in 1.9:
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Theorem 1.22. Let p+ ∈ J+ and p− ∈ J− be given. Then for any neighborhoods
U− � p− and U+ � p+, there is an n such that U+ ∩ f nU− �= /0.

Let us note that an immediate consequence of this Theorem is that the restriction
f |J is topologically mixing, which means that for any open sets U1 and U2 with
Ui ∩ J �= /0 for i = 1,2, there is an n �= 0 such that Ui ∩ f nUi �= /0. In particular, it
follows that J ⊂Ω f .

We will call a Hénon map hyperbolic if any of the following sets is a hyperbolic
set:

Theorem 1.23. The following are equivalent:

(i) f has a hyperbolic splitting over the chain recurrent set.
(ii) f has a hyperbolic splitting over the nonwandering set.

(iii) f has a hyperbolic splitting over J.

Proof. The implication (i) ⇒ (ii) follows because Ω f ⊂ R( f ). The implication
(ii) ⇒ (iii) follows because J ⊂Ω f . Now we prove (iii) ⇒ (i). Without loss of gen-
erality, we may assume that |δ | ≤ 1. It will be sufficient to show the claim that R( f )
is contained in the union of J with finitely many sink orbits. It is clear that R( f ) is
contained in K+ and K−. Since |δ | ≤ 1, we have J− = K−, so R( f )⊂ J−∩K+. Now
by Theorem 1.19, the interior of K+ consists of the basins of sink orbits, so the only
points of R( f )∩ int(K+) are the sink orbits themselves. This proves the claim. �


1.5 Rate of Escape

In the second part of these notes, we will look at the Hénon family as maps in
projective space. Seen from this point of view, there is an invariant line (the line at
infinity), and a superattracting fixed point (the intersection of the line at infinity with
the y-axis). Orbits in the basin approach this superattracting fixed point at a super-
exponential rate. This rate of escape function is very useful for understanding K+

(the set of non-escaping points, or the complement of the basin). For the moment,
we are able to look at this situation very adequately from within C2. Let us define

q(x,y) = p(y)− yd = ad−2yd−2 + · · ·+ a0 − δx

Thus we have
yn+1

yd
n

=
yd

n + q(xn,yn)
yd

n
= 1 +

q(xn,yn)
yd

n

For (x,y) ∈V+, then, we have
∣∣∣∣
yn+1

yd
n

−1

∣∣∣∣≤
κ

|yn|2
for some κ > 0. Let us set

G+
n (x,y) =

1
dn log+ |yn|
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Definition 1.24. A function ψ is upper-semicontinuous if ψ(z0)≥ limsupz→z0
ψ(z)

at all points z0. We say that a function ψ is pluri-subharmonic, or simply psh on a
domain Ω ⊂ C2 if ψ is upper-semicontinuous, and if for all α,β ∈ C2, the function
ζ �→ ψ(αζ +β ) is subharmonic in ζ , wherever it is defined. ψ is said to be pluri-
harmonic if both ψ and −ψ are psh. If ψ is pluri-harmonic, then it is locally the
real part of a holomorphic function.

Recall that log+ |t| := max{log |t|,0} = log(max{|t|,1}) is continuous on all of C.

Proposition 1.25. G+(x,y) := limn→∞G+
n (x,y) exists uniformly on V +. Further

G+ > 0 on V+ and is pluri-harmonic there.

Proof. We have yn �= 0 on V+, so log+ |yn| = log |yn| is pluriharmonic there. It suf-
fices to show uniform convergence of the limit. For this we rewrite it as a telescoping
sum

G+
N (x,y) = G0(x,y)+

N−1

∑
n=1

(Gn+1(x,y)−Gn(x,y))

= log |y|+
N−1

∑
n=1

1
dn

(
1
d

log |yn+1|− log |yn|
)

= log |y|+∑ 1
dn log

∣∣∣∣
yn+1

yd
n

∣∣∣∣ .

Now on V + we have ∣∣∣∣
yn+1

yd
n

−1

∣∣∣∣<
κ

|yn|2 ≤ κ
R2

so the series converges uniformly. �

The formula G+ ◦ f n = dnG+ holds on V+, and this formula may be used to

extend G+ to U+ =
⋃

n≥0 f−nV+ = C2 −K+. Recall that H1(V +;Z) ∼= Z. Since
f (x,y) = (y,yd)+ · · · , we see that the action of f∗ on H1(V+;Z) to itself is multipli-
cation by d. We may use G+ to describe the homology of U+.

Theorem 1.26. The map defined by γ �→ ω(γ) = 1
π i

∫
γ ∂G+ yields an isomorphism

ω : H1(U+;Z) → Z[ 1
d ].

Proof. Let τ denote the circle inside V+ which is given by t �→ (0,ρe2π it). First
we show that τ is nonzero in H1(U+;Z). For this we recall that on V+ we have
G+(x,y) = log |y|+ O(y−1). Thus we have

∫

τ
∂G+ =

∫

τ
∂ log |y|+ O(y−2) =

∫
dy
2y

+ O(y−2) = iπ+ O(ρ−1).

Letting ρ→∞, we see that the integral is iπ �= 0, so τ is nonzero in H1(U+). Further,
τ generates H1(V+;Z).

Now if γ ∈ H1(U+;Z) is arbitrary, there exists m ≥ 0 such that f m∗ γ is supported
in V+. Thus f ∗mγ ∼ kτ for some k ∈ Z. Thus γ ∼ kd−mτ . �




Dynamics of Rational Surface Automorphisms 71

Two global convergence theorems will be useful to us. The first concerns locally
uniform convergence on C2.

Theorem 1.27. The limit G+(x,y) = limn→∞
1

dn log+ |yn| exists uniformly on com-
pact subsets of C2, and the following hold:

(i) G+ is continuous and psh on C2;
(ii) {G+ = 0} = K+;

(iii) G+ is pluri-harmonic on U+;
(iv) G+ ◦ f = (d) ·G+.

Proof. The two things that we must prove are the continuity of G+ and the uniform
convergence. Everything else should be clear. We first show that G+ is continuous on
C2. By Proposition 1.25 we know that G+ is continuous (and even pluri-harmonic)
on U+, and G+ is equal to 0 on K+. Thus we need to show that limζ→z G+(ζ ) = 0
for all z ∈ ∂K+. Let M = maxV+∩ fV G+. Without loss of generality, we may assume
that z∈V . Let ζ j → z be any sequence. If ζ j /∈K+, then there is a smallest number n j

such that f n jζ j /∈V . As ζ j → z∈ K+, we must have n j →∞. Since f n jζ j ∈V +∩ fV ,
we have

G+(ζ j) =
1

dn j
G+( f n jζn j ) ≤

M
dn j

,

from which we conclude that G+(ζ j) → 0 as j → ∞.
Now we show uniform convergence on a set of the form D = {|x|< ρ ′, |y|< ρ ′′}.

Choosing ρ ′ large, we may assume that K+∩{|x| = ρ ′, |y| ≤ ρ ′′} = /0. Let ε > 0 be
given, and choose U ⊂ D such that for any |y0| < ρ ′′, U contains a neighborhood of
K+∩{y = y0} inside {y = y0}. We may choose U sufficiently large that G+ < ε on
{|y|< ρ ′′}∩∂U . By the Proposition, we may choose n such that |G+

n −G+| < ε on
D−U . Thus G+

n ≤ 2ε on ∂U ∩D, so by the maximum principle, G+ and G+
n are

both bounded above by 2ε on U . We conclude that |G+ −G+
n | is uniformly small

on D. �

Theorem 1.28. d−n log |yn| converges to G+ in L1

loc as n → ∞.

Proof. Since log+ |y| = log |y| for |y| > 1, it follows from the previous Theorem
that d−n log |yn| converges locally uniformly to G+ on C2 −K+ = {G+ > 0}. By
Hartogs’ Theorem, we know that for any sequence d−n j log |yn j | there is a further
subsequence which will converge in L1

loc to a psh limit v. If we can show that v = 0
on the interior of K+, then by the upper semicontinuity of G+, it will follow that
v = G+. Since the limit is independent of the subsequence, we will conclude that
d−n log |yn| converges in L1

loc to G+.
Now if v is not identically zero on int(K+), there will be a δ > 0 such that

{v < −2δ} is a nonempty open set W . By Hartogs’ Theorem again, we may choose
a relatively compact open subset W0 ⊂W such that dn j log |yn j | < −δ holds on W0

for large j. This means that f n jW0 is contained in the set {log |y|<−δdn j}. Further,
since W0 ⊂ int(K+) we may assume that f n jW0 ⊂V . Now the standard comparison
between volume and capacity gives us that:

Vol(V ∩{|y| < e−δdn j }) < Ce−δdn j



72 Eric Bedford

for some constant C. On the other hand, the Jacobian δ is constant, so we have

Vol( f n jW0) = |δ |2n jVol(W0).

Since f n jW0 ⊂ V ∩ {|y| < eδdn j } the first estimate needs to dominate the second
estimate. This is not possible when n j is large, so we conclude that we must have
v = 0 on int(K+). �


1.6 Böttcher Coordinate

We would like to define a function ϕ+ = limn→∞ y1/dn

n , because if we have such a
function, then we will have ϕ+◦ f = (ϕ+)d . In order to make this work, we consider
the product

y1/dn

n = y0

(
y1

yd
0

)1/d(y2

yd
1

)1/d2

· · ·
(

yn

yd
n−1

)1/dn

.

By the estimate (2), yn/yd
n−1 = 1 + q(x j ,y j)

yd
j

is close to 1 for (x,y) ∈ V+, so we have

the following:

Theorem 1.29. The limit

ϕ+(x,y) := y lim
n→∞

n−1

∏
j=0

(
1 +

q(x j,y j)
yd

j

) 1
d j

exists uniformly on V + and defines a holomorphic function there. Further, we have
ϕ+ ◦ f = (ϕ+)d .

Theorem 1.30.
(1) If γ is a path in U+ which starts at a point of V +, then ϕ+ has an analytic

continuation along γ .
(2) There exists no function ψ which is holomorphic on f−1V+ and which is equal

to ϕ+ on V+.

Proof. It is clear from the definitions that G+ = log |ϕ+| on V+. Now let G∗ be a
pluriharmonic conjugate for G+ in a neighborhood of the starting point of γ , such
that ϕ+ = exp(G+ + iG∗). Now we may continue G∗ pluri-harmonically along γ ,
which gives us the desired analytic continuation of ϕ+.

The function ψ ◦ f−1 is defined on V+, and it is equal to ϕ+ ◦ f−1 on fV+. Thus
(ψ ◦ f−1)d = (ϕ ◦ f−1)d = ϕ+ on fV +. Thus ϕ ◦ f is a dth root of ϕ+ on V+. On
the other hand, by the formula, we see that ϕ+ ∼ y for (x,y)∈V+ for |y| large. Since
y does not have a dth root on {|y| > M}, this is a contradiction. �
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Exercises:

1. Re-do the previous discussions in the case where p is not monic. How does the
factor ad �= 1 change things? In particular, if we write

G+(x,y) = log |y|+ c0 +
c1

y
+ O

(
1
y2

)

then what are c0 and c1?
2. Re-do the previous discussion for backward time. In particular, construct G− :=

limn→∞
1

dn log+ |x−n|, as well as a function ϕ− on V− which has the property that
ϕ− ◦ f−1 = (ϕ−)d .

3. Let || · || be any norm on C2. Show that G+(x,y) = limn→∞
1

dn log+ ||(xn,yn)||.
4. Show that for all (x,y) ∈V+, we have |yn| ≥ cednG+(x,y). Give a value for c.

In dimension 1, we consider a polynomial map p(z) = zd + · · · : C → C. In this
case, the Böttcher coordinate has been fundamental in the description of the dynam-
ics. The dynamical systems that serves as a 1-D model domain is (σ ,C− D̄), where
σ(w) = wd , and C− D̄ is the complement of the closed unit disk. The dynamics
in the model system is seen in terms of polar coordinates (r,θ ): orbits are escaping
to infinity by r �→ rd , and the recurrent part of the dynamics is given by θ �→ d ·θ
(modulo 2π). The Böttcher coordinate ϕ+ may be analytically continued to C−K
if and only if K is connected. In this case, it gives a conjugacy ϕ+ : (p,C−K) →
(σ ,C− D̄). The radial lines {θ = c} in the image correspond to the gradient lines
of G+ in C− K. When d = 2, the most natural picture represents the level sets
{G+ = c} for c = 2−n and gradient lines for G+, i.e., (ϕ+)−1{θ = c} for θ = j2−n.

This is shown for the map p(z) = z2 − 1 in Figure 2; the set K is black, and its
complement is colored in white/gray. A starting point z is iterated until some iterate
zn = pn(z) has modulus bigger than 100. The color “white” means that Im(zn) > 0.
This is equivalent to the statement on the argument for the bottcher coordinate ϕ(z):
we have 2π j2−n < Arg(ϕ(z)) < 2π( j + 1)2−n (mod 2π), with j being even. If n is
odd, then the color is “gray”. The binary (white/gray) color scheme corresponds to
the fact that we may identify the circle with binary expansions θ = .b1b2b3 . . . in
base 2. That is, we may represent the circle as infinite binary sequences {0,1}N/∼,
where the equivalence relation ∼ identifies two binary expansions .∗10 = .∗01 for
the same real number.

Looking at Figure 2, the eye of the observer can fill in the curves of the level
sets {G = 2−n} of the Green function, as well as arcs of the form {Arg(ϕ) =
j2−n = θ}. Looking more carefully at one of these arcs, we may observe the al-
ternating white/gray sequences as the arc lands, and this lets us deduce part of the
binary expansion of θ . If we make a zoom of this picture near the landing point, we
would see more binary digits of θ .

The two fixed points { f ixα , f ixβ} of p are repelling; f ixα is the right hand tip of
of J, and f ixβ is the point of J∩ [−1,0], which is the intersection of the immediate
basin of −1 and the basin of 0.

In dimension 1, the subject of representing a Julia set as the quotient of a circle
is a very well developed subject, so we would hope to develop something analogous
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Fig. 2 Julia set for p(z) = z2 −1

in 2D. It is natural to take the corresponding 2-D model to be the complex solenoid.
We set

Σ∗ = {ζ = (ζn)n∈Z : ζn ∈ C∗,ζn+1 = ζ d
n }

and we give Σ∗ the infinite product topology induced by Σ∗ ⊂ C∞∗ . Also, Σ∗ is a
group under the operation ζ ·η = (ζnηn)n∈Z. The map σ(ζ ) = ζ d is the same as
the (bilateral) shift map, and σ defines a homeomorphism of Σ∗.

Let us write π : Σ∗ → C∗ for the projection π(ζ ) = ζ0 and set Σ+ = π−1(C− D̄).
Our model dynamical system is now (σ ,Σ+); in fact this is the projective limit of
the dynamical system (σ ,C− D̄). The 2-D analogue of C− D̄ is J−+ := J−−K. The
following should be clear from the definitions.

Proposition 1.31. If ϕ+ extends holomorphically to a neighborhood of J−+ ,
then it yields a semiconjugacy Φ+ : J−+ → Σ+ defined at p ∈ J−+ by Φ+(p) =
(ϕ+( f n p))n∈Z.

Problem: Suppose that f is hyperbolic and that ϕ+ extends to J−+ . Is the map Φ+

injective, i.e., does it give a conjugacy between ( f ,J−+) and the model (σ ,Σ∗)?

The 2-D version of the circle variable θ is the real solenoid Σ0 := {ζ ∈ Σ∗ :
|ζ0|= 1}. The path components of Σ0 are homeomorphic to R. The “natural” picture
to draw for a complex Hénon map is to start with a saddle point p. The stable and
unstable manifolds W s/u(p) are conformally equivalent to C. Let ψ : C → W u(p)
denote a uniformization such that ψ(0) = p. Any other such uniformization ψ̂ is
given by ψ̂(ζ ) = ψ(αζ ) for some α ∈ C∗. A useful picture, then, is to draw the
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Fig. 3 The map f (x,y) = (y,y2 −1− .01x), slice W u(qα )∩K+

level sets of G+ ◦ψ and the gradient lines, which are parametrized by a solenoidal
variable s ∈ Σ0. If λ is the unstable multiplier for D f at p, then we will have the
relationship d ·G+(ψ(ζ )) = G+(ψ(λζ )), which means that the picture will be self-
similar about the origin with a factor of λ .

Figures 3 and 4 show this phenomenon for the map f (x,y) = (y,y2 − 1− .01x).
There are saddle points {qα ,qβ} which are “close” to f ixα and f ixβ . Figure 3
shows the slice through W s(qα), and the appearance is consistent with the idea that
Figure 3 is obtained by expanding Figure 2, centered at f ixα , by the unstable mul-
tiplier infinitely many times until it becomes self-similar. Similarly, Figure 4 looks
like Figure 2 made self-similar by expanding about f ixβ . The black in Figures 3
and 4 is W u(qα)∩ K+; the white/gray parts are the intersection of W u(qα) with
the basin of infinity, i.e., W u(qα)∩U+. A starting point (x,y) = ψ(ζ ) is iterated
until |yn| > 1000. Then the picture is colored white/gray depending on whether
Im(yn) > 0 or not. If we want to interpret this in terms of an angular or “argument”
variable, we must consider it as an “argument” ofΦ+; this so-called argument, then,
would be interpreted as an element of the real solenoid Σ0. The slices W u(q)∩U+

appear to be simply connected in Figures 3 and 4, and the pictures are self-similar
with respect to the origin, so they would also be simply connected in the large.
Thus we see that it would not work to have an argument (mod 2π); working in the
solenoid, the “argument” is obtained as a value in R. The binary nature of the color
scheme corresponds to the fact that we may also represent the real solenoid Σ0 in
terms of binary sequences: Σ0

∼= {0,1}Z/ ∼.
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Fig. 4 Slice W u(qβ )∩K+

Problem Suppose that J is connected, and f is hyperbolic. How do you write J as a
quotient of the solenoid? What quotients can appear?

Notes. The geometry of U+ is discussed further in [HO]. The problem of writing
J as a quotient of the solenoid is discussed in [BS7]. The thesis of Oliva [O] gives
a number of computer experiments that are helpful in understanding what identi-
fications can appear when writing J as a quotient. The papers [I] and [IS] give a
combinatorial/topological approach to this problem.

1.7 Currents on RN

Let Dk be the set of smooth k-forms on RN with compact support. We define the
space of k-currents to be the dual: D ′

k := (Dk)′. A basic example is the current of in-
tegration. Let M ⊂RN be a k-dimensional submanifold which is oriented and has lo-
cally bounded (k-dimensional) area. Then the current of integration [M] is defined by

Dk � ϕ �→ 〈[M],ϕ〉 =
∫

M
ϕ .

If ϕ is a k-form, and if t is a k-vector, then x �→ϕ(x) · t is a scalar-valued function.
Now let ν be a Borel measure on RN , and let t(x) denote a field of k-vectors on RN

which is Borel measurable, and which is locally integrable with respect to ν . Then
the current T = tν is defined by the action

Dk � ϕ �→ 〈T,ϕ〉 :=
∫
ϕ(x) · t(x)ν(x).
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We see that currents of the form T = tν have the property that for each compact set
K, there is a constant cK such that

|〈T,ϕ〉| ≤ cK sup
x∈K

|ϕ(x)|

for every ϕ ∈ Dk with support in K. Currents with this property are said to be rep-
resented by integration. Recall that the dual space of the continuous functions may
be identified with a space of measures. In a similar way, the currents represented by
integration may be identified with polar representations tν .

Currents of integration may be represented in this form, which is called the polar
representation. Namely, we let dSM denote the Euclidean k-dimensional surface
measure on M, and at each x ∈ M, we let t(x) denote the k-vector which has unit
Euclidean length, and which gives the orientation of the tangent space of M at x.
Thus we have ∫

M
ϕ =

∫

M
t(x) ·ϕ(x)dSM(x)

Examples. Let C2
x,y, and write x = t + is and y = u + iv. Let dS denote the

3-dimensional surface measure on the set R×C = {s = 0}. We give some examples
of currents which correspond to different ways in which we might “laminate” or
“stratify” R×C = {s = 0}. Let us define

T0 := dS. This is a measure, and as a current it has dimension 0.
T1 := ∂x dS. Here ∂x denotes the 1-vector dual to dx. We may fill the set R×C by

the disjoint family of lines R×{y0} for all y0 ∈ C. The current T1 may be described
as the family of 1-dimensional currents of integration [R× {y0}], averaged with
respect to area measure on Cy. Thus, as a current, T1 has dimension 1. We may write
T1 =

∫
C dudv [R×{y = u+ iv}], where we interpret the “current-valued” integral as

follows:

〈T1,ξ 〉 =
∫

C
dudv

(∫

Rx×{y=u+iv}
ξ
)

.

T2 := ∂u ∧∂v dS. This is a 2-dimensional current which is in some sense dual to
T1. Namely, we consider R×C to be filled by the disjoint family of complex lines
{t0}×C. The current T2 acts by averaging the currents of integration [{t0}×C] with
respect to dt. In notation analogous to what we used for T1, we may write

T2 =
∫

t∈R
dt [{x = t}×C].

T3 := ∂t ∧∂u ∧∂v dS = [R×C] is the (3-dimensional) current of integration. We
may interpret the space of N − k-forms, A N−k, as currents. We define ι : A N−k →
D ′

k from N − k-forms to currents of degree N − k or dimension k by considering
them as densities with respect to the current of integration:

A N−k � η �→ ιη := η [RN ] ∈ D ′
k,

which acts on k-forms as

ϕ �→ 〈ϕ η , [RN ]〉 =
∫

RN
ϕ ∧η .
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If we say that a current T is smooth, we mean that there is a smooth form η such that
T = ιη . Note that if f is a diffeomorphism, then we may pull back in two different
ways: f ∗ : Dk → Dk or ( f−1)∗ : Dk → Dk. The second operation is equivalent to a
push-forward f∗. Taking adjoints, we may push forward f∗ : D ′

k →D ′
k. And pushing

currents forward by f−1 is equivalent to pulling them back by f . These operations
are natural with respect to taking currents of integration:

f ∗[M] = [ f−1M], f∗[M] = [ f M].

There is also the exterior derivative d : Dk → Dk+1, and its adjoint d : D ′
k+1 →

D ′
k. The operator d on currents is a natural generalization of the boundary operator,

since if M is a compact manifold-with-boundary, the statement of Stokes theorem
becomes simply d[M] = [∂M].

1.8 Currents on CN and Especially μ±

The forms dzi1 ∧·· · ∧dzip ∧dz̄ j1 ∧·· · ∧dz̄ jq are said to have bidegree p,q. We may
grade the k-forms according to their bidegrees: Dk =

⊕
p+q=k D p,q. We may apply

the complex conjugation operator to p,q-forms and obtain forms of bidegree q, p. A
form α is real if ᾱ = α . If we write z = x + iy, then i

2 dz∧dz̄ = dx∧dy, so this is a
real form. On the other hand, if β = dz∧dz̄, then β̄ = −β .

A current T is positive if it is of type (p, p), and if 〈T,
∧p

j=1
i
2α j ∧ ᾱ j〉 ≥ 0 for all

α j ∈ D1,0.

Theorem 1.32. A current of integration [M] over an oriented, 2-dimensional sub-
manifold of C2 is real if and only if M is complex. In this case [M] is positive if and
only if it is real.

Exercise: Let M be a real, oriented submanifold of CN . Under what conditions on
M is the current [M] real?

Theorem 1.33. If T is a positive current, then T is represented by integration.

We may split the operator d into its parts of type 1,0 and 0,1 respectively, which
produces the splitting d = ∂ + ∂̄ . Thus we have ∂ = ∑ j ∂z j dz j. We define dc =
i(∂̄ − ∂ ). In dimension 1, we write z = x + iy, and we have

ddc = 2i∂ ∂̄ = 2idz∧dz̄∂z∂z̄ = 4dx∧dy∂z∂z̄ = dx∧dyΔ

where Δ = ∂ 2
x + ∂ 2

y is the Laplacian. In dimension N > 1, the operator ddc is not
a scalar object, and when it acts on functions, it is essentially equal to the n× n
hermitian matrix of second derivatives

(
∂z j∂z̄k

)
.

The currents we are interested are

μ+ :=
1

2π
ddcG+, μ− :=

1
2π

ddcG−.
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These are positive, closed currents which satisfy f ∗μ+ = d ·μ+ and f ∗μ− = d−1 ·
μ−. Further, we have

Proposition 1.34. The support of μ+ is J+.

Proof. We have seen that G+ is pluri-harmonic on the complement of J+, so the sup-
port of μ+ is contained in J+. On the other hand, if p∈ J+, then we have G+(p) = 0,
but G+ > 0 at points of C2−K+ arbitrarily close to p. Since G+ ≥ 0, it follows from
the maximum principle that G+ cannot be pluriharmonic in a neighborhood of p.
On the other hand, if p is not in the support of ddcG+, then G+ must be plurihar-
monic there. �


Of course, the defining property of currents is that they act on test forms. Another
operation that is basic for μ+ is taking slice measures. That is, suppose that M ⊂ C2

is a 1-dimensional complex submanifold. We may define the slice measure

μ+
∣∣∣∣M :=

1
2π

ddc
MG+

∣∣∣∣
M

That is, we restrict G+ to the manifold M and we take ddc intrinsically to M. The
continuity of G+ means that the slice measure depends continuously on M.

If f is a hyperbolic Hénon map, we can present a heuristic picture to show the
connection between the geometry of the stable manifolds and the current μ+. By
the Stable Manifold Theorem, the stable manifolds W s = W s(J) form a lamination
in a neighborhood of J. That is there are local charts U for which W s ∩U is home-
omorphic to A×D, where A is closed, and D is a disk. Figure 5 shows two complex
manifold M1 and M2 which are transverse to W s. The set A j is Mj ∩W s. For α ∈ A,
we define the local stable disk Ds

α to be the component of W s(α)∩U containing
α . There is also a holonomy map χ which takes the intersection points Ds

α ∩M1

to Ds
α ∩M2. A property of the current μ+ is that the holonomy map transports the

slice measure μ+|M1 to the slice measure μ+|M2 . So, within this flow box, all slice
measures are equivalent via the holonomy map.

We can use this to generate the local pieces of μ+. Since Ds
α has locally finite

area it defines a current [Ds
α ]. We define a current by integrating these currents of

integration with respect to the slice measure:

Fig. 5 Holonomy map χ
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Fig. 6 Expansion in terms of transversal measure

∫

α∈A
[Ds

α ] μ+|M(α)

where we use the notation μ+|M(α) in the integral to mean that we are integrating
with respect to the variable α and the measure μ+|M . It is shown in [BS1] that the
restriction μ+�U can be written in this manner.

Now let us interpret the relationship between “expansion” of the current μ+ and
a more directly geometrical sort of expansion. First, what is the effect of pulling
back the restriction μ+�U under f ∗? If we write μ+�U in the laminar form above,
we may pull the currents of integration to obtain

f ∗(μ+�U) =
∫

α∈A
[ f−1Ds

α ] μ+|M(α)

Now let us restrict the pullback to U again, and let us suppose that the box U maps
across itself as in Figure 6. Then we find that the pullbacks f−1Ds

α will again be
disks of W s ∩U , and these will correspond to a subset of the transversal A′ ⊂ M.
Thus we may write

( f ∗μ+�U)�U =
∫

α ′∈A′
[ f−1Ds

α ′ ] λ ′(α ′)

where λ ′ is a measure on A′ determined by the pullback. The total mass of λ ′ on
A′ is the same as the total mass of μ+|M on A. The fact that f ∗μ+ = d · μ+ means
the amount of transversal mass of A′ will be d−1 times the transversal mass of A.
Thus the expansion is expressed through the contraction of the “thickness” of bands
of stable disks as they are mapped under f−1. Thus the contraction is not precisely
geometric, it is expressed by the decrease of measure for transversals.

Now we develop our intuition with some non-dynamical currents. Let us look at
some simpler examples of currents obtained by taking ddc of a psh function. First
let us define for z ∈ C:

L(z) = log |z|, Lε(z) = log |z|, if |z| ≥ ε, and
|z|2
2ε2 +Cε , if |z| ≤ ε.
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Thus Lε is globally C1 and piecewise C2. Thus we may compute:

ddcLε =
2
ε2 · area measure||z|<ε .

Since Lε decreases to L, it converges in the topology of D ′
2, so ddcLε → ddcL as

ε → 0. Since ddcLε is a measure with total mass 2π , we see that we obtain

ddcL = 2πδ0.

Now let us apply a similar argument to the function Lε(x) on C2. We find, this time,
that

ddcLε =
2
ε2

∫

|x|<ε
dA(x) [{x}×C].

That is, we obtain an average of the currents of integration over {x}×C. Letting
ε → 0, we obtain the Poincaré-Lelong formula in the case of a line:

1
2π

ddc log |x| = [{x = 0}].

Now we may interpret this for submanifolds which are not necessarily linear.
Suppose that M = {h = 0}, where h is holomorphic, and the gradient of h does not
vanish on M. Observe that if h̃ is any other such function, then we have h̃ = αh,
where α is holomorphic and nonvanishing in a neighborhood of M. It follows that
log |h̃|= log |h|+ log|α|, and ddc log |α|= 0. Thus we have ddc log |h|= ddc log |h̃|.

At each point of {x = 0}, there is a (locally) biholomorphic map ϕ of C2

with ϕ : {x = 0} → M. Thus ϕ∗h = h ◦ϕ is a defining function for {x = 0}, so
we have ϕ∗h = x ·α for some invertible holomorphic function α . Thus we have
ddc log |h| = ϕ∗ddc log |ϕ∗h| = ϕ∗ddc log |x ·α| = ϕ∗ddc log |x| = [M]. We summa-
rize this as:

Theorem 1.35. (Poincaré-Lelong formula)

1
2π

ddc log |h| = [{h = 0}].

Exercises: (1) Let χ(x,y) = max{Rex,0}. Show that 1
2π ddcχ = T2. (Hint: You may

deal with this like the case with L above. Consider the maps χε(t) = 0 for t ≤ 0,
χε(t) = t2/(2ε) for 0 < t < ε , and χε(t) = t − ε/2 for t ≥ ε .)
(2) Use an exponential change of variable on (1) to obtain:

ddc log+ |x| =
∫ 2π

0
dθ [{x = eiθ}×C].

Theorem 1.36. The currents d−n[ f−n{y = 0}] converge to μ+ as n → +∞.

Proof. By Theorem 1.28, we know that limn→∞ d−n log |yn| = G+. If we apply
1

2π ddc to both sides of this equation, we obtain the Theorem from the Poincaré-
Lelong formula. �
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This Theorem gives us a measure-theoretic sense of the location of f−n{y = 0}.
Namely, if B is a ball that is disjoint from J+, we can let Mn denote the number
of connected components of B∩ f−n{y = 0}. From the Theorem, we conclude that
d−nMn → 0 as n → ∞.

Notes: Many of the important properties of μ+ come from its laminar structure,
which must be interpreted in a measure-theoretic sense. A good starting place for
entering the literature is to look at [Du, §2].

1.9 Convergence to μ+

Much of the utility of the invariant current μ+ comes from various convergence
theorems. The proofs of these results use some potential theory; the relevant tools
have been well developed in [S]. So we will state two results below and refer the
reader to [S] for the proofs.

First we consider a pair of complex disks D ⊂ D̃ such that D̃ contains the closure
of D. As we saw in the previous section, we may slice the invariant current μ− along
D̃ to obtain a slice measure μ−|D̃. The main convergence theorem is:

Theorem 1.37. Let D and D̃ be complex disks such that the closure of D is contained
in D̃. Suppose that the slice measure μ−|D̃ puts no mass on ∂D, and let c be the
measure μ−|D̃(D). Then the normalized pullbacks d−n f ∗n[D] converge in the weak
sense of currents to cμ+.

For an alternative formulation: if we replace [D] by χ [D], where χ is a test
function with support in D, then we may omit the hypothesis that ∂D has no mass
for the slice measure, and we use the value c =

∫
D χ μ−|D̃.

We get several consequences from this theorem.

Corollary 1.38. Let p be a saddle point, and let W s(p) be its stable manifold. Then
J+ is the closure of W s(p). In particular, J+ is connected.

Proof. We have seen already that W s(p) ⊂ J+. Let Ds be a disk inside W s(p). We
may assume that p ∈ Ds. It follows that μ−|Ds is not the zero measure, so we
may choose χ so that

∫
Ds χ μ−|D̃ > 0. Each pullback d−n f n∗(χ [Ds]) has support

in W s(p). Since the sequence of currents converges to μ+, and J+ is the support of
μ+, the Theorem follows. �

Proof of Theorem 1.22. Let D denote a linear complex disk inside U−. We may
choose D so that it intersects both J− and the complement of K−. Thus the slice
μ−|D is not the zero measure, and we may choose a test function χ such that c > 0.
Now since the pullbacks converge to μ+, their supports must be dense in J+, so we
see that for some large n, we will have f−nD∩U+ �= /0. This proves the theorem. �


We may wedge the currents μ+ and μ− together to obtain a measure μ . In order
to define a measure, it suffices to show how to integrate a function χ with respect to
μ . If χ is smooth, then we can define

∫
χ μ :=

∫
(ddcχ)∧G+μ− (5)



Dynamics of Rational Surface Automorphisms 83

which would be exactly what you would obtain G+ and G− were smooth and you
integrate by parts:

∫
χddcG+ ∧ ddcG− =

∫
χddc(G+ ∧ μ−) =

∫
(ddcχ)∧ (G+ ∧

μ−). This defines μ as a distribution. But since μ± are a positive currents, we see
that (*) defines μ as a positive distribution, and thus a measure.

A variant of the convergence theorem above deals with the normalized pullbacks
d−n f n∗(χμ+) = χ( f n)μ+:

Theorem 1.39. Let χ be a test function, and let c =
∫
χ μ . Then

lim
n→∞

d−n f ∗n(χμ+) = lim
n→∞

χ( f n)μ+ = cμ+.

A measure ν is said to be mixing with respect to a transformation f if limn→∞ ν(A∩
f−nB) = ν(A)ν(B) for all Borel sets A and B. For this, it suffices to show that for
every pair of smooth functions ϕ and ψ , we have

lim
n→∞

∫
ϕ( f n)ψ μ =

∫
ϕ μ

∫
ψ μ

Corollary 1.40. The measure μ is mixing (and thus ergodic).

Proof. We have
∫
ϕ( f n)ψ μ =

∫
(ϕ( f n)μ+)∧ (ψμ−), so as n → ∞, the right hand

integral converges to
∫
(cμ+)∧ψμ− = c

∫
ψμ+∧μ− = c

∫
ψ μ , and the constant is

c =
∫
ϕ μ . �


2 Rational Surfaces

2.1 Blowing Up

In the second section of these notes, we will consider automorphisms of a compact,
rational surface M. Given an automorphism f ∈ Aut(M), we can look at its pullback
on cohomology f ∗ ∈ GL(H2(M)). The dynamical degree is then defined as

λ ( f ) := lim
n→∞

|| f n∗||1/n.

A surface M′ that is birationally equivalent to M may be topologically different:
for instance, H2(M′) and H2(M) can have different dimensions, and so the induced
maps on cohomology will not be conjugate. However, in [DF] it is shown that λ ( f )
is the same for all birationally equivalent maps.

Here we will focus on automorphisms for which λ ( f ) > 1. Although we will not
discuss entropy here, we note that in this case the entropy is log(λ ( f )) > 0. Much of
the theory for Hénon maps can be carried over to the case of automorphisms of com-
pact surfaces. However, the Hénon family of diffeomorphisms themselves will not
be part of this section: for a Hénon map H, there is no compact, complex manifold
M which compactifies C2 in such a way that H becomes a homeomorphism of M.
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(Exercise: The most obvious first attempt, the one point compactification Ĉ2 of C2,
is not a complex manifold.) We note, too, that we do not discuss are the complex
2-tori or the K3 surfaces, which are the other possibilities for projective surfaces
with automorphisms for which λ ( f ) > 1 (see [C1]). In fact, rational surface auto-
morphisms are more abundant than these other two cases, so we will be drawing
from a rich family of dynamical systems.

In §1 we used the dynamical classification of PolyAut(C2) which shows that the
Hénon diffeomorphisms represent the conjugacy classes with positive entropy. On
the other hand, it is not easy to determine the set of all rational surfaces that admit
nontrivial automorphisms; and given such a surface, it is not easy to determine its
automorphisms. In other words, an analogous dynamical classification of rational
surface automorphisms is not yet known.

Here we focus on the surfaces that are obtained from P2 by blow-ups; this
focus is justified by a Theorem of Nagata which is stated in §2.7. However,
we note that a surface constructed from P2 by making “generic” blowups will
not have any automorphisms except the identity (see [H, K]). Our starting place
will be complex projective space Pn, which is Cn+1 − 0, modulo the equivalence
(x0, . . . ,xn)∼ (λx0, . . . ,λxn) for any λ ∈C with λ �= 0. We write [x0 : · · · : xn] (square
brackets to denote homogeneous coordinates) for the equivalence class. It is clas-
sical that Aut(Pn) = PGL(n + 1,C), and Aut(P1 ×P1) is the group generated by
PGL(2,C)×PGL(2,C), together with the map τ(x,y) = (y,x).

The blow-up of a manifold X at a point p ∈ X is a manifold X̃ , together with a
projection π : X̃ → X such that the exceptional fiber E := π−1 p is equivalent to P1,
and π : X̃ −E → X − p is biholomorphic. A concrete presentation of this is the space

Γ = {(x,y); [ξ : η ] ∈ C2 ×P1 : xη = yξ}

together with the projection π to the first coordinate, so we define the pair (Γ ,π)
to be the blow-up of C2 at 0. This construction is essentially local at the center of
blowup. Thus we may use this construction of Γ to define the blowup of X at the
point p.

Observe that π−1 : C2 −0 → Γ is the tautological map π−1(x,y) = (x,y); [x : y].
We may also write π−1(x,y) = (x,y); [1 : y/x] = (x,y); [x/y : 1], and we may use
these two representations to define local coordinate charts U ′ = C2

s,η and U ′′ = C2
ξ ,t ,

where the coordinates are defined via the form that the projection π takes:

π ′ : (s,η) �→ (s,sη) = (x,y), π ′′ : (ξ ,t) �→ (ξ t, t) = (x,y).

It follows that U ′ ∪U ′′ = Γ , and E ′ := E ∩U ′ = {s = 0} is equivalent to C.
We may pull the 2-form dx∧ dy back to Γ ; in the U ′ coordinate chart, for in-

stance, we have (π ′)∗dx∧dy = ds∧d(sη) = sds∧dη .
We will use the following notational convention: if C is a curve in X , then C will

also denote the strict transform which is the curve in X̃ which is obtained by taking
the closure of π−1(C− p) inside X̃ . In the blowup, the strict transform of the x-axis
{y = 0} inside Γ is given by {η = 0}. Thus we use the (s,η) coordinate system if
we want to work in a neighborhood of the x-axis, and we use the (ξ , t) coordinate
system if we want to work in a neighborhood of the y-axis.
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Exercises:

1. Show that Γ is smooth.
2. Let f : C2,0 → C2,0 be a local biholomorphism. Show that f lifts to a locally

invertible holomorphic map fΓ of Γ , and fΓ maps E to itself E . Show that if f is
not locally invertible at 0, then fΓ is not everywhere holomorphic on E .

3. Let X1 denote the space obtained by blowing up P2 at two points, and let X2

denote the space obtained by blowing up P1 ×P1 at one point. Show that X1 and
X2 are biholomorphic, and thus P2 is birationally equivalent to P1 × P1. (The
easiest way to do this is to let the two points of blowup of P2 be the points where
the x- and y- axes cross the line at infinity; and blowup P1 ×P1 at (∞,∞).)

We define a divisor to be a linear combination D = ∑c jD j, where D j is a hy-
persurface in X . We say that divisors D′ and D′′ are linearly equivalent if D′ −D′′
is the divisor of a rational function r. That is, D′ −D′′ is equal to the zero set (with
multiplicity) of r minus its pole set. We define the Picard group Pic(X) to be the set
of divisors modulo linear equivalence.

Proposition 2.1. Pic(P2) ∼= Z.

Proof. If D is a hypersurface, then D = {p([x0 : x1 : x2]) = 0} is defined by a
homogeneous polynomial of some degree d. Thus r = p/xd

0 is a well defined rational
function on P2, so we see that as an element of Pic(P2), D is equivalent to d times
the line {x0 = 0}. Similarly, we see that all lines define the same element, and this
generates Pic(P2). �

Remark: In the proof of the Proposition, we saw that if H ∈ Pic(P2) is the class of
a line, then C ∼ d ·H ∈ Pic(P2), where d is the degree of C.

Theorem 2.2. If f is an automorphism of P2, then f must have degree 1.

Proof. The action f ∗ on Pic(P2) is multiplication by d, where d is the degree of f .
If f is invertible, then the action of f−1∗ must be multiplication by d1, where d1 is
the degree of f−1. On the other hand, we must have 1 = id∗ = ( f ◦ f−1)∗ = dd1, so
d = d1 = 1, since d and d1 are both positive integers. �


Now let P̃2 denote P2 blown up at a point p, and let P denote the exceptional
fiber. The rational functions on P̃2 are defined to be the pullbacks under π of rational
functions on P2, i.e., Rat(P̃2) := π∗Rat(P2). It follows that Pic(P̃2) is generated by
L̃ and P, where L = {� = ∑a jx j = 0} is a line, and L̃ := π∗L = {� ◦π = 0} is the
pullback. More generally, we consider N distinct points p1, . . . , pN and let X denote
the complex manifold obtained by blowing up P2 at the points p j, 1 ≤ j ≤ N. We
will let HX = π∗H denote the class of a line; if H ⊂ P2 which does not contain any
p j, 1 ≤ j ≤ N, then HX is represented by the strict transform H̃. We let Pj = π−1 p j

denote the class in Pic(X) of the exceptional fiber. In general, if H ⊂ P2 is a line,
then HX = H̃ +∑′ Pj, where the sum is taken over the indices j for which p j ∈ H.
By the discussion above, we see that:
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Theorem 2.3. Suppose that π : X → P2 is obtained by blowing up N distinct
points p1, . . . , pN ∈ P2. If Pj = π−1 p j denotes the exceptional fiber, then Pic(X)
is generated by HX and Pj, 1 ≤ j ≤ N.

Theorem 2.4. Let X denote P2 blown up at distinct points p1, . . . , pN, and consider
two elements T ′ = D′ +∑a′jPj and T ′′ = D′′ +∑a′′j Pj in Pic(X), where D′ and D′′

denote strict transforms of divisors in P2. It follows that T ′ ∼ T ′′ ∈ Pic(X) if and
only if D′ and D′′ have the same degrees, and a′j = a′′j for all j.

Proof. We may replace D′ and D′′ by d′ ·H and d′′ ·H, and we may suppose that H
is disjoint from the centers of blowup. If T ′ ∼ T ′′, then there is a rational function
rX = π∗r whose divisor is T ′ − T ′′. It follows that the divisor of r is (d′ − d′′)H.
Thus we must have d′ −d′′ = 0 and a′j −a′′j = 0. �


2.2 Cohomology

A basic result is that H2(P2;Z) ∼= Z. By the DeRham theorem, we may repre-
sent cohomology classes by closed 2-forms. An example of a global closed 2-form
may be written loosely as ω := ddc log(|x0|2 + |x1|2 + |x2|2), which we interpret
as follows. On the coordinate chart C2

x,y � (x,y) �→ [1 : x : y] ∈ P2, we write ω ′ =
ddc log(1+ |x|2 + |y|2). On the coordinate chart C2

t,v � (t,v) �→ [t : 1 : v]∈P2, we have
ω ′′ = log(|t|2 + 1 + |v|2). These coordinates are related by [1 : x : y] = [t : 1 : v], so
t = 1/x and v = y/x. Thus ω ′ −ω ′′ = ddc log |x|2 = ddc log |t|−2 = 0 on the overlap
{x0x1 �= 0} of these two coordinate charts, so this definition is well-defined globally.
Exercise: log(1 + |x|2 + |y|2) is strictly psh on C2, and thus ω > 0. Find c > 0 such
that

∫
L cω = 1 for some (or equivalently, every) line L ⊂ P2.

In complex dimension 2, there is a duality on H2(X ;C) which is given by
(α,β ) =

∫
α ∧ β̄ . We will sometimes write this as α ·β and call it the intersection

product. The Poincaré duality theorem says that H2 is self-dual under this pairing.
In the case of Kähler manifolds, we have the following Signature Theorem (see
Theorem IV.2.14 of [BHPV]).

Theorem 2.5. Let X be a compact Kähler surface, and let h1,1 denote the dimension
of H1,1(X ;R) ⊂ H2(X ;R). Then the signature of the restriction of the intersection
product to H1,1 is (1,h1,1 − 1). In particular, there is no 2-dimensional linear sub-
space L ⊂ H1,1(X ;R) with the property that ω ·ω = 0 for all ω ∈ L.

For a complex curve C, the current of integration [C] defines an element in the
dual of H2, and thus we may consider C as an element of H2 as well. With c as
in the preceding exercise, we see that cω represents the class 〈L〉, where L is any
complex line in P2. Let C ⊂ P2 be a curve of degree μ . Then its class in H2(P2) is
C = μH. We see that if P̃2 is the blowup of P2 at a point p, then we may identify
H2(P̃2) and Pic(P̃2). In the sequel, we will find it convenient to use H2 and Pic
interchangeably. But note that this is a special property of blowups of P2; for other
complex manifolds, it is possible for H2 and Pic to be very different.
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Let C1 and C2 be complex curves which intersect transversally. A basic result of
intersection theory is that the number of intersection points C1 ∩C2 is equal to the
intersection product (C1,C2) of their cohomology classes. We note that for general
2-manifolds, the intersection multiplicity is determined by the orientation. That is, if
E1 and E2 are smooth 2-manifolds in X which intersect transversally, then E1 ·E2 is
equal to the total number of intersection points, counted with multiplicity, which is
±1, depending on the orientation.

Let us consider the case of the exceptional blowup fiber E in Γ , defined in the
previous section. We would like to determine E ·E , but of course E does not intersect
itself transversally. We will perturb E to obtain a new surface Ẽ which intersects E
transversally. We define Ẽ in the U ′ coordinate system as

Ẽ ∩U ′ = {s = εη̄ : |η | ≤ 1}∪{s = 1/η : |η | ≥ 1}
Ẽ ∩U ′′ = {t = ε : |ξ | ≤ 1}∪{t = ε/|ξ |2 : |ξ | ≥ 1}

By the relation (x,y) = (s,ηs), for instance, we see that

πẼ = {y = ε|x|2 : |x| ≤ 1}∪{(x,ε) : |x| ≤ 1}.

We see that this surface is the union of two smooth surfaces, and it is not hard
to smoothen Ẽ along the circle where the two surfaces intersect. We see that the
intersection point of E∩ Ẽ occurs at (0,0)∈U ′. The canonical 2-form which orients
E is ids∧ ds̄. The canonical 2-form which orients Ẽ at {s− η̄ = 0} is id(s− η̄)∧
d(s− η̄). We wedge these together and find ids∧ds̄∧ idη̄ ∧dη , which is a negative
multiple of the canonical orientation 4-form on X . Thus we have the intersection
number E · Ẽ = −1.

The cohomology class of E ∈ H2 is represented by the current of integration [E],
which is a positive, closed current. However, if ω is a smooth 2-form which repre-
sents the class of E ∈ H2, then

∫
ω2 =−1, so we cannot have ω ≥ 0 everywhere. In

other words, [E] cannot be approximated by a positive, smooth form.

Theorem 2.6. Suppose that π : X̃ → X is the blowup of X at the center p. Suppose
that C is a smooth curve in X containing p, and suppose that C̃ represents the strict
transformation of C inside X̃. Then C̃2 = C2 −1.

Proof. Since C is smooth, the curves C̃ and P are smooth and intersect transversally,
with C̃ ·P = 1. Thus

C2 = (π∗C)2 = (C̃ + P)2 = C̃2 + 2C̃ ·P+ P2 = C̃2 + 2−1,

which gives us what we wanted. �

Now let us suppose that C is a curve of degree μ , that C ∩ {p1, . . . , pN} = p1

and that C is smooth at p1. Now π∗C = C + P1 ∈ H2(X). We conclude, then, that
C = μH −P1. Conversely, if C is any curve whose cohomology class is μH −P1,
then C is a curve of degree μ , which contains p1 with multiplicity 1. “Containing p1
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with multiplicity 1” means, in particular, that C is regular at p1. In a similar manner,
we see that if C is a curve with the cohomology class H −P1 −P2, then C must be
the line p1 p2.

If X is a surface obtained by repeated blowups, the total cohomology is given by
H∗(X ;C) = H0(X ;C)⊕H1,1(X ;C)⊕H4(X ;C). If f is a holomorphic map, then the
total map f ∗ acts on each of these factors. We have H0(X ;C) ∼= C, and f ∗|H0 = 1.
Similarly, the dimension of H4 is the number of connected components (which is
equal to 1), and f ∗|H4 is multiplication the mapping degree of f , which is 1 in the
case of an automorphism. Thus the Lefschetz Fixed Point Formula takes the form:

Theorem 2.7. If X is obtained from P2 by iterated blowups and if each f n has
isolated fixed points, then

Pern = 2 + trace( f ∗n)

where f ∗ denotes the restriction of f ∗ to H1,1, and Pern denotes the number of
solutions of {p ∈ X : f n(p) = p}, counted with multiplicity.

2.3 Invariant Currents and Measures

Let f be an automorphism of a compact Kähler surface X . Since f ∗ ∈ GL(H1,1;Z),
the determinant of f ∗ must be ±1. The pullback and push-forward preserve the
intersection product: (ω ,η) = ( f ∗ω , f ∗η) = ( f∗ω , f∗η). In fact, the push-forward
and pullback are adjoint: f ∗α · β = α · f∗β . Further, ( f−1)∗ = ( f ∗)−1. And since
limn→∞ || f n∗ ||1/n = limn→∞ || f ∗n||1/n, we have λ ( f ) = λ ( f−1).

Theorem 2.8. Let f ∈ Aut(X) be an automorphism of a Kähler manifold with
λ ( f ) > 1. Then λ is an eigenvalue of f ∗ with multiplicity 1, and it is the unique
eigenvalue with modulus > 1.

Proof. Let ω1, . . . ,ωk denote the eigenvectors for f ∗ for which the associated eigen-
values μ j has modulus > 1. For 1 ≤ j ≤ k we have

(ω j,ωk) = ( f ∗ω j, f ∗ωk) = μ jμ̄k(ω j,ωk),

so (ω j,ωk) = 0. Letting L denote the linear span of ω1, . . . ,ωk, we see that each
element ω = ∑c jω j ∈ L satisfies (ω ,ω) = 0. By the Signature Theorem, it follows
that the dimension of L is ≤ 1. On the other hand, since λ ( f ) > 1, L is spanned by
a unique nontrivial eigenvector. If ω has eigenvalue μ , then ω̄ has eigenvalue μ̄ , so
we must have μ = μ̄ = λ .

Now we claim that λ has multiplicity one. Otherwise there exists θ such that
f ∗θ = λθ + cω . In this case,

(θ ,ω) = ( f ∗θ , f ∗ω) = (λθ + cω ,λω) = λ 2(θ ,ω),

so (θ ,ω) = 0. Similarly, we have (θ ,θ ) = 0, so by the Signature Theorem again, the
space spanned by θ and ω must have dimension 1, so λ is a simple eigenvalue. �
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Corollary 2.9. If η is an eigenvalue of f ∗, then either η = λ ,λ−1, or |η | = 1.

Proof. We have seen that λ ( f ) is the only eigenvalue of modulus > 1. Now we know
that ( f ∗)−1 = ( f−1)∗, so if η is an eigenvalue of f ∗, then η−1 is an eigenvalue of
( f−1)∗. Applying the Theorem to f−1, we conclude that λ is the only eigenvalue
for ( f−1)∗ which is > 1. �


Let χ f denote the characteristic polynomial of f ∗. It follows that χ f is monic, and
the constant term (the determinant of f ∗, an invertible matrix) is ±1. Let ψ f denote
the minimal polynomial of λ . By the Theorem, we see that except for λ and 1/λ ,
all zeros of χ f (and thus all zeros of ψ f ) lie on the unit circle. Such a polynomialψ f

is called a Salem polynomial, and λ is a Salem number. We may factor χ f = C ·ψ f ,
where C is a polynomial whose coefficients belong to Z, and the roots of C lie in the
unit circle. It follows by elementary number theory that the zeros of C are roots of
unity.

The following is a heuristic argument for the existence of a positive, closed in-
variant 1,1-current. Suppose that X is a Kähler surface and that f ∈ Aut(X) has
λ ( f ) > 1. Let ω+ be a positive, smooth cohomology class which is an eigenvector
of λ . By this we mean that there is a smooth form ω+ such that the cohomology
class is expanded

{ f ∗ω+} = f ∗{ω+} = λ{ω+}.
Thus f ∗ω+−λω+ is cohomologous to zero, and thus there is a smooth function γ+

such that
1
λ

f ∗ω+−ω+ = ddcγ+.

If we can take ω+ to be poisitive, then f ∗ω+ will be positive, and we see that γ+

is essentially pluri-subharmonic, i.e., ddcγ+ +ω+ ≥ 0. Applying λ−1 f ∗ repeatedly,
we find

1
λ 2 f ∗2ω+− 1

λ
f ∗ω+ =

1
λ

ddc f ∗γ+ =
1
λ

ddcγ+ ◦ f

1
λ n f ∗nω+− 1

λ n−1 f ∗(n−1)ω+ =
1

λ n−1 ddcγ+ ◦ f n−1.

If we define

g+ =
∞

∑
n=0

γ+ ◦ f n

λ n , T + = ω+ + ddcg+,

then we see that g+ is continuous, since the defining series converges uniformly.
Further, T + is a positive, closed current with the invariance property f ∗T + = λT+.
We may apply the same argument with f−1 and the eigenvalue λ−1 obtain a posi-
tive, closed current T− with the property that ( f−1)∗T− = λT−. We may obtain an
invariant measure μ := T +∧T−.

Notes The currents T± and measure μ have been shown to have many of the same
properties that were found for the Hénon family (see [C2,Du]). Much of this theory
may be carried over to more general meromorphic surface mappings; one recent
work in this direction is [DDG1–3].
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2.4 Three Involutions

Let us apply the preceding discussion to three birational maps that are involutions.
These are quadratic maps, presented in the order of increasing degeneracy. All three
can be turned into regular involutions after blowing up. The degree of degeneracy
will correspond to the depth of blowup that is necessary to remove the exceptional
curves and indeterminate points. The linear fractional recurrences, discussed in the
following section, are of the form A ◦ J, where A is linear, and J is the Cremona
inversion, our first involution. We note, too, that the general quadratic Hénon map
is also given by composing the third involution L with an affine map:

(y,y2 + c− δx) = L◦A, A(x,y) = (y,−δx +−c).

These involutions play a basic role in the classification of the Cremona group of bi-
rational maps of the plane. Namely, if f is a quadratic, birational map of the plane,
then f is linearly conjugate to a map of the form A◦φ , where φ is one of the invo-
lutions studied in this section (see [CD]). The analogous classification of the cubic
Cremona transformations, which is more complicated, is also given in [CD].

The first of these involutions is the Cremona inversion J of P2 which is defined
by

J[x0 : x1 : x2] = [J0 : J1 : J2] = [x−1
0 : x−1

1 : x−1
2 ] = [x1x2 : x0x2 : x0x1].

It is evident that J = J−1. We set p0 = [1 : 0 : 0], p1 = [0 : 1 : 0], and p2 = [0 : 0 : 1],
and let Lj, 0 ≤ j ≤ 2, denote the side of the triangle p0 p1 p2 which is opposite p j.
We let X denote the manifold obtained by blowing up P2 at the points p j, 0 ≤ j ≤ 2.
Figure 7 shows that we may visualize this as an inversion in a triangle sending p j ↔
Σ j for j = 0,1,2.

Exercise: Let JX : X → X . Show that JX is holomorphic and maps Lj ↔ Pj for
0 ≤ j ≤ 2.

In H2(X), we have L0 = H −P1 − P2, etc. Specifically, if we pull back a line
∑a jx j = 0, then we have ∑a jJj = 0, which is a quadric which contains all three
points p j, 0 ≤ j ≤ 2. Thus we see that J∗H = 2H on H2(P2), and

J∗X HX = 2HX −P0−P1 −P2 ∈ H2(X).

p
2

p
2

p
0

p
0

p1

p1

Σ1

Σ0

Σ0Σ1

Σ2

Σ2

Fig. 7 Inversion in a triangle
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By the exercise above, we have J∗X Pj = Lj = HX −∑i�= j Pi. So with respect to the
ordered basis 〈HX ,P0,P1,P2〉, we find that J∗X is represented by the matrix

⎛

⎜⎜⎝

2 1 1 1
−1 0 −1 −1
−1 −1 0 −1
−1 −1 −1 0

⎞

⎟⎟⎠ (6)

The second involution. The next involution is K(x,y) = (y2/x,y), which in
homogeneous coordinates is given by

K[x0 : x1 : x2] = [x0x1 : x2
2 : x1x2].

We observe that K is quadratic, and its jacobian determinant is −2x1x2
2. Thus the

exceptional locus consists of the y-axis AY = {x2 = 0} and the x-axis AX = {x1 = 0},
which has multiplicity 2. They map according to K : AY → p0 := [1 : 0 : 0], and
AX → p1 := [0 : 1 : 0]. Now let us construct the space π1 : X1 → P2 which is the
blow up the points p1 and p2. The induced map is then KX1 = π−1

1 ◦K ◦π1.

Exercise: Show that neither AY nor P1 is exceptional for KX1 . In fact they map:
AY ↔ P1. One choice for local coordinates at P1 is π1(t,η) = [t : 1 : tη ] = [x0 : 1 : x2],
so π−1

1 (x0,x2) = (t = x0,η = x2/x0). Let us look at the behavior of KX1 on P2 and
AX . We use the coordinate chart (ξ ,s), with projection π1(ξ ,s) = [1 : ξ s : s] ∈ P2.
Thus π−1

1 [x0 : x1 : x2] = (ξ = x1/x2,s = x2/x0). In this chart, the blowup fiber is
P2 = {s = 0}, and AX = {ξ = 0}. In this chart we have KX1 : (ξ ,s) → [1 : ξ s : s] →
[ξ s : s2 : ξ s2] = [1 : s/ξ : s] = [x0 : x1 : x2]. Thus {s = 0} maps to p2 = [1 : 0 : 0].
If we follow this map by π−1

1 , then we have KX1 : (ξ ,s) → (ξ−1,s). In other words
the mapping KX1 |P2 of P2 to itself is given by ξ �→ ξ−1.

Now we look at the behavior of KX1 on the set AX . Since AX maps to p2, we look
at the map π−1

1 ◦K. We see that this is given by

[1 : x : y] → [x0 = x : x1 = y2 : x2 = xy] → (ξ = x1/x2 = y/x,s = x2/x0 = y)

Thus AX → p3 := (ξ = 0)∈ P2. Now we create the space π2 : X2 →X1 by blowing
up the point p3. It is an exercise like the one above to show that AX is not exceptional
for the induced map KX2 = π−1

2 ◦π−1
1 K ◦π1 ◦π2. Further, KX2 has no exceptional

curves and no points of indeterminacy. Thus KX2 ∈ Aut(X2).
Now we find what is happening with the action on the Picard group. We will

use H = HX2 ,P1,P2,P3 as an ordered basis for Pic(X2). Let us write the elements
AX ,AY ∈ Pic(X2) in terms of this basis. In P2, we have AY = H. Pulling this back by
π∗

1 to X1, we have AY + P2 = H ∈ Pic(X1). Now we pull this back by π∗
2 to X2 to

have AY +P2 +2P3 = H ∈ Pic(X2). (Note that p3 belongs to P2 and AY both, so we
have 2 occurrences of P3.) Reasoning in a similar way, we have AX = H ∈ Pic(P2),
AX + P1 + P2 = H ∈ Pic(X1), and AX + P1 + P2 + P3 = H ∈ Pic(X2).

From Figure 8, we see that

K∗ : P1 → AY = H −P2 −2P3, P2 → P2, P3 → AX = H −P1 −P2 −P3.
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p1

p1

AY

AXp2 p2

Fig. 8 Involution K and its lifts to X1 and X2

Fig. 9 Involution L and its lifts to X1, X2 and X3

Finally, if H is a line in P2, then H will intersect both AX and AY . The pullback
of H will intersect both points of indeterminacy p1 and p2. Looking at Figure 8, we
see that in X1, p3 blows up to AX , so the pullback of H will pass through p3. It
follows that we will have K∗H = 2H −P1 −P2−2P3. Thus we have

K∗ =

⎛

⎜⎜⎝

2 1 0 1
−1 0 0 −1
−1 −1 1 −1
−2 −2 0 −1

⎞

⎟⎟⎠ (7)

on Pic(X2).

Exercise: Define a new ordered basis 〈H,E1,E2,E3〉 for Pic(X2) by setting E1 = P1,
E2 = P2 +P3, E3 = P3. Show that with respect to this basis, K∗ is represented by the
matrix (6).

Exercise: Give an analysis of the involutions Kj(x,y) = (y j/x,y) for j = 1,2,3, . . .
along similar lines. That is, can you construct suitable spaces X j such that Kj be-
comes an automorphism? How does K∗

j act on Pic(X j)?

The third involution. Finally, we consider L(x,y) = (x,−y + x2). In homogeneous
coordinates, this is written as L : [x0 : x1 : x2] → [x2

0 : x0x1 : −x0x2 + x2
1]. Thus Σ0 =

{x0 = 0} is the unique exceptional curve, and e2 = [0 : 0 : 1] is the unique point of
indeterminacy.

We will regularize this map L by performing the sequence of three blowups which
is shown in Figure 9. Let π1 : X1 → P2 be the blowup of e2, and denote the blowup
fiber by F1. We will use the local coordinate chart π1(ξ ,s) = [ξ s : s : 1]= [x0 : x1 : x2],
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so the fiber is F1 = {s = 0}, and {ξ = 0} = Σ0. The inverse is π−1
1 [x0 : x1 : x2] =

(ξ = x0/x1,s = x1/x2). In this coordinate chart, we have LX1 = π−1
1 ◦L◦π1(ξ ,s) =

(ξ ,ξ s/(s− ξ )). The restriction to F1 = {s = 0} is given by (ξ ,0) �→ (ξ ,0). Thus
each point of F1 is fixed under LX1 , and F1 is not exceptional. For the behavior near
Σ0, we map

[x0 : x1 : x2] → π−1
1 [x2

0 : x0x1 : −x0x2 + x2
1] = (ξ ′ = x0/x1,s

′ = x0x1/(−x0x2 + x2
1)).

We see that Σ0 →{ξ = 0} = F1 ∩Σ0 ∈ F1.
The next step is to construct π2 : X2 → X1 by blowing up the point F1 ∩Σ0. We

let F2 denote the exceptional blowup fiber, and we use local coordinates (u,η) with
coordinate projection π2(u,η) = (ξ = u,s = uη). The inverse is π−1

2 (ξ ,s) = (u =
ξ ,η = s/ξ ). Thus we use LX2 = π−1

2 ◦π−1
1 ◦L ◦π1 ◦π2. We find that LX2(u,η) =

(u,η/(η−1)), which means that F2 = {u = 0} is mapped to itself in an invertible
way. For the image of Σ0, we see that

π−1
2 ◦π−1

1 ◦L[x0 : x1 : x2] = (u = x0/x1,η = x2
1/(x2

1 − x0x2))

Setting x0 = 0 we find that LX2 : Σ0 → η = 1 ∈ F2.
Finally, we construct the blowup π3 : X3 → X2 centered at η = 1 ∈ F2. For

this we use local coordinates (t,μ) with coordinate projection π3(t,μ) = (t = u,
tμ+ 1 = η). Thus the exceptional fiber F3 is {t = 0}. We find that

L◦π3 ◦π2 ◦π1(t,μ) = [x0 = t(tμ+ 1) : x1 = tμ+ 1 : x2 = μ ].

Thus, setting t = 0, we see that LX3 maps F3 � μ → [0 : 1 : μ ]. We conclude that Σ0

is no longer exceptional. Since L is an involution, it follows that F3 → Σ0 is also not
exceptional.

Now we discuss the pullback L∗ on Pic(X3). We use the ordered basis
〈H,F1,F2,F3〉. We start by observing that Σ0 = H in Pic(P2). Pulling back to
X1, we have Σ0 + F1 = H in Pic(X1). The next center of blowup is Σ0 ∩F1 ∈ X1,
so when we pull back, we get 2 copies of F2, which gives Σ0 + F1 + 2F2 = H
in Pic(X2). Finally, we pull back the point η = 1 ∈ F2 − (Σ0 ∪ F1), so
Σ0 + F1 + 2F2 + 2F3 = H in Pic(X3). Now we pull back H = {∑a jx j = 0}
and have {a0x2

0 + a1x0x1 + a2(−x0x2 + x2
1) = 0}, which is a quadric, so L∗H =

2H + ∑m jPj. We need to determine the a j. For m1, we pull back � = ∑a jx j

by L ◦ π1 and find a0ξ 2s2 + a1ξ s2 + a2(−ξ s + s2). This vanishes to order 1
on P1 = {s = 0}, so m1 = 1. For m2, we look at � ◦ L ◦ π1 ◦ π2 to obtain
the function u2η(a0u2η + a1uη + a2(−1 + η), which vanishes to order 2 on
P2 = {u = 0}. Thus m2 = 2. For m3, we pull back ∑a jx j by L ◦ π1 ◦ π2 ◦ π3 to
obtain t3(1 + tμ)(a0t(1 + tμ) + a1(1 + tμ) + a2μ) which vanishes to order 3 on
F3 = {t = 0}, so m3 = 3.

In conclusion, we see that L∗ is given by

H → 2H −F1 −2F2−3F3, P1 → P1, P2 → P2, P3 → Σ0 = H −F1 −2F2−2F3
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which corresponds to the matrix
⎛

⎜⎜⎝

2 0 0 1
−1 1 0 −1
−2 0 1 −2
−3 0 0 −2

⎞

⎟⎟⎠ (8)

As expected, the square of this matrix is the identity.

Exercise: Define a new ordered basis 〈H,E1,E2,E3〉 for Pic(X3) by setting E1 =
F1 + F2 + F3, E2 = F2 + F3, E3 = F3. Show that with respect to this basis, L∗ is
represented by the matrix (6).

Exercise: Perform an analysis on the maps Lj(x,y) = (x,−y+ x j) for j = 1,2,3, . . .

2.5 Linear Fractional Recurrences

Here we consider the possibility of producing a space X and an automorphism
f ∈ Aut(X) by the following procedure. That is, we consider a birational map f
of projective space P2, and we would like to perform some blowups π : X → P2

such that the induced map fX will be an automorphism. Now if the original map
f fails to be an automorphism, then there will be an exceptional curve C which is
blown down to a point p1. We can try to fix this by blowing up the point p1 to pro-
duce a space π1 : X1 → P2. If we are lucky, then the induced map fX1 will not map
C to a point but will map it to the whole curve P1. However, this is only a temporary
success if p1 is not a point of indeterminacy, because fX1 will map the fiber P1 to
the point p2 := f p1. Thus we see that the blowing-up procedure cannot work unless
we have the property that any exceptional curve C in P2 is eventually mapped to a
point of indeterminacy.

We spend this section looking at the example of linear fractional recurrences:

f (x,y) =
(

y,
y + a
x + b

)
. (9)

See [BK3] for further discussion of this family. In projective coordinates this map
takes the form

f [x0 : x1 : x2] = [x0(bx0 + x1) : x2(bx0 + x1) : x0(ax0 + x2)].

We explain that to obtain the homogeneous representation, we write

[x0 : x1 : x2] = [1 : x1/x0 : x2/x0] = [1 : x : y]

and so

f =
[

1 : y :
y + a
x + b

]
=

[
1 :

x2

x0
:

x2
x0

+ a
x1
x0

+ b

]
=
[

1 :
x2

x0
:

x2 + ax0

x1 + bx0

]
.
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Inspection shows that the exceptional curves are given by

Σ0 : = {x0 = 0} �→ p1 := [0 : 1 : 0]
Σβ : = {x + b = 0} = {x1 + bx0 = 0} �→ p2 := [0 : 0 : 1]
Σγ : = {y + a = 0} = {ax0 + x2 = 0} �→ q := [1 : −a : 0].

This means that Σ0 minus the indeterminacy locus maps to p1, etc. In order to
find the exceptional curves in a more systematic way, we may take the jacobian of
the homogeneous form of f , which gives 2x0(bx0 + x1)(ax0 + x2) and which shows
us the exceptional curves directly.

If we set p∗ = (−b,−a) = [1 : −b : −a], then the points of indeterminacy are
given by

p2 = Σ0 ∩Σβ �→ p1 p2 = Σ0

p1 = Σ0 ∩Σγ �→ p1q =: ΣB

p∗ = Σβ ∩Σγ �→ p2q =: ΣC

We note that the map f is not actually defined at the points of indeterminacy, and
we interpret these formulas to mean f−1 : Σ0 �→ p2, etc.

Let π : Y → P2 be the space obtained by blowing up p1 and p2. Let us show
that Σ0 is not exceptional for the induced map fY . We may use local coordinates
(t,x) �→ [t : x : 1] at Σ0 = {t = 0}. Local coordinate chart U ′ at p1 = [0 : 1 : 0] is
given by (s1,η1) �→ [s1 : 1 : s1η1]. In these coordinates the map becomes:

(t,x) �→ [t : x : 1] �→ f [t : x : 1] = [ f0 : f1 : f2]
= [ f0[t : x : 1]/ f1[t : x : 1] : 1 : f2[t : x : 1]/ f1[t : x : 1]]
= [t/x : 1 : (1 + at)/(x(x + bt))] = [s1 : 1 : s1η1]

So we have
(t,x) �→ (s1,η1) = (t/x,(1 + at)(bt + x)),

which means that we have Σ0 = {t = 0} � [0 : x : 1] �→ (0,1/x) ∈ P1, so Σ0 is not
exceptional. Similarly, we have

Σβ → P2 → Σ0 → P1 → ΣB = {y = 0}. (10)

Exercise: Carry out the details of the remark concerning (10). In particular, show
that the only exceptional curve for the rational map fY : Y ��� Y is Σγ , and the only
point of indeterminacy is p∗.

Exercise: Compare Figures 7 and 10, and show that a map f corresponding to
Figure 10 must be linearly conjugate to a map of the form L ◦ J, where L is linear,
and J is the involution from the previous section.

Now we can look at H2(Y ) = 〈H,P1,P2〉. We observe that ΣB is a line which
contains exactly one center of blowup, namely p1. Thus we have ΣB = H −P1 ∈
H2(Y ). Similarly, since Σ0 contains both p1 and p2, we have Σ0 = H −P1 −P2.
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Fig. 10 Linear fractional recurrence on P2 and on Y

Now, if we want to know what fY∗ does on H2(Y ), we must determine the action
on H. A generic line intersects Σ0, Σβ and Σγ . Thus f H will be a quadric passing
through the images of these lines, namely p1, p2 and q. Thus fY∗H = 2H −P1 −P2.
Using (10), we have that fY∗ is given with respect to the ordered basis H,P1,P2 by
the matrix

⎛

⎝
2 1 1
−1 −1 −1
−1 0 −1

⎞

⎠

The characteristic polynomial of this matrix is t3 − t −1.
The following is how we may use fY∗ to get information about fY . Let L be a line,

and let {L} denote its class in Pic(Y ). If L does not intersect P1 or P2, then {L}= H.
We have just seen that fY∗H = 2H −P1 −P1. The 2H means that fY L has degree 2,
and the −P1 −P2 means that it intersects P1 and P2, each with multiplicity 1. If L
contains p∗, then fY L is the union of two lines, one of which is ΣC. In addition, if L is
disjoint from P1 and p∗, it must intersect Σγ , which means that fY L must contain q.

Now suppose that p∗ /∈ L∪ fY L. Then { f 2
Y L} = (2,0,−1) = 2H −P2 is obtained

by multiplying the square of the matrix above by H = (1,0,0). Thus f 2
Y L is a quadric

intersecting P2 but not P1. Similarly, if p∗ /∈ L∪ fY L∪ f 2
Y L, then we multiply H =

(1,0,0) by the cube of this matrix to find that { f 3
Y L} = 3H −P1 −P2, so f 3

Y L is a
cubic intersecting P1 and P2 with multiplicity 1. If p∗ /∈ L∪ ·· · ∪ f n−1

Y L, then the
iterates of fY are holomorphic in a neighborhood of L, so we have ( f ∗Y )nH = { f n

Y L}.
We will say that the parameters a and b are generic if p∗ /∈⋃∞

j=0 f j
Y L.

Theorem 2.10. For generic a and b, we have ( f ∗Y )n = ( f n
Y )∗, and λ ( f ) ∼ 1.324 . . .

is the largest root of the polynomial t3 − t −1.

2.6 Linear Fractional Automorphisms

Let C2
a,b denote the parameter space of a,b ∈ C, and for (a,b) ∈ C2

a,b let fa,b be as
in (9). We construct the space Y as in the previous section, and let fY : Y ��� Y
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be the associated birational map. The point p∗ = (−b,−a) is the unique point of
indeterminacy for fY , and Σγ is the exceptional locus. Setting q = (−a,0), let us
define the following subset of parameter space:

{Vn = {(a,b) ∈C2
a,b : f j

Y q �= p∗,0 ≤ j < n, f n
Y q = p∗}.

Theorem 2.11. fY is a rational surface automorphism if and only if (a,b) ∈ Vn for
some n.

Proof. If (a,b) /∈ Vn for any n, then by Theorem 2.10 we have that λ ( fY ) is the
largest root of t3− t−1. This is not a Salem number, so fa,b is not an automorphism.
Conversely, let us suppose that (a,b) ∈ Vn for some n. Let Z denote the manifold
obtained by blowing up the n+1 points in the orbit q, fY q, . . . , f n

Y q = p∗. It follows
that the induced map fZ is an automorphism. �


The action of fZ∗ on cohomology is given by:

P2 → Σ0 = H −P1 −P2 → P1 → ΣB = H −P1 −Q (11)

which is like what we have seen already from the action of fY , except that now the
point q ∈ ΣB has been blown up, so we must subtract Q to obtain the representation
of ΣB = {y = 0} as an element of Pic(Z). The behavior of the new blowup fibers

Q → f Q → ··· → f nQ = P∗ → ΣC = p2q = H −P2 −Q (12)

Finally, since a generic line L intersects all three lines Σ0, Σβ , and Σγ with multi-
plicity one, the image f L will be a quadric passing through e2, e1, and q. Thus we
have

H → 2H −P1 −P2−Q. (13)

Theorem 2.12. If (a,b) ∈ Vn, then the characteristic polynomial of fZ∗ is

χn = xn+1(x3 − x−1)+ x3 + x2 −1.

Thus δ ( f ) = λn, which is the largest root of χn, and λn > 1 if n ≥ 7.

We note that λn increases to the number λ ∼ 1.324 . . . from the previous section.
An interesting consideration is to ask whether fa,b has an invariant curve. The maps
which posses invariant curves have a number of interesting properties; we describe
one of them below.

There are rational functions ϕ j : C → C2
a,b such that if (a,b) = ϕ j(t) for some

t ∈ C, then fa,b has an invariant curve S with j irreducible components. The curve S
is a singular cubic. For instance, the first of these functions is

ϕ1(t) =
(

t − t3 − t4

1 + 2t + t2 ,
1− t5

t2 + t3

)
.
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Theorem 2.13. Suppose that (a,b) = ϕ j(t), and j divides n. Then (a,b) ∈ Vn if and
only if χn(t) = 0.

In every case, the map fa,b has two fixed points. If (a,b) = ϕ1(t), then one of the
fixed points is (xs,ys) with xs = ys = t3/(1+ t) and is the singular point of S. (There
are similar formulas for j = 2 and 3.) Thus multipliers of d fa,b at (xs,ys) are t2

and t3.
Now we consider the case where t is a root of χn. We may factor χn = ψn ·C

where ψn is the minimal polynomial for λn, and C is cyclotomic. As we saw earlier,
λn and λ−1

n are roots of ψn, and all the other roots of ψn have modulus one and are
not roots of unity. In fact, the degree of the cyclotomic may be shown to be bounded
by 26. Thus almost all of the roots of χn will have modulus 1 and not be roots of
unity.

Theorem 2.14. Suppose that n ≥ 7, t is a root of χn with |t| = 1, and t is not a root
of unity. If (a,b) = ϕ1(t), then fa,b has a rank 1 rotation domain about the fixed
point (xs,yx).

Notes The linear fractional automorphisms are discussed in [BK1, 2] and [M]. Other
automorphisms in the same general spirit have been found by J. Diller [Di].

2.7 Cremona Representation

Let us discuss the representation ρ : Aut(X) → GL(H2(X ;Z)) which is given by
ρ( f ) = f∗. It is evident that the image of ρ consists of isometries with respect to the
intersection product, as well as some other relevant properties. In the most familiar
case X = P2, we see that ρ(Aut(P2)) consists only of the identity element acting on
H2(P2;Z) ∼= Z. Similarly, ρ(Aut(P1 ×P1)) consists of two elements: the identity,
and the interchange of coordinates on Z×Z.

Exercise: Let P̃2
j denote P2 blown up at j points in general position, for 1 ≤ j ≤ 4.

Determine Aut(P̃2
j) and its image under ρ . What happens if the points are not in

general position?
The previous exercise shows that if we blow up a small number of points p j, 1 ≤

j ≤ 4 in P2, then the possible automorphisms are relatively limited. What happens
if we also blow up a point of the exceptional fiber Pj over p j?

Exercise: Let Z1 be P2 blown up at a point p1 ∈ P2, and let p2, p3 ∈ P1 denote two
points of the blowup fiber P1 over p1. Let Z denote the space Z1 blown up at the
points p2 and p3. What is the automorphism group of Z? (One way of visualizing
Z1 is as follows. Let [x : y : z] be coordinates on P2, and let p1 = [1 : 0 : 0] be the
point where the x-axis intersects {z = 0}, which we take to be the line at infinity. The
points of the blowup fiber P1 are then identified with the points where the horizontal
lines Lc = {[x : y : 1] : y = c} intersect {z = 0}.)

The automorphism group is limited in the exercises above is because we have
created a finite number of rational curves with self intersection −1, and these curves
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must be mapped around among themselves. That is, for each pair p1, p2 of centers
of blowup, the strict transform of the line p1 p2 will have self intersection ≤−1 in X
(or more precisely, the self intersection is 1− k, where k is the number of indices j
such that p j ∈ p1 p2). If Q is a quadric containing exactly 5 centers of blowup, then
the strict transform Q̃ will have self-intersection −1. And as we have seen in the
previous section, there can be infinitely many curves with self-intersection −1 if we
blow up ≥ 9 “correctly chosen” points. Let us recall a result of Nagata.

Theorem 2.15. (Nagata) Let X be a rational surface, and let f ∈ Aut(X) be an au-
tomorphism for which f∗ has infinite order. Then there is a sequence of holomorphic
maps π j+1 : Xj+1 → Xj such that X1 = P2, XN+1 = X, and π j+1 is the blowup of a
point p j ∈ Xj.

This gives a very useful starting point if we are looking for rational surface auto-
morphisms. It says that every one must be given by a “model” birational map of P2.
That is, if F ∈ Aut(X), then the (birational) projection π = π1◦· · ·◦πN+1 conjugates
f to a birational map f of P2. Or conversely, we can start with birational maps of P2

which are promising candidates and see whether there might be a blowup X which
turns them into automorphisms.

There are further limitations on the image ρ(Aut(X)) in GL(H2(X ;Z)). For
this, we need to start with a good basis for H2. Specifically, let us consider a ba-
sis {e0, . . . ,eN} for H2(X ;Z) such that the intersection form with respect to this
basis is given by the diagonal matrix with eigenvalues 1,−1, . . . ,−1. Such a ba-
sis is called a geometric basis, and has the properties: e0 · e0 = 1, e j · e j = −1 if
1 ≤ j ≤ N, and ei · e j = 0 if i �= j. If X is obtained by blowing up N distinct points
of P2 as in section §B1, then the basis 〈HX ,P1, . . . ,PN〉 as in the Theorem B.1.1
is geometric. Now let us consider a space X = XN+1 → XN → ··· → X1 = P2 as
in Nagata’s theorem. Let Pj = π−1

j+1 p j ⊂ Xj+1 denote the exceptional fiber, and let
e j := π∗

N+1 · · ·π∗
j+1Pj.

Exercise: Show that if X is as above, and if we set e0 = HX , then e0, . . . ,eN is a
geometric basis. Try this first on the space Z constructed in the exercise above. Show
that in Z we have e1 = P1 + P2 + 2P3, e2 = P2 + P3, e3 = P3 and that P1 ·P1 = −3,
P2 ·P2 = −2. From this, conclude that {e j,0 ≤ j ≤ 3} is a geometric basis.

Exercise: Let X be as above. Show that 〈HX ,P1, . . . ,PN〉 and 〈e0,e1, . . . ,eN〉 are dual
bases. That is, HX · e0 = 1, Pj · ek = 0 if j �= k, and Pj · e j = −1 for 1 ≤ j ≤ N.

If α is an element of H2 such that α ·α = −2, then Rα(x) = x− (x ·α)α is a
reflection in the direction α: this means that Rα sends α → −α , and Rα fixes all
elements of α⊥.

Let us define the vectors

α0 = e0 − e1 − e2 − e3, α j = e j+1 − e j, 1 ≤ j ≤ N −1.

It follows that α j ·α j = −2 for 0 ≤ j ≤ N − 1. For 1 ≤ j ≤ N − 1, the reflection
Rα j interchanges e j ↔ e j+1. Thus the subgroup generated by Rα j , 1 ≤ j ≤ N − 1,
is exactly the set of permutations on the elements {e1, . . . ,eN}. The reflection Rα0
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corresponds to the Cremona inversion. That is, if we write the action of Re0 on the
subspace with ordered basis 〈e0,e1,e2,e3〉, then the restriction of Re0 is represented
by the matrix:

⎛

⎜⎜⎝

2 1 1 1
−1 0 −1 −1
−1 −1 0 −1
−1 −1 −1 0

⎞

⎟⎟⎠

In §2.3, we saw that after the involutions J, K, and L have been regularized to be-
come automorphisms, the actions of J∗, K∗ and L∗ can all be written in the form of
this matrix.

Let WN denote the group generated by the reflections Rα j , 0≤ j ≤N−1. Thus WN

is generated by the permutations of the e j’s, 1 ≤ j ≤ N, together with the Cremona
inversion. The following result is classical (see [Do, Theorem 5.2]):

Theorem 2.16. Let X be a rational surface, and let e0, . . . ,eN be a geometric basis
for H2(X). If f ∈ Aut(X), then f∗ ∈WN.

Problem: It remains unknown which elements of WN can arise from rational surface
automorphisms.

Let us return to the linear fractional automorphisms and see how f ∗ is related to
WN . Since the space Z was constructed by simple blowups, we have a geometric
basis for Pic(Z) by letting e0 be the class of a general line and then setting e1 = P,
e2 = E2, e3 = E1, e4 = Q, . . . , e j = f j−4Q, 4 ≤ j ≤ N − 4. We see that cyclic per-
mutation σ = (123 . . .N) is equal to the composition Rα1 ◦Rα2 ◦ · · ·◦RαN−1, and that
f∗ itself (cf. equation (11-13)) is equal to Rα0 ◦σ = Rα0 ◦ · · ·RαN−1 is a product of
the reflections that generate WN .

2.8 More Automorphisms

We give some more examples of rational surface automorphisms of positive entropy.
Our goal here is to give families of maps which illustrate that such automorphisms
can occur in continuous families of arbitrarily high dimension. Namely, for each

even k we give a family { fa : a ∈ C
k
2−1} of birational maps of P2, and for each map

fa there is a rational surface π : Xa →P2, and fa lifts to an automorphism of Xa. We
note that the complex structures of the surfaces Xa are allowed to vary with a, but
the smooth structures are locally constant. The smooth dynamical systems ( fa,Xa),
however, may be shown to vary nontrivially with a. The maps we discuss are

f (x,y) =

⎛

⎜⎝y,−x + cy +
k−2

∑
�=2

� even

a�

y�
+

1
yk

⎞

⎟⎠ (14)

where the sum is taken only over even values of �.
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We will describe a number of properties of the maps fa; the details are given in
[BK4], and we do not repeat them here. Each fa maps the line {y = 0} to the point
[0 : 1 : 0] ∈ P2, and f−1

a maps {x = 0} to [1 : 0 : 0]. The line at infinity {z = 0} is
invariant and is mapped according to f [1 : w : 0] = [1 : c−1/w : 0]. For 1 ≤ s we set
f s[0 : 1 : 0] = [1 : ws : 0]. We note that if ( j,n) = 1 and if we set c = ±2cos( jπ/n),
then f n−1[0 : 1 : 0] = [1 : 0 : 0], and the restriction of f to {z = 0} has period n.
We define Cn = {±2cos( jπ/n) : ( j,n) = 1}, where we choose “+”, “−”, or both,
according to the condition that w1 · · ·wn−2 = 1. With c ∈ Cn, we obtain the surface
Xa by performing 2k+1 iterated blowups over each point [1 : ws : 0], 0 ≤ s ≤ n−1.
The fibers over [1 : ws : 0] are denoted F j

s , 1 ≤ j ≤ 2k + 1. From this construction,
it follows that the fibers map as follows:

F 1
0 → ··· → F 1

s → F 1
s+1 → ··· → F 1

n−1 → F 1
0

F j
0 →···→F j

s →F j
s+1 →···→F j

n−1 →F 2k+2− j
0 →···→F 2k+2− j

n−1 →F 2k+2− j
0

{y = 0}→ F 2k+1
0 → ··· → F 2k+1

n−1 →{x = 0}
A further observation is that these maps give rational surface automorphisms:

Theorem 2.17. Let 1≤ j < n satisfy ( j,n) = 1. There is a nonempty set Cn ⊂R such
that for even k ≥ 2 and for all choices of c ∈Cn and a� ∈ C, the map f in (14) is an
automorphism.

Now we let S denote the subgroup of Pic(Xa) spanned by {z = 0} and the fibers
F j

s , 0 ≤ s ≤ n−1, 1 ≤ j ≤ 2k + 1. From [BK4] we also have:

Proposition 2.18. The intersection form of Xa, when restricted to S, is negative
definite.

We let T := S⊥ denote the vectors of Pic(Xa) which are orthogonal to S. By
the Proposition, we see that S∩ T = 0, so we have Pic(Xa) = S⊕ T . Since S is
invariant, T is also invariant. For each 0 ≤ s ≤ n−1, we let γs denote the projection
of the class {F 2k+1

s } ∈ Pic(X ) to T . Thus the γs, 0 ≤ s ≤ n−1 give a basis of T .
Following {x = 0} through the various blowups in the construction of X , we may
show that {x = 0} = −γ0 + kγ1 + · · ·kγn−1. And from the mapping of the fibers, we
see that f∗ maps according to

γ0 → γ1 → ··· → γn−1 →{x = 0} = −γ0 + kγ1 + · · ·+ kγn−1. (15)

Computing the characteristic polynomial for the transformation (14), we obtain:

Theorem 2.19. The dynamical degree δ ( fa) is the largest root of the polynomial

χn,k(x) = 1− k
n−1

∑
�=1

x� + xn. (16)
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We have seen that Σ0 is invariant under fa, and from the mapping of the fibers
we see that certain unions of the fibers are invariant. One consequence of the Propo-
sition is the following: If C is an irreducible curve in X , and if the class of its
divisor {C} belongs to S, then C must be one of the curves Σ0 or F j

s , 0 ≤ s ≤ n−1,
1 ≤ j ≤ 2k. A consequence of this is:

Proposition 2.20. If C is a curve which is invariant under fa, then C is a union of
components from the collection Σ0 and F j

s , 0 ≤ s ≤ n−1, 1 ≤ j ≤ 2k.

Proof. Let t denote the projection of the class of C to T . Since C is invariant, we
have f∗C = C, and thus f∗t = t. But since χn,k(1) = 2− k(n− 1) < 0, 1 is not an
eigenvalue of f∗. Thus t = 0, which means that C ∈ S. And we saw above that each
element of S is represented uniquely as a union of the generating curves. �


At this point, it may be evident that there is a certain amount of arbitrariness
in our choice of blowups. Specifically, if f ∈ Aut(X ), and a, f a, . . . , f ka = a is an
orbit of period k, then we may construct a new space π : Y →X by blowing up this
orbit. The induced map fY is an automorphism of Y . If Z is a smooth surface, and
f ∈ Aut(Z ), we say that the dynamical system ( f ,Z ) is minimal if whenever W is
a smooth surface and g ∈ Aut(W ), and whenever π : Z →W is a regular, birational
map such that g ◦π = π ◦ f , then π is a biregular conjugacy. It is evident that if we
blow up a periodic orbit, then the resulting dynamical system is not minimal. On
the other hand, we do not obtain uniqueness simply by requiring that our model be
minimal. For instance, let J(x,y) = (1/x,1/y) be the Cremona involution. We have
seen that the space X obtained by blowing up three points gives JX ∈ Aut(X ). In
addition, it is clear that if Y = P1 ×P1, then JY ∈ Aut(Y ).

Here is another example. Let X denote the space obtained by blowing up P2

at [1 : 1 : 1], and let L denote the involution [x : y : z] → [−x : y : z], acting on X .
Thus the fiber over [1 : 1 : 1] is exceptional and is blown down to [−1 : 1 : 1], which
is indeterminate. We can turn L into an automorphism by blowing up X at the
point [−1 : 1 : 1]. The result, of course, is not minimal, since we can now blow both
exceptional fibers back down, and L will be a linear automorphism of P2.

Theorem 2.21. ( f ,X f ) is minimal if n > 2. If n = 2, then it becomes minimal after
we blow down Σ0.

Proof. Suppose that ϕ : X f → Y is a morphism. Consider the curve C consisting
of all the varieties in X f which are blown down to points under ϕ . It follows that C
is invariant under f , so by Theorem 3.5, C must be a union of components coming
from Σ0 and F j

s . If n > 2, then the self-intersection of each of the components Σ0

and F j
s is ≤−2, so it is not possible to blow any of them down. On the other hand, if

n = 2, then the self-intersection of Σ0 is −1, so we can blow it down. This leaves the
self-intersection of all the other fibers unchanged, except for F 1

s , which increases
to −k. This is strictly less than −1, so nothing further can be blown down. �




Dynamics of Rational Surface Automorphisms 103

References

[BHPV] Barth, W.P., Hulek, K., Peters, C.A.M., Van de Ven.: Antonius Compact Com-
plex Surfaces. Second edition. Ergebnisse der Mathematik und ihrer Grenzgebiete.
Springer-Verlag, Berlin (2004)

[BK1] Bedford, E., Kim, K.H.: On the degree growth of birational mappings in higher dimen-
sion. J. Geom. Anal. 14, 567–596 (2004). arXiv:math.DS/0406621

[BK2] Bedford, E., Kim, K.H.: Periodicities in linear fractional recurrences: degree growth of
birational surface maps. Mich. Math. J. bf 54, 647–670 (2006). arxiv:math.DS/0509645

[BK3] Bedford, E., Kim, K.H.: Dynamics of rational surface automorphisms: linear fractional
recurrences. J. Geomet. Anal. 19, 553–583 (2009). arXiv:math/0611297

[BK4] Bedford, E., Kim, K.H.: Continuous families of rational surface automorphisms with
positive entropy, Math. Ann., arXiv:0804.2078

[BLS] Bedford, E., Lyubich, M., Smillie, J.: Polynomial diffeomorphisms of C2. IV: the
measure of maximal entropy and laminar currents. Invent. Math. 112, 77–125 (1993)

[BS1] Bedford, E., Smillie, J.: Polynomial diffeomorphisms of C2: currents, equilibrium mea-
sure, and hyperbolicity. Invent. Math. 87, 69–99 (1990)

[BS2] Bedford, E., Smillie, J.: Polynomial diffeomorphisms of C2. II: Stable manifolds and
recurrence. J. Am. Math. Soc. 4(4), 657–679 (1991)

[BS7] Bedford, E., Smillie, J.: Polynomial diffeomorphisms of C2. VII: Hyperbolicity and ex-
ternal rays. Ann. Sci. Ecole Norm. Sup. 32, 455–497 (1999)

[BSn] Bedford, E., Smillie, J.: External rays in the dynamics of polynomial automorphisms of
C2. Complex geometric analysis in Pohang (1997), 41–79, Contemp. Math., 222, Am.
Math. Soc., Providence, RI (1999)

[C1] Cantat, S.: Dynamique des automorphismes des surfaces projectives complexes.
C. R. Acad. Sci. Paris Sér. I Math. 328(10), 901–906 (1999)

[C2] Cantat, S.: Dynamique des automorphismes des surfaces K3. Acta Math. 187(1), 1–57
(2001)
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Uniformisation of Foliations by Curves

Marco Brunella

Abstract These lecture notes provide a full discussion of certain analytic aspects of
the uniformisation theory of foliations by curves on compact Kähler manifolds, with
emphasis on convexity properties and their consequences on positivity properties of
the corresponding canonical bundles.

1 Foliations by Curves and their Uniformisation

Let X be a complex manifold. A foliation by curves F on X is defined by a
holomorphic line bundle TF on X and a holomorphic linear morphism

τF : TF → T X

which is injective outside an analytic subset Sing(F ) ⊂ X of codimension at least
2, called the singular set of the foliation. Equivalently, we have an open covering
{Uj} of X and a collection of holomorphic vector fields v j ∈ Θ(Uj), with zero set
of codimension at least 2, such that

v j = g jkvk on Uj ∩Uk,

where g jk ∈ O∗(Uj ∩Uk) is a multiplicative cocycle defining the dual bundle T ∗
F =

KF , called the canonical bundle of F .
These vector fields can be locally integrated, and by the relations above these

local integral curves can be glued together (without respecting the time parametriza-
tion), giving rise to the leaves of the foliation F .
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By the classical Uniformisation Theorem, the universal covering of each leaf is
either the unit disc D (hyperbolic leaf) or the affine line C (parabolic leaf) or the
projective line P (rational leaf).

In these notes we shall assume that the ambient manifold X is a compact con-
nected Kähler manifold, and we will be concerned with the following problem: how
the universal covering L̃p of the leaf Lp through the point p depends on p ? For in-
stance, we may first of all ask about the structure of the subset of X formed by those
points through which the leaf is hyperbolic, resp. parabolic, resp. rational: is the set
of hyperbolic leaves open in X? Is the set of parabolic leaves analytic? But, even if
all the leaves are, say, hyperbolic, there are further basic questions: the uniformising
map of every leaf is almost unique (unique modulo automorphisms of the disc), and
after some normalization (to get uniqueness) we may ask about the way in which
the uniformising map of Lp depends on the point p. Equivalently, we may put on
every leaf its Poincaré metric, and we may ask about the way in which this leafwise
metric varies in the directions transverse to the foliation.

Our main result will be that these universal coverings of leaves can be glued
together in a vaguely “holomorphically convex” way. That is, the leafwise universal
covering of the foliated manifold (X ,F ) can be defined and it has a sort of “holo-
morphically convex” structure [Br2, Br3]. This was inspired by a seminal work of
Il’yashenko [Il1,Il2], who proved a similar result when X is a Stein manifold instead
of a compact Kähler one. Related ideas can also be found in Suzuki’s paper [Suz],
still in the Stein case. Another source of inspiration was Shafarevich conjecture on
the holomorphic convexity of universal coverings of projective (or compact Kähler)
manifolds [Nap].

This main result will allow us to apply results by Nishino [Nis] and Yamaguchi
[Ya1, Ya2, Ya3, Kiz] concerning the transverse variation of the leafwise Poincaré
metric and other analytic invariants. As a consequence of this, for instance, we shall
obtain that if the foliation has at least one hyperbolic leaf, then: (1) there are no
rational leaves; (2) parabolic leaves fill a subset of X which is complete pluripolar,
i.e. locally given by the poles of a plurisubharmonic function. In other words, the
set of hyperbolic leaves of F is either empty or potential-theoretically full in X .

These results are related also to positivity properties of the canonical bundle KF ,
along a tradition opened by Arakelov [Ara, BPV] in the case of algebraic fibra-
tions by curves and developed by Miyaoka [Miy, ShB] and then McQuillan and
Bogomolov [MQ1, MQ2, BMQ, Br1] in the case of foliations on projective mani-
folds. From this point of view, our final result is the following ruledness criterion
for foliations:

Theorem 1.1. [Br3, Br5] Let X be a compact connected Kähler manifold and let
F be a foliation by curves on X. Suppose that the canonical bundle KF is not
pseudoeffective. Then through every point p∈X there exists a rational curve tangent
to F .

Recall that a line bundle on a compact connected manifold is pseudoeffective if it
admits a (singular) hermitian metric with positive curvature in the sense of currents
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[Dem]. When X is projective the above theorem follows also from results of [BMQ]
and [BDP], but with a totally different proof, untranslatable in our Kähler context.

Let us now describe in more detail the content of these notes.
In Section 2 we shall recall the results by Nishino and Yamaguchi on Stein fi-

brations that we shall use later, and also some of Il’yashenko’s results. In Section
3 and 4 we construct the leafwise universal covering of (X ,F ): we give an appro-
priate definition of leaf Lp of F through a point p ∈ X \ Sing(F ) (this requires
some care, because some leaves are allowed to pass through some singular points),
and we show that the universal coverings L̃p can be glued together to get a complex
manifold. In Section 5 we prove that the complex manifold so constructed enjoys
some “holomorphic convexity” property. This is used in Section 6 and 8, together
with Nishino and Yamaguchi results, to prove (among other things) Theorem 1.1
above. The parabolic case requires also an extension theorem for certain meromor-
phic maps into compact Kähler manifolds, which is proved in Section 7.

All this work has been developed in our previous papers [Br2,Br3,Br4,Br5] (with
few imprecisions which will be corrected here). Further results and application can
be found in [Br6] and [Br7].

2 Some Results on Stein Fibrations

2.1 Hyperbolic Fibrations

In a series of papers, Nishino [Nis] and then Yamaguchi [Ya1, Ya2, Ya3] studied
the following situation. It is given a Stein manifold U , of dimension n+1, equipped
with a holomorphic submersion P : U →D

n with connected fibers. Each fiber P−1(z)
is thus a smooth connected curve, and as such it has several potential theoretic in-
variants (Green functions, Bergman Kernels, harmonic moduli...). One is interested
in knowing how these invariants vary with z, and then in using this knowledge to
obtain some information on the structure of U .

For our purposes, the last step in this program has been carried out by Kizuka
[Kiz], in the following form.

Theorem 2.1. [Ya1, Ya3, Kiz] If U is Stein, then the fiberwise Poincaré metric on

U
P→ D

n has a plurisubharmonic variation.

This means the following. On each fiber P−1(z), z ∈ D
n, we put its Poincaré

metric, i.e. the (unique) complete hermitian metric of curvature −1 if P−1(z) is
uniformised by D, or the identically zero “metric” if P−1(z) is uniformised by C

(U being Stein, there are no other possibilities). If v is a holomorphic nonvanishing
vector field, defined in some open subset V ⊂U and tangent to the fibers of P, then
we can take the function on V

F = log‖v‖Poin
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where, for every q ∈ V , ‖v(q)‖Poin is the norm of v(q) evaluated with the Poincaré
metric on P−1(P(q)). The statement above means that, whatever v is, the function F
is plurisubharmonic, or identically −∞ if all the fibers are parabolic. Note that if we
replace v by v′ = g · v, with g a holomorphic nonvanishing function on V , then F is
replaced by F ′ = F +G, where G = log |g| is pluriharmonic. A more intrinsic way to
state this property is: the fiberwise Poincaré metric (if not identically zero) defines

on the relative canonical bundle of U
P→ D

n a hermitian metric (possibly singular)
whose curvature is a positive current [Dem]. Note also that the plurisubharmonic-
ity of F along the fibers is just a restatement of the negativity of the curvature of
the Poincaré metric. The important fact here is the plurisubharmonicity along the
directions transverse to the fibers, whence the variation terminology.

Remark that the poles of F correspond exactly to parabolic fibers of U . We there-
fore obtain the following dichotomy: either all the fibers are parabolic (F ≡ 0), or
the parabolic fibers correspond to a complete pluripolar subset of D

n (F 
≡ 0).
The theorem above is a generalization of, and was motivated by, a classical result

of Hartogs [Ran, II.5], asserting (in modern language) that for a domain U in D
n×C

of the form (Hartogs tube)

U = { (z,w) | |w| < e− f (z)},

where f : D
n → [−∞,+∞) is an upper semicontinuous function, the Steinness of U

implies that f is plurisubharmonic. Indeed, in this special case the Poincaré metric
is easily computed, and one checks that the plurisubharmonicity of f is equivalent
to the plurisubharmonic variation of the fiberwise Poincaré metric. By Oka, also the
converse holds: if f is plurisubharmonic, then U is Stein. This special case suggests
that some converse statement to Theorem 2.1 could be true.

We give the proof of Theorem 2.1 only in a particular case, which is anyway the
only case that we shall actually use.

We start with a fibration P : U → D
n as above, but without assuming U Stein. We

consider an open subset U0 ⊂U such that:

(i) for every z ∈ D
n, the intersection U0 ∩P−1(z) is a disc, relatively compact in

the fiber P−1(z);
(ii) the boundary ∂U0 is real analytic and transverse to the fibers of P;

(iii) the boundary ∂U0 is pseudoconvex in U .

Then we restrict our attention to the fibration by discs P0 = P|U0 : U0 → D
n. It is not

difficult to see that U0 is Stein, but this fact will not really be used below.

Proposition 2.2. [Ya1, Ya3] The fiberwise Poincaré metric on U0
P0→ D

n has a
plurisubharmonic variation.

Proof. It is sufficient to consider the case n = 1. The statement is local on the base,

and for every z0 ∈ D we can embed a neighbourhood of P−1
0 (z0) in U into C

2 in
such a way that P becomes the projection to the first coordinate (see, e.g., [Suz,
§3]). Thus we may assume that U0 ⊂ D×C, P0(z,w) = z, and P−1(z) = Dz is a disc
in {z}×C = C, with real analytic boundary, depending on z in a real analytic and
pseudoconvex way.
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Take a holomorphic section α : D → U0 and a holomorphic vertical vector field
v along α , i.e. for every z ∈ D, v(z) is a vector in Tα(z)U0 tangent to the fiber over
z (and nonvanishing). We need to prove that log‖v(z)‖Poin(Dz) is a subharmonic
function on D. By another change of coordinates, we may assume that α(z) = (z,0)
and v(z) = ∂

∂w |(z,0).
For every z, let

g(z, ·) : Dz → [0,+∞]

be the Green function of Dz with pole at 0. That is, g(z, ·) is harmonic on Dz \ {0},
zero on ∂Dz, and around w = 0 it has the development

g(z,w) = log
1
|w| + λ (z)+ O(|w|).

The constant λ (z) (Robin constant) is related to the Poincaré metric of Dz: more
precisely, we have

λ (z) = − log

∥∥∥∥
∂

∂w
|(z,0)

∥∥∥∥
Poin(Dz)

(indeed, recall that the Green function gives the radial part of a uniformisation of
Dz). Hence, we are reduced to show that z �→ λ (z) is superharmonic.

Fix z0 ∈ D. By real analyticity of ∂U0, the function g is (outside the poles)
also real analytic, and thus extensible (in a real analytic way) beyond ∂U0. This
means that if z is sufficiently close to z0, then g(z, ·) is actually defined on Dz0 ,
and harmonic on Dz0 \ {0}. Of course, g(z, ·) does not need to vanish on ∂Dz0 .
The difference g(z, ·)− g(z0, ·) is harmonic on Dz0 (the poles annihilate), equal to
λ (z)−λ (z0) at 0, and equal to g(z, ·) on ∂Dz0 . By Green formula:

λ (z)−λ (z0) = − 1
2π

∫

∂Dz0

g(z,w)
∂g
∂n

(z0,w)ds

and consequently:

∂ 2λ
∂ z∂ z̄

(z0) = − 1
2π

∫

∂Dz0

∂ 2g
∂ z∂ z̄

(z0,w)
∂g
∂n

(z0,w)ds.

We now compute the z-laplacian of g(·,w0) when w0 is a point of the boundary
∂Dz0 .

The function −g is, around (z0,w0), a defining function for U0. By pseudocon-
vexity, the Levi form of g at (z0,w0) is therefore nonpositive on the complex tangent
space T C

(z0,w0)(∂U0), i.e. on the Kernel of ∂g at (z0,w0) [Ran, II.2]. By developing,
and using also the fact that g is w-harmonic, we obtain

∂ 2g
∂ z∂ z̄

(z0,w0) ≤ 2Re

⎧
⎪⎪⎨

⎪⎪⎩

∂ 2g
∂w∂ z̄

(z0,w0) · ∂g
∂ z

(z0,w0)

∂g
∂w

(z0,w0)

⎫
⎪⎪⎬

⎪⎪⎭
.
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We put this inequality into the expression of ∂ 2λ
∂ z∂ z̄ (z0) derived above from Green

formula, and then we apply Stokes theorem. We find

∂ 2λ
∂ z∂ z̄

(z0) ≤− 2
π

∫

Dz0

∣∣∣∣
∂ 2g

∂w∂ z̄
(z0,w)

∣∣∣∣
2

idw∧dw̄ ≤ 0

from which we see that λ is superharmonic. ��
A similar result can be proved, by the same proof, even when we drop the simply

connectedness hypothesis on the fibers, for instance when the fibers of U0 are annuli
instead of discs; however, the result is that the Bergman fiberwise metric, and not
the Poincaré one, has a plurisubharmonic variation. This is because on a multiply
connected curve the Green function is more directly related to the Bergman metric
[Ya3]. The case of the Poincaré metric is done in [Kiz], by a covering argument. The
general case of Theorem 2.1 requires also to understand what happens when ∂U0

is still pseudoconvex but no more transverse to the fibers, so that U0 is no more a
differentiably trivial family of curves. This is rather delicate, and it is done in [Ya1].
Then Theorem 2.1 is proved by an exhaustion argument.

2.2 Parabolic Fibrations

Theorem 2.1, as stated, is rather empty when all the fibers are isomorphic to C.
However, in that case Nishino proved that if U is Stein then it is isomorphic to
D

n ×C [Nis, II]. A refinement of this was found in [Ya2].
As before, we consider a fibration P : U → D

n and we do not assume that U is
Stein. We suppose that there exists an embedding j : D

n ×D → U such that P ◦ j
coincides with the projection from D

n ×D to D
n (this can always be done, up to

restricting the base). For every ε ∈ [0,1), we set

Uε = U \ j(Dn ×D(ε))

with D(ε) = {z ∈ C| |z| ≤ ε}, and we denote by

Pε : Uε → D
n

the restriction of P. Thus, the fibers of Pε are obtained from those of P by removing
a closed disc (if ε > 0) or a point (if ε = 0).

Theorem 2.3. [Nis, Ya2, II] Suppose that:

(i) for every z ∈ D
n, the fiber P−1(z) is isomorphic to C;

(ii) for every ε > 0 the fiberwise Poincaré metric on Uε
Pε→ D

n has a plurisubhar-
monic variation.

Then U is isomorphic to a product:

U � D
n ×C.
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Proof. For every z ∈ D
n we have a unique isomorphism

f (z, ·) : P−1(z) → C

such that, using the coordinates given by j,

f (z,0) = 0 and f ′(z,0) = 1.

We want to prove that f is holomorphic in z.
Set Rε(z) = f (z,P−1

ε (z)) ⊂ C. By Koebe’s Theorem, the distorsion of f (z, ·) on
compact subsets of D is uniformly bounded, and so D( 1

k ε) ⊂ f (z,D(ε)) ⊂ D(kε)
for every ε ∈ (0, 1

2) and for some constant k, independent on z. Therefore, for every
ε and z,

C\D

(
1
k

ε
)
⊂ Rε(z) ⊂ C\D(kε).

In a similar way [Nis, II], Koebe’s Theorem gives also the continuity of the above
map f .

On the fibers of P0, which are all isomorphic to C
∗, we put the unique complete

hermitian metric of zero curvature and period (=length of closed simple geodesics)
equal to

√
2π . On the fibers of Pε , ε > 0, which are all hyperbolic, we put the

Poincaré metric multiplied by logε , whose (constant) curvature is therefore equal
to − 1

(logε)2 . By a simple and explicit computation, the Poincaré metric on C\D(cε)

multiplied by logε converges uniformly to the flat metric of period
√

2π on C
∗, as

ε → 0. Using this and the above bounds on Rε(z), we obtain that our fiberwise metric

on Uε
Pε→D

n converges uniformly, as ε → 0, to our fiberwise metric on U0
P0→D

n (see
[Br4] for more explicit computations). Hence, from the plurisubharmonic variation
of the former we deduce the plurisubharmonic variation of the latter.

Our flat metric on P−1
0 (z) is the pull-back by f (z, ·) of the metric idx∧dx̄

4|x|2 on

R0(z) = C
∗. In the coordinates given by j, we have

f (z,w) = w · eg(z,w),

with g holomorphic in w and g(z,0) = 0 for every z, by the choice of the normaliza-
tion. Hence, in these coordinates our metric takes the form

∣∣∣∣1 + w
∂g
∂w

(z,w)
∣∣∣∣
2

· idw∧dw̄
4|w|2 .

Set F = log |1+w ∂g
∂w |2. We know, by the previous arguments, that F is plurisubhar-

monic. Moreover, ∂ 2F
∂w∂ w̄ ≡ 0, by flatness of the metric. By semipositivity of the Levi

form we then obtain ∂ 2F
∂w∂ z̄k

≡ 0 for every k. Hence the function ∂F
∂w is holomorphic,

that is the function ( ∂g
∂w + w ∂ 2g

∂w2 )(1 + w ∂g
∂w )−1 is holomorphic. Taking into account

that g(z,0) ≡ 0, we obtain from this that g also is fully holomorphic. Thus f is fully
holomorphic in the chart given by j, and hence everywhere. It follows that U is
isomorphic to a product. ��
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Remark that if U is Stein then the hypothesis on the plurisubharmonic variation
is automatically satisfied, by Theorem 2.1, and because if U is Stein then also Uε
are Stein, for every ε . That was the situation originally considered by Nishino and
Yamaguchi.

A standard illustration of Theorem 2.3 is the following one. Take a continuous
function h : D → P, let Γ ⊂ D×P be its graph, and set U = (D×P) \Γ . Then U
fibers over D and all the fibers are isomorphic to C. Clearly U is isomorphic to a
product D×C if and only if h is holomorphic, which in turn is equivalent, by a
classical result (due, once a time, to Hartogs), to the Steinness of U .

2.3 Foliations on Stein Manifolds

Even if we shall not need Il’yashenko’s results [Il1, Il2], let us briefly explain them,
as a warm-up for some basic ideas.

Let X be a Stein manifold, of dimension n, and let F be a foliation by curves
on X . In order to avoid some technicalities (to which we will address later), let us
assume that F is nonsingular, i.e. Sing(F ) = /0.

Take an embedded (n− 1)-disc T ⊂ X transverse to F . For every t ∈ T , let Lt

be the leaf of F through t, and let L̃t be its universal covering with basepoint t.
Remark that, because X is Stein, every L̃t is isomorphic either to D or to C. In [Il1]
Il’yashenko proves that these universal coverings {L̃t}t∈T can be glued together to
get a complex manifold of dimension n, a sort of “long flow box”. More precisely,
there exists a complex n-manifold UT with the following properties:

(i) UT admits a submersion PT : UT → T and a section pT : T → UT such that,
for every t ∈ T , the pointed fiber (P−1

T (t), pT (t)) is identified (in a natural way)
with (L̃t , t);

(ii) UT admits an immersion (i.e., local biholomorphism) ΠT : UT →X which sends
each fiber (L̃t ,t) to the corresponding leaf (Lt ,t), as universal covering.

We shall not prove here these facts, because we shall prove later (Section 4) some
closely related facts in the context of (singular) foliations on compact Kähler mani-
folds.

Theorem 2.4. [Il1, Il2] The manifold UT is Stein.

Proof. Following Suzuki [Suz], it is useful to factorize the immersion UT → X
through another manifold VT , which is constructed in a similar way as UT except
that the universal coverings L̃t are replaced by the holonomy coverings L̂t .

Here is Suzuki’s construction. Fix a foliated chart Ω ⊂ X around T , i.e. Ω �
D

n−1 ×D, T � D
n−1 ×{0}, F |Ω = vertical foliation, with leaves {∗}×D. Let

OF (Ω) be the set of holomorphic functions on Ω which are constant on the leaves
of F |Ω , i.e. which depend only on the first (n−1) coordinates. Let V T be the exis-
tence domain of OF (Ω) over X : by definition, this is the maximal holomorphically
separable Riemann domain

V T → X
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which contains Ω and such that every f ∈OF (Ω) extends to some f̃ ∈O(V T ). The
classical Cartan-Thullen-Oka theory [GuR] says that V T is a Stein manifold.

The projection Ω → T extends to a map

QT : V T → T

thanks to OF (Ω) ↪→ O(V T ). Consider a fiber Q
−1
T (t). It is not difficult to see that

the connected component of Q
−1
T (t) which cuts Ω (⊂ V T ) is exactly the holon-

omy covering L̂t of Lt , with basepoint t. The reason is the following one. Firstly,
if γ : [0,1] → Lt is a path contained in a leaf, with γ(0) = t, then any function
f ∈ OF (Ω) can be analytically prolonged along γ , by preserving the constancy
on the leaves. Secondly, if γ1 and γ2 are two such paths with the same endpoint
s ∈ Lt , then the germs at s obtained by the two continuations of f along γ1 and γ2

may be different. If the foliation has trivial holonomy along γ1 ∗ γ−1
2 , then the two

germs are certainly equal; conversely, if the holonomy is not trivial, then we can
find f such that the two final germs are different. This argument shows that L̂t is

naturally contained into Q
−1
T (t). The fact that it is a connected component is just a

“maximality” argument (note that V T is foliated by the pull-back of F , and fibers
of QT are closed subvarieties invariant by this foliation).

We denote by VT ⊂V T (open subset) the union of these holonomy coverings, and
by QT the restriction of QT to VT .

Let us return to UT . We have a natural map (local biholomorphism)

FT : UT →VT

which acts as a covering between fibers (but not globally: see Examples 4.7 and 4.8
below). In particular, UT is a Riemann domain over the Stein manifold V T .

Lemma 2.5. UT is holomorphically separable.

Proof. Given p,q ∈ UT , p 
= q, we want to construct f ∈ O(UT ) such that f (p) 
=
f (q). The only nontrivial case (VT being holomorphically separable) is the case
where FT (p) = FT (q), in particular p and q belong to the same fiber L̃t .

We use the following procedure. Take a path γ in L̃t from p to q. It projects by
FT to a closed path γ0 in L̂t . Suppose that [γ0] 
= 0 in H1(L̂t ,R). Then we may find
a holomorphic 1-form ω ∈ Ω 1(L̂t ) such that

∫
γ0

ω = 1. This 1-form can be holo-

morphically extended from L̂t to VT ⊂ V T , because V T is Stein and L̂t is a closed
submanifold of it. Call ω̂ such an extension, and ω̃ = F∗

T (ω̂) its lift to UT . On every
(simply connected!) fiber L̃t of UT the 1-form ω̃ is exact, and can be integrated giv-
ing a holomorphic function ft(z) =

∫ z
t ω̃ |L̃t

. We thus obtain a holomorphic function
f on UT , which separates p and q: f (p)− f (q) =

∫
γ ω̃ =

∫
γ0

ω̂ = 1.

This procedure does not work if [γ0] = 0: in that case, every ω ∈ Ω 1(L̂t ) has
period equal to zero on γ0. But, in that case, we may find two 1-forms ω1,ω2 ∈
Ω 1(L̂t) such that the iterated integral of (ω1,ω2) along γ0 is not zero (this iterated
integral [Che] is just the integral along γ of φ1dφ2, where φ j is a primitive of ω j
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lifted to L̃t ). Then we can repeat the argument above: the fiberwise iterated integral
of (ω̃1, ω̃2) is a holomorphic function on UT which separates p and q. ��

Having established that UT is a holomorphically separable Riemann domain over
V T , it is again a fundamental result of Cartan-Thullen-Oka theory [GuR] that there
exists a Stein Riemann domain

FT : UT →V T

which contains UT and such that O(UT ) = O(UT ). The map PT : UT → T extends
to

PT : UT → T,

and UT can be identified with the open subset of UT composed by the connected
components of fibers of PT which cut Ω ⊂UT . But, in fact, much better is true:

Lemma 2.6. Every fiber of PT is connected, that is:

UT = UT .

Proof. If not, then, by a connectivity argument, we may find a0,b0 ∈ P
−1
T (t0),

ak,bk ∈ P
−1
T (tk), with ak → a0 and bk → b0, such that:

(i) a0 ∈ L̃t0 , b0 ∈ P
−1
T (t0)\ L̃t0 ;

(ii) ak,bk ∈ L̃tk .

Denote by Mt0 the maximal ideal of Ot0 (on T ), and for every p ∈P
−1
T (t0) denote by

Ip ⊂Op the ideal generated by (PT )∗(Mt0). At points of L̃t0 , this is just the ideal of

functions vanishing along L̃t0 ; whereas at points of P
−1
T (t0) \ L̃t0 , at which PT may

fail to be a submersion, this ideal may correspond to a “higher order” vanishing.
Because UT is Stein and P

−1
T (t0) is a closed subvariety, we may find a holomorphic

function f ∈ O(UT ) such that:

(iii) f ≡ 0 on L̃t0 , f ≡ 1 on P
−1
T (t0)\ L̃t0 ;

(iv) for every p ∈ P
−1
T (t0), the differential d fp of f at p belongs to the ideal IpΩ 1

p .

Let {z1, . . . ,zn−1} denote the coordinates on T lifted to UT . Then, by property (iv),
we can factorize

d f =
n−1

∑
j=1

(z j − z j(t0)) ·β j

where β j are holomorphic 1-forms on UT .
As in Lemma 2.5, each β j can be integrated along the simply connected fibers of

UT (with starting point on T ), giving a function g j ∈ O(UT ). This function can be
holomorphically extended to the envelope UT . By the factorization above, and (ii),
we have

f (bk)− f (ak) =
n−1

∑
j=1

(z j(tk)− z j(t0)) · (g j(bk)−g j(ak))
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and this expression tends to 0 as k →+∞. Therefore f (b0) = f (a0), in contradiction
with (i) and (iii). ��

It follows from this Lemma that UT = UT is Stein. ��
Remark 2.7. We do not know if VT also is Stein, i.e. if VT = V T .

This Theorem allows to apply the results of Nishino and Yamaguchi discussed
above to holomorphic foliations on Stein manifolds. For instance: the set of
parabolic leaves of such a foliation is either full or complete pluripolar. A simi-
lar point of view is pursued in [Suz].

3 The Unparametrized Hartogs Extension Lemma

In order to construct the leafwise universal covering of a foliation, we shall need an
extension lemma of Hartogs type. This is done in this Section.

Let X be a compact Kähler manifold. Denote by Ar, r ∈ (0,1), the semiclosed
annulus {r < |w| ≤ 1}, with boundary ∂Ar = {|w| = 1}. Given a holomorphic im-
mersion

f : Ar → X

we shall say that f (Ar) extends to a disc if there exists a holomorphic map

g : D → X ,

not necessarily immersive, such that f factorizes as g ◦ j for some embedding j :
Ar → D, sending ∂Ar to ∂D. That is, f itself does not need to extend to the full disc
{|w| ≤ 1}, but it extends “after a reparametrization”, given by j.

Remark that if f is an embedding, and f (Ar) extends to a disc, then we can find
g as above which is moreover injective outside a finite subset. The image g(D) is a
(possibly singular) disc in X with boundary f (∂Ar). Such an extension g or g(D)
will be called simple extension of f or f (Ar). Note that such a g is uniquely defined
up to a Moëbius reparametrization of D.

Given a holomorphic immersion

f : D
k ×Ar → X

we shall say that f (Dk ×Ar) extends to a meromorphic family of discs if there
exists a meromorphic map

g : W ��� X

such that:

(i) W is a complex manifold of dimension k + 1 with boundary, equipped with a
holomorphic submersion W →D

k all of whose fibers Wz, z ∈D
k, are isomorphic

to D;
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(ii) f factorizes as g◦ j for some embedding j : D
k ×Ar →W , sending D

k ×∂Ar to
∂W and {z}×Ar into Wz, for every z ∈ D

k.

In particular, the restriction of g to the fiber Wz gives, after removal of indetermina-
cies, a disc which extends f (z,Ar), and these discs depend on z in a meromorphic
way. The manifold W is differentiably a product of D

k with D, but in general this
does not hold holomorphically. However, note that by definition W is around its
boundary ∂W isomorphic to a product D

k ×Ar.
We shall say that an immersion f : D

k×Ar → X is an almost embedding if there
exists a proper analytic subset I ⊂ D

k such that the restriction of f to (Dk \ I)×Ar

is an embedding. In particular, for every z ∈ D
k \ I, f (z,Ar) is an embedded annulus

in X , and f (z,Ar), f (z′,Ar) are disjoint if z,z′ ∈ D
k \ I are different.

The following result is a sort of “unparametrized” Hartogs extension lemma
[Siu, Iv1], in which the extension of maps is replaced by the extension of their im-
ages. Its proof is inspired by [Iv1] and [Iv2]. The new difficulty is that we need to
construct not only a map but also the space where it is defined. The necessity of this
unparametrized Hartogs lemma for our future constructions, instead of the usual
parametrized one, has been observed in [ChI].

Theorem 3.1. Let X be a compact Kähler manifold and let f : D
k × Ar → X be

an almost embedding. Suppose that there exists an open nonempty subset Ω ⊂ D
k

such that f (z,Ar) extends to a disc for every z ∈ Ω . Then f (Dk ×Ar) extends to a
meromorphic family of discs.

Proof. Consider the subset

Z = { z ∈ D
k \ I | f (z,Ar) extends to a disc }.

Our first aim is to give to Z a complex analytic structure with countable base. This is
a rather standard fact, see [Iv2] for related ideas and [CaP] for a larger perspective.

For every z ∈ Z, fix a simple extension

gz : D → X

of f (z,Ar). We firstly put on Z the following metrizable topology: we define the
distance between z1,z2 ∈ Z as the Hausdorff distance in X between the discs gz1(D)
and gz2(D). Note that this topology may be finer than the topology induced by the
inclusion Z ⊂ D

k: if z1,z2 ∈ Z are close each other in D
k then gz1(D), gz2(D) are

close each other near their boundaries, but their interiors may be far each other
(think to blow-up).

Take z ∈ Z and take a Stein neighbourhood U ⊂ X of gz(D). Consider the subset
A ⊂ D

k \ I of those points z′ such that the circle f (z′,∂Ar) is the boundary of a
compact complex curve Cz′ contained in U . Note that, by the maximum principle,
such a curve is Hausdorff-close to gz(D), if z′ is close to z. According to a theorem
of Wermer or Harvey-Lawson [AWe, Ch.19], this condition is equivalent to say that∫

f (z′,∂Ar) β = 0 for every holomorphic 1-form β on U (moment condition). These
integrals depend holomorphically on z′, for every β . We deduce (by noetherianity)
that A is an analytic subset of D

k \ I, on a neighbourhood of z. For every z′ ∈ A,
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however, the curve Cz′ is not necessarily the image of a disc: recall that gz(D) may
be singular and may have selfintersections, and so a curve close to it may have
positive genus, arising from smoothing the singularities.

Set A = { (z′,x) ∈ A×U | x ∈ Cz′ }. By inspection of the proof of Wermer-
Harvey-Lawson theorem [AWe, Ch.19], we see that A is an analytic subset of A×U
(just by the holomorphic dependence on parameters of the Cauchy transform used
in that proof to construct Cz′ ). We have a tautological fibration π : A → A and a
tautological map τ : A →U defined by the two projections. Let B ⊂ A be the subset
of those points z′ such that the fiber π−1(z′) = Cz′ has geometric genus zero. This is
an analytic subset of A (the function z′ �→ { geometric genus of π−1(z′)} is Zariski
lower semicontinuous). By restriction, we have a tautological fibration π : B → B
and a tautological map τ : B → U ⊂ X . Each fiber of π over B is a disc, sent by τ
to a disc in U with boundary f (z′,∂Ar). In particular, B is contained in Z.

Now, a neighbourhood of z in B can be identified with a neighbourhood of z in
Z (in the Z-topology above): if z′ ∈ Z is Z-close to z then gz′(D) is contained in U
and then z′ ∈ B. In this way, the analytic structure of B is transferred to Z. Note that,
with this complex analytic structure, the inclusion Z ↪→ D

k is holomorphic. More
precisely, each irreducible component of Z is a locally analytic subset of D

k \ I
(where, as usual, “locally analytic” means “analytic in a neighbourhood of it”; of
course, a component does not need to be closed in D

k \ I).
Let us now prove that the complex analytic space Z has a countable number of

irreducible components.
To see this, we use the area function a : Z → R

+, defined by

a(z) = area of gz(D) =
∫

D

g∗z (ω)

(ω = Kähler form of X). This function is continuous on Z. Let c > 0 be the minimal
area of rational curves in X . Set, for every m ∈ N,

Zm =
{

z ∈ Z
∣∣a(z) ∈

(
m

c
2
,(m+ 2)

c
2

) }
,

so that Z is covered by ∪+∞
m=0Zm. Each Zm is open in Z, and we claim that on each Zm

the Z-topology coincides with the D
k-topology. Indeed, take a sequence {zn} ⊂ Zm

which D
k-converges to z∞ ∈ Zm. We thus have, in X , a sequence of discs gzn(D)

with boundaries f (zn,∂Ar) and areas in the interval (m c
2 ,(m + 2) c

2). By Bishop’s
compactness theorem [Bis] [Iv1, Prop.3.1], up to subsequencing, gzn(D) converges,
in the Hausdorff topology, to a compact complex curve of the form D∪Rat, where
D is a disc with boundary f (z∞,∂Ar) and Rat is a finite union of rational curves (the
bubbles). Necessarily, D = gz∞(D). Moreover,

lim
n→+∞

area(gzn(D)) = area(gz∞(D))+ area(Rat).

From a(z∞),a(zn) ∈ (m c
2 ,(m+ 2) c

2) it follows that area(Rat) < c, hence, by defini-
tion of c, Rat = /0. Hence gzn(D) converges, in the Hausdorff topology, to gz∞(D),
i.e. zn converges to z∞ in the Z-topology.
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Therefore, if Lm ⊂ Zm is a countable D
k-dense subset then Lm is also Z-dense

in Zm, and ∪+∞
m=0Lm is countable and Z-dense in Z. It follows that Z has countably

many irreducible components.
After these preliminaries, we can really start the proof of the theorem.
The hypotheses imply that the space Z has (at least) one irreducible component

V which is open in D
k \ I. Let us consider again the area function a on V . The

following lemma is classical, and it is at the base of every extension theorem for
maps into Kähler manifolds [Siu, Iv1].

Lemma 3.2. For every compact K ⊂ D
k, the function a is bounded on V ∩K.

Proof. If z0,z1 ∈ V , then we can join them by a continuous path {zt}t∈[0,1] ⊂
V , so that we have in X a continuous family of discs gzt (D), with boundaries
f (zt ,∂Ar). By Stokes formula, the difference between the area of gz1(D) and gz0(D)
is equal to the integral of the Kähler form ω on the “‘tube” ∪t∈[0,1]gzt (∂D) =
f (∪t∈[0,1]{zt}× ∂Ar). Now, for topological reasons, f ∗(ω) admits a primitive λ
on D

k ×Ar. Therefore

a(z1)−a(z0) =
∫

{z1}×∂Ar

λ −
∫

{z0}×∂Ar

λ .

Remark that the function z �→ ∫
{z}×∂Ar

λ is defined (and smooth) on the full D
k, not

only on V , and so it is bounded on every compact K ⊂ D
k. The conclusion follows

immediately. ��
We use this lemma to study the boundary of V , and to show that the complement

of V is small.
Take a point z∞ ∈ (Dk \ I)∩ ∂V and a sequence zn ∈ V converging to z∞. By

the boundedness of a(zn) and Bishop compactness theorem, we obtain a disc in X
with boundary f (z∞,∂Ar) (plus, perhaps, some rational bubbles, but we may forget
them). In particular, the point z∞ belongs to Z. Obviously, the irreducible component
of Z which contains z∞ is not open in D

k \ I, because z∞ ∈ ∂V , and so that component
is a locally analytic subset of D

k \ I of positive codimension. It follows that the
boundary ∂V is a thin subset of D

k, i.e. it is contained in a countable union of
locally analytic subsets of positive codimension (certain components of Z, plus the
analytic subset I). Disconnectedness properties of thin subsets show that also the
complement D

k \V (= ∂V ) is thin in D
k.

Recall now that over V we have the (normalized) tautological fibration
π : V →V , equipped with the tautological map τ : V → X . Basically, this provides
the desired extension of f over the large open subset V . As in [Iv1], we shall get the
extension over the full D

k by reducing to the Thullen type theorem of Siu [Siu].
By construction, ∂V has a neigbourhood isomorphic to V ×Ar, the isomorphism

being realized by f . Hence we can glue to V the space D
k ×Ar, using the same

f . We obtain a new space W equipped with a fibration π : W → D
k and a map

τ : W → X such that:

(i) π−1(z) � D for z ∈V , π−1(z) � Ar for z ∈ D
k \V ;

(ii) f factorizes through τ .
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In other words, and recalling how V was defined, up to normalization W is simply
the analytic subset of D

k ×X given by the union of all the discs {z}×gz(D), z ∈V ,
and all the annuli {z}× f (z,Ar), z ∈ D

k \V .

Lemma 3.3. There exists an embedding W → D
k ×P, which respects the fibrations

over D
k.

Proof. Set Br = { w ∈ P | |w| > r }. By construction, ∂W has a neighbourhood
isomorphic to D

k ×Ar. We can glue D
k ×Br to W by identification of that neigh-

bourhood with D
k ×Ar ⊂ D

k ×Br, i.e. by prolonging each annulus Ar to a disc Br.
The result is a new space Ŵ with a fibration π̂ : Ŵ → D

k such that:

(i) π̂−1(z) � P for every z ∈V ;
(ii) π̂−1(z) � Br for every z ∈ D

k \V .

We shall prove that Ŵ (and hence W ) embeds into D
k ×P (incidentally, note the

common features with the proof of Theorem 2.3).
For every z ∈V , there exists a unique isomorphism

ϕz : π̂−1(z) → P

such that
ϕz(∞) = 0 , ϕ ′

z(∞) = 1 , ϕz(r) = ∞

where ∞,r ∈ Br ⊂ π̂−1(z) and the derivative at ∞ is computed using the coordi-
nate 1

w . Every P-fibration is locally trivial, and so this isomorphism ϕz depends
holomorphically on z. Thus we obtain a biholomorphism

Φ : π̂−1(V ) →V ×P

and we want to prove that Φ extends to the full Ŵ .
By Koebe’s Theorem, the distorsion of ϕz on any compact K ⊂ Br is uniformly

bounded (note that ϕz(Br) ⊂ C). Hence, for every w0 ∈ Br the holomorphic func-
tion z �→ ϕz(w0) is bounded on V . Because the complement of V in D

k is thin,
by Riemann’s extension theorem this function extends holomorphically to D

k.
This permits to extends the above Φ also to fibers over D

k \V . Still by bounded
distorsion, this extension is an embedding of Ŵ into D

k ×P. ��
Now we can finish the proof of the theorem. Thanks to the previous embedding,

we may “fill in” the holes of W and obtain a D-fibration W over D
k. Then, by the

Thullen type theorem of Siu [Siu] (and transfinite induction) the map τ : W → X
can be meromorphically extended to W . This is the meromorphic family of discs
which extends f (Dk ×Ar).

By comparison with the usual “parametrized” Hartogs extension lemma [Iv1],
one could ask if the almost embedding hypothesis in Theorem 3.1 is really indis-
pensable. In some sense, the answer is yes. Indeed, we may easily construct a fibered
immersion f : D× Ar → D×P ⊂ P×P, f (z,w) = (z, f0(z,w)), such that: (i) for
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some z0 ∈ D, f0(z0,∂Ar) is an embedded circle in P; (ii) for some other z1 ∈ D,
f0(z1,∂Ar) is an immersed but not embedded circle in P. Then, for some neigh-
bourhhod U ⊂ D of z0, f (U × Ar) can be obviously extended to a meromorphic
(even holomorphic) family of discs, but such a U cannot be enlarged to contain z1,
because f0(z1,∂Ar) bounds no disc in P. Note, however, that f0(z1,∂Ar) bounds a so
called holomorphic chain in P [AWe, Ch.19]: if Ω1, ...,Ωm are the connected compo-
nents of P\ f0(z1,∂Ar), then f0(z1,∂Ar) is the “algebraic” boundary of ∑m

j=1 n jΩ j,
for suitable integers n j. It is conceivable that Theorem 3.1 holds under the sole
assumption that f is an immersion, provided that the manifold W is replaced by a
(suitably defined) “meromorphic family of 1-dimensional chains”.

4 Holonomy Tubes and Covering Tubes

Here we shall define leaves, holonomy tubes and covering tubes, following [Br3].
Let X be a compact Kähler manifold, of dimension n, and let F be a foliation by

curves on X . Set X0 = X \Sing(F ) and F 0 = F |X0 . We could define the “leaves” of
the singular foliation F simply as the usual leaves of the nonsingular foliation F 0.
However, for our purposes we shall need that the universal coverings of the leaves
glue together in a nice way, producing what we shall call covering tubes. This shall
require a sort of semicontinuity of the fundamental groups of the leaves. With the
naı̈ve definition “leaves of F = leaves of F 0”, such a semicontinuity can fail, in the
sense that a leaf (of F 0) can have a larger fundamental group than nearby leaves
(of F 0). To remedy to this, we give now a less naı̈ve definition of leaf of F , which
has the effect of killing certain homotopy classes of cycles, and the problem will
be settled almost by definition (but we will require also the unparametrized Hartogs
extension lemma of the previous Section).

4.1 Vanishing Ends

Take a point p ∈ X0, and let L0
p be the leaf of F 0 through p. It is a smooth complex

connected curve, equipped with an injective immersion

i0
p : L0

p → X0,

and sometimes we will tacitly identify L0
p with its image in X0 or X . Recall that,

given a local transversal D
n−1 ↪→X0 to F 0 at p, we have a holonomy representation

[CLN]

holp : π1(L0
p, p) → Di f f (Dn−1,0)

of the fundamental group of L0
p with basepoint p into the group of germs of holo-

morphic diffeomorphisms of (Dn−1,0).
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Let E ⊂ L0
p be a parabolic end of L0

p, that is a closed subset isomorphic to the

punctured closed disc D
∗
= { 0 < |w| ≤ 1 }, and suppose that the holonomy of F 0

along the cycle ∂E is trivial. Then, for some r ∈ (0,1), the inclusion Ar ⊂ D
∗ = E

can be extended to an embedding D
n−1 ×Ar → X0 which sends each {z}×Ar into a

leaf of F 0, and {0}×Ar to Ar ⊂ E (this is because Ar is Stein, see for instance [Suz,
§3]). More generally, if the holonomy of F 0 along ∂E is finite, of order k, then we
can find an immersion D

n−1×Ar → X0 which sends each {z}×Ar into a leaf of F 0

and {0}×Ar to Ar′ ⊂ E , in such a way that {0}×Ar → Ar′ is a regular covering
of order k. Such an immersion is (or can be chosen as) an almost embedding: the
exceptional subset I ⊂D

n−1, outside of which the map is an embedding, corresponds
to leaves which intersect the transversal, over which the holonomy is computed, at
points whose holonomy orbit has cardinality strictly less than k. This is an analytic
subset of the transversal. Such an almost embedding will be called adapted to E .

We shall use the following terminology: a meromorphic map is a meromorphic
immersion if it is an immersion outside its indeterminacy set.

Definition 4.1. Let E ⊂ L0
p be a parabolic end with finite holonomy, of order k ≥ 1.

Then E is a vanishing end, of order k, if there exists an almost embedding f :
D

n−1 ×Ar → X0 ⊂ X adapted to E such that:

(i) f (Dn−1 ×Ar) extends to a meromorphic family of discs g : W ��� X ;
(ii) g is a meromorphic immersion.

In other words, E is a vanishing end if, firstly, it can be compactified in X to
a disc, by adding a singular point of F , and, secondly, this disc-compactification
can be meromorphically and immersively deformed to nearby leaves, up to a rami-
fication given by the holonomy. This definition mimics, in our context, the classical
definition of vanishing cycle for real codimension one foliations [CLN].

Remark 4.2. If g : W ��� X is as in Definition 4.1, then the indeterminacy set F =
Indet(g) cuts each fiber Wz, z ∈ D

n−1, along a finite subset Fz ⊂ Wz. The restricted
map gz : Wz → X sends Wz \Fz into a leaf of F 0, in an immersive way, and Fz into
Sing(F ). Each point of Fz corresponds to a parabolic end of Wz\Fz, which is sent by
gz to a parabolic end of a leaf; clearly, this parabolic end is a vanishing one (whose
order, however, may be smaller than k), and the corresponding meromorphic family
of discs is obtained by restricting g. Remark also that, F being of codimension at
least 2, we have Fz = /0 for every z outside an analytic subset of D

n−1 of positive
codimension. This means (as we shall see better below) that “most” leaves have no
vanishing end.

If E ⊂ L0
p is a vanishing end of order k, then we compactify it by adding one

point, i.e. by prolonging D
∗

to D. But we do such a compactification in an orbifold
sense: the added point has, by definition, a multiplicity equal to k. By doing such a
end-compactification for every vanishing end of L0

p, we finally obtain a connected
curve (with orbifold structure) Lp, which is by definition the leaf of F through p.
The initial inclusion i0p : L0

p → X0 can be extended to a holomorphic map

ip : Lp → X
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which sends the discrete subset Lp \ L0
p into Sing(F ). Note that ip may fail to be

immersive at those points. Moreover, it may happen that two different points of
Lp \L0

p are sent by ip to the same singular point of F (see Example 4.4 below). In
spite of this, we shall sometimes identify Lp with its image in X . For instance, to say
that a map f : Z → X “has values into Lp” shall mean that f factorizes through ip.

Remark that we have not defined, and shall not define, leaves Lp through p ∈
Sing(F ): a leaf may pass through Sing(F ), but its basepoint must be chosen outside
Sing(F ).

Let us see two examples.

Example 4.3. Take a compact Kähler surface S foliated by an elliptic fibration π :
S → C, and let c0 ∈ C be such that the fiber F0 = π−1(c0) is of Kodaira type II
[BPV, V.7], i.e. a rational curve with a cusp q. If p ∈ F0, p 
= q, then the leaf L0

p is
equal to F0 \{q} � C. This leaf has a parabolic end with trivial holonomy, which is
not a vanishing end. Indeed, this end can be compactified to a cuspidal disc, which
however cannot be meromorphically deformed as a disc to nearby leaves, because
nearby leaves have positive genus close to q. Hence Lp = L0

p.

Let now S̃ → S be the composition of three blow-ups which transforms F0 into
a tree of four smooth rational curves F̃0 = G1 + G2 + G3 + G6 of respective self-
intersections −1,−2,−3,−6 [BPV, V.10]. Let π̃ : S̃ → C be the new elliptic fibra-
tion/foliation. Set p j = G1 ∩G j, j = 2,3,6. If p ∈ G1 is different from those three
points, then L0

p = G1 \ {p2, p3, p6}. The parabolic end of L0
p corresponding to p2

(resp. p3, p6) has holonomy of order 2 (resp. 3, 6). This time, this is a vanishing
end: a disc D in G1 through p2 (resp. p3, p6) ramified at order 2 (resp. 3, 6) can be
deformed to nearby leaves as discs close to 2D+ G2 (resp. 3D+ G3, 6D+ G6), and
also the “meromorphic immersion” condition can be easily respected. Thus Lp is
isomorphic to the orbifold “P with three points of multiplicity 2, 3, 6”. Note that the
universal covering (in orbifold sense) of Lp is isomorphic to C, and the holonomy
covering (defined below) is a smooth elliptic curve.

Finally, if p ∈ G j, p 
= p j, j = 2,3,6, then L0
p has a parabolic end with trivial

holonomy, which is not a vanishing end, and so Lp = L0
p � C.

A more systematic analysis of the surface case, from a slightly different point of
view, can be found in [Br1].

Example 4.4. Take a projective threefold M containing a smooth rational curve C
with normal bundle NC = O(−1)⊕O(−1). Take a foliation F on M, nonsingular
around C, such that: (i) for every p ∈ C, TpF is different from TpC; (ii) TF has
degree -1 on C. It is easy to see that there are a lot of foliations on M satisfying
these two requirements. Note that, on a neighbourhood of C, we can glue together
the local leaves (discs) of F through C, and obtain a smooth surface S containing
C; condition (ii) means that the selfintersection of C in S is equal to -1.

We now perform a flop of M along C. That is, we firstly blow-up M along C, ob-
taining a threefold M̃ containing an exceptional divisor D naturally P-fibered over C.
Because NC = O(−1)⊕O(−1), this divisor D is in fact isomorphic to P×P, hence
it admits a second P-fibration, transverse to the first one. Each fibre of this second
fibration can be blow-down to a point (Moishezon’s criterion [Moi]), and the result



Uniformisation of Foliations by Curves 123

is a smooth threefold M′, containing a smooth rational curve C′ with normal bundle
NC′ = O(−1)⊕O(−1), over which D fibers. (At this point, M′ could be no more
projective, nor Kähler, but this is not an important fact in this example). The strict
transform S of S in M̃ cuts the divisor D along one of the fibers of the second fibra-
tion D →C′, by condition (ii) above, therefore its image S′ in M′ is a bidimensional
disc which cuts C′ transversely at some point p.

 

C’

S’

p

C
S S

D

blow−up blow−down

fibration
over  C’

fibration
over C 

Let us look at the transformed foliation F ′ on M′. The point p is a singular point
of F ′, the only one on a neighbourhood of C′. The curve C′ is invariant by F ′. The
surface S′ is tangent to F ′, and over it the foliation has a radial type singularity.
In fact, in appropriate coordinates around p the foliation is generated by the vector
field x ∂

∂x + y ∂
∂y − z ∂

∂ z , with S′ = {z = 0} and C′ = {x = y = 0}.

If L0 is a leaf of (F ′)0, then each component D0 of L0 ∩ S′ is a parabolic end
converging to p. It is a vanishing end, of order 1: the meromorphic family of discs
of Definition 4.1 is obviously constructed from a flow box of F , around a suitably
chosen point of C. Generic fibers of this family are sent to discs in M′ close to
D0 ∪C′; other fibers are sent to discs in S′ passing through p, and close to D0 ∪
{p}. Remark that it can happen that L0 ∩ S′ has several, or even infinitely many,
components; in that case the map i : L → M′ sends several, or even infinitely many,
points to the same p ∈ M′.

Having defined the leaf Lp through p ∈ X0, we can now define its holonomy
covering L̂p and its universal covering L̃p. The first one is the covering defined
by the Kernel of the holonomy. More precisely, we start with the usual holonomy

covering (L̂0
p, p)→ (L0

p, p) with basepoint p (it is useful to think to L̂0
p as equivalence

classes of paths in L0
p starting at p, so that the basepoint p ∈ L̂0

p is the class of the

constant path). If E ⊂ L0
p is a vanishing end of order k, then its preimage in L̂0

p is a

(finite or infinite) collection of parabolic ends {Ê j}, each one regularly covering E
with degree k. Each such map D

∗ � Ê j → D
∗ � E can be extended to a map D→ D,

with a ramification at 0 of order k. By definition, L̂p is obtained by compactifying

all these parabolic ends of L̂0
p, over all the vanishing ends of L0

p. Therefore, we have
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a covering map
(L̂p, p) → (Lp, p)

which ramifies over Lp \L0
p. However, from the orbifold point of view such a map is

a regular covering: w = zk is a regular covering if z = 0 has multiplicity 1 and w = 0
has multiplicity k. Note that we do not need anymore a orbifold structure on L̂p, in
the sense that all its points have multiplicity 1.

In a more algebraic way, the orbifold fundamental group π1(Lp, p) is a quo-
tient of π1(L0

p, p), through which the holonomy representation holp factorizes. Then

L̂p is the covering defined by the Kernel of this representation of π1(Lp, p) into
Di f f (Dn−1,0).

The universal covering L̃p can be now defined as the universal covering of L̂p, or
equivalently as the universal covering, in orbifold sense, of Lp. We then have natural
covering maps

(L̃p, p) → (L̂p, p) → (Lp, p).

Recall that there are few exceptional orbifolds (teardrops) which do not admit a
universal covering. It is a pleasant fact that in our context such orbifolds do not
appear.

4.2 Holonomy Tubes

We now analyze how the maps p �→ L̂p and then p �→ L̃p depend on p. Propositions
4.5 and 4.6 below say that, in some sense, the dependence on p is holomorphic:
holonomy coverings and universal coverings can be holomorphically glued together,
producing fibered complex manifolds.

Let T ⊂ X0 be a (local) transversal to F 0.

Proposition 4.5. There exists a complex manifold VT of dimension n, a holomorphic
submersion

QT : VT → T,

a holomorphic section
qT : T →VT ,

and a meromorphic immersion

πT : VT ��� X

such that:

(i) for every t ∈ T , the pointed fiber (Q−1
T (t),qT (t)) is isomorphic to (L̂t , t);

(ii) the indeterminacy set Indet(πT ) of πT cuts each fiber Q−1
T (t) = L̂t along the

discrete subset L̂t \ L̂0
t ;
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(iii) for every t ∈ T , the restriction of πT to Q−1
T (t) = L̂t coincides, after removal of

indeterminacies, with the holonomy covering L̂t → Lt
it→ it(Lt) ⊂ X.

Proof. We firstly prove a similar statement for the regular foliation F 0 on X0. We
use Il’yashenko’s methodology [Il1]; an alternative but equivalent one can be found
in [Suz], we have already seen it at the beginning of the proof of Theorem 2.4.
In fact, in the case of a regular foliation the construction of V 0

T below is a rather
classical fact in foliation theory, which holds in the much more general context of
smooth foliations with real analytic holonomy.

Consider the space ΩF 0

T composed by continuous paths γ : [0,1] → X0 tangent

to F 0 and such that γ(0)∈ T , equipped with the uniform topology. On ΩF 0

T we put
the following equivalence relation: γ1 ∼ γ2 if γ1(0) = γ2(0), γ1(1) = γ2(1), and the
loop γ1 ∗ γ−1

2 , obtained by juxtaposing γ1 and γ−1
2 , has trivial holonomy.

Set
V 0

T = ΩF 0

T

/∼
with the quotient topology. Note that we have natural continuous maps

Q0
T : V 0

T → T

and
π0

T : V 0
T → X0

defined respectively by [γ] �→ γ(0) ∈ T and [γ] �→ γ(1) ∈ X0. We also have a natural
section

q0
T : T →V 0

T

which associates to t ∈ T the equivalence class of the constant path at t. Clearly, for

every t ∈ T the pointed fiber ((Q0
T )−1(t),q0

T (t)) is the same as (L̂0
t , t), by the very

definition of holonomy covering, and π0
T restricted to that fiber is the holonomy

covering map. Therefore, we just have to find a complex structure on V 0
T such that

all these maps become holomorphic.
We claim that V 0

T is a Hausdorff space. Indeed, if [γ1], [γ2] ∈V 0
T are two nonsepa-

rated points, then γ1(0) = γ2(0) = t, γ1(1) = γ2(1), and the loop γ1 ∗ γ−1
2 in the leaf

L0
t can be uniformly approximated by loops γ1,n ∗ γ−1

2,n in the leaves L0
tn (tn → t) with

trivial holonomy (so that [γ1,n] = [γ2,n] is a sequence of points of V 0
T converging to

both [γ1] and [γ2]). But this implies that also the loop γ1 ∗ γ−1
2 has trivial holonomy,

by the identity principle: if h ∈ Di f f (Dn−1,0) is the identity on a sequence of open
sets accumulating to 0, then h is the identity everywhere. Thus [γ1] = [γ2], and V 0

T is
Hausdorff.

Now, note that π0
T : VT → X0 is a local homeomorphism. Hence we can pull back

to V 0
T the complex structure of X0, and in this way V 0

T becomes a complex manifold
of dimension n with all the desired properties. Remark that, at this point, π0

T has not
yet indeterminacy points, and so V 0

T is a so-called Riemann Domain over X0.

In order to pass from V 0
T to VT , we need to add to each fiber L̂0

t of V 0
T the discrete

set L̂t \ L̂0
t .
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Take a vanishing end E ⊂ L0
t , of order k, let f : D

n−1 ×Ar → X0 be an almost
embedding adapted to E , and let g : W ��� X be a meromorphic family of discs

extending f , immersive outside F = Indet(g). Take also a parabolic end Ê ⊂ L̂0
t

projecting to E , with degree k. By an easy holonomic argument, the immersion
g|W\F : W \F → X0 can be lifted to V 0

T , as a proper embedding

g̃ : W \F →V 0
T

which sends the central fiber W0 \F0 to Ê . Each fiber Wz \Fz is sent by g̃ to a closed

subset of a fiber L̂0
t(z), and each point of Fz corresponds to a parabolic end of L̂0

t(z)

projecting to a vanishing end of L0
t(z).

Now we can glue W to V 0
T using g̃: this corresponds to compactify all parabolic

ends of fibers of V 0
T which project to vanishing ends and which are close to Ê . By

doing this operation for every E and Ê , we finally construct our manifold VT , fibered
over T with fibers L̂t . The map πT extending (meromorphically) π0

T is then deduced
from the maps g above. ��

The manifoldVT will be called holonomy tube over T . The meromorphic immer-
sion πT is, of course, very complicated: it contains all the dynamics of the foliation,
so that it is, generally speaking, very far from being, say, finite-to-one. Note, how-
ever, that most fibers do not cut the indeterminacy set of πT , so that πT sends that
fibers to leaves of F 0; moreover, most leaves have trivial holonomy (it is a general
fact [CLN] that leaves with non trivial holonomy cut any transversal along a thin
subset), and so on most fibers πT is even an isomorphism between the fiber and the
corresponding leaf of F 0. But be careful: a leaf may cut a transversal T infinitely
many times, and so VT will contain infinitely many fibers sent by πT to the same
leaf, as holonomy coverings (possibly trivial) with different basepoints.

4.3 Covering Tubes

The following proposition is similar, in spirit, to Proposition 4.5, but, as we shall
see, its proof is much more delicate. Here the Kähler assumption becomes really
indispensable, via the unparametrized Hartogs extension lemma. Without the Kähler
hypothesis it is easy to find counterexamples (say, for foliations on Hopf surfaces).

Proposition 4.6. There exists a complex manifold UT of dimension n, a holomorphic
submersion

PT : UT → T,

a holomorphic section
pT : T →UT ,

and a surjective holomorphic immersion

FT : UT →VT
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such that:

(i) for every t ∈ T , the pointed fiber (P−1
T (t), pT (t)) is isomorphic to (L̃t , t);

(ii) for every t ∈T , FT sends the fiber (L̃t ,t) to the fiber (L̂t , t), as universal covering.

Proof. We use the same methodology as in the first part of the previous proof, with
F 0 replaced by the fibration VT and ΩF 0

T replaced by ΩVT
T = space of continuous

paths γ : [0,1]→VT tangent to the fibers and starting from qT (T )⊂VT . But now the
equivalence relation ∼ is given by homotopy, not holonomy: γ1 ∼ γ2 if they have the
same extremities and the loop γ1 ∗ γ−1

2 is homotopic to zero in the fiber containing
it. The only thing that we need to prove is that the quotient space

UT = ΩVT
T

/∼

is Hausdorff; then everything is completed as in the previous proof, with FT associ-
ating to a homotopy class of paths its holonomy class. The Hausdorff property can
be spelled as follows (“nonexistence of vanishing cycles”):

(*) if γ : [0,1] → L̂t ⊂ VT is a loop (based at qT (t)) uniformly approximated by
loops γn : [0,1] → L̂tn ⊂VT (based at qT (tn)) homotopic to zero in L̂tn , then γ is
homotopic to zero in L̂t .

Let us firstly consider the case in which γ is a simple loop. We may assume that
Γ = γ([0,1]) is a real analytic curve in L̂t , and we may find an embedding

f : D
n−1 ×Ar →VT

sending fibers to fibers and such that Γ = f (0,∂Ar). Thus Γn = f (zn,∂Ar) is ho-
motopic to zero in its fiber, for some sequence zn → 0. For evident reasons, if z′n is
sufficiently close to zn, then also f (z′n,∂Ar) is homotopic to zero in its fiber. Thus,
we have an open nonempty subset U ⊂ D

n−1 such that, for every z ∈ U , f (z,∂Ar)
is homotopic to zero in its fiber. Denote by Dz the disc in the fiber bounded by such
f (z,∂Ar).

We may also assume that Γ is disjoint from the discrete subset L̂t \ L̂0
t , so that,

after perhaps restricting D
n−1, the composite map

f ′ : πT ◦ f : D
n−1 ×Ar → X

is holomorphic, and therefore it is an almost embedding. We already know that, for
every z ∈U , f ′(z,Ar) extends to a disc, image by πT of Dz. Therefore, by Theorem
3.1, f ′(Dn−1 ×Ar) extends to a meromorphic family of discs

g : W ��� X .

It may be useful to observe that such a g is a meromorphic immersion. Indeed,
setting F = Indet(g), the set of points of W \F where g is not an immersion is (if
not empty) an hypersurface. Such a hypersurface cannot cut a neighbourhood of
the boundary ∂W , where g is a reparametrization of the immersion f ′. Also, such a
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hypersurface cannot cut the fiber Wz when z ∈U is generic (i.e. Wz∩F = /0), because
on a neighbourhood of such a Wz the map g is a reparametrization of the immersion
πT on a neighbourhood of Dz. It follows that such a hypersurface is empty.

As in the proof of Proposition 4.5, g|W\F can be lifted, holomorphically, to V 0
T ,

and then g can be lifted to VT , giving an embedding g̃ : W → VT . Then g̃(W0) is a
disc in L̂t with boundary Γ , and consequently γ is homotopic to zero in the fiber L̂t .

Consider now the case in which γ is possibly not simple. We may assume that
γ is a smooth immersion with some points of transverse selfintersection, and idem
for γn. We reduce to the previous simple case, by a purely topological argument.

Take the immersed circles Γ = γ([0,1]) and Γn = γn([0,1]). Let Rn ⊂ L̂tn be the
open bounded subset obtained as the union of a small tubular neighbourhood of
Γn and all the bounded components of L̂tn \Γn isomorphic to the disc. Thus, each
connected component of Rn \Γn is either a disc with boundary in Γn (union of arcs
between selfintersection points), or an annulus with one boundary component in Γn

and another one in ∂Rn; this last one is not the boundary of a disc in L̂tn \Rn. We
have the following elementary topological fact: if Γn is homotopic to zero in L̂tn ,
then it is homotopic to zero also in Rn.

Let R ⊂ L̂t be defined in a similar way, starting from Γ . By the first part of the
proof, if Dn ⊂ Rn \Γn is a disc with boundary in Γn, then for tn → t such a disc
converges to a disc D ⊂ L̂t with boundary in Γ , i.e. to a disc D ⊂ R\Γ . Conversely,
but by elementary reasons, any disc D ⊂ R\Γ with boundary in Γ can be deformed
to discs Dn ⊂ Rn \Γn with boundaries in Γn. We deduce that R is diffeomorphic to
Rn, or more precisely that the pair (R,Γ ) is diffeomorphic to the pair (Rn,Γn), for n
large. Hence from Γn homotopic to zero in Rn we infer Γ homotopic to zero in R,
and a fortiori in L̂t . This completes the proof of the Hausdorff property (*). ��

The manifold UT will be called covering tube over T . We have a meromorphic
immersion

ΠT = πT ◦FT : UT ��� X

whose indeterminacy set Indet(ΠT ) cuts each fiber P−1
T (t) = L̃t along the discrete

subset which is the preimage of L̂t \ L̂0
t under the covering map L̃t → L̂t . For every

t ∈ T , the restriction of ΠT to P−1(t) coincides, after removal of indeterminacies,

with the universal covering L̃t → Lt
it→ it(Lt) ⊂ X .

The local biholomorphism FT : UT → VT is a fiberwise covering, but globally it
may have a quite wild structure. Let us see two examples.

Example 4.7. We take again the elliptic fibration S
π→C of Example 4.3. Let T ⊂ S

be a small transverse disc centered at t0 ∈ F0 \ {q}. Then, because the holonomy is
trivial, L̂t = Lt for every t. We have already seen that Lt0 = F0 \ {q}, and obviously
for t 
= t0, Lt is the smooth elliptic curve through t. The covering tube VT is simply
π−1(π(T )) \ {q}. Remark that its central fiber is simply connected, but the other
fibers are not. All the fibers of UT are isomorphic to C (in fact, one can see that
UT � T ×C). The map FT : UT →VT , therefore, is injective on the central fiber, but
not on the other ones.
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UT

pT(T)

qT(T)
FT

t0 t0

VT

To see better what is happening, take the basepoints qT (T )⊂VT and consider the
preimage F−1

T (qT (T )) ⊂ UT . This preimage has infinitely many components: one
of them is pT (T ) ⊂UT , and each other one is the graph over T \ {t0} of a 6-valued
section of UT . This follows from the fact that the monodromy of the elliptic fibration
around a fiber of type II has order 6 [BPV, V.10]. The map FT sends this 6-valued
graph to qT (T \{t0}), as a regular 6-fold covering. There is a “virtual” ramification
of order 6 over qT (t0), which is however pushed-off UT , to the point at infinity of
the central fiber.

Example 4.8. We take again an elliptic fibration S
π→ C, but now with a fiber

π−1(c0)= F0 of Kodaira type I1, i.e. a rational curve with a node q. As before,VT co-
incides with π−1(π(T ))\ {q}, but now the central fiber is isomorphic to C

∗. Again
UT � T ×C. The map FT : UT → VT is a Z-covering over the central fiber, a Z

2-
covering over the other fibers. The preimage of qT (T ) by FT has still infinitely many
components. One of them is pT (T ). Some of them are graphs of (1-valued) sections
over T , passing through the (infinitely many) points of F−1

T (qT (t0)). But most of
them are graphs of ∞-valued sections over T \{t0} (like the graph of the logarithm).
Indeed, the monodromy of the elliptic fibration around a fiber of type I1 has infinite
order [BPV, V.10]. If t 
= t0, then F−1

T (qT (t)) is a lattice in L̃t � C, with generators
1 and λ (t) ∈ H. For t → t0, this second generator diverges to +i∞, and the lattices
reduces to Z = F−1

T (qT (t0)). The monodromy acts as (n,mλ (t)) �→ (n+m,mλ (t)).
Then each connected component of F−1

T (qT (T )) intersects L̃t either at a single point
(n,0), fixed by the monodromy, or along an orbit (n + mZ,mλ (t)), m 
= 0.

More examples concerning elliptic fibrations can be found in [Br4].

Remark 4.9. As we recalled in Section 2, similar constructions of UT and VT have
been done, respectively, by Il’yashenko [Il1] and Suzuki [Suz], in the case where the
ambient manifold X is a Stein manifold. However, the Stein case is much simpler
than the compact Kähler one. Indeed, the meromorphic maps g : W ��� X with
which we work are automatically holomorphic if X is Stein. Thus, in the Stein case
there are no vanishing ends, i.e. Lp = L0

p for every p and leaves of F = leaves of F 0.
Then the maps πT and ΠT are holomorphic immersions of VT and UT into X0 (and
so VT and UT are Riemann Domains over X0). Also, our unparametrized Hartogs
extension lemma still holds in the Stein case, but with a much simpler proof, because
we do not need to worry about “rational bubbles” arising in Bishop’s Theorem.
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In fact, there is a common framework for the Stein case and the compact Kähler
case: the framework of holomorphically convex (not necessarily compact) Kähler
manifolds. Indeed, the only form of compactness that we need, in this Section and
also in the next one, is the following: for every compact K ⊂X , there exists a (larger)
compact K̂ ⊂ X such that every holomorphic disc in X with boundary in K is fully
contained in K̂. This property is obviously satisfied by any holomorphically convex
Kähler manifold, with K̂ equal to the usual holomorphically convex hull of K.

A more global point of view on holonomy tubes and covering tubes will be
developed in the last Section, on parabolic foliations.

4.4 Rational Quasi-Fibrations

We conclude this Section with a result which can be considered as an analog, in our
context, of the classical Reeb Stability Theorem for real codimension one foliations
[CLN].

Proposition 4.10. Let X be a compact connected Kähler manifold and let F be a
foliation by curves on X. Suppose that there exists a rational leaf Lp (i.e., L̃p = P).
Then all the leaves are rational. Moreover, there exists a compact connected Kähler
manifold Y , dimY = dimX −1, a meromorphic map B : X ��� Y , and Zariski open
and dense subsets X0 ⊂ X, Y0 ⊂ Y, such that:

(i) B is holomorphic on X0 and B(X0) = Y0;
(ii) B : X0 → Y0 is a proper submersive map, all of whose fibers are smooth rational

curves, leaves of F .

Proof. It is sufficient to verify that all the leaves are rational; then the second part
follows by standard arguments of complex analytic geometry, see e.g. [CaP].

By connectivity, it is sufficient to prove that, given a covering tube UT , if some
fiber is rational then all the fibers are rational. We can work, equivalently, with the
holonomy tube VT . Now, such a property was actually already verified in the proof
of Proposition 4.6, in the form of “nonexistence of vanishing cycles”. Indeed, the set
of rational fibers of VT is obviously open. To see that it is also closed, take a fiber L̂t

approximated by fibers L̂tn � P. Take an embedded cycle Γ ⊂ L̂t , approximated by
cycles Γn ⊂ L̂tn . Each Γn bounds in L̂tn two discs, one on each side. As in the proof
of Proposition 4.6, we obtain that Γ also bounds in L̂t two discs, one on each side.
Hence L̂t is rational. ��

Such a foliation will be called rational quasi-fibration. A meromorphic map B
as in Proposition 4.10 is sometimes called almost holomorphic, because the image
of its indeterminacy set is a proper subset of Y , of positive codimension, contained
in Y \Y0. If dimX = 2 then B is necessarily holomorphic, and the foliation is a
rational fibration (with possibly some singular fibers). In higher dimensions one
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may think that the foliation is obtained from a rational fibration by a meromorphic
transformation which does not touch generic fibers (like flipping along a codimen-
sion two subset).

Note that, as the proof shows, for a rational quasi-fibration every holonomy tube
and every covering tube is isomorphic to T ×P, provided that the transversal T is
sufficiently small (every P-fibration is locally trivial).

There are certainly many interesting issues concerning rational quasi-fibrations,
but basically this is a chapter of Algebraic Geometry. In the following, we shall for-
get about them, and we will concentrate on foliations with parabolic and hyperbolic
leaves.

5 A Convexity Property of Covering Tubes

Let X be a compact Kähler manifold, of dimension n, and let F be a foliation by
curves on X , different from a rational quasi-fibration. Fix a transversal T ⊂ X0 to
F 0, and consider the covering tube UT over T , with projection PT : UT → T , section
pT : T →UT , and meromorphic immersion ΠT : UT ��� X . Each fiber of UT is either
D or C.

We shall establish in this Section, following [Br2] and [Br3], a certain convexity
property of UT , which later will allow us to apply to UT the results of Section 2 of
Nishino and Yamaguchi.

We fix also an embedded closed disc S ⊂ T (S � D, and the embedding in T is
holomorphic up to the boundary), and we denote by US, PS, pS, ΠS the correspond-
ing restrictions. Set ∂US = P−1

S (∂S). We shall assume that S satisfies the following
properties:

(a) US, as a subset of UT , intersects Indet(ΠT ) along a discrete subset, necessarily
equal to Indet(ΠS), and ∂US does not intersect Indet(ΠT );

(b) for every z ∈ ∂S, the area of the fiber P−1
S (z) is infinite.

In (b), the area is computed with respect to the pull-back by ΠS of the Kähler form
ω of X . Without loss of generality, we take ω real analytic. We will see later that
these assumptions (a) and (b) are “generic”, in a suitable sense.

Theorem 5.1. For every compact subset K ⊂ ∂US there exists a real analytic bidi-
mensional torus Γ ⊂ ∂US such that:

(i) Γ is transverse to the fibers of ∂US
PS→ ∂S, and cuts each fiber P−1

S (z), z ∈ ∂S,
along a circle Γ (z) which bounds a disc D(z) which contains K ∩P−1

S (z) and
pS(z);

(ii) Γ is the boundary of a real analytic Levi-flat hypersurface M ⊂US, filled by a
real analytic family of holomorphic discs Dθ , θ ∈ S

1; each Dθ is the image of
a section sθ : S →US, holomorphic up to the boundary, with sθ (∂S) ⊂ Γ ;

(iii) M bounds in US a domain Ω , which cuts each fiber P−1
S (z), z ∈ S, along a disc

Ω(z) which contains pS(z) (Ω(z) = D(z) when z ∈ ∂S).
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This statement should be understood as expressing a variant of Hartogs-convexity
[Ran, II.2], in which the standard Hartogs figure is replaced by pS(S)∪(∪z∈∂SD(z)),
and its envelope is replaced by Ω . By choosing a large compact K, condition (i)
says that ∪z∈∂SD(z) almost fills the lateral boundary ∂US; conditions (ii) and (iii)
say that the family of discs D(z), z ∈ ∂S, can be pushed inside S, getting a family of
discs Ω(z), z ∈ S, in such a way that the boundaries ∂Ω(z), z ∈ S, vary with z in a
“holomorphic” manner (“variation analytique” in the terminology of [Ya3]). It is a
sort of “geodesic” convexity of US, in which the extremal points of the geodesic are
replaced by Γ and the geodesic is replaced by M.

Theorem 5.1 will be proved by solving a nonlinear Riemann-Hilbert problem, see
[For] and [AWe, Ch. 20] and reference therein for some literature on this subject.
An important difference with this classical literature, however, is that the torus Γ is
not fixed a priori: we want just to prove that some torus Γ , enclosing the compact K
as in (i), is the boundary of a Levi-flat hypersurface M as in (ii); we do not pretend
that every torus Γ has such a property. Even if, as we shall see below, we have a
great freedom in the choice of Γ .

We shall use the continuity method. The starting point is the following special
(but not so much) family of tori.

Lemma 5.2. Given K ⊂ ∂US compact, there exists a real analytic embedding

F : ∂S×D → ∂US,

sending fibers to fibers, such that:

(i) ∂S×{0} is sent to pS(∂S) ⊂ ∂US;
(ii) ∂S×{|w|= t}, t ∈ (0,1], is sent to a real analytic torus Γt ⊂ ∂US transverse to

the fibers of PS, so that for every z ∈ ∂S, Γt(z) = Γt ∩P−1
S (z) is a circle bounding

a disc Dt(z) containing pS(z);
(iii) D1(z) contains K ∩P−1

S (z), for every z ∈ ∂S;
(iv) for every t ∈ (0,1] the function

at : ∂S → R
+, at(z) = area(Dt(z))

is constant (the constant depending on t, of course).

Proof. Recall that the area in the fibers is computed with respect to the pull-back
of the Kähler form ω . Because the fibers over ∂S have infinite area, we can cer-
tainly find a smooth torus Γ ′ ⊂ ∂US which encloses K and pS(∂S), and such that
all the discs D′(z), bounded by Γ ′(z), have the same area, say equal to k. We may
approximate Γ ′ with a real analytic torus Γ ′′; the corresponding discs D′′(z) have
now variable area, but close to k, say between k and k + ε .

For every z ∈ ∂S we have in D′′(z) \ pS(z) a canonical foliation by circles,
the standard circles under the uniformisation (D′′(z), pS(z)) � (D,0). For every
t ∈ (0,1], let Γt(z) be the circle of that foliation which bounds a disc of area equal to
kt. Then, because all the data (Γ ′′, ω ,. . . ) are real analytic, the union Γt =∪z∈∂SΓt(z)
is a real analytic torus, and these tori glue together in a real analytic way, producing
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the map F . If the initial perturbation is sufficiently small, Γ1 encloses K. And the
function at is constantly equal to kt. ��

Given F as in Lemma 5.2, we shall say that a real analytic embedding

G : S×D →US

is a Levi-flat extension of F if G sends fibers to fibers and:

(i) G(S×{0}) = pS(S);
(ii) G(S×{|w|= t}), t ∈ (0,1], is a real analytic Levi-flat hypersurface Mt ⊂US with

boundary Γt , filled by images of holomorphic sections over S with boundary
values in Γt .

Our aim is to construct such a G. Then Γ = Γ1 and M = M1 gives Theorem 5.1.
The continuity method consists in analyzing the set of those t0 ∈ (0,1] such that

a similar G can be constructed over S ×D(t0). We need to show that this set is
nonempty, open and closed.

Nonemptyness is a consequence of classical results [For]. Just note that a neigh-
bourhood of pS(S) can be embedded in C

2, in such a way that PS becomes the
projection to the first coordinate, and pS(S) becomes the closed unit disc in the first
axis. Hence Γt , t small, becomes a torus in ∂D×C enclosing ∂D×{0}. Classical re-
sults on the Riemann-Hilbert problem in C

2 imply that, for t0 > 0 sufficiently small,
there exists a Levi-flat extension on S×D(t0).

Openness is a tautology. By definition, a real analytic embedding defined on S×
D(t0) is in fact defined on S×D(t0 +ε), for some ε > 0, and obviously if G is a Levi-
flat extension on S×D(t0), then it is a Levi-flat extension also on S×D(t0 + ε ′), for
every ε ′ < ε .

The heart of the matter is closedness. In other words, we need to prove that:

if a Levi-flat extension exists on S×D(t0), then it exists also on S×D(t0).

The rest of this Section is devoted to the proof of this statement.

5.1 Boundedness of Areas

We shall denote by Dθ
t , θ ∈ S

1, the closed holomorphic discs filling Mt , 0 < t < t0.
Each Dθ

t is the image of a section sθ
t : S → US, holomorphic up to the boundary,

with boundary values in Γt .
Consider the areas of these discs. These areas are computed with respect to

Π ∗
S (ω) = ω0, which is a real analytic Kähler form on US \ Indet(ΠS). Because

H2(US \ Indet(ΠS),R) = 0 (for US is a contractible complex surface and Indet(ΠS)
is a discrete subset), this Kähler form is exact:

ω0 = dλ
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for some real analytic 1-form λ on US \ Indet(ΠS). If Dθ
t is disjoint from Indet(ΠS),

then its area
∫

Dθ
t

ω0 is simply equal, by Stokes formula, to
∫

∂Dθ
t

λ . If Dθ
t intersects

Indet(ΠS), this is no more true, but still we have the inequality

area(Dθ
t ) =

∫

Dθ
t

ω0 ≤
∫

∂Dθ
t

λ .

The reason is the following: by the meromorphic map ΠS the disc Dθ
t is mapped not

really to a disc in X , but rather to a disc plus some rational bubbles coming from
indeterminacy points of ΠS; then

∫
∂Dθ

t
λ is equal to the area (in X) of the disc plus

the areas of these rational bubbles, whence the inequality above. Remark that, by
our standing assumptions, the boundary of Dθ

t is contained in ∂US and hence it is
disjoint from Indet(ΠS).

Now, the important fact is that, thanks to the crucial condition (iv) of Lemma 5.2,
we may get a uniform bound of these areas.

Lemma 5.3. There exists a constant C > 0 such that for every t ∈ (0, t0) and every
θ ∈ S

1:
area(Dθ

t ) ≤C.

Proof. By the previous remarks, we just have to bound the integrals
∫

∂Dθ
t

λ . The
idea is the following one. For t fixed the statement is trivial, and we need just to
understand what happens for t → t0. Look at the curves ∂Dθ

t ⊂ Γt . They are graphs
of sections over ∂S. For t → t0 these graphs could oscillate more and more. But,
using condition (iv) of Lemma 5.2, we will see that these oscillations do not affect
the integral of λ . This would be evident if the tori Γt were lagrangian (i.e. ω0|Γt ≡ 0,
i.e. λ |Γt closed), so that the integrals of λ would have a cohomological meaning,
not affected by the oscillations. Our condition (iv) of Lemma 5.2 expresses a sort
of half-lagrangianity in the direction along which oscillations take place, and this is
sufficient to bound the integrals.

Fix real analytic coordinates (ϕ ,ψ ,r) ∈ S
1×S

1×(−ε,ε) around Γt0 in ∂US such
that:

(i) PS : ∂US → ∂S is given by (ϕ ,ψ ,r) �→ ϕ ;
(ii) Γt = {r = t − t0} for every t close to t0.

Each curve ∂Dθ
t , t < t0 close to t0, is therefore expressed by

∂Dθ
t = {ψ = hθ

t (ϕ), r = t − t0}

for some real analytic function hθ
t : S

1 → S
1. Because the discs Dθ

t form a continu-
ous family, all these functions hθ

t have the same degree, and we may suppose that it
is zero up to changing ψ to ψ + �ϕ .

The 1-form λ , restricted to ∂US, in these coordinates is expressed by

λ = a(ϕ ,ψ ,r)dϕ + b(ϕ ,ψ ,r)dψ + c(ϕ ,ψ ,r)dr
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for suitable real analytic functions a,b,c on S
1 × S

1 × (−ε,ε). Setting b0(ϕ ,r) =∫
S1 b(ϕ ,ψ ,r)dψ , we can write b(ϕ ,ψ ,r) = b0(ϕ ,r) + ∂b1

∂ψ (ϕ ,ψ ,r), for some real
analytic function b1 (the indefinite integral of b−b0 along ψ), and therefore

λ = a0(ϕ ,ψ ,r)dϕ + b0(ϕ ,r)dψ + c0(ϕ ,ψ ,r)dr + db1

with a0 = a− ∂b1
∂ϕ and c0 = c− ∂b1

∂ r .
Remark now that b0(ϕ ,r) is just equal to

∫
∂Dt(z) λ , for r = t − t0 and ϕ = the

coordinate of z ∈ ∂S. By Stokes formula, this is equal to the area of the disc Dt(z),
and by condition (iv) of Lemma 5.2 this does not depend on ϕ . That is, the function
b0 depends only on r, and not on ϕ :

b0(ϕ ,r) = b0(r).

In particular, if we restrict λ to a torus Γt we obtain, up to an exact term, a 1-form

a0(ϕ ,ψ ,t − t0)dϕ + b0(t − t0)dψ

which is perhaps not closed (this would be the lagrangianity of Γt), but its component
along ψ is closed. And note that the oscillations of the curves ∂Dθ

t are directed
along ψ .

If we now integrate λ along ∂Dθ
t we obtain

∫

∂Dθ
t

λ =
∫

S1
a0(ϕ ,hθ

t (ϕ),t − t0)dϕ + b0(t − t0) ·
∫

S1

∂hθ
t

∂ϕ
(ϕ)dϕ .

The first integral is bounded by C = sup |a0|, and the second integral is equal to zero
because the degree of hθ

t is zero. ��
Take now any sequence of discs

Dn = Dθn
tn , n ∈ N,

with tn → t0. Our next aim is to prove that {Dn} converges (up to subsequencing) to
some disc D∞ ⊂ US, with boundary in Γt0 . The limit discs so obtained will be then
glued together to produce the Levi-flat hypersurface Mt0 .

5.2 Convergence Around the Boundary

We firstly prove that everything is good around the boundary. Recall that every disc
Dn is the image of a section sn = sθn

tn : S →US with boundary values in Γn = Γtn .

Lemma 5.4. There exists a neighbourhood V ⊂ S of ∂S and a section

s∞ : V →US

such that sn|V converges uniformly to s∞ (up to subsequencing).
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Proof. We want to apply Bishop compactness theorem [Bis, Chi] to the sequence
of analytic subsets of bounded area Dn ⊂ US. This requires some care due to the
presence of the boundary.

Let us work on some slightly larger open disc S′ ⊂ T containing the closed disc S.
Every torus Γt ⊂US′ has a neighbourhood Wt ⊂US′ over which we have a well de-
fined Schwarz reflection with respect to Γt (which is totally real and of half dimen-
sion in US′). Thus, the complex curve Dθ

t ∩Wt with boundary in Γt can be doubled to
a complex curve without boundary Aθ

t , properly embedded in Wt . Moreover, using
the fact that the tori Γt form a real analytic family up to t0, we see that the size of the
neighbourhoods Wt is uniformly bounded from below. That is, there exists a neigh-
bourhood W of Γt0 in US′ which is contained in every Wt , for t sufficiently close to
t0, and therefore every Aθ

t restricts to a properly embedded complex curve in W , still
denoted by Aθ

t . Set
D̂θ

t = Dθ
t ∪Aθ

t .

Because the Schwarz reflection respects the fibration of US′ , it is clear that D̂θ
t is still

the image of a section ŝθ
t , defined over some open subset Rθ

t ⊂ S′ which contains S.
The area of Aθ

t is roughly the double of the area of Dθ
t ∩W , and therefore the prop-

erly embedded analytic subsets D̂θ
t ⊂US ∪W also have uniformly bounded areas.

Having in mind this uniform extension of the discs Dθ
t into the neighbourhoodW

of Γt0 , we now apply Bishop Theorem to the sequence {Dn}. Remark that ∂Dn ⊂ Γn

cannot exit from W , as n → +∞, because Γn converges to Γt0 . Up to subsequenc-
ing, we obtain that {Dn} Hausdorff-converges to a complex curve D∞ ⊂ US with
boundary in Γt0 . Moreover, and taking into account that Dn are graphs over S, we
see that D∞ has a graph-type irreducible component plus, possibly, some vertical
components. More precisely (compare with [Iv1, Prop. 3.1]):

(i) D∞ = D0
∞ ∪E1 ∪ . . .∪Em ∪F1 ∪ . . .∪F�;

(ii) D0
∞ is the image of a section s∞ : V →US, over some open subset V ⊂ S which

contains ∂S;
(iii) each E j is equal to P−1

S (p j), for some p j ∈ S \ ∂S (interior bubble);
(iv) each Fj is equal to the closure of a connected component of P−1

S (q j)\Γt0(q j),
for some q j ∈ ∂S (boundary bubble);

(v) for every compact K ⊂ V \ {p1, . . . , pm,q1, . . . ,q�}, sn|K converges uniformly
to s∞|K , as n → +∞.

We have just to prove that there are no boundary bubbles, i.e. that the set {q1, . . . ,q�}
is in fact empty. Then the conclusion follows by taking a smaller V , which avoids
interior bubbles.

Consider the family of Levi-flat hypersurfaces Mt ⊂ US with boundary Γt , for
t < t0. Each Mt is a “lower barrier”, which prevents the approaching of Dn to the
bounded component of P−1

S (q) \Γt0(q), for every q ∈ ∂S. More precisely, for any
compact R in that bounded component we may select t1 < t0 such that ∪0≤t<t1Γt

contains R, and so ∪0≤t<t1 Mt is a neighbourhood of R in US. For n sufficiently large
(so that tn > t1), Dn ⊂ Mtn is disjoint from that neighbourhood of R. Hence the
sequence Dn cannot accumulate to the bounded component of P−1

S (q)\Γt0(q).
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But neither Dn can accumulate to the unbounded component of P−1
S (q)\Γt0(q),

because that component has infinite area, by our standing assumptions. Therefore,
as desired,

{q1, . . . ,q�} = /0.

��
Remark that by the same barrier argument we have also

{p1, . . . , pm} = /0

but this fact will not be used below. The proof above shows in fact the following:
there is a maximal V over which s∞ is defined, and the image s∞(V ) in US is a
properly embedded complex curve. For every z ∈V the sequence sn(z) is convergent
to s∞(z), whereas for every z 
∈V the sequence sn(z) is divergent in the fiber P−1

S (z).

5.3 Convergence on the Interior

In order to extend the convergence above from V to the full S, we need to use the
map ΠS into X . Consider the discs

fn = ΠS ◦ sn : S → X

in the compact Kähler manifold X . They have bounded area, and, once a time, we
apply to them Bishop compactness theorem [Bis] [Iv1, Prop.3.1]. We obtain a holo-
morphic map

f∞ : S∪B → X

which obviously coincides with ΠS ◦ s∞ on the neighbourhood V of ∂S of Lemma
5.4. The set B is a union of trees of rational curves, each one attached to some point
of S outside V . We will prove that f∞|S can be lifted to US, providing the extension
of the section s∞ to the full S.

The map f∞ is an immersion around ∂S. Let us even suppose that it is an em-
bedding (anyway, this is true up to moving a little ∂S inside S, and this does not
affect the following reasoning). In some sufficiently smooth tubular neighbourhood
X0 ⊂ X of f∞(∂S), we have a properly embedded complex surface with boundary Y ,
given by the image by ΠS of a neighbourhood of s∞(∂S) in US. The boundary ∂Y
of Y in X0 is filled by the images by ΠS of part of the tori Γt , t close to t0; denote
them by Γ ′

t (with a good choice of X0, each Γ ′
t is a real annulus). Thus fn, n large,

sends S to a disc in X whose (embedded) boundary is contained in Γ ′
n = Γ ′

tn , and
f∞ sends S∪B to a disc with rational bubbles in X whose (embedded) boundary is
contained in Γ ′

∞ = Γ ′
t0 . Inspired by [IvS], but avoiding any infinite dimensional tool

due to our special context, we now prove that f∞ and fn, for some large n, can be
holomorphically interpolated by discs with boundaries in ∂Y .



138 Marco Brunella

Lemma 5.5. There exists a complex surface with boundary W , a proper map π :
W → D, a holomorphic map g : W → X, such that:

(i) for every w 
= 0, the fiber Ww = π−1(w) is isomorphic to S, and g sends that
fiber to a disc in X with boundary in ∂Y ;

(ii) for some e 
= 0, g coincides on We = π−1(e) with fn, for some n (large);
(iii) W0 = π−1(0) is isomorphic to S∪B, and g on that fiber coincides with f∞.

Proof. Let us work on the complex manifold X̂ = X ×D(t0,ε), where the second
factor is a small disc in C centered at t0. The real surfaces Γ ′

t in X0 can be seen as
a single real analytic submanifold of dimension three Γ ′ in X̂0 = X0 ×D(t0,ε), by
considering Γ ′

t as a subset of X0 ×{t}. Remark that Γ ′ is totally real. Similarly, the
discs fn(S) can be seen as discs in X ×{tn}⊂ X̂ , and the disc with bubbles f∞(S∪B)
can be seen as a disc with bubbles in X ×{t0} ⊂ X̂ ; all these discs have boundaries
in Γ ′. In X̂0 we also have a complex submanifold of dimension three with boundary
Ŷ = Y ×D(t0,ε), which is “half” of the complexification of Γ ′.

Around the circle f∞(∂S) ⊂ X̂ , we may find holomorphic coordinates
z1, . . . ,zn+1, with |z j| < δ for j ≤ n, 1− δ < |zn+1| < 1 + δ , such that:

(i) f∞(∂S) = {z1 = . . . = zn = 0, |zn+1| = 1};
(ii) Γ ′ = {z1 = . . . = zn−2 = 0, Im zn−1 = Im zn = 0, |zn+1| = 1};

(iii) Ŷ = {z1 = . . . = zn−2 = 0, |zn+1| ≤ 1}.

We consider, in these cordinates, the Schwarz reflection (z1, . . . ,zn,zn+1) �→
(z̄1, . . . z̄n,

1
z̄n+1

). It is a antiholomorphic involution, which fixes in particular every

point of Γ ′. Using it, we may double a neighbourhood Z0 of f∞(S∪B) in X̂ : we take
Z0 and Z0 (i.e., Z0 with the opposite complex structure), and we glue them together
using the Schwarz reflection. Call Z this double of Z0. Then Z naturally contains
a tree of rational curves R∞ which comes from doubling f∞(S ∪B), because this
last has boundary in the fixed point set of the Schwarz reflection. Similarly, each
fn(S) doubles to a rational curve Rn ⊂ Z, close to R∞ for n large. Moreover, in some
neighbourhood N ⊂ Z of the median circle of R∞ (arising from f∞(∂S)), we have
a complex threefold Ỹ ⊂ N, arising by doubling Ŷ or by complexifying Γ ′, which
contains R∞ ∩N and every Rn ∩N.

Now, the space of trees of rational curves in Z close to R∞ has a natural struc-
ture of complex analytic space R, see e.g. [CaP] or [IvS]. Those trees which,
in N, are contained in Ỹ form a complex analytic subspace R0 ⊂ R. The curve
Rn above correspond to points of R0 converging to a point corresponding to R∞.
Therefore we can find a disc in R0 centered at R∞ and passing through some Rn.
This gives a holomorphic family of trees of rational curves in Z interpolating R∞
and Rn. Restricting to Z0 ⊂ Z and projecting to X , we obtain the desired family of
discs g. ��

Note the the doubling trick used in the previous lemma is not so far from the
similar trick used in the proof of Lemma 3.3. In both cases, a problem concerning
discs is reduced to a more tractable problem concerning rational curves.
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The map g can be lifted to US around ∂W and around We, thanks to properties
(i) and (ii). In this way, and up to a reparametrization, we obtain an embedding

h : H →US,

where H = {(z,w) ∈ S×D | z ∈V or |w−e|< ε} (for some ε > 0 small), such that:

(i) h(·,w) is a section of US over S (if |w− e|< ε) or over V (if |w− e| ≥ ε);
(ii) h(z,e) = sn(z) for every z ∈ S;

(iii) h(z,0) = s∞(z) for every z ∈V .

(note, however, that generally speaking the section h(·,w) has not boundary values
in some torus Γt , when w 
= 0,e). In some sense, we are in a situation similar to
the one already encountered in the construction of covering tubes in Section 4, but
rotated by 90 degrees.

e

US

s 8

sn

S
V V

S

H
h

0

pS(S)

Consider now the meromorphic immersion ΠS ◦ h : H ��� X . By [Iv1], this map
can be meromorphically extended to the envelope S×D, and clearly this extension
is still a meromorphic immersion. Each vertical fiber {z}×D is sent to a disc tangent
to the foliation F , and possibly passing through Sing(F ). But for every z ∈ V we
already have, by construction, that such a disc can be lifted to US. By our definition
and construction of US, it then follows that the same holds for every z ∈ S: every
intersection point with Sing(F ) is a vanishing end. Hence the full family S×D can
be lifted to US, or in other words the embedding h : H → US can be extended to
ĥ : S×D →US.

Take now ĥ(·,0): it is a section over S which extends s∞. Thus, the section s∞
from Lemma 5.4 can be extended from V to S, and the sequence of discs Dn ⊂ US

uniformly converges to D∞ = s∞(S).

5.4 Construction of the Limit Levi-flat Hypersurface

Let us resume. We are assuming that our Levi-flat extension exists over S×D(t0),
providing an embedded real analytic family of Levi-flat hypersurfaces Mt ⊂US with
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boundaries Γt , t < t0. Given any sequence of holomorphic discs Dθn
tn ⊂ Mtn , tn → t0,

we have proved that (up to subsequencing) Dθn
tn converges uniformly to some disc

D∞ with ∂D∞ ⊂ Γt0 . Given any point p ∈ Γt0 , we may choose the sequence Dθn
tn so

that ∂D∞ will contain p. It remains to check that all the discs so constructed glue
together in a real analytic way, giving Mt0 , and that this Mt0 glues to Mt , t < t0, in a
real analytic way, giving the Levi-flat extension over S×D(t0).

This can be seen using a Lemma from [BeG, §5]. It says that if D is an embedded
disc in a complex surface Y with boundary in a real analytic totally real surface
Γ ⊂ Y , and if the winding number (Maslov index) of Γ along ∂D is zero, then
D belongs to a unique embedded real analytic family of discs Dε , ε ∈ (−ε0,ε0),
D0 = D, with boundaries in Γ (incidentally, in our real analytic context this can
be easily proved by the doubling argument used in Lemma 5.5, which reduces the
statement to the well known fact that a smooth rational curve of zero selfintersection
belongs to a unique local fibration by smooth rational curves). Moreover, if Γ is
moved in a real analytic way, then the family Dε also moves in a real analytic way.

For our discs Dθ
t ⊂ Mt , t < t0, the winding number of Γt along ∂Dθ

t is zero. By
continuity of this index, if D∞ is a limit disc then the winding number of Γt0 along
∂D∞ is also zero. Thus, D∞ belongs to a unique embedded real analytic family Dε

∞,
with ∂Dε

∞ ⊂ Γt0 . This family can be deformed, real analytically, to a family Dε
t with

∂Dε
t ⊂Γt , for every t close to t0. When t = tn, such a family Dε

tn necessarily contains

Dθn
tn , and thus coincides with Dθ

tn for θ in a suitable interval around θn. Hence, for
every t < t0 the family Dε

t coincides with Dθ
t , for θ in a suitable interval.

In this way, for every limit disc D∞ we have constructed a piece
⋃

ε∈(−ε0,ε0)

Dε
∞

of our limit Mt0 , this piece is real analytic and glues to Mt , t < t0, in a real analytic
way.

Because each p ∈ Γt0 belongs to some limit disc D∞, we have completed in this
way our construction of the Levi-flat hypersurface Mt0 , and the proof of Theorem 5.1
is finished.

6 Hyperbolic Foliations

We can now draw the first consequences of the convexity of covering tubes given
by Theorem 5.1, still following [Br2] and [Br3].

As in the previous Section, let X be a compact Kähler manifold of dimension
n, equipped with a foliation by curves F which is not a rational quasi-fibration.
Let T ⊂ X0 be local transversal to F 0. We firstly need to discuss the pertinence of
hypotheses (a) and (b) that we made at the beginning of Section 5.

Concerning (a), let us simply observe that Indet(ΠT ) is an analytic subset of
codimension at least two in UT , and therefore its projection to T by PT is a countable
union of locally analytic subsets of positive codimension in T (a thin subset of T ).
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Hypothesis (a) means that the closed disc S ⊂ T is chosen so that it is not contained
in that projection, and its boundary ∂S is disjoint from that projection.

Concerning (b), let us set

R = {z ∈ T | area(P−1
T (z)) < +∞}.

Lemma 6.1. Either R is a countable union of analytic subsets of T of positive codi-
mension, or R = T . In this second case, UT is isomorphic to T ×C.

Proof. If z ∈ R, then L̃z has finite area and, a fortiori, L0
z has finite area. In particular,

L0
z is properly embedded in X0: otherwise, L0

z should cut some foliated chart, where
F 0 is trivialized, along infinitely many plaques, and so L0

z would have infinite area.
Because X \X0 is an analytic subset of X , the fact that L0

z ⊂ X0 is properly embedded
and with finite area implies that its closure L0

z in X is a complex compact curve, by
Bishop extension theorem [Siu,Chi]. This closure coincides with Lz, the closure of Lz.

The finiteness of the area of L̃z implies also that the covering L̃z → Lz has finite
order, i.e. the orbifold fundamental group of Lz is finite. By the previous paragraph,
Lz can be compactified (as a complex curve) by adding a finite set. This excludes
the case L̃z = D: a finite quotient of the disc does not enjoy such a property. Also,
the case L̃z = P is excluded by our standing assumptions. Therefore L̃z = C. More-
over, again the finiteness of the orbifold fundamental group implies that Lz is equal
to C with at most one multiple point. The closure Lz is a rational curve in X .

Now, by general principles of analytic geometry [CaP], rational curves in X
(Kähler) constitute an analytic space with countable base, each irreducible com-
ponent of which can be compactified by adding points corresponding to trees of
rational curves. It follows easily from this fact that the subset

R′ = {z ∈ T | Lz is rational}

is either a countable union of analytic subsets of T of positive codimension, or it
is equal to the full T . Moreover, if A′ is a component of R′ then we can find a
meromorphic map A′ ×P ��� X sending {z}×P to Lz, for every z ∈ A′ (compare
with the arguments used at the beginning of the proof of Theorem 3.1).

Not every z ∈ A′, however, belongs to R: a point z ∈ A′ belongs to R if and only
if among the points of {z}×P sent to Sing(F ) only one does not correspond to a
vanishing end of L0

z , and at most one corresponds to a vanishing end of order m ≥ 2.
By a simple semicontinuity argument, A′ ∩R = A is an analytic subset of A′. Hence
R also satisfies the above dichotomy.

Finally, if R = T then we have a map T ×P ��� X sending each fiber {z}×P to
Lz and (z,∞) to the unique nonvanishing end of L0

z . It follows that UT = T ×C. ��
Let now U ⊂ X be an open connected subset where F is generated by a holo-

morphic vector field v ∈ Θ(U), vanishing precisely on Sing(F )∩U . Set U0 =
U \ (Sing(F )∩U), and consider the real function

F : U0 → [−∞,+∞)

F(q) = log‖v(q)‖Poin
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where, as usual, ‖v(q)‖Poin is the norm of v(q) measured with the Poincaré metric
on Lq. Recall that this “metric” is identically zero when Lq is parabolic, so that F is
equal to −∞ on the intersection of U0 with parabolic leaves.

Proposition 6.2. The function F above is either plurisubharmonic or
identically −∞.

Proof. Let T ⊂U0 be a transversal to F 0, and let UT be the corresponding covering
tube. Put on the fibers of UT their Poincaré metric. The vector field v induces a
nonsingular vertical vector field on UT along pT (T ), which we denote again by v.
Due to the arbitrariness of T , and by a connectivity argument, we need just to verify
that the function on T defined by

F(z) = log‖v(pT (z)‖Poin

is either plurisubharmonic or identically −∞. That is, the fiberwise Poincaré metric
on UT has a plurisubharmonic variation.

The upper semicontinuity of F being evident (see e.g. [Suz, §3] or [Kiz]), let us
consider the submean inequality over discs in T .

Take a closed disc S ⊂ T as in Theorem 5.1, i.e. satisfying hypotheses (a) and (b)
of Section 5. By that Theorem, and by choosing an increasing sequence of compact
subsets Kj in ∂US, we can find a sequence of relatively compact domains Ω j ⊂US,
j ∈ N, such that:

(i) the relative boundary of Ω j in US is a real analytic Levi-flat hypersurface Mj ⊂
US, with boundary Γj ⊂ ∂US, filled by a S

1-family of graphs of holomorphic
sections of US with boundary values in Γj;

(ii) for every z ∈ S, the fiber Ω j(z) = Ω j ∩P−1
S (z) is a disc, centered at pS(z); more-

over, for z ∈ ∂S we have ∪+∞
j=1Ω j(z) = P−1

S (z).

Note that one cannot hope that the exhaustive property in (ii) holds also for z in the
interior of S.

We may apply to Ω j, whose boundary is Levi-flat and hence pseudoconvex, the
result of Yamaguchi discussed in Section 2, more precisely Proposition 2.2. It says
that the function on S

Fj(z) = log‖v(pS(z)‖Poin( j),

where ‖v(pS(z)‖Poin( j) is the norm with respect to the Poincaré metric on the disc
Ω j(z), is plurisubharmonic. Hence we have at the center 0 of S � D the submean
inequality:

Fj(0) ≤ 1
2π

∫ 2π

0
Fj(eiθ )dθ .

We now pass to the limit j → +∞. For every z ∈ ∂S we have Fj(z) → F(z),
by the exhaustive property in (ii) above. Moreover, we may assume that Ω j(z) is
an increasing sequence for every z ∈ ∂S (and in fact for every z ∈ S, but this is not
important), so that Fj(z) converges to F(z) in a decreasing way, by the monotonicity
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property of the Poincaré metric. It follows that the boundary integral in the submean
inequality above converges, as j → +∞, to 1

2π
∫ 2π

0 F(eiθ )dθ (which may be −∞, of
course).

Concerning Fj(0), it is sufficient to observe that, obviously, F(0) ≤ Fj(0), be-
cause Ω j(0)⊂ P−1

S (0), and so F(0)≤ liminf j→+∞ Fj(0). In fact, and because Ω j(0)

Γj+1

Mj

Mj+1

Ωj

Ωj+1

S

US

v
pS(S)

Γj

is increasing, Fj(0) converges to some value c in [−∞,+∞), but we may have the
strict inequality F(0) < c if Ω j(0) do not exhaust P−1

S (0). Therefore the above sub-
mean inequality gives, at the limit,

F(0) ≤ 1
2π

∫ 2π

0
F(eiθ )dθ

that is, the submean inequality for F on S.
Take now an arbitrary closed disc S ⊂ T , centered at some point p ∈ T . By

Lemma 6.1 and the remarks before it, we may approximate S by a sequence of
closed discs S j with the same center p and satisfying moreover hypotheses (a) and
(b) before Theorem 5.1 (unless R = T , but in that case UT = T ×C and F ≡ −∞).
More precisely, if ϕ : D → T is a parametrization of S, ϕ(0) = p, then we may uni-
formly approximate ϕ by a sequence of embeddings ϕ j : D → T , ϕ j(0) = p, such
that S j = ϕ j(D) satisfies the assumptions of Theorem 5.1. Hence we have, by the
previous arguments and for every j,

F(p) ≤ 1
2π

∫ 2π

0
F(ϕ j(eiθ ))dθ

and passing to the limit, using Fatou Lemma, and taking into account the upper
semicontinuity of F , we finally obtain

F(p) ≤ limsup
j→+∞

1
2π

∫ 2π

0
F(ϕ j(eiθ ))dθ ≤ 1

2π

∫ 2π

0
limsup

j→+∞
F(ϕ j(eiθ ))dθ ≤

≤ 1
2π

∫ 2π

0
F(ϕ(eiθ ))dθ .
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This is the submean inequality on an arbitrary disc S ⊂ T , and so F is, if not
identically −∞, plurisubharmonic. ��

Because U \U0 is an analytic subset of codimension at least two, the above
plurisubharmonic function F on U0 admits a (unique) plurisubharmonic extension
to the full U , given explicitely by

F(q) = limsup
p∈U0, p→q

F(p) , q ∈U \U0.

Proposition 6.3. We have F(q) = −∞ for every q ∈U \U0.

Proof. The vector field v on U has a local flow: a holomorphic map

Φ : D →U

defined on a domain of the form

D = {(p,t) ∈U ×C | |t| < ρ(p)}

for a suitable lower semicontinuous function ρ : U → (0,+∞], such that Φ(p,0) =
p, ∂Φ

∂ t (p,0) = v(p), and Φ(p,t1 + t2) = Φ(Φ(p,t1), t2) whenever it makes sense.
Standard results on ordinary differential equations show that we may choose the
function ρ so that ρ ≡ +∞ on U \U0 = the zero set of v.

Take q∈U \U0 and p∈U0 close to it. Then Φ(p, ·) sends the large disc D(ρ(p))
into L0

p∩U0, and consequently into Lp, with derivative at 0 equal to v(p). It follows,
by monotonicity of the Poincaré metric, that the Poincaré norm of v(p) is bounded
from above by something like 1

ρ(p) , which tends to 0 as p → q. We therefore obtain

that log‖v(p)‖Poin tends to −∞ as p → q. ��
The functions F : U → [−∞,+∞) so constructed can be seen [Dem] as local

weights of a (singular) hermitian metric on the tangent bundle TF of F , and by
duality on the canonical bundle KF = T ∗

F . Indeed, if v j ∈Θ(Uj) are local generators
of F , for some covering {Uj} of X , with v j = g jkvk for a multiplicative cocycle g jk

generating KF , then the functions Fj = log‖v j‖Poin are related by Fj−Fk = log |g jk|.
The curvature of this metric on KF is the current on X , of bidegree (1,1), locally
defined by i

π ∂ ∂̄ Fj. Hence Propositions 6.2 and 6.3 can be restated in the following
more intrinsic form, where we set

Parab(F ) = {p ∈ X0 | L̃p = C}.

Theorem 6.4. Let X be a compact connected Kähler manifold and let F be a fo-
liation by curves on X. Suppose that F has at least one hyperbolic leaf. Then the
Poincaré metric on the leaves of F induces a hermitian metric on the canonical
bundle KF whose curvature is positive, in the sense of currents. Moreover, the po-
lar set of this metric coincides with Sing(F )∪Parab(F ).

A foliation with at least one hyperbolic leaf will be called hyperbolic foliation.
The existence of a hyperbolic leaf (and the connectedness of X) implies that F
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is not a rational quasi-fibration, and all the local weights F introduced above are
plurisubharmonic, and not identically −∞.

Let us state two evident but important Corollaries.

Corollary 6.5. The canonical bundle KF of a hyperbolic foliation F is pseudoef-
fective.

Corollary 6.6. Given a hyperbolic foliation F , the subset

Sing(F )∪Parab(F )

is complete pluripolar in X.

We think that the conclusion of this last Corollary could be strengthened. The
most optimistic conjecture is that Sing(F )∪Parab(F ) is even an analytic subset of
X . At the moment, however, we are very far from proving such a fact (except when
dimX = 2, where special techniques are available, see [MQ1] and [Br1]). Even
the closedness of Sing(F )∪Parab(F ) seems an open problem! This is related to
the more general problem of the continuity of the leafwise Poincaré metric (which
would give, in particular, the closedness of its polar set). Let us prove a partial result
in this direction, following a rather standard hyperbolic argument [Ghy,Br2]. Recall
that a complex compact analytic space Z is hyperbolic if every holomorphic map of
C into Z is constant [Lan].

Theorem 6.7. Let F be a foliation by curves on a compact connected Kähler man-
ifold M. Suppose that:

(i) every leaf is hyperbolic;
(ii) Sing(F ) is hyperbolic.

Then the leafwise Poincaré metric is continuous.

Proof. Let us consider the function

F : U0 → R, F(q) = log‖v(q)‖Poin

introduced just before Proposition 6.2. We have to prove that F is continuous (the
continuity on the full U is then a consequence of Proposition 6.3). We have already
observed, during the proof of Proposition 6.2, that F is upper semicontinuous, hence
let us consider its lower semicontinuity.

Take q∞ ∈ U0 and take a sequence {qn} ⊂U0 converging to q∞. For every n, let
ϕn : D → X be a holomorphic map into Lqn ⊂ X , sending 0 ∈ D to qn ∈ Lqn . For
every compact subset K ⊂ D, consider

IK = {‖ϕ ′
n(t)‖ | t ∈ K,n ∈ N} ⊂ R

(the norm of ϕ ′
n is here computed with the Kähler metric on X).

Claim: IK is a bounded subset of R.
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Indeed, in the opposite case we may find a subsequence {n j}⊂N and a sequence
{t j} ⊂ K such that ‖ϕ ′

n j
(t j)‖ → +∞ as j → +∞. By Brody’s Reparametrization

Lemma [Lan, Ch. III], we may reparametrize these discs so that they converge to an
entire curve: there exists maps h j : D(r j) → D, with r j → +∞, such that the maps

ψ j = ϕ j ◦ h j : D(r j) → X

converge, uniformly on compact subsets, to a nonconstant map

ψ : C → X .

It is clear that ψ is tangent to F , more precisely ψ ′(t) ∈ Tψ(t)F whenever
ψ(t) 
∈ Sing(F ), because each ψ j has the same property. Moreover, by hypoth-
esis (ii) we have that the image of ψ is not contained in Sing(F ). Therefore,
S = ψ−1(Sing(F )) is a discrete subset of C, and ψ(C\S) is contained in some leaf
L0 of F 0.

Take now t0 ∈ S. It corresponds to a parabolic end of L0. On a small compact disc
B centered at t0, ψ |B is uniform limit of ψ j|B : B → X , which are maps into leaves
of F . If UT is a covering tube associated to some transversal T cutting L0, then the
maps ψ j|B can be lifted to UT , in such a way that they converge on ∂B to some map
which lifts ψ |∂B. The structure of UT (absence of vanishing cycles) implies that, in
fact, we have convergence on the full B, to a map which lifts ψ |B. By doing so at
every t0 ∈ S, we see that ψ : C → X can be fully lifted to UT , i.e. ψ(C) is contained
in the leaf L of F obtained by completion of L0. But this contradicts hypothesis (i),
and proves the Claim.

The Claim implies now that, up to subsequencing, the maps ϕn : D→X converge,
uniformly on compact subsets, to some ϕ∞ : D → X , with ϕ∞(0) = q∞. As before,
we obtain ϕ∞(D) ⊂ Lq∞ .

Recall now the extremal propery of the Poincaré metric: if we write ϕ ′
n(0) =

λn · v(qn), then ‖v(qn)‖Poin ≤ 1
|λn| , and equality is atteined if ϕn is a uniformization

of Lqn . Hence, with this choice of {ϕn}, we see that

‖v(q∞)‖Poin ≤ 1
|λ∞| = lim

n→+∞

1
|λn| = lim

n→+∞
‖v(qn)‖Poin

i.e. F(q∞) ≤ limn→+∞ F(qn). Due to the arbitrariness of the initial sequence {qn},
this gives the lower semicontinuity of F . ��

Of course, due to hypothesis (i) such a result says nothing about the possible
closedness of Sing(F )∪Parab(F ), when Parab(F ) is not empty, but at least it
leaves some hope. The above proof breaks down when there are parabolic leaves,
because Brody’s lemma does not allow to control where the limit entire curve ψ is
located: even if each ψ j passes through qn j , it is still possible that ψ does not pass

through q∞, because the points in ψ−1
j (qn j) could exit from every compact subset

of C. Hence, the only hypothesis “Lq∞ is hyperbolic” (instead of “all the leaves are
hyperbolic”) is not sufficient to get a contradiction and prove the Claim. In other
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words, the (parabolic) leaf L appearing in the Claim above could be “far” from q∞,
but still could have some influence on the possible discontinuity of the leafwise
Poincaré metric at q∞.

The subset Sing(F )∪Parab(F ) being complete pluripolar, a natural question
concerns the computation of its Lelong numbers. For instance, if these Lelong num-
bers were positive, then, by Siu Theorem [Dem], we should get that Sing(F )∪
Parab(F ) is a countable union of analytic subsets, a substantial step toward the
conjecture above. However, we generally expect that these Lelong numbers are zero,
even when Sing(F )∪Parab(F ) is analytic.

Example 6.8. Let E be an elliptic curve and let X = P×E . Let α = f (z)dz be a
meromorphic 1-form on P, with poles P = {z1, . . . ,zk} of orders {ν1, . . . ,νk}. Con-
sider the (nonsingular) foliation F on X defined by the (saturated) Kernel of the
meromorphic 1-form β = f (z)dz− dw, i.e. by the differential equation dw

dz = f (z).
Then each fiber {z j}×E , z j ∈ P, is a leaf of F , whereas each other fiber {z}×E ,
z 
∈ P, is everywhere transverse to F . In [Br1] such a foliation is called turbulent.
Outside the elliptic leaves P×E , every leaf is a regular covering of P\P, by the pro-
jection X → P. Hence, if k ≥ 3 then these leaves are hyperbolic, and their Poincaré
metric coincides with the pull-back of the Poincaré metric on P\P.

Take a point (z j,w) ∈ P × E = Parab(F ). Around it, the foliation is gener-
ated by the holomorphic and nonvanishing vector field v = f (z)−1 ∂

∂ z + ∂
∂w , whose

z-component has at z = z j a zero of order ν j. The weight F = log‖v‖Poin is noth-
ing but than the pull-back of log‖ f (z)−1 ∂

∂ z‖Poin, where the norm is measured in the
Poincaré metric of P \P. Recalling that the Poincaré metric of the punctured disc
D
∗ is idz∧dz̄

|z|2(log |z|2)2 , we see that F is something like

log |z− z j|ν j−1 − log
∣∣ log |z− z j|2

∣∣.

Hence the Lelong number along {z j}×E is positive if and only if ν j ≥ 2, which
can be considered as an “exceptional” case; in the “generic” case ν j = 1 the pole of
F along {z j}×E is a weak one, with vanishing Lelong number.

Remark 6.9. We used the convexity property stated by Theorem 5.1 as a substi-
tute of the Stein property required by the results of Nishino, Yamaguchi, Kizuka
discussed in Section 2. One could ask if, after all, such a convexity property can
be used to prove the Steinness of UT , when T is Stein. If the ambient manifold
X is Stein, instead of Kähler compact, Il’yashenko proved in [Il1] and [Il2] (see
Section 2) that indeed UT is Stein, using Cartan-Thullen-Oka convexity theory over
Stein manifolds. See also [Suz] for a similar approach to VT , [Br6] for some result
in the case of projective manifolds, close in spirit to [Il2], and [Nap] and [Ohs] for
related results in the case of proper fibrations by curves.

For instance, suppose that all the fibers of UT are hyperbolic, and that the fiber-
wise Poincaré metric is of class C2. Then we can take the function ψ : UT → R

defined by ψ = ψ0 +ϕ ◦PT , where ψ0(q) is the squared hyperbolic distance (in the
fiber) between q and the basepoint pT (PT (q)), and ϕ : T → R is a strictly plurisub-
harmonic exhaustion of T . A computation shows that ψ is strictly plurisubharmonic
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(thanks to the plurisubharmonic variation of the fiberwise Poincaré metric on UT ),
and being also exhaustive we deduce that UT is Stein. Probably, this can be done also
if the fiberwise Poincaré metric is less regular, say C0. But when there are parabolic
fibers such a simple argument cannot work, because ψ is no more exhaustive (one
can try perhaps to use a renormalization argument like the one used in the proof of
Theorem 2.3). However, if all the fibers are parabolic then we shall see later that UT

is a product T ×C (if T is small), and hence it is Stein.
A related problem concerns the existence on UT of holomorphic functions which

are not constant on the fibers. By Corollary 6.5, KF is pseudoeffective, if F is hy-
perbolic. Let us assume a little more, namely that it is effective. Then any nontrivial
section of KF over X can be lifted to UT , giving a holomorphic section of the rela-
tive canonical bundle of the fibration. As in Lemmata 2.5 and 2.6, this section can
be integrated along the (simply connected and pointed) fibers, giving a holomorphic
function on UT not constant on generic fibers.

7 Extension of Meromorphic Maps from Line Bundles

In order to generalize Corollary 6.5 to cover (most) parabolic foliations, we need
an extension theorem for certain meromorphic maps. This is done in the present
Section, following [Br5].

7.1 Volume Estimates

Let us firstly recall some results of Dingoyan [Din], in a slightly simplified form due
to our future use.

Let V be a connected complex manifold, of dimension n, and let ω be a smooth
closed semipositive (1,1)-form on V (e.g., the pull-back of a Kähler form by some
holomorphic map from V ). Let U ⊂ V be an open subset, with boundary ∂U com-
pact in V . Suppose that the mass of ωn on U is finite:

∫
U ωn < +∞. We look for

some condition ensuring that also the mass on V is finite:
∫

V ωn < +∞. In other
words, we look for the boundedness of the ωn-volume of the ends V \U .

Set

Pω(V,U) = {ϕ : V → [−∞,+∞) u.s.c. | ddcϕ + ω ≥ 0, ϕ |U ≤ 0}

where u.s.c. means upper semicontinuous, and the first inequality is in the sense of
currents. This first inequality defines the so-called ω-plurisubharmonic functions.
Note that locally the space of ω-plurisubharmonic functions can be identified with
a translation of the space of the usual plurisubharmonic functions: locally the form
ω admits a smooth potential φ (ω = ddcφ ), and so ϕ is ω-plurisubharmonic
is and only if ϕ + φ is plurisubharmonic. In this way, most local problems
on ω-plurisubharmonic functions can be reduced to more familiar problems on
plurisubharmonic functions.
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Remark that the space Pω(V,U) is not empty, for it contains at least all the
constant nonpositive functions on V .

Suppose that Pω(V,U) satisfies the following condition:

(A) the functions in Pω(V,U) are locally uniformly bounded from above: for every
z ∈ V there exists a neighbourhood Vz ⊂ V of z and a constant cz such that
ϕ |Vz ≤ cz for every ϕ ∈ Pω(V,U).

Then we can introduce the upper envelope

Φ(z) = sup
ϕ∈Pω (V,U)

ϕ(z) ∀z ∈V

and its upper semicontinuous regularization

Φ∗(z) = limsup
w→z

Φ(w) ∀z ∈V.

The function
Φ∗ : V → [0,+∞)

is identically zero on U , upper semicontinuous, and ω-plurisubharmonic (Brelot-
Cartan [Kli]), hence it belongs to the space Pω(V,U). Moreover, by results of Bed-
ford and Taylor [BeT, Kli] the wedge product (ddcΦ∗ + ω)n is well defined, as a
locally finite measure on V , and it is identically zero outside U :

(ddcΦ∗ + ω)n ≡ 0 on V \U .

Indeed, let B ⊂ V \U be a ball around which ω has a potential. Let Pω(B,Φ∗)
be the space of ω-plurisubharmonic functions ψ on B such that limsupz→w ψ(z) ≤
Φ∗(w) for every w ∈ ∂B. Let Ψ∗ be the regularized upper envelope of the family
Pω(B,Φ∗) (which is bounded from above by the maximum principle). Remark that
Φ∗|B belongs to Pω(B,Φ∗), and so Ψ∗ ≥Φ∗ on B. By [BeT], Ψ∗ satisfies the homo-
geneous Monge-Ampère equation (ddcΨ∗+ω)n = 0 on B, with Dirichlet boundary
condition limsupz→wΨ∗(z) = Φ∗(w), w ∈ ∂B (“balayage”). Then the function Φ̃∗
on V , which is equal to Ψ∗ on B and equal to Φ∗ on V \B, still belongs to Pω(V,U),
and it is everywhere not smaller than Φ∗. Hence, by definition of Φ∗, we must have
Φ̃∗ = Φ∗, i.e. Φ∗ = Ψ∗ on B and so Φ∗ satisfies the homogeneous Monge-Ampère
equation on B.

Suppose now that the following condition is also satisfied:

(B) Φ∗ : V → [0,+∞) is exhaustive on V \ U : for every c > 0, the subset
{Φ∗ < c} \U is relatively compact in V \U .

Roughly speaking, this means that the function Φ∗ solves on V \U the homoge-
neous Monge-Ampère equation, with boundary conditions 0 on ∂U and +∞ on the
“boundary at infinity” of V \U .
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Theorem 7.1. [Din] Under assumptions (A) and (B), the ωn-volume of V is finite:
∫

V
ωn < +∞.

Proof. The idea is that, using Φ∗, we can push all the mass of ωn on V \U to the
compact set ∂U . Note that we certainly have

∫

V
(ddcΦ∗ + ω)n < +∞

because, after decomposing V = U ∪ (V \U)∪∂U , we have:

(i) on U , Φ∗ ≡ 0 and
∫

U ωn is finite by standing assumptions;
(ii) on V \U , (ddcΦ∗ + ω)n ≡ 0;

(iii) ∂U is compact (but, generally speaking, ∂U is charged by the measure
(ddcΦ∗ + ω)n).

Hence the theorem follows from the next inequality.

Lemma 7.2. [Din, Lemma 4]
∫

V
ωn ≤

∫

V
(ddcΦ∗ + ω)n.

Proof. More generally, we shall prove that for every k = 0, . . . ,n−1:
∫

V
(ddcΦ∗ + ω)k+1 ∧ωn−k−1 ≥

∫

V
(ddcΦ∗ + ω)k ∧ωn−k,

so that the desired inequality follows by concatenation. We can decompose the
integral on the left hand side as

∫

V
(ddcΦ∗ + ω)k ∧ωn−k +

∫

V
ddcΦ∗ ∧ (ddcΦ∗ + ω)k ∧ωn−k−1

and so we need to prove that, setting η = (ddcΦ∗ + ω)k ∧ωn−k−1, we have

I =
∫

V
ddcΦ∗ ∧η ≥ 0.

Here all the wedge products are well defined, because Φ∗ is locally bounded, and
moreover η is a closed positive current of bidegree (n−1,n−1) [Kli].

Take a sequence of smooth functions χn : R → [0,1], n ∈ N, such that χn(t) = 1
for t ≤ n, χn(t) = 0 for t ≥ n + 1, and χ ′

n(t) ≤ 0 for every t. Thus, for every z ∈ V
we have (χn ◦Φ∗)(z) = 0 for n ≤ Φ∗(z)− 1 and (χn ◦Φ∗)(z) = 1 for n ≥ Φ∗(z).
Hence it is sufficient to prove that

In =
∫

V
(χn ◦Φ∗) ·ddcΦ∗ ∧η ≥ 0
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for every n. By assumption (B), the support of χn ◦Φ∗ intersects V \U along a
compact subset. Moreover, Φ∗ is identically zero on U . Thus, the integrand above
has compact support in V , as well as (χn◦Φ∗) ·dcΦ∗∧η . Hence, by Stokes formula,

In = −
∫

V
d(χn ◦Φ∗)∧dcΦ∗ ∧η = −

∫

V
(χ ′

n ◦Φ∗) ·dΦ∗ ∧dcΦ∗ ∧η .

Now, dΦ∗ ∧dcΦ∗ is a positive current, and its product with η is a positive measure.
From χ ′

n ≤ 0 we obtain In ≥ 0, for every n. ��
This inequality completes the proof of the theorem. ��

7.2 Extension of Meromorphic Maps

As in [Din, §6], we shall use the volume estimate of Theorem 7.1 to get an extension
theorem for certain meromorphic maps into Kähler manifolds.

Consider the following situation. It is given a compact connected Kähler mani-
fold X , of dimension n, and a line bundle L on X . Denote by E the total space of
L, and by Σ ⊂ E the graph of the null section of L. Let UΣ ⊂ E be a connected
(tubular) neighbourhood of Σ , and let Y be another compact Kähler manifold, of
dimension m.

Theorem 7.3. [Br5] Suppose that L is not pseudoeffective. Then any meromorphic
map

f : UΣ \Σ ��� Y

extends to a meromorphic map

f̄ : UΣ ��� Y.

Before the proof, let us make a link with [BDP]. In the special case where X is
projective, and not only Kähler, the non pseudoeffectivity of L translates into the
existence of a covering family of curves {Ct}t∈B on X such that L|Ct has negative
degree for every t ∈ B [BDP]. This means that the normal bundle of Σ in E has
negative degree on every Ct ⊂ Σ � X . Hence the restriction of E over Ct is a surface
Et which contains a compact curve Σt whose selfintersection is negative, and thus
contractible to a normal singularity. By known results [Siu] [Iv1], every meromor-
phic map from Ut \Σt (Ut being a neighbourhood of Σt in Et ) into a compact Kähler
manifold can be meromorphically extended to Ut . Because the curves Ct cover the
full X , this is sufficient to extends from UΣ \Σ to UΣ .

Of course, if X is only Kähler then such a covering family of curves could not
exist, and we need a more global approach, which avoids any restriction to curves.
Even in the projective case, this seems a more natural approach than evoking [BDP].

Proof. We begin with a simple criterion for pseudoeffectivity, analogous to the well
known fact that a line bundle is ample if and only if its dual bundle has strongly
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pseudoconvex neighbourhoods of the null section. Recall that an open subset W of
a complex manifold E is locally pseudoconvex in E if for every w ∈ ∂W there exists
a neighbourhood Uw ⊂ E of w such that W ∩Uw is Stein.

Lemma 7.4. Let X be a compact connected complex manifold and let L be a line
bundle on X. The following two properties are equivalent:

(i) L is pseudoeffective;
(ii) in the total space E∗ of the dual line bundle L∗ there exists a neighbourhood

W 
= E∗ of the null section Σ∗ which is locally pseudoconvex in E∗.

Proof. The implication (i) ⇒ (ii) is quite evident. If h is a (singular) hermitian met-
ric on L with positive curvature [Dem], then in a local trivialization E|Uj �Uj ×C

the unit ball is expressed by {(z,t) | |t| < eh j(z)}, where h j : Uj → [−∞,+∞) is the
plurisubharmonic weight of h. In the dual local trivialization E∗|Uj � Uj ×C, the

unit ball of the dual metric is expressed by {(z,s) | |s| < e−h j(z)}. The plurisubhar-
monicity of h j gives (and is equivalent to) the Steinness of such an open subset of
Uj ×C (recall Hartogs Theorem on Hartogs Tubes mentioned in Section 2). Hence
we get (ii), with W equal to the unit ball in E∗.

The implication (ii) ⇒ (i) is not more difficult. Let W ⊂ E∗ be as in (ii). On E∗
we have a natural S

1-action, which fixes Σ∗ and rotates each fiber. For every ϑ ∈ S
1,

let Wϑ be the image of W by the action of ϑ . Then

W ′ = ∩ϑ∈S1Wϑ

is still a nontrivial locally pseudoconvex neighbourhood of Σ∗, for local pseudocon-
vexity is stable by intersections. For every z ∈ X , W ′ intersects the fiber E∗

z along
an open subset which is S

1-invariant, a connected component of which is therefore
a disc W 0

z centered at the origin (possibly W 0
z = E∗

z for certain z, but not for all);
the other components are annuli around the origin. Using the local pseudoconvexity
of W ′, i.e. its Steinness in local trivializations E∗|Uj �Uj ×C, it is easy to see that
these annuli and discs cannot merge when z moves in X . In other words,

W ′′ = ∪z∈XW 0
z

is a connected component of W ′, and of course it is still a nontrivial pseudoconvex
neighbourhood of Σ∗. We may use W ′′ as unit ball for a metric on L∗. As in the first
part of the proof, the corresponding dual metric on L has positive curvature, in the
sense of currents. ��

Consider now, in the space UΣ × Y , the graph Γf of the meromorphic map
f : U0

Σ = UΣ \Σ ��� Y . By definition of meromorphicity, Γf is an irreducible an-
alytic subset of U0

Σ ×Y ⊂UΣ ×Y , whose projection to U0
Σ is proper and generically

bijective. It may be singular, and in that case we replace it by a resolution of its
singularities, still denoted by Γf . The (new) projection

π : Γf →U0
Σ
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is a proper map, and it realizes an isomorphism between Γf \ Z and U0
Σ \ B, for

suitable analytic subsets Z ⊂ Γf and B ⊂U0
Σ , with B of codimension at least two.

The manifold UΣ ×Y is Kähler. The Kähler form restricted to the graph of f
and pulled-back to its resolution gives a smooth, semipositive, closed (1,1)-form
ω on Γf . Fix a smaller (tubular) neighbourhood U ′

Σ of Σ , and set U0 = UΣ \U ′
Σ ,

U = π−1(U0) ⊂ Γf . Up to restricting a little the initial UΣ , we may assume that the
ωn′-volume of the shell U is finite (n′ = n + 1 = dimΓf ). Our aim is to prove that

∫

Γf

ωn′ < +∞.

Indeed, this is the volume of the graph of f . Its finiteness, together with the analyt-
icity of the graph in U0

Σ ×Y , imply that the closure of that graph in UΣ ×Y is still
an analytic subset of dimension n′, by Bishop’s extension theorem [Siu, Chi]. This
closure, then, is the graph of the desired meromorphic extension f̄ : UΣ ��� Y .

We shall apply Theorem 7.1. Hence, consider the space Pω(Γf ,U) of ω-plurisub-
harmonic functions on Γf , nonpositive on U , and let us check conditions (A) and (B)
above, at the beginning of this Section.

Consider the open subset Ω ⊂ Γf where the functions of Pω(Γf ,U) are locally
uniformly bounded from above. It contains U , and it is a general fact that it is
locally pseudoconvex in Γf [Din, §3]. Therefore Ω ′ = Ω ∩ (Γf \Z) is locally pseu-
doconvex in Γf \Z. Its isomorphic projection π(Ω ′) is therefore locally pseudocon-
vex in U0

Σ \B. Classical characterizations of pseudoconvexity [Ran, II.5] show that
Ω0 = interior{π(Ω ′)∪B} is locally pseudoconvex in U0

Σ . From Ω ⊃U we also have
Ω0 ⊃U0.

Ε

Ω0 U0 U0
Σ

Σ

W0

Take now in E the neighbourhood of infinity W0 = Ω0 ∪ (E \UΣ ). Because E \Σ
is naturally isomorphic to E∗ \Σ∗, the isomorphism exchanging null sections and
sections at infinity, we can see W0 as an open subset of E∗, so that W = W0 ∪Σ∗ is a
neighbourhood of Σ∗, locally pseudoconvex in E∗. Because L is not pseudoeffective
by assumption, Lemma 7.4 says that W = E∗. That is, Ω0 = U0

Σ .
This implies that the original Ω ⊂ Γf contains, at least, Γf \Z. But, by the max-

imum principle, a family of ω-plurisubharmonic functions locally bounded outside
an analytic subset is automatically bounded also on the same analytic subset. There-
fore Ω = Γf , and condition (A) of Theorem 7.1 is fulfilled.
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Condition (B) is simpler [Din, §4]. We just have to exhibit a ω-plurisubharmonic
function on Γf which is nonpositive on U and exhaustive on Γf \U . On U0

Σ we take
the function

ψ(z) = − logdist(z,Σ)

where dist(·,Σ) is the distance function from Σ , with respect to the Kähler metric
ω0 on UΣ . Classical estimates (Takeuchi) give ddcψ ≥ −C ·ω0, for some positive
constant C. Thus

ddc(ψ ◦π)≥−C ·π∗(ω0) ≥−C ·ω
because ω ≥ π∗(ω0). Hence 1

C (ψ ◦ π) is ω-plurisubharmonic on Γf . For a suffi-
ciently large C′ > 0, 1

C (ψ ◦π)−C′ is moreover negative on U , and it is exhaustive
on Γf \U . Thus condition (B) is fulfilled.

Finally we can apply Theorem 7.1, obtain the finiteness of the volume of the
graph of f , and conclude the proof of the theorem. ��
Remark 7.5. We think that Theorem 7.3 should be generalizable to the following
“nonlinear” statement: if UΣ is any Kähler manifold and Σ ⊂ UΣ is a compact hy-
persurface whose normal bundle is not pseudoeffective, then any meromorphic map
f : UΣ \Σ ��� Y (Y Kähler compact) extends to f̄ : UΣ ��� Y . The difficulty is to
show that a locally pseudoconvex subset of U0

Σ = UΣ \Σ like Ω0 in the proof above
can be “lifted” in the total space of the normal bundle of Σ , preserving the local
pseudoconvexity.

8 Parabolic Foliations

We can now return to foliations.
As usual, let X be a compact connected Kähler manifold, dimX = n, and let F

be a foliation by curves on X different from a rational quasi-fibration. Let us start
with some general remarks, still following [Br5].

8.1 Global Tubes

The construction of holonomy tubes and covering tubes given in Section 4 can be
easily modified by replacing the transversal T ⊂ X0 with the full X0. That is, all the
holonomy coverings L̂p and universal coverings L̃p, p ∈ X0, can be glued together,
without the restriction p ∈ T . The results are complex manifolds VF and UF , of
dimension n + 1, equipped with submersions

QF : VF → X0, PF : UF → X0

sections
qF : X0 →VF , pF : X0 →UF
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and meromorphic maps

πF : VF ��� X , ΠF : UF ��� X

such that, for any transversal T ⊂ X0, we have Q−1
F (T ) = VT , qF |T = qT ,

πF |Q−1
F (T ) = πT , etc.

Remark that if D ⊂ X0 is a small disc contained in some leaf Lp of F , p ∈ D,
then Q−1

F (D) is naturally isomorphic to the product L̂p ×D: for every q ∈ D, L̂q is

the same as L̂p, but with a different basepoint. More precisely, thinking to points
of L̂q as equivalence classes of paths starting at q, we see that for every q ∈ D
the isomorphism between L̂q and L̂p is completely canonical, once D is fixed and
because D is contractible. This means that D can be lifted, in a canonical way, to a
foliation by discs in Q−1

F (D), transverse to the fibers. In this way, by varying D in

X0, we get in the full space VF a nonsingular foliation by curves F̂ , which projects
by QF to F 0.

If γ : [0,1]→X0 is a loop in a leaf, γ(0) = γ(1) = p, then this foliation F̂ permits
to define a monodromy map of the fiber L̂p into itself. This monodromy map is just
the covering transformation of L̂p corresponding to γ (which may be trivial, if the
holonomy of the foliation along γ is trivial).

In a similar way, in the space UF we get a canonically defined nonsingular foli-
ation by curves F̃ , which projects by PF to F 0. And we have a fiberwise covering

FF : UF →VF

which is a local diffeomorphism, sending F̃ to F̂ .

q
F
(X0)

q

γ = pγ from q to p

(over a leaf)

Lq Lp

F

VF

γ = 

In the spaces UF and VF we also have the graphs of the sections pF and qF .
They are not invariant by the foliations F̃ and F̂ : in the notation above, with D
in a leaf and p,q ∈ D, the basepoint qF (q) ∈ L̂q corresponds to the constant path

γ(t)≡ q, whereas the point of L̂q in the same leaf (of F̂ ) of qF (p)∈ L̂p corresponds
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to the class of a path in D from q to p. In fact, the graphs pF (X0) ⊂ UF and
qF (X0) ⊂VF are hypersurfaces everywhere transverse to F̃ and F̂ .

A moment of reflection shows also the following fact: the normal bundle of the
hypersurface pF (X0) in UF (or qF (X0) in VF ) is naturally isomorphic to TF |X0 ,
the tangent bundle of the foliation restricted to X0. That is, the manifold UF (resp.
VF ) can be thought as an “integrated form” of the (total space of the) tangent bun-
dle of the foliation, in which tangent lines to the foliation are replaced by universal
coverings (resp. holonomy coverings) of the corresponding leaves. From this per-
spective, which will be useful below, the map ΠF : UF ��� X is a sort of “skew
flow” associated to F , in which the “time” varies not in C but in the universal
covering of the leaf.

Let us conclude this discussion with a trivial but illustrative example.

Example 8.1. Suppose n = 1, i.e. X is a compact connected curve and F is the fo-
liation with only one leaf, X itself. The manifold VF is composed by equivalence
classes of paths in X , where two paths are equivalent if they have the same starting
point and the same ending point (here holonomy is trivial!). Clearly, VF is the prod-
uct X ×X , QF is the projection to the first factor, qF is the diagonal embedding of
X into X ×X , and πF is the projection to the second factor. Note that the normal
bundle of the diagonal Δ ⊂ X ×X is naturally isomorphic to T X . The foliation F̂ is
the horizontal foliation, and note that its monodromy is trivial, corresponding to the
fact that the holonomy of the foliation is trivial. The manifold UF is the fiberwise
universal covering of VF , with basepoints on the diagonal. It is not the product of
X with the universal covering X̃ (unless X = P, of course). It is only a locally trivial
X̃-bundle over X . The foliation F̃ has nontrivial monodromy: if γ : [0,1] → X is a
loop based at p, then the monodromy of F̃ along γ is the covering transformation
of the fiber over p (i.e. the universal covering of X with basepoint p) associated to γ .
The foliation F̃ can be described as the suspension of the natural representation
π1(X) → Aut(X̃) [CLN].

8.2 Parabolic Foliations

After these preliminaries, let us concentrate on the class of parabolic foliations, i.e.
let us assume that all the leaves of F are uniformised by C. In this case, the Poincaré
metric on the leaves is identically zero, hence quite useless. But our convexity result
Theorem 5.1 still gives a precious information on covering tubes.

Theorem 8.2. Let X be a compact connected Kähler manifold and let F be a
parabolic foliation on X. Then the global covering tube UF is a locally trivial
C-fibration over X0, isomorphic to the total space of TF over X0, by an isomor-
phism sending pF (X0) to the null section.
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Proof. By the discussion above (local triviality of UF along the leaves), the first
statement is equivalent to say that, if T ⊂ X0 is a small transversal (say, isomorphic
to D

n−1), then UT � T ×C.
We use for this Theorem 2.3 of Section 2. We may assume that there exists an

embedding T ×D
j→UT sending fibers to fibers and T ×{0} to pT (T ). Then we set

Uε
T = UT \ { j(T ×D(ε))}.

In order to apply Theorem 2.3, we need to prove that the fiberwise Poincaré metric
on Uε

T has a plurisubharmonic variation, for every ε > 0 small.
But this follows from Theorem 5.1 in exactly the same way as we did in

Proposition 6.2 of Section 6. We just replace, in that proof, the open subsets Ω j ⊂US

(for S ⊂ T a generic disc) with

Ω ε
j = Ω j \ { j(S×D(ε))}.

Then the fibration Ω ε
j → S is, for j large, a fibration by annuli, and its boundary in US

has two components: one is the Levi flat Mj, and the other one is the Levi-flat j(S×
∂D(ε)). Then Theorem 2.1 of Section 2, or more simply the annular generalization
of Proposition 2.2, gives the desired plurisubharmonic variation on Ω ε

j , and then on
Uε

S by passing to the limit, and finally on Uε
T by varying S.

Hence UT � T ×C and UF is a locally trivial C-fibration over X0.
Let us now define explicitely the isomorphism between UF and the total space

EF of TF over X0.
Take p ∈ X0 and let vp ∈ EF be a point over p. Then vp is a tangent vector

to Lp at p, and it can be lifted to L̃p as a tangent vector ṽp at p. Suppose ṽp 
= 0.
Then, because L̃p � C, ṽp can be extended, in a uniquely defined way, to a com-
plete holomorphic and nowhere vanishing vector field ṽ on L̃p. If, instead, we have
ṽp = 0, then we set ṽ ≡ 0. Take q ∈ L̃p equal to the image of p by the time-one flow
of ṽ. We have in this way defined a map (EF )p → L̃p, vp �→ q, which obviously
is an isomorphism, sending the origin of (EF )p to the basepoint of L̃p. In other
words: because Lp is parabolic, we have a canonically defined isomorphism between
(TpLp,0) and (L̃p, p).

By varying p in X0, we thus have a bijective map

EF |X0 →UF

sending the null section to pF (X0), and we need to verify that this map is holo-
morphic. This follows from the fact that UF (and EF also, of course) is a locally
trivial fibration. In terms of the previous construction, we take a local transversal
T ⊂ X0 and a nowhere vanishing holomorphic section vp, p ∈ T , of EF over T .
The previous construction gives a vertical vector field ṽ on UT , which is, on every
fiber, complete holomorphic and nowhere vanishing, and moreover it is holomorphic
along pT (T ) ⊂ UT . After a trivialization UT � T ×C, sending pT (T ) to {w = 0},
this vertical vector field ṽ becomes something like F(z,w) ∂

∂w , with F nowhere
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vanishing, F(z, ·) holomorphic for every fixed z, and F(·,0) also holomorphic. The
completeness on fibers gives that F is in fact constant on every fiber, i.e. F = F(z),
and so F is in fact fully holomorphic. Thus ṽ is fully holomorphic on the tube. This
means precisely that the above map EF |X0 →UF is holomorphic. ��
Example 8.3. Consider a foliation F generated by a global holomorphic vector field
v ∈ Θ(X), vanishing precisely on Sing(F ). This means that TF is the trivial line
bundle, and EF = X ×C. The compactness of X permits to define the flow of v

Φ : X ×C → X

which sends {p}×C to the orbit of v through p, that is to L0
p if p ∈ X0 or to {p} if

p ∈ Sing(F ). Recalling that Lp = L0
p for a generic leaf, and observing that every L0

p
is obviously parabolic, we see that F is a parabolic foliation. It is also not difficult
to see that, in fact, Lp = L0

p for every leaf, i.e. there are no vanishing ends, and so
the map

ΠF : UF → X0

is everywhere holomorphic, with values in X0. We have UF = X0×C (by Theorem
8.2, which is however quite trivial in this special case), and the map ΠF : X0×C→
X0 can be identified with the restricted flow Φ : X0 ×C → X0.

Remark 8.4. It is a general fact [Br3] that vanishing ends of a foliation F produce
rational curves in X over which the canonical bundle KF has negative degree. In
particular, if KF is algebraically nef (i.e. KF ·C ≥ 0 for every compact curve C ⊂ X)
then F has no vanishing end.

8.3 Foliations by Rational Curves

We shall say that a foliation by curves F is a foliation by rational curves if for
every p ∈ X0 there exists a rational curve Rp ⊂ X passing through p and tangent
to F . This class of foliations should not be confused with the smaller class of ra-
tional quasi-fibrations: certainly a rational quasi-fibration is a foliation by rational
curves, but the converse is in general false, because the above rational curves Rp

can pass through Sing(F ) and so Lp (which is equal to Rp minus those points of
Rp∩Sing(F ) not corresponding to vanishing ends) can be parabolic or even hyper-
bolic. Thus the class of foliations by rational curves is transversal to our fundamental
trichotomy rational quasi-fibrations / parabolic foliations / hyperbolic foliations.

A typical example is the radial foliation in the projective space CPn, i.e. the foli-
ation generated (in an affine chart) by the radial vector field ∑ z j

∂
∂ z j

: it is a foliation

by rational curves, but it is parabolic. By applying a birational map of the projec-
tive space, we can get also a hyperbolic foliation by rational curves.On the other
hand, it is a standard exercise in bimeromorphic geometry to see that any foliation
by rational curves can be transformed, by a bimeromorphic map, into a rational
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quasi-fibration. For instance, the radial foliation above can be transformed into a
rational quasi-fibration, and even into a P-bundle, by blowing-up the origin.

We have seen in Section 6 that the canonical bundle KF of a hyperbolic foliation
is always pseudoeffective. At the opposite side, for a rational quasi-fibration KF is
never pseudoeffective: its degree on a generic leaf (a smooth rational curve disjoint
from Sing(F )) is equal to −2, and this prevents pseudoeffectivity. For parabolic
foliations, the situation is mixed: the radial foliation in CPn has canonical bundle
equal to O(−1), which is not pseudoeffective; a foliation like in Example 8.3 has
trivial canonical bundle, which is pseudoeffective. One can also easily find examples
of parabolic foliations with ample canonical bundle, for instance most foliations
arising from complete polynomial vector fields in C

n [Br4].
The following result, which combines Theorem 8.2 and Theorem 7.3, shows that

most parabolic foliations have pseudoeffective canonical bundle.

Theorem 8.5. Let F be a parabolic foliation on a compact connected Kähler man-
ifold X. Suppose that its canonical bundle KF is not pseudoeffective. Then F is a
foliation by rational curves.

Proof. Consider the meromorphic map

ΠF : EF |X0 �UF ��� X

given by Theorem 8.2. Because Sing(F ) = X \X0 has codimension at least two,
such a map meromorphically extends [Siu] to the full space EF :

ΠF : EF ��� X .

The section at infinity of EF is the same as the null section of E∗
F , the total space

of KF . If KF is not pseudoeffective, then by Theorem 7.3 ΠF extends to the full
EF = EF ∪{ section at ∞}, as a meromorphic map

ΠF : EF ��� X .

By construction, ΠF sends the rational fibers of EF to rational curves in X tan-
gent to F , which is therefore a foliation by rational curves. ��

Note that the converse to this theorem is not always true: for instance, a parabolic
foliation like in Example 8.3 has trivial (pseudoeffective) canonical bundle, yet it
can be a foliation by rational curves, for some special v. A parabolic foliation is a
foliation by rational curves if and only if the meromorphic map ΠF : EF ��� X
introduced in the proof above extends to the section at infinity, and this can possibly
occur even if KF is pseudoeffective, or even ample.

We have now completed our analysis of positivity properties of the canonical
bundle of a foliation, and their relation to uniformisation. We may resume the vari-
ous inclusions of the various classes of foliations in the diagram below.
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foliations by rational curves

foliations whose canonical bundle
is not pseudoeffective

rational
quasi−fibrations

parabolic
foliations

hyperbolic
foliations

Let us discuss the classical case of fibrations.

Example 8.6. Suppose that F is a fibration over some base B, i.e. there exists a
holomorphic map f : X → B whose generic fiber is a leaf of F (but there may be
singular fibers, and even some higher dimensional fibers). Let g be the genus of a
generic fiber, and suppose that g≥ 1. The relative canonical bundle of f is defined as

Kf = KX ⊗ f ∗(K−1
B ).

It is related to the canonical bundle KF of F by the relation

Kf = KF ⊗OX(D)

where D is an effective divisor which takes into account the possible ramifications
of f along nongeneric fibers. Indeed, by adjunction along the leaves, we have KX =
KF ⊗N∗

F , where N∗
F denotes the determinant conormal bundle of F . If ω is a

local generator of KB, then f ∗(ω) is a local section of N∗
F which vanishes along the

ramification divisor D of f , hence f ∗(KB) = N∗
F ⊗OX (−D), whence the relation

above.
Because F is not a foliation by rational curves, we have, by the Theorems above,

that KF is pseudoeffective, and therefore also Kf is pseudoeffective. In particular,
f∗(KF ) and f∗(Kf ) are “pseudoeffective sheaves” on B, in the sense that their de-
grees with respect to Kähler metrics on B are nonnegative. This must be compared
with Arakelov’s positivity theorem [Ara] [BPV, Ch. III]. But, as in Arakelov’s re-
sults, something more can be said. Suppose that B is a curve (or restrict the fibra-
tion f over some curve in B) and let us distinguish between the hyperbolic and the
parabolic case.

• g ≥ 2. Then the pseudoeffectivity of KF is realized by the leafwise Poincaré
metric (Theorem 6.4). A subtle computation [Br2, Br1] shows that this leafwise
(or fiberwise) Poincaré metric has a strictly plurisubharmonic variation, unless
the fibration is isotrivial. This means that if f is not isotrivial then the degree of
f∗(KF ) (and, a fortiori, the degree of f∗(Kf )) is strictly positive.
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• g = 1. We put on every smooth elliptic leaf of F the (unique) flat metric with
total area 1. It is shown in [Br4] (using Theorem 8.2 above) that this leafwise
metric extends to a metric on KF with positive curvature. In other words, the
pseudoeffectivity of KF is realized by a leafwise flat metric. Moreover, still in
[Br4] it is observed that if the fibration is not isotrivial then the curvature of such
a metric on KF is strictly positive on directions transverse to the fibration. We
thus get the same conclusion as in the hyperbolic case: if f is not isotrivial then
the degree of f∗(KF ) (and, a fortiori, the degree of f∗(Kf )) is strictly positive.

Let us conclude with several remarks around the pseudoeffectivity of KF .

Remark 8.7. In the case of hyperbolic foliations, Theorem 6.4 is very efficient: not
only KF is pseudoeffective, but even this pseudoeffectivity is realized by an explicit
metric, induced by the leafwise Poincaré metric. This gives further useful properties.
For instance, we have seen that the polar set of the metric is filled by singularities
and parabolic leaves. Hence, for example, if all the leaves are hyperbolic and the
singularities are isolated, then KF is not only pseudoeffective but even nef (nu-
merically eventually free [Dem]). This efficiency is unfortunately lost in the case
of parabolic foliations, because in Theorem 8.5 the pseudoeffectivity of KF is ob-
tained via a more abstract argument. In particular, we do not know how to control
the polar set of the metric. See, however, [Br4] for some special cases in which a
distinguished metric on KF can be constructed even in the parabolic case, besides
the case of elliptic fibrations discussed in Example 8.6 above.

Remark 8.8. According to general principles [BDP], once we know that KF is pseu-
doeffective we should try to understand its discrepancy from being nef. There is on
X a unique maximal countable collection of compact analytic subsets {Yj} such that
KF |Yj is not pseudoeffective. It seems reasonable to try to develop the above theory
in a “relative” context, by replacing X with Yj, and then to prove something like
this: every Yj is F -invariant, and the restriction of F to Yj is a foliation by ratio-
nal curves. Note, however, that the restriction of a foliation to an invariant analytic
subspace Y is a dangerous operation. Usually, we like to work with “saturated” foli-
ations, i.e. with a singular set of codimension at least two (see, e.g., the beginning of
the proof of Theorem 8.5 for the usefulness of this condition). If Z = Sing(F )∩Y
has codimension one in Y , this means that our “restriction of F to Y ” is not really
F |Y , but rather its saturation. Consequently, the canonical bundle of that restriction
is not really KF |Y , but rather KF |Y ⊗OY (−Z ), where Z is an effective divisor
supported in Z. If Z = Sing(F )∩Y has codimension zero in Y (i.e., Y ⊂ Sing(F )),
the situation is even worst, because then there is not a really well defined notion of
restriction to Y .

Remark 8.9. The previous remark is evidently related to the problem of constructing
minimal models of foliations by curves, i.e. birational models (on possibly singular
varieties) for which the canonical bundle is nef. In the projective context, results
in this direction have been obtained by McQuillan and Bogomolov [BMQ, MQ2].
From this birational point of view, however, we rapidly meet another open and dif-
ficult problem: the resolution of the singularities of F . A related problem is the
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construction of birational models for which there are no vanishing ends in the leaves,
compare with Remark 8.4 above.

Remark 8.10. Finally, the pseudoeffectivity of KF may be measured by finer invari-
ants, like Kodaira dimension or numerical Kodaira dimension. When dimX = 2 then
the picture is rather clear and complete [MQ1, Br1]. When dimX > 2 then almost
everything seems open (see, however, the case of fibrations discussed above). Note
that already in dimension two the so-called “abundance” does not hold: there are
foliations (Hilbert Modular Foliations [MQ1,Br1]) whose canonical bundle is pseu-
doeffective, yet its Kodaira dimension is −∞. The classification of these exceptional
foliations was the first motivation for the plurisubharmonicity result of [Br2].
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[Ya2] Yamaguchi, H.: Parabolicité d’une fonction entière. J. Math. Kyoto Univ. 16, 71–92
(1976)

[Ya3] Yamaguchi, H.: Calcul des variations analytiques. Jpn. J. Math. (N.S.) 7, 319–377 (1981)



Dynamics in Several Complex Variables:
Endomorphisms of Projective Spaces
and Polynomial-like Mappings

Tien-Cuong Dinh and Nessim Sibony

Abstract The emphasis of this introductory course is on pluripotential methods in
complex dynamics in higher dimension. They are based on the compactness prop-
erties of plurisubharmonic (p.s.h.) functions and on the theory of positive closed
currents. Applications of these methods are not limited to the dynamical systems
that we consider here. Nervertheless, we choose to show their effectiveness and to
describe the theory for two large families of maps: the endomorphisms of projective
spaces and the polynomial-like mappings. The first section deals with holomorphic
endomorphisms of the projective space Pk. We establish the first properties and give
several constructions for the Green currents T p and the equilibrium measure μ = T k.
The emphasis is on quantitative properties and speed of convergence. We then treat
equidistribution problems. We show the existence of a proper algebraic set E , totally
invariant, i.e. f−1(E ) = f (E ) = E , such that when a �∈ E , the probability measures,
equidistributed on the fibers f−n(a), converge towards the equilibrium measure μ ,
as n goes to infinity. A similar result holds for the restriction of f to invariant sub-
varieties. We survey the equidistribution problem when points are replaced with
varieties of arbitrary dimension, and discuss the equidistribution of periodic points.
We then establish ergodic properties of μ : K-mixing, exponential decay of correla-
tions for various classes of observables, central limit theorem and large deviations
theorem. We heavily use the compactness of the space DSH(Pk) of differences of
quasi-p.s.h. functions. In particular, we show that the measure μ is moderate, i.e.
〈μ ,eα |ϕ|〉 ≤ c, on bounded sets of ϕ in DSH(Pk), for suitable positive constants
α,c. Finally, we study the entropy, the Lyapounov exponents and the dimension
of μ . The second section develops the theory of polynomial-like maps, i.e. proper
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holomorphic maps f : U → V where U,V are open subsets of C
k with V convex

and U � V . We introduce the dynamical degrees for such maps and construct the
equilibrium measure μ of maximal entropy. Then, under a natural assumption on
the dynamical degrees, we prove equidistribution properties of points and various
statistical properties of the measure μ . The assumption is stable under small pertu-
bations on the map. We also study the dimension of μ , the Lyapounov exponents
and their variation. Our aim is to get a self-contained text that requires only a min-
imal background. In order to help the reader, an appendix gives the basics on p.s.h.
functions, positive closed currents and super-potentials on projective spaces. Some
exercises are proposed and an extensive bibliography is given.

Introduction

These notes are based on a series of lectures given by the authors at IHP in 2003,
Luminy in 2007, Cetraro in 2008 and Bedlewo 2008. The purpose is to provide an
introduction to some developments in dynamics of several complex variables. We
have chosen to treat here only two sections of the theory: the dynamics of endomor-
phisms of the projective space Pk and the dynamics of polynomial-like mappings
in higher dimension. Besides the basic notions and results, we describe the recent
developments and the new tools introduced in the theory. These tools are useful
in other settings. We tried to give a complete picture of the theory for the above
families of dynamical systems. Meromorphic maps on compact Kähler manifolds,
in particular polynomial automorphisms of Ck, will be studied in a forthcoming
survey.

Let us comment on how complex dynamics fits in the general theory of
dynamical systems. The abstract ergodic theory is well-developed with remark-
able achievements like the Oseledec-Pesin theory. It is however difficult to show in
concrete examples that an invariant measure satisfies exponential decay of corre-
lations for smooth observables or is hyperbolic, i.e. has only non-zero Lyapounov
exponents, see e.g. Benedicks-Carleson [BC], Viana [V], L.S. Young [Y, Y1]. One
of our goals is to show that holomorphic dynamics in several variables provides
remarkable examples of non-uniformly hyperbolic systems where the abstract the-
ory can be applied. Powerful tools from the theory of several complex variables
permit to avoid delicate combinatorial estimates. Complex dynamics also require a
development of new tools like the calculus on currents and the introduction of new
spaces of observables, which are of independent interest.

Complex dynamics in dimension one, i.e. dynamics of rational maps on P
1,

is well-developed and has in some sense reached maturity. The main tools there
are Montel’s theorem on normal families, the Riemann measurable mapping theo-
rem and the theory of quasi-conformal maps, see e.g. Beardon, Carleson-Gamelin
[BE, CG]. When dealing with maps in several variables such tools are not available:
the Kobayashi hyperbolicity of a manifold and the possibility to apply normal fam-
ily arguments, are more difficult to check. Holomorphic maps in several variables
are not conformal and there is no Riemann measurable mapping theorem.
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The theory in higher dimension is developed using mostly pluripotential theory,
i.e. the theory of plurisubharmonic (p.s.h. for short) functions and positive closed
currents. The Montel’s compactness property is replaced with the compactness
properties of p.s.h. or quasi-p.s.h. functions. Another crucial tool is the use of good
estimates for the ddc-equation in various settings. One of the main ideas is: in order
to study the statistical behavior of orbits of a holomorphic map, we consider its ac-
tion on some appropriate functional spaces. We then decompose the action into the
“harmonic” part and the “non-harmonic” one. This is done solving a ddc-equation
with estimates. The non-harmonic part of the dynamical action may be controled
thanks to good estimates for the solutions of a ddc-equation. The harmonic part can
be treated using either Harnack’s inequality in the local setting or the linear action of
maps on cohomology groups in the case of dynamics on compact Kähler manifolds.
This approach has permitted to give a satisfactory theory of the ergodic properties
of holomorphic and meromorphic dynamical systems: construction of the measure
of maximal entropy, decay of correlations, central limit theorem, large deviations
theorem, etc. with respect to that measure.

In order to use the pluripotential methods, we are led to develop the calculus
on positive closed currents. Readers not familiar with these theories may start with
the appendix at the end of these notes where we have gathered some notions and
results on currents and pluripotential theory. A large part in the appendix is classical
but there are also some recent results, mostly on new spaces of currents and on the
notion of super-potential associated to positive closed currents in higher bidegree.
Since we only deal here with projective spaces and open sets in C

k, this is easier
and the background is limited.

The main problem in the dynamical study of a map is to understand the behavior
of the orbits of points under the action of the map. Simple examples show that in
general there is a set (Julia set) where the dynamics is unstable: the orbits may di-
verge exponentially. Moreover, the geometry of the Julia set is in general very wild.
In order to study complex dynamical systems, we follow the classical concepts. We
introduce and establish basic properties of some invariants associated to the system,
like the topological entropy and the dynamical degrees which are the analogues
of volume growth indicators in the real dynamical setting. These invariants give a
rough classification of the system. The remarkable fact in complex dynamics is that
they can be computed or estimated in many non-trivial situations.

A central question in dynamics is to construct interesting invariant measures,
in particular, measures with positive entropy. Metric entropy is an indicator of the
complexity of the system with respect to an invariant measure. We focus our study
on the measure of maximal entropy. Its support is in some sense the most chaotic
part of the system. For the maps we consider here, measures of maximal entropy
are constructed using pluripotential methods. For endomorphisms in P

k, they can
be obtained as self-intersections of some invariant positive closed (1,1)-currents
(Green currents). We give estimates on the Hausdorff dimension and on Lyapounov
exponents of these measures. The results give the behavior on the most chaotic part.
Lyapounov exponents are shown to be strictly positive. This means in some sense
that the system is expansive in all directions, despite of the existence of a critical set.
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Once, the measure of maximal entropy is constructed, we study its fine dynamical
properties. Typical orbits can be observed using test functions. Under the action
of the map, each observable provides a sequence of functions that can be seen as
dependent random variables. The aim is to show that the dependence is weak and
then to establish stochastic properties which are known for independent random
variables in probability theory. Mixing, decay of correlations, central limit theorem,
large deviations theorems, etc. are proved for the measure of maximal entropy. It
is crucial here that the Green currents and the measures of maximal entropy are
obtained using an iterative process with estimates; we can then bound the speed of
convergence.

Another problem, we consider in these notes, is the equidistribution of periodic
points or of preimages of points with respect to the measure of maximal entropy. For
endomorphisms of P

k, we also study the equidistribution of varieties with respect to
the Green currents. Results in this direction give some informations on the rigidity
of the system and also some strong ergodic properties that the Green currents or the
measure of maximal entropy satisfy. The results we obtain are in spirit similar to a
second main theorem in value distribution theory and should be useful in order to
study the arithmetic analogues. We give complete proofs for most results, but we
only survey the equidistribution of hypersurfaces and results using super-potentials,
in particular, the equidistribution of subvarieties of higher codimension.

The text is organized as follows. In the first section, we study holomorphic endo-
morphisms of Pk. We introduce several methods in order to construct and to study
the Green currents and the Green measure, i.e. equilibrium measure or measure of
maximal entropy. These methods were not originally introduced in this setting but
here they are simple and very effective. The reader will find a description and the
references of the earlier approach in the ten years old survey by the second author
[S3]. The second section deals with a very large family of maps: polynomial-like
maps. In this case, f : U → V is proper and defined on an open set U , strictly con-
tained in a convex domain V of Ck. Holomorphic endomorphisms of Pk can be
lifted to a polynomial-like maps on some open set in Ck+1. So, we can consider
polynomial-like maps as a semi-local version of the endomorphisms studied in the
first section. They can appear in the study of meromorphic maps or in the dynamics
of transcendental maps. The reader will find in the end of these notes an appendix
on the theory of currents and an extensive bibliography. We have given exercises,
basically in each section, some of them are not straightforward.

1 Endomorphisms of Projective Spaces

In this section, we give the main results on the dynamics of holomorphic maps
on the projective space P

k. Several results are recent and some of them are new
even in dimension 1. The reader will find here an introduction to methods that can
be developed in other situations, in particular, in the study of meromorphic maps
on arbitrary compact Kähler manifolds. The main references for this section are
[BD1, BD2, DNS, DS9, DS10, FS1, S3].
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1.1 Basic Properties and Examples

Let f : Pk → Pk be a holomorphic endomorphism. Such a map is always induced
by a polynomial self-map F = (F0, . . . ,Fk) on Ck+1 such that F−1(0) = {0} and the
components Fi are homogeneous polynomials of the same degree d ≥ 1. Given an
endomorphism f , the associated map F is unique up to a multiplicative constant and
is called a lift of f to C

k+1. From now on, assume that f is non-invertible, i.e. the
algebraic degree d is at least 2. Dynamics of an invertible map is simple to study.
If π : Ck+1 \ {0}→ Pk is the natural projection, we have f ◦π = π ◦F. Therefore,
dynamics of holomorphic maps on Pk can be deduced from the polynomial case in
Ck+1. We will count preimages of points, periodic points, introduce Fatou and Julia
sets and give some examples.

It is easy to construct examples of holomorphic maps in Pk. The family of
homogeneous polynomial maps F of a given degree d is parametrized by a com-
plex vector space of dimension Nk,d := (k + 1)(d + k)!/(d!k!). The maps satisfy-
ing F−1(0) = {0} define a Zariski dense open set. Therefore, the parameter space
Hd(Pk), of holomorphic endomorphisms of algebraic degree d, is a Zariski dense
open set in P

Nk,d−1, in particular, it is connected.
If f : Ck → Ck is a polynomial map, we can extend f to Pk but the extension is

not always holomorphic. The extension is holomorphic when the dominant homo-
geneous part f + of f , satisfies ( f +)−1(0) = {0}. Here, if d is the maximal degree in
the polynomial expression of f , then f + is composed by the monomials of degree
d in the components of f . So, it is easy to construct examples using products of one
dimensional polynomials or their pertubations.

A general meromorphic map f : Pk → Pk of algebraic degree d is given in homo-
geneous coordinates by

f [z0 : · · · : zk] = [F0 : · · · : Fk],

where the components Fi are homogeneous polynomials of degree d without com-
mon factor, except constants. The map F := (F0, . . . ,Fk) on Ck+1 is still called a lift
of f . In general, f is not defined on the analytic set I = {[z]∈ Pk,F(z) = 0} which is
of codimension≥ 2 since the Fi’s have no common factor. This is the indeterminacy
set of f which is empty when f is holomorphic.

It is easy to check that if f is in Hd(Pk) and g is in Hd′(Pk), the composition f ◦g
belongs to Hdd′(Pk). This is in general false for meromorphic maps: the algebraic
degree of the composition is not necessarily equal to the product of the algebraic
degrees. It is enough to consider the meromorphic involution of algebraic degree k

f [z0 : · · · : zk] :=
[ 1

z0
: · · · :

1
zk

]
=
[ z0 . . . zk

z0
: · · · :

z0 . . .zk

zk

]
.

The composition f ◦ f is the identity map.
We say that f is dominant if f (Pk \ I) contains a non-empty open set. The space

of dominant meromorphic maps of algebraic degree d, is denoted by Md(Pk). It
is also a Zariski dense open set in P

Nk,d−1. A result by Guelfand, Kapranov and
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Zelevinsky shows that Md(Pk) \Hd(Pk) is an irreducible algebraic variety [GK].
We will be concerned in this section mostly with holomorphic maps. We show that
they are open and their topological degree, i.e. the number of points in a generic
fiber, is equal to dk. We recall here the classical Bézout’s theorem which is a central
tool for the dynamics in Pk.

Theorem 1.1 (Bézout). Let P1, . . . ,Pk be homogeneous polynomials in Ck+1 of de-
grees d1, . . . ,dk respectively. Let Z denote the set of common zeros of Pi, in Pk, i.e.
the set of points [z] such that Pi(z) = 0 for 1 ≤ i ≤ k. If Z is discrete, then the number
of points in Z, counted with multiplicity, is d1 . . .dk.

The multiplicity of a point a in Z can be defined in several ways. For instance,
if U is a small neighbourhood of a and if P′

i are generic homogeneous polynomials
of degrees di close enough to Pi, then the hypersurfaces {P′

i = 0} in Pk intersect
transversally. The number of points of the intersection in U does not depend on the
choice of P′

i and is the multiplicity of a in Z.

Proposition 1.2. Let f be an endomorphism of algebraic degree d of P
k. Then for

every a in Pk, the fiber f−1(a) contains exactly dk points, counted with multiplicity.
In particular, f is open and defines a ramified covering of degree dk.

Proof. For the multiplicity of f and the notion of ramified covering, we refer to Ap-
pendix A.1. Let f = [F0 : · · · : Fk] be an expression of f in homogeneous coordinates.
Consider a point a = [a0 : · · · : ak] in Pk. Without loss of generality, we can assume
a0 = 1, hence a = [1 : a1 : · · · : ak]. The points in f−1(a) are the common zeros, in
Pk, of the polynomials Fi −aiF0 for i = 1, . . . ,k.

We have to check that the common zero set is discrete, then Bézout’s theorem
asserts that the cardinality of this set is equal to the product of the degrees of Fi −
aiF0, i.e. to dk. If the set were not discrete, then the common zero set of Fi − aiF0

in Ck+1 is analytic of dimension ≥ 2. This implies that the set of common zeros of
the Fi’s, 0 ≤ i ≤ k, in Ck+1 is of positive dimension. This is impossible when f is
holomorphic. So, f is a ramified covering of degree dk. In particular, it is open.

Note that when f is a map in Md(Pk)\Hd(Pk) with indeterminacy set I, we can
prove that the generic fibers of f : Pk \ I →Pk contains at most dk−1 points. Indeed,
for every a, the hypersurfaces {Fi −aiF0 = 0} in Pk contain I. ��

Periodic points of order n, i.e. points which satisfy f n(z) = z, play an important
role in dynamics. Here, f n := f ◦ · · · ◦ f , n times, is the iterate of order n of f .
Periodic points of order n of f are fixed points of f n which is an endomorphism
of algebraic degree dn. In the present case, their counting is simple. We have the
following result.

Proposition 1.3. Let f be an endomorphism of algebraic degree d ≥ 2 in Pk. Then
the number of fixed points of f , counted with multiplicity, is equal to (dk+1 − 1)/
(d−1). In particular, the number of periodic points of order n of f is dkn + o(dkn).
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Proof. There are several methods to count the periodic points. In P
k+1, with

homogeneous coordinates [z : t] = [z0 : · · · : zk : t], we consider the system of equa-
tions Fi(z)− td−1zi = 0. The set is discrete since it is analytic and does not intersect
the hyperplane {t = 0}. So, we can count the solutions of the above system using
Bézout’s theorem and we find dk+1 points counting with multiplicity. Each point
[z : t] in this set, except [0 : · · · : 0 : 1], corresponds to a fixed point [z] of f . The
correspondence is d −1 to 1. Indeed, if we multiply t by a (d −1)-th root of unity,
we get the same fixed point. Hence, the number of fixed points of f counted with
multiplicity is (dk+1 −1)/(d−1).

The number of fixed points of f is also the number of points in the intersection of
the graph of f with the diagonal of Pk ×Pk. So, we can count these points using the
cohomology classes associated to the above analytic sets, i.e. using the Lefschetz
fixed point formula, see [GH]. We can also observe that this number depends con-
tinuously on f . So, it is constant for f in Hd(Pk) which is connected. We obtain the
result by counting the fixed points of an example, e.g. for f [z] = [zd

0 : · · · : zd
k ]. ��

Note that the periodic points of period n are isolated. If p is such a point, a
theorem due to Shub-Sullivan [KH, p.323] implies that the multiplicity at p of the
equation f mn(p) = p is bounded independently on m. The result holds for C 1 maps.
We deduce from the above result that f admits infinitely many distinct periodic
points.

The set of fixed points of a meromorphic map could be empty or infinite. One
checks easily that the map (z1,z2) 
→ (z2

1,z2) in C2 admits {z1 = 0} as a curve of
fixed points.

Example 1.4. Consider the following map:

f (z1,z2) := (z1 + 1,P(z1,z2)),

where P is a homogeneous polynomial of degree d ≥ 2 such that P(0,1) = 0. It is
clear that f has no periodic point in C

2. The meromorphic extension of f is given
in homogeneous coordinates [z0 : z1 : z2] by

f [z] = [zd
0 : zd−1

0 z1 + zd
0 : P(z1,z2)].

Here, C2 is identified to the open set {z0 = 1} of P2. The indeterminacy set I of f is
defined by z0 = P(z1,z2) = 0 and is contained in the line at infinity L∞ := {z0 = 0}.
We have f (L∞ \ I) = [0 : 0 : 1] which is an indeterminacy point. So, f : P2 \ I → P2

has no periodic point.

Example 1.5. Consider the holomorphic map f on P
2 given by

f [z] := [zd
0 + P(z1,z2) : zd

2 +λ zd−1
0 z1 : zd

1 ],

with P homogeneous of degree d ≥ 2. Let p := [1 : 0 : 0], then f−1(p) = p. Such a
point is called totally invariant. In general, p is not necessarily an attractive point.
Indeed, the eigenvalues of the differential of f at p are 0 and λ . When |λ |> 1, there
is an expansive direction for f in a neighbourhood of p. In dimension one, totally
invariant points are always attractive.
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For a holomorphic map f on P
k, a point a in P

k is critical if f is not injective in a
neighbourhood of a or equivalently the multiplicity of f at a in the fiber f−1( f (a)) is
strictly larger than 1, see Theorem A.3. We say that a is a critical point of multiplicity
m if the multiplicity of f at a in the fiber f−1( f (a)) is equal to m+ 1.

Proposition 1.6. Let f be a holomorphic endomorphism of algebraic degree d ≥ 2
of P

k. Then, the critical set of f is an algebraic hypersurface of degree (k+1)(d−1)
counted with multiplicity.

Proof. If F is a lift of f to Ck+1, the Jacobian Jac(F) is a homogeneous polynomial
of degree (k +1)(d−1). The zero set of Jac(F) in Pk is exactly the critical set of f .
The result follows. ��

Let C denote the critical set of f . The orbit C , f (C ), f 2(C ), . . . is either a hyper-
surface or a countable union of hypersurfaces. We say that f is postcritically finite
if this orbit is a hypersurface, i.e. has only finitely many irreducible components.
Besides very simple examples, postcritically finite maps are difficult to construct,
because the image of a variety is often a variety of larger degree; so we have to
increase the multiplicity in order to get only finitely many irreducible components.
We give few examples of postcritically finite maps, see [FS, FS7].

Example 1.7. We can check that for d ≥ 2 and (1−2λ )d = 1

f [z0 : · · · : zk] := [zd
0 : λ (z0 −2z1)d : · · · : λ (z0 −2zk)d ]

is postcritically finite. For some parameters α ∈ C and 0 ≤ l ≤ d, the map

fα [z] := [zd
0 : zd

1 : zd
2 +αzd−l

1 zl
2]

is also postcritically finite. In particular, for f0[z] = [zd
0 : zd

1 : zd
2 ], the associated

critical set is equal to {z0z1z2 = 0} which is invariant under f0. So, f0 is postcriti-
cally finite.

Arguing as above, using Bézout’s theorem, we can prove that if Y is an an-
alytic set of pure codimension p in Pk then f−1(Y ) is an analytic set of pure
codimension p. Its degree, counting with multiplicity, is equal to d p deg(Y ). Re-
call that the degree deg(Y ) of Y is the number of points in the intersection of Y
with a generic projective subspace of dimension p. We deduce that the pull-back
operator f ∗ on the Hodge cohomology group H p,p(Pk,C) is simply a multiplication
by d p. Since f is a ramified covering of degree dk, f∗ ◦ f ∗ is the multiplication by
dk. Therefore, the push-forward operator f∗ acting on H p,p(Pk,C) is the multipli-
cation by dk−p. In particular, the image f (Y ) of Y by f is an analytic set of pure
codimension p and of degree dk−p deg(Y ), counted with multiplicity.

We now introduce the Fatou and Julia sets associated to an endomorphism. The
following definition is analogous to the one variable case.

Definition 1.8. The Fatou set of f is the largest open set F in Pk where the sequence
of iterates ( f n)n≥1 is locally equicontinuous. The complement J of F is called the
Julia set of f .
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Fatou and Julia sets are totally invariant by F , that is, f−1(F ) = f (F ) = F
and the same property holds for J . Julia and Fatou sets associated to f n are also
equal to J and F . We see here that the space Pk is divided into two parts: on F
the dynamics is stable and tame while the dynamics on J is a priori chaotic. If x is
a point in F and y is close enough to x, the orbit of y is close to the orbit of x when
the time n goes to infinity. On the Julia set, this property is not true. Attractive fixed
points and their basins are examples of points in the Fatou set. Siegel domains, i.e.
invariant domains on which f is conjugated to a rotation, are also in the Fatou set.
Repelling periodic points are always in the Julia set. Another important notion in
dynamics is the non-wandering set.

Definition 1.9. A point a in Pk is non-wandering with respect to f if for every neigh-
bourhood U of a, there is an n ≥ 1 such that f n(U)∩U �= ∅.

The study of the Julia and Fatou sets is a fundamental problem in dynamics. It
is quite well-understood in the one variable case where the Riemann measurable
theorem is a basic tool. The help of computers is also important there. In higher
dimension, Riemann measurable theorem is not valid and the use of computers is
more delicate. The most important tool in higher dimension is pluripotential theory.

For instance, Fatou and Julia sets for a general map are far from being
understood. Many fundamental questions are still open. We do not know if wan-
dering Fatou components exist in higher dimension. In dimension one, a theorem
due to Sullivan [SU] says that such a domain does not exist. The classification of
Fatou components is not known, see [FS8] for a partial answer in dimension 2
and [FS, S3, U] for the case of postcritically finite maps. The reader will find in
the survey [S3] some results on local dynamics near a fixed point, related to the
Fatou-Julia theory. We now give few examples.

The following construction is due to Ueda [U]. It is useful in order to obtain
interesting examples, in particular, to show that some properties hold for generic
maps. The strategy is to check that the set of maps satisfying these properties is a
Zariski open set in the space of parameters and then to produce an example using
Ueda’s construction.

Example 1.10. Let h : P
1 → P1 be a rational map of degree d ≥ 2. Consider the

multi-projective space P1×·· ·×P1, k times. The permutations of coordinates define
a finite group Γ acting on this space and the quotient of P1 ×·· ·×P1 by Γ is equal
to Pk. Let Π : P1 ×·· ·×P1 → Pk denote the canonical projection. Let f̃ be the en-
domorphism of P

1 ×·· ·×P
1 defined by f̃ (z1, . . . ,zk) := (h(z1), . . . ,h(zk)). If σ is a

permutation of coordinates (z1, . . . ,zk), then σ ◦ f̃ = f̃ ◦σ . It is not difficult to deduce
that there is an endomorphism f on Pk of algebraic degree d semi-conjugated to f̃ ,
that is, f ◦Π =Π ◦ f̃ . One can deduce dynamical properties of f from properties of
h. For example, if h is chaotic, i.e. has a dense orbit, then f is also chaotic. The first
chaotic maps on P

1 were constructed by Lattès. Ueda’s construction gives Lattès
maps in higher dimension. A Lattès map f on Pk is a map semi-conjugated to an
affine map on a torus. More precisely, there is an open holomorphic mapΨ : T→Pk

from a k-dimensional torus T onto Pk and an affine map A : T → T such that
f ◦Ψ =Ψ ◦A. We refer to [BR,BL,D4,DS0,MIL] for a discussion of Lattès maps.
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The following map is the simplest in our context. Its iterates can be explicitely
computed. The reader may use this map and its pertubations as basic examples in
order to get a picture on the objects we will introduce latter.

Example 1.11. Let f : Ck → Ck be the polynomial map defined by

f (z1, . . . ,zk) := (zd
1 , . . . ,zd

k ), d ≥ 2.

We can extend f holomorphically to Pk. Let [z0 : · · · : zk] denote the homogeneous
coordinates on Pk such that Ck is identified to the chart {z0 �= 0}. Then, the extension
of f to Pk is

f [z0 : · · · : zk] = [zd
0 : · · · : zd

k ].

The Fatou set is the union of the basins of the k + 1 attractive fixed points
[0 : · · · : 0 : 1 : 0 : · · · : 0]. These components are defined by

Fi :=
{

z ∈ P
k, |z j| < |zi| for every j �= i

}
.

The Julia set of f is the union of the following sets Ji j with 0 ≤ i < j ≤ k, where

Ji j :=
{

z ∈ P
k, |zi| = |z j| and |zl | ≤ |zi| for every l

}
.

We have f n(z) = (zdn

1 , . . . ,zdn

k ) for n ≥ 1.

Exercise 1.12. Let h : P1 → P1 be a rational map. Discuss Fatou components for
the associated map f defined in Example 1.10. Prove in particular that there exist
Fatou components which are bi-holomorphic to a disc cross an annulus. Describe
the set of non-wandering points of f .

Exercise 1.13. Let a be a fixed point of f . Show that the eigenvalues of the differ-
ential D f of f at a do not depend on the local coordinates. Assume that a is in the
Fatou set. Show that these eigenvalues are of modulus ≤ 1. If all the eigenvalues are
of modulus 1, show that D f (a) is diagonalizable.

Exercise 1.14. Let f be a Lattès map associated to an affine map A as in Example
1.10. Show that f is postcritically finite. Show that d−1/2DA is an unitary matrix
where DA is the differential of A. Deduce that the orbit of a is dense in Pk for almost
every a in Pk. Show that the periodic points of f are dense in Pk.

Exercise 1.15. Let f : Pk → Pk be a dominant meromorphic map. Let I be the
indeterminacy set of f , defined as above. Show that f cannot be extended to a
holomorphic map on any open set which intersects I.

1.2 Green Currents and Julia Sets

Let f be an endomorphism of algebraic degree d ≥ 2 as above. In this paragraph, we
give the first construction of canonical invariant currents T p associated to f (Green
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currents). The construction is now classical and is used in most of the references,
see [FS1, FS3, HJ, S3]. We will show that the support of the Green (1,1)-current
is exactly the Julia set of f [FS1]. In some examples, Green currents describe the
distribution of stable varieties but in general their geometric structure is not yet
well-understood. We will see later that μ := T k is the invariant measure of maximal
entropy.

Theorem 1.16. Let S be a positive closed (1,1)-current of mass 1 on Pk. Assume
that S has bounded local potentials. Then d−n( f n)∗(S) converge weakly to a posi-
tive closed (1,1)-current T of mass 1. This current has continuous local potentials
and does not depend on S. Moreover, it is totally invariant: f ∗(T ) = dT and
f∗(T ) = dk−1T. We also have for a smooth (k−1,k−1)-formΦ

∣∣〈d−n( f n)∗(S)−T,Φ〉∣∣≤ cd−n‖Φ‖DSH,

where c > 0 is a constant independent of Φ and of n.

Proof. We refer to Appendix for the basic properties of quasi-p.s.h. functions,
positive closed currents and DSH currents. Since S has mass 1, it is cohomologous
to ωFS. Therefore, we can write S = ωFS + ddcu where u is a quasi-p.s.h. function.
By hypothesis, this function is bounded. The current d−1 f ∗(ωFS) is smooth and
of mass 1 since f ∗ : H1,1(Pk,C) → H1,1(Pk,C) is the multiplication by d and the
mass of a positive closed current can be computed cohomologically. So, we can
also write d−1 f ∗(ωFS) = ωFS + ddcv where v is a quasi-p.s.h. function. Here, v is
smooth since ωFS and f ∗(ωFS) are smooth. We have

d−1 f ∗(S) = d−1 f ∗(ωFS)+ ddc(d−1u ◦ f
)

= ωFS + ddcv + ddc(d−1u ◦ f
)
.

By induction, we obtain

d−n( f n)∗(S) = ωFS + ddc(v + · · ·+ d−n+1v◦ f n−1)+ ddc(d−nu ◦ f n).

Observe that, since v is smooth, the sequence of smooth functions v+ · · ·+d−n+1v◦
f n−1 converges uniformly to a continuous function g. Since u is bounded, the func-
tions d−nu ◦ f n tend to 0. It follows that d−n( f n)∗(S) converge weakly to a current
T which satisfies

T = ωFS + ddcg.

From the definition, we also have

d−1g◦ f + v = g.

Clearly, this current does not depend on S since g does not depend on S. Moreover,
the currents d−n( f n)∗(S) are positive closed of mass 1. So, T is also a positive
closed current of mass 1. We deduce that g is quasi-p.s.h. since it is continuous and
satisfies ddcg≥−ωFS.
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Applying the above computation to T instead of S, we obtain that

d−1 f ∗(T ) = ωFS + ddcv + ddc(d−1g◦ f
)
= ωFS + ddcg.

Hence, f ∗(T ) = dT . On smooth forms f∗ ◦ f ∗ is equal to dk times the identity; this
holds by continuity for positive closed currents. Therefore,

f∗(T ) = f∗( f ∗(d−1T )) = dk−1T.

It remains to prove the estimate in the theorem. Recall that we can write ddcΦ =
R+−R− where R± are positive measures such that ‖R±‖ ≤ ‖Φ‖DSH. We have
∣∣〈d−n( f n)∗(S)−T,Φ〉∣∣ = ∣∣〈ddc(v + · · ·+ d−n+1v◦ f n−1 + d−nu ◦ f n −g),Φ〉∣∣

=
∣∣〈v + · · ·+ d−n+1v◦ f n−1 + d−nu ◦ f n −g,ddcΦ〉∣∣

=
∣∣〈d−nu ◦ f n −∑

i≥n

d−iv◦ f i,R+−R−〉∣∣.

Since u and v are bounded, the mass estimate for R± implies that the last integral is
� d−n‖Φ‖DSH. The result follows. ��

Theorem 1.16 gives a convergence result for S quite diffuse (with bounded po-
tentials). It is like the first main theorem in value distribution theory. The question
that we will address is the convergence for singular S, e.g. hypersurfaces.

Definition 1.17. We call T the Green (1,1)-current and g the Green function of f .
The power T p := T ∧ . . .∧ T , p factors, is the Green (p, p)-current of f , and its
support Jp is called the Julia set of order p.

Note that the Green function is defined up to an additive constant and since
T has a continuous quasi-potential, T p is well-defined. Green currents are totally
invariant: we have f ∗(T p) = d pT p and f∗(T p) = dk−pT p. The Green (k,k)-current
μ := T k is also called the Green measure, the equilibrium measure or the measure
of maximal entropy. We will give in the next paragraphs results which justify the
terminologies. The iterates f n, n ≥ 1, have the same Green currents and Green
function. We have the following result.

Proposition 1.18. The local potentials of the Green current T are γ-Hölder contin-

uous for every γ such that 0 < γ < min(1, logd/ logd∞), where d∞ := lim‖D f n‖1/n
∞ .

In particular, the Hausdorff dimension of T p is strictly larger than 2(k− p) and T p

has no mass on pluripolar sets and on proper analytic sets of Pk.

Since D f n+m(x) = D f m( f n(x)) ◦ D f n(x), it is not difficult to check that the

sequence ‖D f n‖1/n
∞ is decreasing. So, d∞ = inf‖D f n‖1/n

∞ . The last assertion of the
proposition is deduced from Corollary A.32 and Proposition A.33 in Appendix.
The first assertion is equivalent to the Hölder continuity of the Green function g, it
was obtained by Sibony [SI] for one variable polynomials and by Briend [BJ] and
Kosek [KO] in higher dimension.
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The following lemma, due to Dinh-Sibony [DS4, DS10], implies the above
proposition and can be applied in a more general setting. Here, we apply it to
Λ := f m with m large enough and to the above smooth function v. We choose
α := 1, A := ‖D f m‖∞ and d is replaced with dm.

Lemma 1.19. Let K be a metric space with finite diameter and Λ : K → K be a
Lipschitz map: ‖Λ(a)−Λ(b)‖ ≤ A‖a− b‖ with A > 0. Here, ‖a− b‖ denotes the
distance between two points a, b in K. Let v be an α-Hölder continuous function on
K with 0 < α ≤ 1. Then, ∑n≥0 d−nv◦Λn converges pointwise to a function which is
β -Hölder continuous on K for every β such that 0 < β < α and β ≤ logd/ logA.

Proof. By hypothesis, there is a constant A′>0 such that |v(a)− v(b)|≤A′‖a−b‖α .
Define A′′ := ‖v‖∞. Since K has finite diameter, A′′ is finite and we only have to
consider the case where ‖a−b‖� 1. If N is an integer, we have

∣∣∣∣∣∑n≥0

d−nv◦Λn(a)−∑
n≥0

d−nv◦Λn(b)

∣∣∣∣∣

≤ ∑
0≤n≤N

d−n|v◦Λn(a)− v◦Λn(b)|+ ∑
n>N

d−n|v◦Λn(a)− v◦Λn(b)|

≤ A′ ∑
0≤n≤N

d−n‖Λn(a)−Λn(b)‖α + 2A′′ ∑
n>N

d−n

� ‖a−b‖α ∑
0≤n≤N

d−nAnα + d−N .

If Aα ≤ d, the last sum is of order at most equal to N‖a− b‖α + d−N . For a given
0 < β < α , choose N �−β log‖a−b‖/ logd. So, the last expression is � ‖a−b‖β .
In this case, the function is β -Hölder continuous for every 0 < β < α . When
Aα > d, the sum is � d−NANα‖a− b‖α + d−N . For N � − log‖a− b‖/ logA, the
last expression is � ‖a − b‖β with β := logd/ logA. Therefore, the function is
β -Hölder continuous. ��
Remark 1.20. Lemma 1.19 still holds for K with infinite diameter if v is Hölder
continuous and bounded. We can also replace the distance on K with any pos-
itive symmetric function on K × K which vanishes on the diagonal. Consider a
family ( fs) of endomorphisms of Pk depending holomorphically on s in a space
of parameters Σ . In the above construction of the Green current, we can locally
on Σ , choose vs(z) smooth such that ddc

s,zvs(z) ≥ −ωFS(z). Lemma 1.19 implies
that the Green function gs(z) of fs is locally Hölder continuous on (s,z) in Σ ×Pk.
Then, ωFS(z)+ ddc

s,zgs(z) is a positive closed (1,1)-current on Σ ×Pk. Its slices by
{s}×Pk are the Green currents Ts of fs.

We want to use the properties of the Green currents in order to establish some
properties of the Fatou and Julia sets. We will show that the Julia set coincides
with the Julia set of order 1. We recall the notion of Kobayashi hyperbolicity on
a complex manifold M. Let p be a point in M and ξ a tangent vector of M at
p. Consider the holomorphic maps τ : Δ → M on the unit disc Δ in C such that
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τ(0) = p and Dτ(0) = cξ where Dτ is the differential of τ and c is a constant. The
Kobayashi-Royden pseudo-metric is defined by

KM(p,ξ ) := inf
τ
|c|−1.

It measures the size of a disc that one can send in M. In particular, if M contains an
image of C passing through p in the direction ξ , we have KM(p,ξ ) = 0.

Kobayashi-Royden pseudo-metric is contracting for holomorphic maps: if
Ψ : N → M is a holomorphic map between complex manifolds, we have

KM(Ψ(p),DΨ (p) ·ξ )≤ KN(p,ξ ).

The Kobayashi-Royden pseudo-metric on Δ coincides with the Poincaré metric.
A complex manifold M is Kobayashi hyperbolic if KM is a metric [K]. In which
case, holomorphic self-maps of M, form a locally equicontinuous family of maps.
We have the following result where the norm of ξ is with respect to a smooth metric
on X .

Proposition 1.21. Let M be a relatively compact open set of a compact complex
manifold X. Assume that there is a bounded function ρ on M which is strictly p.s.h.,
i.e. ddcρ ≥ω on M for some positive Hermitian form ω on X. Then M is Kobayashi
hyperbolic and hyperbolically embedded in X. More precisely, there is a constant
λ > 0 such that KM(p,ξ ) ≥ λ‖ξ‖ for every p ∈ M and every tangent vector ξ of M
at p.

Proof. If not, we can find holomorphic discs τn : Δ → M such that ‖Dτn(0)‖ ≥ n for
n ≥ 1. So, this family is not equicontinuous. A lemma due to Brody [K] says that, after
reparametrization, there is a subsequence converging to an image of C in M. More
precisely, up to extracting a subsequence, there are holomorphic mapsΨn : Δn → Δ
on discs Δn centered at 0, of radius n, such that τn ◦Ψn converge locally uniformly
to a non-constant map τ∞ : C → M. Since ρ is bounded, up to extracting a subse-
quence, the subharmonic functions ρn := ρ ◦ τn ◦Ψn converge in L1

loc(C) to some
subharmonic function ρ∞. Since the function ρ∞ is bounded, it should be constant.

For simplicity, we use here the metric on X induced by ω . Let L,K be arbitrary
compact subsets of C such that L � K. For n large enough, the area of τn(Ψn(L))
counted with multiplicity, satisfies

area(τn(Ψn(L))) =
∫

L
(τn ◦Ψn)∗(ω) ≤

∫

L
ddcρn.

We deduce that

area(τ∞(L)) = lim
n→∞area(τn(Ψn(L))) ≤

∫

K
ddcρ∞ = 0.

This is a contradiction. ��
The following result was obtained by Fornæss-Sibony in [FS3,FS2] and by Ueda

for the assertion on the Kobayashi hyperbolicity of the Fatou set [U2].
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Theorem 1.22. Let f be an endomorphism of algebraic degree d ≥ 2 of P
k. Then,

the Julia set of order 1 of f , i.e. the support J1 of the Green (1,1)-current T ,
coincides with the Julia set J . The Fatou set F is Kobayashi hyperbolic and
hyperbolically embedded in P

k. Moreover, for p ≤ k/2, the Julia set of order p of f
is connected.

Proof. The sequence ( f n) is equicontinuous on the Fatou set F and f n are holomor-
phic, hence the differential D f n are locally uniformly bounded on F . Therefore,
( f n)∗(ωFS) are locally uniformly bounded on F . We deduce that d−n( f n)∗(ωFS)
converge to 0 on F . Hence, T is supported on the Julia set J .

Let F ′ denote the complement of the support of T in P
k. Observe that F ′ is

invariant under f n and that −g is a smooth function which is strictly p.s.h. on F ′.
Therefore, by Proposition 1.21, F ′ is Kobayashi hyperbolic and hyperbolically
embedded in Pk. Therefore, the maps f n, which are self-maps of F ′, are equicon-
tinuous with respect to the Kobayashi-Royden metric. On the other hand, the fact
that F ′ is hyperbolically embedded implies that the Kobayashi-Royden metric is
bounded from below by a constant times the Fubini-Study metric. It follows that
( f n) is locally equicontinuous on F ′ with respect to the Fubini-Study metric. We
conclude that F ′ ⊂ F , hence F = F ′ and J = supp(T ) = J1.

In order to show that Jp are connected, it is enough to prove that if S is a
positive closed current of bidegree (p, p) with p ≤ k/2 then the support of S is con-
nected. Assume that the support of S is not connected, then we can write S = S1 +S2

with S1 and S2 non-zero, positive closed with disjoint supports. Using a convolu-
tion on the automorphism group of Pk, we can construct smooth positive closed
(p, p)-forms S′1,S

′
2 with disjoint supports. So, we have S′1 ∧S′2 = 0. This contradicts

that the cup-product of the classes [S′1] and [S′2] is non-zero in H2p,2p(Pk,R) � R:
we have [S′1] = ‖S′1‖[ω p

FS], [S′2] = ‖S′2‖[ω p
FS] and [S′1] � [S′2] = ‖S′1‖‖S′2‖[ω2p

FS ], a
contradiction. Therefore, the support of S is connected. ��
Example 1.23. Let f be a polynomial map of algebraic degree d ≥ 2 on Ck which
extends holomorphically to Pk. If B is a ball large enough centered at 0, then
f−1(B) � B. Define Gn := d−n log+ ‖ f n‖, where log+ := max(log,0). As in
Theorem 1.16, we can show that Gn converge uniformly to a continuous p.s.h.
function G such that G ◦ f = dG. On Ck, the Green current T of f is equal to
ddcG and T p = (ddcG)p. The Green measure is equal to (ddcG)k. If K denotes
the set of points in Ck with bounded orbit, then μ is supported on K . Indeed,
outside K we have G = limd−n log‖ f n‖ and the convergence is locally uniform. It
follows that (ddcG)k = limd−kn(ddc log‖ f n‖)k on Ck \K . One easily check that
(ddc log‖ f n‖)k = 0 out of f−n(0). Therefore, (ddcG)k = 0 on Ck \K . The set K
is called the filled Julia set. We can show that K is the zero set of G. In particular,
if f (z) = (zd

1 , . . . ,zd
k ), then G(z) = supi log+ |zi|. One can check that the support of

T p is foliated (except for a set of zero measure with respect to the trace of T p) by
stable manifolds of dimension k− p and that μ = T k is the Lebesgue measure on
the torus {|zi| = 1, i = 1, . . . ,k}.

Example 1.24. We consider Example 1.10. Let ν be the Green measure of h on P1,
i.e. ν = limd−n(hn)∗(ωFS). Here, ωFS denotes also the Fubini-Study form on P1.



180 Tien-Cuong Dinh and Nessim Sibony

Let πi denote the projections of P
1×·· ·×P

1 on the factors. Then, the Green current
of f is equal to

T =
1
k!
π∗
(
π∗1 (ν)+ · · ·+π∗k (ν)

)
,

as can be easily checked.

Example 1.25. The following family of maps on P2 was studied in [FS6]:

f [z0 : z1 : z2] := [zd
0 +λ z0zd−1

1 ,ν(z1 −2z2)d + czd
0 : zd

1 + czd
0].

For appropriate choices of the parameters c and λ , one can show that supp(T ) and
supp(μ) coincide. Moreover, f has an attracting fixed point, so the Fatou set is not
empty. Observe that the restriction of f to the projective line {z0 = 0}, for appropri-
ate ν , is chaotic, i.e. has dense orbits. One shows that {z0 = 0} is in the support of
μ and that for appropriate m, P2 \∪m

i=0 f−i{z0 = 0} is Kobayashi hyperbolic. Hence
using the total invariance of supp(μ), we get that the complement of supp(μ) is in
the Fatou set. It is possible to choose the parameters so that P2 \ supp(μ) contains
an attractive fixed point. Several other examples are discussed in [FS6]. For exam-
ple it is possible that supp(T ) has non-empty interior and the Fatou set has also
non-empty interior. The situation is then quite different from the one variable case,
where either the Julia set is equal to P1 or it has empty interior.

We now give a characterization of the Julia sets in term of volume growth. There
is an interesting gap in the possible volume growth.

Proposition 1.26. Let f be a holomorphic endomorphism of algebraic degree
d ≥ 2 of Pk. Let T be its Green (1,1)-current. Then the following properties are
equivalent:

1. x is a point in the Julia set of order p, i.e. x ∈ Jp := supp(T p);
2. For every neighbourhood U of x, we have

liminf
n→∞ d−pn

∫

U
( f n)∗(ω p

FS)∧ωk−p
FS �= 0;

3. For every neighbourhood U of x, we have

limsup
n→∞

d−(p−1)n
∫

U
( f n)∗(ω p

FS)∧ωk−p
FS = +∞.

Proof. We have seen in Theorem 1.16 that d−n( f n)∗(ωFS) converges to T when n
goes to infinity. Moreover, d−n( f n)∗(ωFS) admits a quasi-potential which converges
uniformly to a quasi-potential of T . It follows that limd−pn( f n)∗(ω p

FS) = T p. We
deduce that Properties 1) and 2) are equivalent. Since 2) implies 3), it remains to
show that 3) implies 1). For this purpose, it is enough to show that for any open set
V with V ∩Jp = ∅,

∫

V
( f n)∗(ω p

FS)∧ωk−p
FS = O(d(p−1)n).
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This is a consequence of a more general inequality in Theorem 1.112 below. We
give here a direct proof.

Since (ωFS +ddcg)p = 0 on Pk \Jp, we can write thereω p
FS = ddcg∧(S+−S−)

where S± are positive closed (p−1, p−1)-currents on P
k. Let χ be a cut-off func-

tion with compact support in Pk \Jp and equal to 1 on V . The above integral is
bounded by
∫

Pk
χ( f n)∗

(
ddcg∧(S+−S−)

)∧ωk−p
FS =

∫

Pk
ddcχ∧(g◦ f n)( f n)∗(S+−S−)∧ωk−p

FS .

Since g is bounded, the last integral is bounded by a constant times ‖( f n)∗(S+)‖+
‖( f n)∗(S−)‖. We conclude using the identity ‖( f n)∗(S±)‖ = d(p−1)n‖S±‖. ��

The previous proposition suggests a notion of local dynamical degree. Define

δp(x,r) := limsup
n→∞

(∫

B(x,r)
( f n)∗(ω p

FS)∧ωk−p
FS

)1/n

and
δp(x) := inf

r>0
δp(x,r) = lim

r→0
δp(x,r).

It follows from the above proposition that δp(x) = d p for x ∈ Jp and δp(x) = 0 for
x �∈ Jp. This notion can be extended to general meromorphic maps or correspon-
dences and the sub-level sets {δp(x) ≥ c} can be seen as a kind of Julia sets.

Exercise 1.27. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Suppose
a subsequence ( f ni) is equicontinuous on an open set U . Show that U is contained
in the Fatou set.

Exercise 1.28. Let f and g be two commuting holomorphic endomorphisms of Pk,
i.e. f ◦g = g◦ f . Show that f and g have the same Green currents. Deduce that they
have the same Julia and Fatou sets.

Exercise 1.29. Determine the Green (1,1)-current and the Green measure for the
map f in Example 1.11. Study the lamination on supp(T p) \ supp(T p+1). Express
the current T p on that set as an integral on appropriate manifolds.

Exercise 1.30. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk and T its
Green (1,1)-current. Consider the family of maps τ : Δ → Pk such that τ∗(T ) = 0.
The last equation means that if u is a local potential of T , i.e. ddcu = T on some open
set, then ddcu◦τ = 0 on its domain of definition. Show that the sequence ( f n

|τ(Δ ))n≥1

is equicontinuous. Prove that there is a constant c > 0 such that ‖Dτ(0)‖ ≤ c for
every τ as above (this property holds for any positive closed (1,1)-current T with
continuous potentials). Find the corresponding discs for f as in Exercise 1.29.



182 Tien-Cuong Dinh and Nessim Sibony

Exercise 1.31. Let f be an endomorphism of algebraic degree d ≥ 2 of P
k. Let X

be an analytic set of pure dimension p in an open set U ⊂ Pk. Show that for every
compact K ⊂U

limsup
n→∞

1
n

logvolume( f n(X ∩K)) ≤ p logd.

Hint. For an appropriate cut-off function χ , estimate
∫

X χ( f n)∗(ω p
FS).

1.3 Other Constructions of the Green Currents

In this paragraph, we give other methods, introduced and developped by the authors,
in order to construct the Green currents and Green measures for meromorphic maps.
We obtain estimates on the Perron-Frobenius operator and on the thickness of the
Green measure, that will be applied in the stochastic study of the dynamical system.
A key point here is the use of d.s.h. functions as observables.

We first present a recent direct construction of Green (p, p)-currents using super-
potentials1. Super-potentials are a tool in order to compute with positive closed
(p, p)-currents. They play the same role as potentials for bidegree (1,1) currents.
In dynamics, they are used in particular in the equidistribution problem for alge-
braic sets of arbitrary dimension and allow to get some estimates on the speed of
convergence.

Theorem 1.32. Let S be a positive closed (p, p)-current of mass 1 on Pk. Assume
that the super-potential of S is bounded. Then d−pn( f n)∗(S) converge to the Green
(p, p)-current T p of f . Moreover, T p has a Hölder continuous super-potential.

Sketch of proof. We refer to Appendix A.2 and A.4 for an introduction to super-
potentials and to the action of holomorphic maps on positive closed currents. Recall
that f ∗ and f∗ act on H p,p(Pk,C) as the multiplications by d p and dk−p respec-
tively. So, if S is a positive closed (p, p)-current of mass 1, then ‖ f ∗(S)‖ = d p and
‖ f∗(S)‖= dk−p since the mass can be computed cohomologically. LetΛ denote the
operator d−p+1 f∗ acting on Ck−p+1(Pk), the convex set of positive closed currents
of bidegree (k− p + 1,k− p + 1) and of mass 1. It is continuous and it takes values
also in Ck−p+1(Pk). Let V , U , Un denote the super-potentials of d−p f ∗(ω p

FS), S
and d−pn( f n)∗(S) respectively. Consider a quasi-potential U of mean 0 of S which
is a DSH current satisfying ddcU = S−ω p

FS. The following computations are valid
for S smooth and can be extended to all currents S using a suitable regularization
procedure.

By Theorem A.35 in the Appendix, the current d−p f ∗(U) is DSH and satisfies

ddc(d−p f ∗(U)
)

= d−p f ∗(S)−d−p f ∗(ω p
FS).

1 These super-potentials correspond to super-potentials of mean 0 in [DS10].
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If V is a smooth quasi-potential of mean 0 of d−p f ∗(ω p
FS), i.e. a smooth real

(p−1, p−1)-form such that

ddcV = d−p f ∗(ω p
FS)−ω p

FS and 〈ωk−p+1
FS ,V 〉 = 0,

then V +d−p f ∗(U) is a quasi-potential of d−p f ∗(S). Let m be the real number such
that V + d−p f ∗(U)+ mω p−1

FS is a quasi-potential of mean 0 of d−1 f ∗(S). We have

U1(R) = 〈V + d−p f ∗(U)+ mω p−1
FS ,R〉

= 〈V,R〉+ d−1〈U,Λ(R)〉+ m

= V (R)+ d−1U (Λ(R))+ m.

By induction, we obtain

Un(R) = V (R)+ d−1V (Λ(R))+ · · ·+ d−n+1V (Λn−1(R))
+d−nU (Λn(R))+ mn,

where mn is a constant depending on n and on S.
Since d−p f ∗(ω p

FS) is smooth, V is a Hölder continuous function. It is not diffi-
cult to show that Λ is Lipschitz with respect to the distance distα on Ck−p+1(Pk).
Therefore, by Lemma 1.19, the sum

V (R)+ d−1V (Λ(R))+ · · ·+ d−n+1V (Λn−1(R))

converges uniformly to a Hölder continuous function V∞ which does not depend
on S. Recall that super-potentials vanish at ωk−p+1

FS , in particular, Un(ωk−p+1
FS ) = 0.

Since U is bounded, the above expression of Un(R) for R = ωk−p+1
FS implies that

mn converge to m∞ := −V∞(ωk−p+1
FS ) which is independent of S. So, Un converge

uniformly to V∞+m∞. We deduce that d−pn( f n)∗(S) converge to a current Tp which
does not depend on S. Moreover, the super-potential of Tp is the Hölder continuous
function V∞+ m∞.

We deduce from the above discussion that d−pn( f n)∗(ω p
FS) converge in the Har-

togs’ sense to Tp. Theorem A.48 implies that Tp+q = Tp∧Tq if p+q≤ k. Therefore,
if T is the Green (1,1)-current, Tp is equal to T p the Green (p, p)-current of f . �
Remark 1.33. Let Sn be positive closed (p, p)-currents of mass 1 on P

k. Assume that
their super-potentials USn satisfy ‖USn‖∞ = o(dn). Then d−pn( f n)∗(Sn) converge
to T p. If ( fs) is a family of maps depending holomorphically on s in a space of
parameters Σ , then the Green super-functions are also locally Hölder continuous
with respect to s and define a positive closed (p, p)-current on Σ ×Pk. Its slice by
{s}×Pk is the Green (p, p)-current of fs.

We now introduce two other constructions of the Green measure. The main point
is the use of appropriate spaces of test functions adapted to complex analysis. Their
norms take into account the complex structure of Pk. The reason to introduce these
spaces is that they are invariant under the push-forward by a holomorphic map. This
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is not the case for spaces of smooth forms because of the critical set. Moreover, we
will see that there is a spectral gap for the action of endomorphisms of Pk which is
a useful property in the stochastic study of the dynamical system. The first method,
called the ddc-method, was introduced in [DS1] and developped in [DS6]. It can be
extended to Green currents of any bidegree. We show a convergence result for PB
measures ν towards the Green measure. PB measures are diffuse in some sense; we
will study equidistribution of Dirac masses in the next paragraph.

Recall that f is an endomorphism of Pk of algebraic degree d ≥ 2. Define the
Perron-Frobenius operator Λ on test functions ϕ by Λ(ϕ) := d−k f∗(ϕ). More
precisely, we have

Λ(ϕ)(z) := d−k ∑
w∈ f−1(z)

ϕ(w),

where the points in f−1(z) are counted with multiplicity. The following proposition
is crucial.

Proposition 1.34. The operatorΛ : DSH(Pk)→ DSH(Pk) is well-defined, bounded
and continuous with respect to the weak topology on DSH(Pk). The operator
Λ̃ : DSH(Pk) → DSH(Pk) defined by

Λ̃ (ϕ) :=Λ(ϕ)−〈ωk
FS,Λ(ϕ)〉

is contracting and satisfies the estimate

‖Λ̃(ϕ)‖DSH ≤ d−1‖ϕ‖DSH.

Proof. We prove the first assertion. Let ϕ be a quasi-p.s.h. function such that
ddcϕ ≥ −ωFS. We show that Λ(ϕ) is d.s.h. Since ϕ is strongly upper semi-
continuous, Λ(ϕ) is strongly upper semi-continuous, see Appendix A.2. If
ddcϕ = S−ωFS with S positive closed, we have ddcΛ(ϕ) = d−k f∗(S)−d−k f∗(ωFS).
Therefore, if u is a quasi-potential of d−k f∗(ωFS), then u +Λ(ϕ) is strongly semi-
continuous and is a quasi-potential of d−k f∗(S). So, this function is quasi-p.s.h. We
deduce that Λ(ϕ) is d.s.h., and hence Λ : DSH(Pk) → DSH(Pk) is well-defined.

Observe that Λ : L1(Pk) → L1(Pk) is continuous. Indeed, if ϕ is in L1(Pk), we
have

‖Λ(ϕ)‖L1 = 〈ωk
FS,d−k| f∗(ϕ)|〉 ≤ 〈ωk

FS,d
−k f∗(|ϕ |)〉 = d−k〈 f ∗(ωk

FS), |ϕ |〉 � ‖ϕ‖L1 .

Therefore, Λ : DSH(Pk) → DSH(Pk) is continuous with respect to the weak topol-
ogy. This and the estimates below imply that Λ is a bounded operator.

We prove now the last estimate in the proposition. Write ddcϕ = S+ − S− with
S± positive closed. We have

ddcΛ̃ (ϕ) = ddcΛ(ϕ) = d−k f∗(S+−S−) = d−k f∗(S+)−d−k f∗(S−).

Since ‖ f∗(S±)‖ = dk−1‖S±‖ and 〈ωk
FS,Λ̃(ϕ)〉 = 0, we obtain that ‖Λ̃(ϕ)‖DSH ≤

d−1‖S±‖. The result follows. ��
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Recall that if ν is a positive measure on P
k, the pull-back f ∗(ν) is defined by

the formula 〈 f ∗(ν),ϕ〉 = 〈ν, f∗(ϕ)〉 for ϕ continuous on Pk. Observe that since
f is a ramified covering, f∗(ϕ) is continuous when ϕ is continuous, see Exercise
A.11 in Appendix. So, the above definition makes sense. For ϕ = 1, we obtain that
‖ f ∗(ν)‖ = dk‖ν‖, since the covering is of degree dk. If ν is the Dirac mass at a
point a, f ∗(ν) is the sum of Dirac masses at the points in f−1(a).

Recall that a measure ν is PB if quasi-p.s.h. are ν-integrable and ν is PC if it
is PB and acts continuously on DSH(Pk) with respect to the weak topology on this
space, see Appendix A.4. We deduce from Proposition 1.34 the following result
where the norm ‖ · ‖μ on DSH(Pk) is defined by

‖ϕ‖μ := |〈μ ,ϕ〉|+ inf‖S±‖,

with S± positive closed such that ddcϕ = S+−S−. We will see that μ is PB, hence
this norm is equivalent to ‖ · ‖DSH, see Proposition A.43.

Theorem 1.35. Let f be as above. If ν is a PB probability measure, then
d−kn( f n)∗(ν) converge to a PC probability measure μ which is independent of
ν and totally invariant under f . Moreover, if ϕ is a d.s.h. function and cϕ := 〈μ ,ϕ〉,
then

‖Λn(ϕ)− cϕ‖μ ≤ d−n‖ϕ‖μ and ‖Λn(ϕ)− cϕ‖DSH ≤ Ad−n‖ϕ‖DSH,

where A > 0 is a constant independent of ϕ and n. In particular, there is a constant
c > 0 depending on ν such that

|〈d−kn( f n)∗(ν)− μ ,ϕ〉| ≤ cd−n‖ϕ‖DSH.

Proof. Since ν is PB, d.s.h. functions are ν integrable. It follows that there is a
constant c > 0 such that |〈ν,ϕ〉| ≤ c‖ϕ‖DSH. Otherwise, there are d.s.h. functions
ϕn with ‖ϕn‖DSH ≤ 1 and 〈ν,ϕn〉 ≥ 2n, hence the d.s.h. function ∑2−nϕn is not
ν-integrable.

It follows from Proposition 1.34 that f ∗(ν) is PB. So, d−kn( f n)∗(ν) is PB for
every n. Define for ϕ d.s.h.,

c0 := 〈ωk
FS,ϕ〉 and ϕ0 := ϕ− c0

and inductively

cn+1 := 〈ωk
FS,Λ(ϕn)〉 and ϕn+1 :=Λ(ϕn)− cn+1 = Λ̃(ϕn).

A straighforward computation gives

Λn(ϕ) = c0 + · · ·+ cn +ϕn.

Therefore,

〈d−kn( f n)∗(ν),ϕ〉 = 〈ν,Λn(ϕ)〉 = c0 + · · ·+ cn + 〈ν,ϕn〉.
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Proposition 1.34 applied inductively on n implies that ‖ϕn‖DSH ≤ d−n‖ϕ‖DSH.
Since Λ is bounded, it follows that |cn| ≤ Ad−n‖ϕ‖DSH, where A > 0 is a constant.
The property that ν is PB and the above estimate on ϕn imply that 〈ν,ϕn〉 converge
to 0.

We deduce that 〈d−kn( f n)∗(ν),ϕ〉 converge to cϕ :=∑n≥0 cn and |cϕ |� ‖ϕ‖DSH.
Therefore, d−kn( f n)∗(ν) converge to a PB measure μ defined by 〈μ ,ϕ〉 := cϕ . The
constant cϕ does not depend on ν , hence the measure μ is independent of ν . The
above convergence implies that μ is totally invariant, i.e. f ∗(μ) = dkμ . Finally,
since cn depends continuously on the d.s.h. function ϕ , the constant cϕ , which is
defined by a normally convergent series, depends also continuously on ϕ . It follows
that μ is PC.

We prove now the estimates in the theorem. The total invariance of μ implies
that 〈μ ,Λn(ϕ)〉= 〈μ ,ϕ〉= cϕ . If ddcϕ = S+−S− with S± positive closed, we have
ddcΛn(ϕ) = d−kn( f n)∗(S+)−d−kn( f n)∗(S−), hence

‖Λn(ϕ)− cϕ‖μ ≤ d−kn‖( f n)∗(S±)‖ = d−n‖S±‖.

It follows that
‖Λn(ϕ)− cϕ‖μ ≤ d−n‖ϕ‖μ .

For the second estimate, we have

‖Λn(ϕ)− cϕ‖DSH = ‖ϕn‖DSH +∑
i≥n

ci.

The last sum is clearly bounded by a constant times d−n‖ϕ‖DSH. This together with
the inequality ‖ϕn‖DSH � d−n‖ϕ‖DSH implies ‖Λn(ϕ)− cϕ‖DSH � d−n‖ϕ‖DSH.
We can also use that ‖ ‖μ and ‖ ‖DSH are equivalent, see Proposition A.43.

The last inequality in the theorem is then deduced from the identity

〈d−kn( f n)∗(ν)− μ ,ϕ〉 = 〈ν,Λn(ϕ)− cϕ〉

and the fact that ν is PB. ��
Remark 1.36. In the present case, the ddc-method is quite simple. The function ϕn

is the normalized solution of the equation ddcψ = ddcΛn(ϕ). It satisfies automat-
ically good estimates. The other solutions differ from ϕn by constants. We will see
that for polynomial-like maps, the solutions differ by pluriharmonic functions and
the estimates are less straightforward. In the construction of Green (p, p)-currents
with p > 1, ϕ is replaced with a test form of bidegree (k − p,k − p) and ϕn is a
solution of an appropriate ddc-equation. The constants cn will be replaced with
ddc-closed currents with a control of their cohomology class.

The second construction of the Green measure follows the same lines but we use
the complex Sobolev space W ∗(Pk) instead of DSH(Pk). We obtain that the Green
measure μ is WPB, see Appendix A.4 for the terminology. We only mention here
the result which replaces Proposition 1.34.
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Proposition 1.37. The operator Λ : W ∗(Pk) → W ∗(Pk) is well-defined, bounded
and continuous with respect to the weak topology on W ∗(Pk). The operator
Λ̃ : W ∗(Pk) →W ∗(Pk) defined by

Λ̃ (ϕ) :=Λ(ϕ)−〈ωk
FS,Λ(ϕ)〉

is contracting and satisfies the estimate

‖Λ̃(ϕ)‖W ∗ ≤ d−1/2‖ϕ‖W∗ .

Sketch of proof. As in Proposition 1.34, since ϕ is in L1(Pk),Λ(ϕ) is also in L1(Pk)
and the main point here is to estimate ∂ϕ . Let S be a positive closed (1,1)-current
on Pk such that

√−1∂ϕ ∧∂ϕ ≤ S. We show that
√−1∂ f∗(ϕ)∧∂ f∗(ϕ) ≤ dk f∗(S),

in particular, the Poincaré differential dΛ(ϕ) of Λ(ϕ) is in L2(Pk).
If a is not a critical value of f and U a small neighbourhood of a, then f−1(U) is

the union of dk open sets Ui which are sent bi-holomorphically on U . Let gi : U →Ui

be the inverse branches of f . On U , we obtain using Schwarz’s inequality that

√−1∂ f∗(ϕ)∧∂ f∗(ϕ) =
√−1

(
∑∂g∗i (ϕ)

)
∧
(
∑∂g∗i (ϕ)

)

≤ dk∑
√−1∂g∗i (ϕ)∧∂g∗i (ϕ)

= dk f∗
(√−1∂ϕ ∧∂ϕ).

Therefore, we have
√−1∂ f∗(ϕ)∧∂ f∗(ϕ) ≤ dk f∗(S) out of the critical values of f

which is a manifold of real codimension 2.
Recall that f∗(ϕ) is in L1(Pk). It is a classical result in Sobolev spaces theory

that an L1 function whose gradient out of a submanifold of codimension 2 is
in L2, is in fact in the Sobolev space W 1,2(Pk). We deduce that the inequality√−1∂ f∗(ϕ)∧∂ f∗(ϕ) ≤ dk f∗(S) holds on Pk, because the left hand side term is an
L1 form and has no mass on critical values of f . Finally, we have

√−1∂Λ(ϕ)∧∂Λ(ϕ) ≤ d−k f∗(S).

This, together with the identity ‖ f∗(S)‖ = dk−1‖S‖, implies that ‖Λ̃(ϕ)‖W∗ ≤
d−1/2‖S‖. The proposition follows. �

In the rest of this paragraph, we show that the Green measure μ is moderate,
see Appendix A.4. Recall that a positive measure ν on Pk is moderate if there are
constants α > 0 and c > 0 such that

‖e−αϕ‖L1(ν) ≤ c

for ϕ quasi-p.s.h. such that ddcϕ ≥−ωFS and 〈ωk
FS,ϕ〉= 0. Moderate measures are

PB and by linearity, if ν is moderate and D is a bounded set of d.s.h. functions then
there are constants α > 0 and c > 0 such that

‖eα |ϕ|‖L1(ν) ≤ c for ϕ ∈ D .
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Moderate measures were introduced in [DS1]. The fundamental estimate in
Theorem A.22 in Appendix implies that smooth measures are moderate. So, when
we use test d.s.h. functions, several estimates for the Lebesgue measure can be
extended to moderate measures. For example, we will see that quasi-p.s.h. functions
have comparable repartition functions with respect to the Lebesgue measure ωk

FS
and to the equilibrium measure μ .

It is shown in [DNS] that measures which are wedge-products of positive closed
(1,1)-currents with Hölder continuous potentials, are moderate. In particular, the
Green measure μ is moderate. We will give here another proof of this result us-
ing the following criterion. Since DSH(Pk) is a subspace of L1(Pk), the L1-norm
induces a distance on DSH(Pk) that we denote by distL1 .

Proposition 1.38. Let ν be a PB positive measure on P
k. Assume that ν restricted

to any bounded subset of DSH(Pk) is Hölder continuous2 with respect to distL1 .
Then ν is moderate.

Proof. Let ϕ be a quasi-p.s.h. function such that ddcϕ ≥ −ωFS and 〈ωk
FS,ϕ〉 = 0.

We want to prove that 〈ν,e−αϕ〉 ≤ c for some positive constants α,c. For this pur-
pose, we only have to show that ν{ϕ ≤−M} � e−αM for some constant α > 0 and
for M ≥ 1. Define for M > 0, ϕM := max(ϕ ,−M). These functions ϕM belong to a
compact family D of d.s.h. functions. Observe that ϕM−1 −ϕM is positive with sup-
port in {ϕ ≤−M +1}. It is bounded by 1 and equal to 1 on {ϕ < −M}. Therefore,
the Hölder continuity of ν on D implies that there is a constant λ > 0 such that

ν{ϕ < −M} ≤ 〈ν,ϕM−1 −ϕM〉 = ν(ϕM−1)−ν(ϕM)

� distL1(ϕM−1,ϕM)λ ≤ volume{ϕ < −M + 1}λ .

Since the Lebesgue measure is moderate, the last expression is � e−αM for some
positive constant α . The proposition follows. ��

We have the following result obtained in [DNS]. It will be used to establish
several stochastic properties of d.s.h. observables for the equilibrium measure.

Theorem 1.39. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Then,
the Green measure μ of f is Hölder continuous on bounded subsets of DSH(Pk). In
particular, it is moderate.

Proof. Let D be a bounded set of d.s.h. functions. We have to show that μ is Hölder
continuous on D with respect to distL1 . By linearity, since μ is PC, it is enough
to consider the case where D is the set of d.s.h. functions ϕ such that 〈μ ,ϕ〉 ≥ 0
and ‖ϕ‖μ ≤ 1. Let D̃ denote the set of d.s.h. functions ϕ −Λ(ϕ) with ϕ ∈ D . By

Proposition 1.34, D̃ is a bounded family of d.s.h. functions. We claim that D̃ is
invariant under Λ̃ := dΛ . Observe that if ϕ is in D , then ϕ̃ := ϕ−〈μ ,ϕ〉 is also in
D . Since 〈μ ,ϕ〉 = 〈μ ,Λ(ϕ)〉, we have ‖Λ̃(ϕ̃)‖μ ≤ 1 and

Λ̃(ϕ−Λ(ϕ)) = Λ̃ (ϕ̃−Λ(ϕ̃)) = Λ̃(ϕ̃)−Λ(Λ̃(ϕ̃)).

2 This property is close to the property that ν has a Hölder continuous super-potential.
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By Theorem 1.35, Λ̃(ϕ̃) belongs to D . This proves the claim. So, the crucial point
is that Λ is contracting on an appropriate hyperplane.

For ϕ ,ψ in L1(Pk) we have

‖Λ̃(ϕ)− Λ̃(ψ)‖L1 ≤
∫
Λ̃(|ϕ−ψ |)ωk

FS = d1−k
∫
|ϕ−ψ | f ∗(ωk

FS) � ‖ϕ−ψ‖L1 .

So, the map Λ̃ is Lipschitz with respect to distL1 . In particular, the map
ϕ 
→ ϕ−Λ(ϕ) is Lipschitz with respect to this distance. Now, we have for ϕ ∈ D

〈μ ,ϕ〉 = lim
n→∞〈d

−kn( f n)∗(ωk
FS),ϕ〉 = lim

n→∞〈ω
k
FS,Λn(ϕ)〉

= 〈ωk
FS,ϕ〉−∑

n≥0
〈ωk

FS,Λn(ϕ)−Λn+1(ϕ)〉

= 〈ωk
FS,ϕ〉−∑

n≥0

d−n〈ωk
FS,Λ̃

n(ϕ−Λ(ϕ))〉.

By Lemma 1.19, the last series defines a function on D̃ which is Hölder continuous
with respect to distL1 . Therefore, ϕ 
→ 〈μ ,ϕ〉 is Hölder continuous on D . ��
Remark 1.40. Let fs be a family of endomorphisms of algebraic degree d ≥ 2,
depending holomorphically on a parameter s ∈ Σ . Let μs denote its equilibrium
measure. We get that (s,ϕ) 
→ μs(ϕ) is Hölder continuous on bounded subsets of
Σ ×DSH(Pk).

The following results are useful in the stochastic study of the dynamical system.

Corollary 1.41. Let f , μ and Λ be as above. There are constants c > 0 and α > 0
such that if ψ is d.s.h. with ‖ψ‖DSH ≤ 1, then

〈
μ ,eαdn|Λn(ψ)−〈μ,ψ〉|〉≤ c and ‖Λn(ψ)−〈μ ,ψ〉‖Lq(μ) ≤ cqd−n

for every n ≥ 0 and every 1 ≤ q < +∞.

Proof. By Theorem 1.35, dn(Λn(ψ) − 〈μ ,ψ〉) belong to a compact family in
DSH(Pk). The first inequality in the corollary follows from Theorem 1.39. For the
second one, we can assume that q is integer and we easily deduce the result from
the first inequality and the inequalities xq ≤ q!ex ≤ qqex for x ≥ 0. ��
Corollary 1.42. Let 0 < ν ≤ 2 be a constant. There are constants c > 0 and α > 0
such that if ψ is a ν-Hölder continuous function with ‖ψ‖C ν ≤ 1, then

〈
μ ,eαdnν/2|Λn(ψ)−〈μ,ψ〉|〉≤ c and ‖Λn(ψ)−〈μ ,ψ〉‖Lq(μ) ≤ cqν/2d−nν/2

for every n ≥ 0 and every 1 ≤ q < +∞.

Proof. By Corollary 1.41, since ‖ · ‖DSH � ‖ · ‖C 2, we have

‖Λn(ψ)−〈μ ,ψ〉‖Lq(μ) ≤ cqd−n‖ψ‖C 2 ,
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with c > 0 independent of q and ofψ . On the other hand, by definition ofΛ , we have

‖Λn(ψ)−〈μ ,ψ〉‖Lq(μ) ≤ ‖Λn(ψ)−〈μ ,ψ〉‖L∞(μ) ≤ 2‖ψ‖C 0 .

The theory of interpolation between the Banach spaces C 0 and C 2 [T1], applied to
the linear operator ψ 
→Λn(ψ)−〈μ ,ψ〉, implies that

‖Λn(ψ)−〈μ ,ψ〉‖Lq(μ) ≤ Aν21−ν/2[cqd−n]ν/2‖ψ‖C ν ,

for some constant Aν > 0 depending only on ν and on Pk. This gives the second
inequality in the corollary.

Recall that if L is a linear continuous functional on the space C 0 of continuous
functions, then we have for every 0 < ν < 2

‖L‖C ν ≤ Aν‖L‖1−ν/2
C 0 ‖L‖ν/2

C 2

for some constant Aν > 0 independent of L (in our case, the functional is with values
in Lq(μ)).

For the first inequality, we have for a fixed constant α > 0 small enough,

〈
μ ,eαdnν/2|Λn(ψ)−〈μ,ψ〉|〉= ∑

q≥0

1
q!

〈
μ , |αdnν/2(Λn(ψ)−〈μ ,ψ〉)|q〉≤ ∑

q≥0

1
q!
αqcqqq.

By Stirling’s formula, the last sum converges. The result follows. ��
Exercise 1.43. Let ϕ be a smooth function and ϕn as in Theorem 1.35. Show that
we can write ϕn = ϕ+

n −ϕ−
n with ϕ±

n quasi-p.s.h. such that ‖ϕ±
n ‖DSH � d−n and

ddcϕ±
n � −d−nωFS. Prove that ϕn converge pointwise to 0 out of a pluripolar set.

Deduce that if ν is a probability measure with no mass on pluripolar sets, then
d−kn( f n)∗(ν) converge to μ .

Exercise 1.44. Let DSH0(Pk) be the space of d.s.h. functionsϕ such that 〈μ ,ϕ〉= 0.
Show that DSH0(Pk) is a closed subspace of DSH(Pk), invariant under Λ , and that
the spectral radius of Λ on this space is equal to 1/d. Note that 1 is an eigenvalue
of Λ on DSH(Pk), so, Λ has a spectral gap on DSH(Pk). Prove a similar result for
W ∗(Pk).

1.4 Equidistribution of Points

In this paragraph, we show that the preimages of a generic point by f n are equidis-
tributed with respect to the Green measure μ when n goes to infinity. The proof
splits in two parts. First, we prove that there is a maximal proper algebraic set E
which is totally invariant, then we show that for a �∈ E , the preimages of a are
equidistributed. We will also prove that the convex set of probability measures ν ,
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which are totally invariant, i.e. f ∗(ν) = dkν , is finite dimensional. The equidistri-
bution for a out of an algebraic set is reminiscent of the main questions in value
distribution theory (we will see in the next paragraph that using super-potentials
we can get an estimate on the speed of convergence towards μ , at least for generic
maps). Finally, we prove a theorem due to Briend-Duval on the equidistribution of
the repelling periodic points. The following result was obtained by the authors in
[DS1], see also [DS9] and [BH, FL, LY] for the case of dimension 1.

Theorem 1.45. Let f be an endomorphism of Pk of algebraic degree d ≥ 2 and μ its
Green measure. Then there is a proper algebraic set E of Pk, possibly empty, such
that d−kn( f n)∗(δa) converge to μ if and only if a �∈ E . Here, δa denotes the Dirac
mass at a. Moreover, E is totally invariant: f−1(E ) = f (E ) = E and is maximal in
the sense that if E is a proper algebraic set of P

k such that f−n(E) ⊂ E for some
n ≥ 1, then E is contained in E .

Briend-Duval proved in [BD2] the above convergence for a outside the orbit of
the critical set. They announced the property for a out of an algebraic set, but there
is a problem with the counting of multiplicity in their lemma in [BD2, p.149].

We also have the following earlier result due to Fornæss-Sibony [FS1].

Proposition 1.46. There is a pluripolar set E ′ such that if a is out of E ′, then
d−kn( f n)∗(δa) converge to μ .

Sketch of proof. We use here a version of the above ddc-method which is given in
[DS6] in a more general setting. Let ϕ be a smooth function and ϕn as in Theorem
1.35. Then, the functions ϕn are continuous. The estimates on ϕn imply that the
series ∑ϕn converges in DSH(Pk), hence converges pointwise out of a pluripolar
set. Therefore, ϕn(a) converge to 0 for a out of some pluripolar set Eϕ , see Exercise
1.43. If cn := 〈ωk

FS,Λ(ϕn)〉, we have as in Theorem 1.35

〈d−kn( f n)∗(δa),ϕ〉 = c0 + · · ·+ cn + 〈δa,ϕn〉 = c0 + · · ·+ cn +ϕn(a).

Therefore, 〈d−kn( f n)∗(δa),ϕ〉 converge to cϕ = 〈μ ,ϕ〉, for a out of Eϕ .
Now, consider ϕ in a countable family F which is dense in the space of smooth

functions. If a is not in the union E ′ of the pluripolar sets Eϕ , the above convergence
of 〈d−kn( f n)∗(δa),ϕ〉 together with the density of F implies that d−kn( f n)∗(δa)
converge to μ . Finally, E ′ is pluripolar since it is a countable union of such sets. �

For the rest of the proof, we follow a geometric method introduced by Lyubich
[LY] in dimension one and developped in higher dimension by Briend-Duval and
Dinh-Sibony. We first prove the existence of the exceptional set and give several
characterizations in the following general situation. Let X be an analytic set of
pure dimension p in Pk invariant under f , i.e. f (X) = X . Let g : X → X denote
the restriction of f to X . The following result can be deduced from Section 3.4 in
[DS1], see also [D5, DS9].

Theorem 1.47. There is a proper analytic set EX of X, possibly empty, totally invari-
ant under g, which is maximal in the following sense. If E is an analytic set of X, of
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dimension < dimX, such that g−s(E) ⊂ E for some s ≥ 1, then E ⊂ EX . Moreover,
there are at most finitely many analytic sets in X which are totally invariant under g.

Since g permutes the irreducible components of X , we can find an integer m ≥ 1
such that gm fixes the components of X .

Lemma 1.48. The topological degree of gm is equal to dmp. More precisely, there is
a hypersurface Y of X containing sing(X)∪gm(sing(X)) such that for x ∈ X out of
Y , the fiber g−m(x) has exactly dmp points.

Proof. Since gm fixes the components of X , we can assume that X is irreducible. It
follows that gm defines a covering over some Zariski dense open set of X . We want
to prove that δ , the degree of this covering, is equal to dmp. Consider the positive
measure ( f m)∗(ω p

FS) ∧ [X ]. Since ( f m)∗(ω p
FS) is cohomologous to dmpω p

FS, this
measure is of mass dmp deg(X). Observe that ( f m)∗ preserves the mass of positive
measures and that we have ( f m)∗[X ] = δ [X ]. Hence,

dmp deg(X) = ‖( f m)∗(ω p
FS)∧ [X ]‖ = ‖( f m)∗(( f m)∗(ω p

FS)∧ [X ])‖
= ‖ω p

FS ∧ ( f m)∗[X ]‖ = δ‖ω p
FS ∧ [X ]‖ = δ deg(X).

It follows that δ = dmp. So, we can take for Y , a hypersurface which contains the
ramification values of gm and the set sing(X)∪gm(sing(X)). ��

Let Y be as above. Observe that if gm(x) �∈ Y then gm defines a bi-holomorphic
map between a neighbourhood of x and a neighbourhood of gm(x) in X . Let [Y ]
denote the (k− p + 1,k− p + 1)-current of integration on Y in Pk. Since ( f mn)∗[Y ]
is a positive closed (k− p + 1,k− p + 1)-current of mass dmn(p−1) deg(Y ), we can
define the following ramification current

R = ∑
n≥0

Rn := ∑
n≥0

d−mnp( f mn)∗[Y ].

Let ν(R,x) denote the Lelong number of R at x. By Theorem A.14, for c > 0,
Ec := {ν(R,x)≥ c} is an analytic set of dimension ≤ p−1 contained in X . Observe
that E1 contains Y . We will see that R measures the obstruction for constructing
good backwards orbits.

For any point x ∈ X let λ ′
n(x) denote the number of distinct orbits

x−n,x−n+1, . . . ,x−1,x0

such that gm(x−i−1) = x−i, x0 = x and x−i ∈ X \Y for 0 ≤ i ≤ n− 1. These are the
“good” orbits. Define λn := d−mpnλ ′

n. The function λn is lower semi-continuous with
respect to the Zariski topology on X . Moreover, by Lemma 1.48, we have 0≤ λn ≤ 1
and λn = 1 out of the analytic set ∪n−1

i=0 gmi(Y ). The sequence (λn) decreases to a
function λ , which represents the asymptotic proportion of backwards orbits in X \Y .

Lemma 1.49. There is a constant γ > 0 such that λ ≥ γ on X \E1.
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Proof. We deduce from Theorem A.14, the existence of a constant 0 < γ < 1
satisfying {ν(R,x) > 1− γ} = E1. Indeed, the sequence of analytic sets {ν(R,x) ≥
1−1/i} is decreasing, hence stationary. Consider a point x ∈ X \E1. We have x �∈Y
and if νn := ν(Rn,x), then ∑νn ≤ 1− γ . Since E1 contains Y , ν0 = 0 and F1 :=
g−m(x) contains exactly dmp points. The definition of ν1, which is “the multiplicity”
of d−mp( f m)∗[Y ] at x, implies that g−m(x) contains at most ν1dmp points in Y . Then

#g−m(F1 \Y ) = dmp#(F1 \Y) ≥ (1−ν1)d2mp.

Define F2 := g−m(F1 \Y ). The definition of ν2 implies that F2 contains at most
ν2d2mp points in Y . Hence, F3 := g−m(F2 \Y ) contains at least (1− ν1 − ν2)d3mp

points. In the same way, we define F4, . . ., Fn with #Fn ≥ (1−∑νi)dmpn. Hence, for
every n we get the following estimate:

λn(x) ≥ d−mpn#Fn ≥ 1−∑νi ≥ γ.

This proves the lemma. ��
End of the proof of Theorem 1.47. Let E n

X denote the set of x ∈ X such that
g−ml(x) ⊂ E1 for 0 ≤ l ≤ n and define EX := ∩n≥0E

n
X . Then, (E n

X ) is a decreasing
sequence of analytic subsets of E1. It should be stationary. So, there is n0 ≥ 0 such
that E n

X = EX for n ≥ n0.
By definition, EX is the set of x ∈ X such that g−mn(x) ⊂ E1 for every n ≥ 0.

Hence, g−m(EX ) ⊂ EX . It follows that the sequence of analytic sets g−mn(EX) is
decreasing and there is n ≥ 0 such that g−m(n+1)(EX ) = g−mn(EX). Since gmn is
surjective, we deduce that g−m(EX ) = EX and hence EX = gm(EX).

Assume as in the theorem that E is analytic with g−s(E) ⊂ E . Define E ′ :=
g−s+1(E)∪ . . .∪E . We have g−1(E ′) ⊂ E ′ which implies g−n−1(E ′) ⊂ g−n(E ′) for
every n≥ 0. Hence, g−n−1(E ′) = g−n(E ′) for n large enough. This and the surjectiv-
ity of g imply that g−1(E ′) = g(E ′) = E ′. By Lemma 1.48, the topological degree of
(gm′

)|E ′ is at most dm′(p−1) for some m′ ≥ 1. This, the identity g−1(E ′) = g(E ′) = E ′
together with Lemma 1.49 imply that E ′ ⊂ E1. Hence, E ′ ⊂ EX and E ⊂ EX .

Define E ′
X := g−m+1(EX)∪ . . .∪ EX . We have g−1(E ′

X ) = g(E ′
X) = E ′

X . Apply-
ing the previous assertion to E := E ′

X yields E ′
X ⊂ EX . Therefore, E ′

X = EX and
g−1(EX) = g(EX) = EX . So, EX is the maximal proper analytic set in X which is
totally invariant under g.

We prove now that there are only finitely many totally invariant algebraic sets.
We only have to consider totally invariant sets E of pure dimension q. The proof
is by induction on the dimension p of X . The case p = 0 is clear. Assume that the
assertion is true for X of dimension ≤ p−1 and consider the case of dimension p.
If q = p then E is a union of components of X . There are only a finite number of
such analytic sets. If q < p, we have seen that E is contained in EX . Applying the
induction hypothesis to the restriction of f to EX gives the result. �

We now give another characterization of EX . Observe that if X is not locally irre-
ducible at a point x then g−m(x) may contain more than dmp points. Let π : X̃ → X
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be the normalization of X , see Appendix A.1. By Theorem A.4 applied to g ◦π , g
can be lifted to a map g̃ : X̃ → X̃ such that g ◦π = π ◦ g̃. Since g is finite, g̃ is also
finite. We deduce that g̃m defines ramified coverings of degree dmp on each compo-
nent of X̃ . In particular, any fiber of g̃m contains at most dmp points. Observe that if
g−1(E) ⊂ E then g̃−1(Ẽ) ⊂ Ẽ where Ẽ := π−1(E). Theorem 1.47 can be extended
to g̃. For simplicity, we consider the case where X is itself a normal analytic space.
If X is not normal, one should work with its normalization.

Let Z be a hypersurface of X containing E1. Let Nn(a) denote the number of
orbits of gm

a−n, . . . ,a−1,a0

with gm(a−i−1) = a−i and a0 = a such that a−i ∈ Z for every i. Here, the orbits are
counted with multiplicity. So, Nn(a) is the number of negative orbits of order n of
a which stay in Z. Observe that the sequence of functions τn := d−pmnNn decreases
to some function τ . Since τn are upper semi-continuous with respect to the Zariski
topology and 0 ≤ τn ≤ 1 (we use here the assumption that X is normal), the function
τ satisfies the same properties. Note that τ(a) is the probability that an infinite
negative orbit of a stays in Z.

Proposition 1.50. Assume that X is normal. Then, τ is the characteristic function
of EX , that is, τ = 1 on EX and τ = 0 on X \EX .

Proof. Since EX ⊂ Z and EX is totally invariant by g, we have EX ⊂ {τ = 1}. Let
θ ≥ 0 denote the maximal value of τ on X \EX . This value exists since τ is upper
semi-continuous with respect to the Zariski topology (indeed, it is enough to con-
sider the algebraic subsets {τ ≥ θ ′} of X which decrease when θ ′ increases; the
family is stationary). We have to check that θ = 0. Assume in order to obtain a con-
tradiction that θ > 0. Since τ ≤ 1, we always have θ ≤ 1. Consider the non-empty
analytic set E := τ−1(θ ) \ EX in Z \ EX . Let a be a point in E . Since EX is totally
invariant, we have g−m(a)∩ EX = ∅. Hence, τ(b) ≤ θ for every b ∈ g−m(a). We
deduce from the definition of τ and θ that

θ = τ(a) ≤ d−pm ∑
b∈g−m(a)

τ(b) ≤ θ .

It follows that g−m(a) ⊂ E . Therefore, the analytic subset E of Z satisfies
g−m(E) ⊂ E . This contradicts the maximality of EX . ��

We continue the proof of Theorem 1.45. We will use the above results for X = Pk,
Y the set of critical values of f . Let R be the ramification current defined as above by

R = ∑
n≥0

Rn := ∑
n≥0

d−kn( f n)∗[Y ].

The following proposition was obtained in [DS1], a weaker version was indepen-
dently obtained by Briend-Duval [BD3]. Here, an inverse branch on B for f n is a
bi-holomorphic map gi : B →Ui such that gi ◦ f n is identity on Ui.
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Proposition 1.51. Let ν be a strictly positive constant. Let a be a point in P
k such

that the Lelong number ν(R,a) of R at a is strictly smaller than ν . Then, there is
a ball B centered at a such that f n admits at least (1−√

ν)dkn inverse branches
gi : B → Ui where Ui are open sets in P

k of diameter ≤ d−n/2. In particular, if μ ′ is
a limit value of the measures d−kn( f n)∗(δa) then ‖μ ′ − μ‖ ≤ 2

√
ν(R,a).

Given a local coordinate system at a, let F denote the family of complex lines
passing through a. For such a line Δ denote by Δr the disc of center a and of
radius r. The family F is parametrized by Pk−1 where the probability measure (the
volume form) associated to the Fubini-Study metric is denoted by L . Let Br denote
the ball of center a and of radius r.

Lemma 1.52. Let S be a positive closed (1,1)-current on a neighbourhood of
a. Then for any δ > 0 there is an r > 0 and a family F ′ ⊂ F , such that
L (F ′) ≥ 1 − δ and for every Δ in F ′, the measure S ∧ [Δr] is well-defined
and of mass ≤ ν(S,a)+ δ , where ν(S,a) is the Lelong number of S at a.

Proof. Let π : P̂k → Pk be the blow-up of Pk at a and E the exceptional hypersur-
face. Then, we can write π∗(S) = ν(S,a)[E]+ S′ with S′ a current having no mass
on E , see Exercise A.39. It is clear that for almost every Δr, the restriction of the
potentials of S to Δr is not identically −∞, so, the measure S∧ [Δr] is well-defined.
Let Δ̂r denote the strict transform of Δr by π , i.e. the closure of π−1(Δr \ {a}).
Then, the Δ̂r define a smooth holomorphic fibration over E . The measure S∧ [Δr] is
equal to the push-forward of π∗(S)∧ [Δ̂r] by π . Observe that π∗(S)∧ [Δ̂r] is equal
to S′ ∧ [Δ̂r] plus ν(S,a) times the Dirac mass at Δ̂r ∩E . Therefore, we only have to
consider the Δr such that S′ ∧ [Δ̂r] are of mass ≤ δ .

Since S′ have no mass on E , its mass on π−1(Br) tends to 0 when r tends to 0.
It follows from Fubini’s theorem that when r is small enough the mass of the slices
S′ ∧ [Δ̂r] is ≤ δ except for a small family of Δ . This proves the lemma. ��
Lemma 1.53. Let U be a neighbourhood of Br. Let S be a positive closed (1,1)-
current on U. Then, for every δ > 0, there is a family F ′ ⊂F with L (F ′) > 1−δ ,
such that for Δ in F ′, the measure S∧ [Δr] is well-defined and of mass ≤ A‖S‖,
where A > 0 is a constant depending on δ but independent of S.

Proof. We can assume that ‖S‖ = 1. Let π be as in Lemma 1.52. Then, by conti-
nuity of π∗, the mass of π∗(S) on π−1(Br) is bounded by a constant. It is enough to
apply Fubini’s theorem in order to estimate the mass of π∗(S)∧ [Δ̂r]. ��

Recall the following theorem due to Sibony-Wong [SW].

Theorem 1.54. Let m > 0 be a positive constant. Let F ′ ⊂ F be such that
L (F ′) ≥ m and let Σ denote the intersection of the family F ′ with Br. Then
any holomorphic function h on a neighbourhood of Σ can be extended to a holo-
morphic function on Bλ r where λ > 0 is a constant depending on m but independent
of F ′ and r. Moreover, we have

sup
Bλr

|h| ≤ sup
Σ

|h|.
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We will use the following version of a lemma due to Briend-Duval [BD2]. Their
proof uses the theory of moduli of annuli.

Lemma 1.55. Let g : Δr → Pk be a holomorphic map from a disc of center 0 and
of radius r in C. Assume that area(g(Δr)) counted with multiplicity, is smaller than
1/2. Then for any ε > 0 there is a constant λ > 0 independent of g,r such that the
diameter of g(Δλ r) is smaller than ε

√
area(g(Δr)).

Proof. Observe that the lemma is an easy consequence of the Cauchy formula if
g has values in a compact set of Ck ⊂ Pk. In order to reduce the problem to this
case, it is enough to prove that given an ε0 > 0, there is a constant λ0 > 0 such
that diam(g(Δλ0r)) ≤ ε0. For ε0 small enough, we can apply the above case to g
restricted to Δλ0r.

By hypothesis, the graphsΓg of g in Δr ×Pk have bounded area. So, according to
Bishop’s theorem [BS], these graphs form a relatively compact family of analytic
sets, that is, the limits of these graphs in the Hausdorff sense, are analytic sets.
Since area(g(Δr)) is bounded by 1/2, the limits have no compact components.
So, they are also graphs and the family of the maps g is compact. We deduce that
diam(g(Δλ0r)) ≤ ε0 for λ0 small enough. ��
Sketch of the proof of Proposition 1.51. The last assertion in the proposition is
deduced from the first one and Proposition 1.46 applied to a generic point in B. We
obtain that ‖μ ′ − μ‖ ≤ 2

√
ν for every ν strictly larger than ν(R,a) which implies

the result.
For the first assertion, the idea is to construct inverse branches for many discs

passing through a and then to apply Theorem 1.54 in order to construct inverse
branches on balls. We can assume that ν is smaller than 1. Choose constants δ > 0,
ε > 0 small enough and then a constant κ > 0 large enough; all independent of n.
Fix now the integer n. Recall that ‖( f n)∗(ωFS)‖ = d(k−1)n. By Lemmas 1.52 and
1.53, there is a family F ′ ⊂ F and a constant r > 0 such that L (F ′) > 1− δ
and for any Δ in F ′, the mass of R ∧ [Δκ2r] is smaller than ν and the mass of
( f n)∗(ωFS)∧ [Δκr] is smaller than Ad(k−1)n with A > 0.

Claim. For each Δ in F ′, f n admits at least (1 − 2ν)dkn inverse branches
gi : Δκ2r → Vi with area(Vi) ≤ Aν−1d−n. The inverse branches gi can be extended
to a neighbourhood of Δκ2r.

Assuming the claim, we complete the proof of the proposition. Let a1, . . . ,al be
the points in f−n(a), with l ≤ dkn, and F ′

s ⊂ F ′ the family of Δ ’s such that one of
the previous inverse branches gi : Δκ2r → Vi passes through as, that is, Vi contains
as. The above claim implies that ∑L (F ′

s) ≥ (1−δ )(1−2ν)dkn. There are at most
dkn terms in this sum. We only consider the family S of the indices s such that
L (F ′

s) ≥ 1−3
√
ν . Since L (F ′

s) ≤ 1 for every s, we have

#S +(dkn −#S )(1−3
√
ν) ≥∑L (F ′

s) ≥ (1− δ )(1−2ν)dkn.

Therefore, since δ is small, we have #S ≥ (1−√
ν)dkn. For any index s ∈ S

and for Δ in F ′
s , by Lemma 1.55, the corresponding inverse branch on Δκr, which
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passes through as, has diameter ≤ εd−n/2. By Theorem 1.54, f n admits an inverse
branch defined on the ball Br and passing through as, with diameter ≤ d−n/2. This
implies the result.

Proof of the claim. Let νl denote the mass of Rl ∧ [Δκ2r]. Then, ∑νl is the mass of
R∧ [Δκ2r]. Recall that this mass is smaller than ν . By definition, νldkl is the number
of points in f l(Y )∩Δκ2r, counted with multiplicity. We only have to consider the
case ν < 1. So, we have ν0 = 0 and Δκ2r does not intersect Y , the critical values
of f . It follows that Δκ2r admits dk inverse branches for f . By definition of ν1, there
are at most ν1dk such inverse branches which intersect Y , i.e. the images intersect Y .
So, (1− ν1)dk of them do not meet Y and the image of such a branch admits dk

inverse branches for f . We conclude that Δκ2r admits at least (1− ν1)d2k inverse
branches for f 2. By induction, we construct for f n at least (1−ν1 −·· ·−νn−1)dkn

inverse branches on Δκ2r.
Now, observe that the mass of ( f n)∗(ωFS)∧ [Δκr] is exactly the area of f−n(Δκr).

We know that it is smaller than Ad(k−1)n. It is not difficult to see that Δκ2r has at
most νdkn inverse branches with area ≥ Aν−1d−n. This completes the proof. �
End of the proof of Theorem 1.45. Let a be a point out of the exceptional set E de-
fined in Theorem 1.47 for X = Pk. Fix ε > 0 and a constant α > 0 small enough. If
μ ′ is a limit value of d−kn( f n)∗(δa), it is enough to show that ‖μ ′ − μ‖ ≤ 2α+ 2ε .
Consider Z := {ν(R,z) > ε} and τ as in Proposition 1.50 for X = Pk. We have
τ(a) = 0. So, for r large enough we have τr(a) ≤ α . Consider all the negative orbits
O j of order r j ≤ r

O j =
{

a( j)
−r j

, . . . ,a( j)
−1,a

( j)
0

}

with f (a( j)
−i−1) = a( j)

−i and a( j)
0 = a such that a( j)

−r j
�∈ Z and a( j)

−i ∈ Z for i �= r j . Each
orbit is repeated according to its multiplicity. Let Sr denote the family of points
b ∈ f−r(a) such that f i(b) ∈ Z for 0 ≤ i ≤ r. Then f−r(a) \ Sr consists of the

preimages of the points a( j)
−r j

. So, by definition of τr, we have

d−kr#Sr = τr(a) ≤ α
and

d−kr∑
j

dk(r−r j) = d−kr#( f−r(a)\ Sr) = 1− τr(a) ≥ 1−α.

We have for n ≥ r

d−kn( f n)∗(δa) = d−kn ∑
b∈Sr

( f (n−r))∗(δb)+ d−kn∑
j
( f (n−r j))∗

(
δ

a
( j)
−r j

)
.

Since d−kn( f n)∗ preserves the mass of any measure, the first term in the last sum
is of mass d−kr#Sr = τr(a) ≤ α and the second term is of mass ≥ 1−α . We apply

Proposition 1.51 to the Dirac masses at a( j)
−r j

. We deduce that if μ ′ is a limit value

of d−kn( f n)∗(δa) then
‖μ ′ − μ‖ ≤ 2α+ 2ε.

This completes the proof of the theorem. �
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We have the following more general result. When X is not normal, one has an
analogous result for the lift of g to the normalization of X .

Theorem 1.56. Let X be an irreducible analytic set of dimension p, invariant
under f . Let g denote the restriction of f to X and EX the exceptional set of g.
Assume that X is a normal analytic space. Then d−pn(gn)∗(δa) converge to
μX := (degX)−1T p ∧ [X ] if and only if a is out of EX . Moreover, the convex set of
probability measures on X which are totally invariant under g, is of finite dimension.

Proof. The proof of the first assertion follows the same lines as in Theorem 1.45.
We use the fact that g is the restriction of a holomorphic map in Pk in order to
define the ramification current R. The assumption that X is normal allows to define
d−pn(gn)∗(δa). We prove the second assertion. Observe that an analytic set, totally
invariant by gn, is not necessarily totally invariant by g, but it is a union of compo-
nents of such sets, see Theorem 1.47. Therefore, we can replace g with an iterate gn

in order to assume that g fixes all the components of all the totally invariant analytic
sets. Let μ ′ be an extremal element in the convex set of totally invariant probability
measures and X ′ the smallest totally invariant analytic set such that μ ′(X ′) = 1. The
first assertion applied to X ′ implies that μ ′ = μX ′ . Hence, the set of such μ ′ is finite.
We use a normalization of X ′ if necessary. ��

The following result due to Briend-Duval [BD1], shows that repelling periodic
points are equidistributed on the support of the Green measure.

Theorem 1.57. Let Pn denote the set of repelling periodic points of period n on the
support of μ . Then the sequence of measures

μn := d−kn ∑
a∈Pn

δa

converges to μ .

Proof. By Proposition 1.3, the number of periodic points of period n of f , counted
with multiplicity, is equal to (dn − 1)−1(dk(n+1) − 1). Therefore, any limit value
μ ′ of μn is of mass ≤ 1. Fix a small constant ε > 0. It is enough to check that for
μ-almost every point a ∈ Pk, there is a ball B centered at a, arbitrarily small, such
that #Pn∩B ≥ (1−ε)dknμ(B) for large n. We will use in particular a trick due to X.
Buff, which simplifies the original proof.

Since μ is PC, it has no mass on analytic sets. So, it has no mass on the orbit
OY of Y , the set of critical values of f . Fix a point a on the support of μ and out
of OY . We have ν(R,a) = 0. By Proposition 1.51, there is a ball B of center a, with
sufficiently small radius, which admits (1− ε2)dkn inverse branches of diameter
≤ d−n/2 for f n when n is large enough. Choose a finite family of such balls Bi

of center bi with 1 ≤ i ≤ m such that μ(B1 ∪ . . .∪Bm) > 1− ε2μ(B) and each Bi

admits (1− ε2μ(B))dkn inverse branches of diameter ≤ d−n/2 for f n when n is
large enough. Choose balls B′

i � Bi such that μ(B′
1 ∪ . . .∪B′

m) > 1− ε2μ(B).
Fix a constant N large enough. Since d−kn( f n)∗(δa) converge to μ , there are

at least (1 − 2ε2)dkN inverse branches for f N whose image intersects ∪B′
j and



Dynamics in Several Complex variables 199

then with image contained in one of the B j. In the same way, we show that for
n large enough, each B j admits (1− 2ε2)μ(B)dk(n−N) inverse branches for f n−N

with images in B. Therefore, B admits at least (1−2ε2)2μ(B)dkn inverse branches
gi : B → Ui for f n with image Ui � B. Observe that every holomorphic map
g : B → U � B contracts the Kobayashi metric and then admits an attractive fixed
point z. Moreover, gl converges uniformly to z and ∩lgl(B) = {z}. Therefore, each
gi admits a fixed attractive point ai. This point is fixed and repelling for f n. They
are different since the Ui are disjoint. Finally, since μ is totally invariant, its support
is also totally invariant under f . Hence, ai, which is equal to ∩lgl

i(supp(μ)∩B), is
necessarily in supp(μ). We deduce that

#Pn ∩B ≥ (1−2ε2)2μ(B)dkn ≥ (1− ε)dknμ(B).

This completes the proof. ��
Note that the periodic points ai, constructed above, satisfy ‖(D f n)−1(ai)‖ �

d−n/2. Note also that in the previous theorem, one can replace Pn with the set of all
periodic points counting with multiplicity or not.

Exercise 1.58. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk as above.
Let K be a compact set such that f−1(K) ⊂ K. Show that either K contains Jk, the
Julia set of order k, or K is contained in the exceptional set E . Prove that a �∈ E if
and only if ∪ f−n(a) is Zariski dense.

Exercise 1.59. Let f be as above and U an open set which intersects the Julia set
Jk. Show that ∪n≥0 f n(U) is a Zariski dense open set of P

k. Deduce that f is topo-
logically transitive on Jk, that is, for any given non-empty open sets V,W on Jk,
there is an integer n ≥ 0 such that f n(V )∩W �= ∅. If E = ∅, show that f n(U) = Pk

for n large enough. If E ∩Jk = ∅, show that f n(V ) = Jk for n large enough.

Exercise 1.60. Assume that p is a repelling fixed point in Jk. If g is another en-
domorphism close enough to f in Hd(Pk) such that g(p) = p, show that p belongs
also to the Julia set of order k of g. Hint: use that g 
→ μg is continuous.

Exercise 1.61. Using Example 1.10, construct a map f in Hd(Pk), d ≥ 2, such that
for n large enough, every fiber of f n contains more than d(k−1/2)n points. Deduce
that there is Zariski dense open set in Hd(Pk) such that if f is in that Zariski open
set, its exceptional set is empty.

Exercise 1.62. Let ε be a fixed constant such that 0 < ε < 1. Let P′
n the set of

repelling periodic points a of prime period n on the support of μ such that all
the eigenvalues of D f n at a are of modulus ≥ (d − ε)n/2. Show that d−kn∑a∈P′

n
δa

converges to μ .

Exercise 1.63. Let g be as in Theorem 1.56. Show that repelling periodic points
on supp(μX ) are equidistributed with respect to μX . In particular, they are Zariski
dense.
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1.5 Equidistribution of Varieties

In this paragraph, we consider the inverse images by f n of varieties in Pk. The
geometrical method in the last paragraph is quite difficult to apply here. Indeed,
the inverse image of a generic variety of codimension p < k is irreducible of degree
O(d pn). The pluripotential method that we introduce here is probably the right
method for the equidistribution problem. Moreover, it should give some precise
estimates on the convergence, see Remark 1.71.

The following result, due to the authors, gives a satisfactory solution in the case
of hypersurfaces. It was proved for Zariski generic maps by Fornæss-Sibony in
[FS3, S3] and for maps in dimension 2 by Favre-Jonsson in [FJ]. More precise
results are given in [DS9] and in [FJ, FJ1] when k = 2. The proof requires some
self-intersection estimates for currents, due to Demailly-Méo.

Theorem 1.64. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Let
Em denote the union of the totally invariant proper analytic sets in Pk which are
minimal, i.e. do not contain smaller ones. Let S be a positive closed (1,1)-current
of mass 1 on P

k whose local potentials are not identically −∞ on any component of
Em. Then, d−n( f n)∗(S) converge weakly to the Green (1,1)-current T of f .

The following corollary gives a solution to the equidistribution problem for
hypersurfaces: the exceptional hypersurfaces belong to a proper analytic set in the
parameter space of hypersurfaces of a given degree.

Corollary 1.65. Let f , T and Em be as above. If H is a hypersurface of degree s in
Pk, which does not contain any component of Em, then s−1d−n( f n)∗[H] converge to
T in the sense of currents.

Note that ( f n)∗[H] is the current of integration on f−n(H) where the components
of f−n(H) are counted with multiplicity.

Sketch of the proof of Theorem 1.64. We can write S = T + ddcu where u is a
p.s.h. function modulo T , that is, the difference of quasi-potentials of S and of T .
Subtracting from u a constant allows to assume that 〈μ ,u〉 = 0. We call u the dy-
namical quasi-potential of S. Since T has continuous quasi-potentials, u satisfies
analogous properties that quasi-p.s.h. functions do. We are mostly concerned with
the singularities of u.

The total invariance of T and μ implies that the dynamical quasi-potential
of d−n( f n)∗(S) is equal to un := d−nu ◦ f n. We have to show that this sequence
of functions converges to 0 in L1(Pk). Since u is bounded from above, we have
limsupun ≤ 0. Assume that un do not converge to 0. By Hartogs’ lemma, see
Proposition A.20, there is a ball B and a constant λ > 0 such that un ≤−λ on B for
infinitely many indices n. It follows that u≤−λdn on f n(B) for such an index n. On
the other hand, the exponential estimate in Theorem A.22 implies that ‖eα |u|‖L1 ≤ A
for some positive constants α and A independent of u. If the multiplicity of f at
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every point is ≤ d − 1, then a version of Lojasiewicz’s theorem implies that f n(B)
contains a ball of radius � e−c(d−1)n

, c > 0. Therefore, we have

e−2kc(d−1)n
eλdnα �

∫

f n(B)
eλdnαωk

FS ≤
∫

Pk
eα |u|ωk

FS.

This contradicts the above exponential estimate.
In general, by Lemma 1.66 below, f n(B) contains always a ball of radius� e−cdn

.
So, a slightly stronger version of the above exponential estimate will be enough
to get a contradiction. We may improve this exponential estimate: if the Lelong
numbers of S are small, we can increase the constant α and get a contradiction; if
the Lelong numbers of Sn are small, we replace S with Sn.

The assumption un <−λdn on f n(B) allows to show that all the limit currents of
the sequence d−n( f n)∗(S) have Lelong numbers larger than some constant ν > 0. If
S′ is such a current, there are other currents S′n such that S′ = d−n( f n)∗(S′n). Indeed,
if S′ is the limit of d−ni( f ni)∗(S) one can take S′n a limit value of d−ni+n( f ni−n)∗(S).

Let a be a point such that ν(S′n,a) ≥ ν . The assumption on the potentials of
S allows to prove by induction on the dimension of the totally invariant analytic
sets that un converge to 0 on the maximal totally invariant set E . So, a is out of
E . Lemma 1.49 allows to construct many distinct points in f−n(a). The identity
S′ = d−n( f n)∗(S′n) implies an estimate from below of the Lelong numbers of S′ on
f−n(a). This holds for every n. Finally, this permits to construct analytic sets of
large degrees on which we have estimates on the Lelong numbers of S′. Therefore,
S′ has a too large self-intersection. This contradicts an inequality of Demailly-Méo
[DE,ME3] and completes the proof. Note that the proof of Demailly-Méo inequality
uses Hörmander’s L2 estimates for the ∂ -equation. �

The following lemma is proved in [DS9]. It also holds for meromorphic maps.
Some earlier versions were given in [FS3] and in terms of Lebesgue measure in
[FJ, G2].

Lemma 1.66. There is a constant c > 0 such that if B is a ball of radius r, 0 < r < 1,
in Pk, then f n(B) contains a ball Bn of radius exp(−cr−2kdn) for any n ≥ 0.

The ball Bn is centered at f n(an) for some point an ∈ B which is not necessarily
the center of B. The key point in the proof of the lemma is to find a point an with
an estimate from below on the Jacobian of f n at an. If u is a quasi-potential of the
current of integration on the critical set, the logarithm of this Jacobian is essentially
the value of u + u ◦ f + · · ·+ u ◦ f n−1 at an. So, in order to prove the existence of a
point an with a good estimate, it is enough to bound the L1 norm of the last function.
One easily obtains the result using the operator f ∗ : DSH(Pk) → DSH(Pk) and its
iterates, as it is done for f∗ in Proposition 1.34.

Remark 1.67. Let C denote the convex compact set of totally invariant positive
closed (1,1)-currents of mass 1 on Pk, i.e. currents S such that f ∗(S) = dS. De-
fine an operator ∨ on C . If S1, S2 are elements of C and u1,u2 their dynamical
quasi-potentials, then ui ≤ 0. Since 〈μ ,ui〉 = 0 and ui are upper semi-continuous,
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we deduce that ui = 0 on supp(μ). Define S1 ∨S2 := T +ddc max(u1,u2). It is easy
to check that S1 ∨ S2 is an element of C . An element S is said to be minimal if
S = S1 ∨S2 implies S1 = S2 = S. It is clear that T is not minimal if C contains other
currents. In fact, for S in C , we have T ∨S = T . A current of integration on a totally
invariant hypersurface is a minimal element. It is likely that C is generated by a
finite number of currents, the operation ∨, convex hulls and limits.

Example 1.68. If f is the map given in Example 1.11, the exceptional set Em is the
union of the k + 1 attractive fixed points

[0 : · · · : 0 : 1 : 0 : · · · : 0].

The convergence of s−1d−n( f n)∗[H] towards T holds for hypersurfaces H of degree
s which do not contain these points. If π : Ck+1 \ {0} → Pk is the canonical pro-
jection, the Green (1,1)-current T of f is given by π∗(T ) = ddc(maxi log |zi|), or
equivalently T = ωFS + ddcv where

v[z0 : · · · : zk] := max
0≤i≤k

log |zi|− 1
2

log(|z0|2 + · · ·+ |zk|2).

The currents Ti of integration on {zi = 0} belong to C and Ti = T + ddcui with
ui := log |zi|−max j log |z j|. These currents are minimal. If α0, . . ., αk are positive
real numbers such that α := 1−∑αi is positive, then S := αT +∑αiTi is an element
of C . We have S = T + ddcu with u := ∑αiui. The current S is minimal if and only
if α = 0. One can obtain other elements of C using the operator ∨. We show that C
is infinite dimensional. Define for A := (α0, . . . ,αk) with 0 ≤ αi ≤ 1 and ∑αi = 1
the p.s.h. function vA by

vA :=∑αi log |zi|.
If A is a family of such (k + 1)-tuples A, define

vA := sup
A∈A

vA.

Then, we can define a positive closed (1,1)-currents SA on Pk by π∗(SA ) = ddcvA .
It is clear that SA belongs to C and hence C is of infinite dimension.

The equidistribution problem in higher codimension is much more delicate and
is still open for general maps. We first recall the following lemma.

Lemma 1.69. For every δ > 1, there is a Zariski dense open set H ∗
d (Pk) in Hd(Pk)

and a constant A > 0 such that for f in H ∗
d (Pk), the maximal multiplicity δn of f n

at a point in Pk is at most equal to Aδ n. In particular, the exceptional set of such a
map f is empty when δ < d.

Proof. Let X be a component of a totally invariant analytic set E of pure dimension
p ≤ k− 1. Then, f permutes the components of E . We deduce that X is totally in-
variant under f n for some n ≥ 1. Lemma 1.48 implies that the maximal multiplicity
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of f n at a point in X is at least equal to d(k−p)n. Therefore, the second assertion in
the lemma is a consequence of the first one.

Fix an N large enough such that δN > 2kk!. Let H ∗
d (Pk) be the set of f such

that δN ≤ 2kk!. This set is Zariski open in Hd(Pk). Since the sequence (δn) is sub-
multiplicative, i.e. δn+m ≤ δnδm for n,m ≥ 0, if f is in H ∗

d (Pk), we have δN < δN ,
hence δn ≤ Aδ n for A large enough and for all n. It remains to show that H ∗

d (Pk) is
not empty. Choose a rational map h : P1 → P1 of degree d whose critical points are
simple and have disjoint infinite orbits. Observe that the multiplicity of hN at every
point is at most equal to 2. We construct the map f using the method described in
Example 1.10. We have f N ◦Π = Π ◦ f̂ N . Consider a point x in Pk and a point x̂
in Π−1(x). The multiplicity of f̂ N at x̂ is at most equal to 2k. It follows that the
multiplicity of f N at x is at most equal to 2kk! since Π has degree k!. Therefore, f
satisfies the desired inequality. ��

We have the following result due to the authors [DS10].

Theorem 1.70. There is a Zariski dense open set H ∗
d (Pk) in Hd(Pk) such that if f

is in H ∗
d (Pk), then d−pn( f n)∗(S)→ T p uniformly on positive closed (p, p)-currents

S of mass 1 on Pk. In particular, the Green (p, p)-current T p is the unique positive
closed (p, p)-current of mass 1 which is totally invariant. If V is an analytic set of
pure codimension p and of degree s in Pk, then s−1d−pn( f n)∗[V ] converge to T p in
the sense of currents.

Sketch of proof. The proof uses the super-potentials of currents. In order to
simplify the notation, introduce the dynamical super-potential V of S. Define
V := US −UT p + c where US,UT p are super-potentials of S,T p and the constant
c is chosen so that V (T k−p+1) = 0. Using a computation as in Theorem 1.32, we
obtain that the dynamical super-potential of d−pn( f n)∗(S) is equal to d−nV ◦Λn

where Λ : Ck−p+1(Pk) → Ck−p+1(Pk) is the operator d−p+1 f∗. Observe that the
dynamical super-potential of T p is identically 0. In order to prove the convergence
d−pn( f n)∗(S)→ T p, we only have to check that d−nV (Λn(R))→ 0 for R smooth in
Ck−p+1(Pk). Since T p has a continuous super-potential, V is bounded from above.
Therefore, limsupd−nV (Λn(R)) ≤ 0.

Recall that US(R) = UR(S). So, in order to prove that liminfd−nV (Λn(R)) ≥ 0,
it is enough to estimate infS US(Λn(R)), or equivalently, we have to estimate the
capacity of Λn(R) from below. Assume in order to explain the idea that the support
of R is contained in a compact set K such that f (K) ⊂ K and K does not inter-
sect the critical set of f (this is possible only when p = 1). We easily obtain that
‖Λn(R)‖∞ � An for some constant A > 0. The estimate in Theorem A.47 implies
the result. In the general case, if H ∗

d (Pk) is chosen as in Lemma 1.69 for δ small
enough and if f is in H ∗

d (Pk), we can prove the estimate cap(Λn(R)) � d′n for any
fixed constant d′ such that 1 < d′ < d. This implies the desired convergence of super-
potentials. The main technical difficulty is that when R hits the critical set, then
Λ(R) is not bounded. The estimates requires a smoothing and precise evaluation of
the error. �
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Remark 1.71. The above estimate on cap(Λn(R)) can be seen as a version of
Lojasiewicz’s inequality for currents. It is quite delicate to obtain. We also have an
explicit estimate on the speed of convergence. Indeed, we have for an appropriate
d′ < d:

dist2
(
d−pn( f n)∗(S),T p) := sup

‖Φ‖
C2≤1

|〈d−pn( f n)∗(S)−T p,Φ〉| � d′nd−n.

The theory of interpolation between Banach spaces [T1] implies a similar estimate
for Φ Hölder continuous.

Exercise 1.72. If f := [zd
0 : · · · : zd

k ], show that {zp
1 = zq

2}, for arbitrary p,q, is invari-
ant under f . Show that a curve invariant under an endomorphism is an image of P1

or a torus, possibly singular.

Exercise 1.73. Let f be as in Example 1.68. Let S be a (p, p)-current with strictly
positive Lelong number at [1 : 0 : · · · : 0]. Show that any limit of d−pn( f n)∗(S) has
a strictly positive Lelong number at [1 : 0 : · · · : 0] and deduce that d−pn( f n)∗(S)
do not converge to T p. Note that for f generic, the multiplicity of the set of critical
values of f N at every point is smaller than δN .

Exercise 1.74. Let f be as in Theorem 1.70 for p = k and Λ the associated Perron-
Frobenius operator. If ϕ is a C 2 function on Pk, show that

‖Λn(ϕ)−〈μ ,ϕ〉‖∞ ≤ cd′nd−n

for some constant c > 0. Deduce that Λn(ϕ) converge uniformly to 〈μ ,ϕ〉. Give an
estimate of ‖Λn(ϕ)−〈μ ,ϕ〉‖∞ for ϕ Hölder continuous.

Exercise 1.75. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Assume
that V is a totally invariant hypersurface, i.e. f−1(V ) = V . Let Vi denote the ir-
reducible components of V and hi minimal homogeneous polynomials such that
Vi = {hi = 0}. Define h = ∏hi. Show that h ◦ f = chd where c is a constant. If F
is a lift of f to Ck+1, prove that Jac(F) contains (∏hi)d−1 as a factor. Show that
V is contained in the critical set of f and deduce3 that degV ≤ k + 1. Assume now
that V is reducible. Find a totally invariant positive closed (1,1)-current of mass 1
which is not the Green current nor the current associated to an analytic set.

Exercise 1.76. Let u be a p.s.h. function in Ck, such that for λ ∈ C∗, u(λ z) =
log |λ |+ u(z). If {u < 0} is bounded in Ck, show that ddcu+ is a positive closed
current on Pk which is extremal in the cone of positive closed (1,1)-currents4.
Deduce that the Green (1,1)-current of a polynomial map of Ck which extends
holomorphically to Pk, is extremal.

Exercise 1.77. Let v be a subharmonic function on C. Suppose v(eiθ z) = v(z) for
every z ∈ C and for every θ ∈ R such that eiθdn

= 1 for some integer n. Prove

3 It is known that in dimension k = 2, V is a union of at most 3 lines, [CL, FS7, SSU].
4 Unpublished result by Berndtsson-Sibony.
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that v(z) = v(|z|) for z ∈ C. Hint: use the Laplacian of v. Let f be as in Example
1.68, R a current in Ck+1, and v a p.s.h. function on Ck+1 such that R = ddcv and
v(F(z)) = dv(z), where F(z) := (zd

0 , . . . ,zd
k ) is a lift of f to Ck+1. Show that v is

invariant under the action of the unit torus T
k+1 in C

k+1. Determine such functions
v. Recall that T is the unit circle in C and Tk+1 acts on Ck+1 by multiplication.

Exercise 1.78. Define the Desboves map f0 in M4(P2) as

f0[z0 : z1 : z2] := [z0(z3
1 − z3

2) : z1(z3
2 − z3

0) : z2(z3
0 − z3

1)].

Prove that f0 has 12 indeterminacy points. If σ is a permutation of coordinates,
compare f0 ◦σ and σ ◦ f0. Define

Φλ (z0,z1,z2) := z3
0 + z3

1 + z3
2 −3λ z0z1z2, λ ∈ C

and
L[z0 : z1 : z2] := [az0 : bz1 : cz2], a,b,c ∈ C.

Show that for Zariski generic L, fL := f0 +ΦλL is in H4(P2). Show that on the
curve {Φλ = 0} in P2, fL coincides with f0, and that f0 maps the cubic {Φλ = 0}
onto itself.5

Exercise 1.79. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Show
that there is a finite invariant set E , possibly empty, such that if H is a hyper-
surface such that H ∩ E = ∅, then d−n deg(H)−1( f n)∗[H] converge to the Green
(1,1)-current T of f .

1.6 Stochastic Properties of the Green Measure

In this paragraph, we are concerned with the stochastic properties of the equilibrium
measure μ associated to an endomorphism f . If ϕ is an observable, (ϕ ◦ f n)n≥0

can be seen as a sequence of dependent random variables. Since the measure is
invariant, these variables are identically distributed, i.e. the Borel sets {ϕ ◦ f n < t}
have the same μ measure for any fixed constant t. The idea is to show that the
dependence is weak and then to extend classical results in probability theory to our
setting. One of the key point is the spectral study of the Perron-Frobenius operator
Λ := d−k f∗. It allows to prove the exponential decay of correlations for d.s.h. and
Hölder continuous observables, the central limit theorem, the large deviation the-
orem, etc. An important point is to use the space of d.s.h. functions as a space of
observables. For the reader’s convenience, we recall few general facts from ergodic
theory and probability theory. We refer to [KH, W] for the general theory.

5 This example was considered in [BO]. It gives maps in H4(P2) which preserves a cubic. The
cubic is singular if λ = 1, non singular if λ �= 1. In higher dimension, Beauville proved that a
smooth hypersurface of Pk, k ≥ 3, of degree > 1 does not have an endomorphism with dt > 1,
unless the degree is 2, k = 3 and the hypersurface is isomorphic to P1 ×P1 [BV].
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Consider a dynamical system associated to a map g : X → X which is measurable
with respect to a σ -algebra F on X . The direct image of a probability measure ν
by g is the probability measure g∗(ν) defined by

g∗(ν)(A) := ν(g−1(A))

for every measurable set A. Equivalently, for any positive measurable function ϕ ,
we have

〈g∗(ν),ϕ〉 := 〈ν,ϕ ◦ g〉.
The measure ν is invariant if g∗(ν) = ν . When X is a compact metric space and g
is continuous, the set M (g) of invariant probability measures is convex, compact
and non-empty: for any sequence of probability measures νN , the cluster points of

1
N

N−1

∑
n=0

(gn)∗(νN)

are invariant probability measures.
A measurable set A is totally invariant if ν(A \ g−1(A)) = ν(g−1(A) \A) = 0.

An invariant probability measure ν is ergodic if any totally invariant set is of zero
or full ν-measure. It is easy to show that ν is ergodic if and only if when ϕ ◦g = ϕ ,
for ϕ ∈ L1(ν), then ϕ is constant. Here, we can replace L1(ν) with Lp(ν) with
1 ≤ p ≤ +∞. The ergodicity of ν is also equivalent to the fact that it is extremal in
M (g). We recall Birkhoff’s ergodic theorem, which is the analogue of the law of
large numbers for independent random variables [W].

Theorem 1.80 (Birkhoff). Let g : X → X be a measurable map as above. Assume
that ν is an ergodic invariant probability measure. Let ϕ be a function in L1(ν).
Then

1
N

N−1

∑
n=0
ϕ(gn(x)) → 〈ν,ϕ〉

almost everywhere with respect to ν .

When X is a compact metric space, we can apply Birkhoff’s theorem to contin-
uous functions ϕ and deduce that for ν almost every x

1
N

N−1

∑
n=0
δgn(x) → ν,

where δx denotes the Dirac mass at x. The sum

SN(ϕ) :=
N−1

∑
n=0

ϕ ◦ gn

is called Birkhoff’s sum. So, Birkhoff’s theorem describes the behavior of 1
N SN(ϕ)

for an observable ϕ . We will be concerned with the precise behavior of SN(ϕ) for
various classes of functions ϕ .



Dynamics in Several Complex variables 207

A notion stronger than ergodicity is the notion of mixing. An invariant probability
measure ν is mixing if for every measurable sets A,B

lim
n→∞ν(g

−n(A)∩B) = ν(A)ν(B).

Clearly, mixing implies ergodicity. It is not difficult to see that ν is mixing if and
only if for any test functions ϕ ,ψ in L∞(ν) or in L2(ν), we have

lim
n→∞〈ν,(ϕ ◦ gn)ψ〉 = 〈ν,ϕ〉〈ν,ψ〉.

The quantity
In(ϕ ,ψ) := |〈ν,(ϕ ◦ gn)ψ〉− 〈ν,ϕ〉〈ν,ψ〉|

is called the correlation at time n of ϕ and ψ . So, mixing is equivalent to the
convergence of In(ϕ ,ψ) to 0. We say that ν is K-mixing if for every ψ ∈ L2(ν)

sup
‖ϕ‖L2(ν)≤1

In(ϕ ,ψ) → 0.

Note that K-mixing is equivalent to the fact that the σ -algebra F∞ := ∩g−n(F )
contains only sets of zero and full measure. This is the strongest form of mixing for
observables in L2(ν). It is however of interest to get a quantitative information on
the mixing speed for more regular observables like smooth or Hölder continuous
functions.

Consider now an endomorphism f of algebraic degree d ≥ 2 of Pk as above and
its equilibrium measure μ . We know that μ is totally invariant: f ∗(μ) = dkμ . If ϕ
is a continuous function, then

〈μ ,ϕ ◦ f 〉 = 〈d−k f ∗(μ),ϕ ◦ f 〉 = 〈μ ,d−k f∗(ϕ ◦ f )〉 = 〈μ ,ϕ〉.

We have used the obvious fact that f∗(ϕ ◦ f ) = dkϕ . So, μ is invariant. We have the
following proposition.

Proposition 1.81. The Perron-Frobenius operator Λ := d−k f∗ has a continuous
extension of norm 1 to L2(μ). Moreover, the adjoint of Λ satisfies tΛ(ϕ) = ϕ ◦ f
and Λ ◦ tΛ = id. Let L2

0(μ) denote the hyperplane of L2(μ) defined by 〈μ ,ϕ〉 = 0.
Then, the spectral radius of Λ on L2

0(μ) is also equal to 1.

Proof. Schwarz’s inequality implies that

| f∗(ϕ)|2 ≤ dk f∗(|ϕ |2).

Using the total invariance of μ , we get

〈μ , |Λ(ϕ)|2〉 ≤ 〈μ ,Λ(|ϕ |2)〉 = 〈μ , |ϕ |2〉.

Therefore,Λ has a continuous extension to L2(μ), with norm ≤ 1. Since Λ(1) = 1,
the norm of this operator is equal to 1. The properties on the adjoint of Λ are easily
deduced from the total invariance of μ .
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Let ϕ be a function in L2
0(μ) of norm 1. Then, ϕ ◦ f n is also in L2(μ) and of

norm 1. Moreover, Λn(ϕ ◦ f n), which is equal to ϕ , is of norm 1. So, the spectral
radius of Λ on L2

0(μ) is also equal to 1. ��
Mixing for the measure μ was proved in [FS1]. We give in this paragraph two

proofs of K-mixing. The first one is from [DS1] and does not use that μ is moderate.

Theorem 1.82. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Then,
its Green measure μ is K-mixing.

Proof. Let cψ := 〈μ ,ψ〉. Since μ is totally invariant, the correlations between two
observables ϕ and ψ satisfy

In(ϕ ,ψ) = |〈μ ,(ϕ ◦ f n)ψ〉− 〈μ ,ϕ〉〈μ ,ψ〉|
= |〈μ ,ϕΛn(ψ)〉− cψ〈μ ,ϕ〉|
= |〈μ ,ϕ(Λn(ψ)− cψ)〉|.

Hence,
sup

‖ϕ‖L2(μ)≤1
In(ϕ ,ψ) ≤ ‖Λn(ψ)− cψ‖L2(μ).

Since ‖Λ‖L2(μ) ≤ 1, in order to show that ‖Λn(ψ) − cψ‖L2(μ) → 0 for every

ψ ∈ L2(μ), it is enough to show that ‖Λn(ψ)− cψ‖L2(μ) → 0 for a dense family

of functions ψ ∈ L2(μ). So, we can assume that ψ is a d.s.h. function such that
|ψ | ≤ 1. We have |cψ | ≤ 1 and ‖Λn(ψ)− cψ‖L∞(μ) ≤ 2. Since μ is PB, we deduce
from Theorem 1.35 and Cauchy-Schwarz’s inequality that

‖Λn(ψ)− cψ‖L2(μ) � ‖Λn(ψ)− cψ‖1/2
L1(μ) � ‖Λn(ψ)− cψ‖1/2

DSH � d−n/2.

This completes the proof. For the last argument, we can also use continuous test
functions ψ and apply Proposition 1.46. We then obtain that Λn(ψ)− cψ converges
to 0 pointwise out of a pluripolar set. Lebesgue’s convergence theorem and the fact
that μ has no mass on pluripolar sets imply the result. ��

In what follows, we show that the equilibrium measure μ satisfies remarkable
stochastic properties which are quite hard to obtain in the setting of real dynam-
ical systems. We will see the effectiveness of the pluripotential methods which
replace the delicate estimates, used in some real dynamical systems. The follow-
ing result was recently obtained by Nguyen and the authors [DNS]. It shows that
the equilibrium measure is exponentially mixing and generalizes earlier results of
[DS1, DS6, FS1]. Note that d.s.h. observables may be everywhere discontinuous.

Theorem 1.83. Let f be a holomorphic endomorphism of algebraic degree d ≥ 2
on P

k. Let μ be the Green measure of f . Then for every 1 < p ≤ +∞ there is a
constant c > 0 such that

|〈μ ,(ϕ ◦ f n)ψ〉− 〈μ ,ϕ〉〈μ ,ψ〉| ≤ cd−n‖ϕ‖Lp(μ)‖ψ‖DSH
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for n ≥ 0, ϕ in Lp(μ) and ψ d.s.h. Moreover, for 0 ≤ ν ≤ 2 there is a constant c > 0
such that

|〈μ ,(ϕ ◦ f n)ψ〉− 〈μ ,ϕ〉〈μ ,ψ〉| ≤ cd−nν/2‖ϕ‖Lp(μ)‖ψ‖C ν

for n ≥ 0, ϕ in Lp(μ) and ψ of class C ν .

Proof. We prove the first assertion. Observe that the correlations

In(ϕ ,ψ) := |〈μ ,(ϕ ◦ f n)ψ〉− 〈μ ,ϕ〉〈μ ,ψ〉|

vanish if ψ is constant. Therefore, we can assume that 〈μ ,ψ〉 = 0. In which case,
we have

In(ϕ ,ψ) = |〈μ ,ϕΛn(ψ)〉|,
where Λ denotes the Perron-Frobenius operator associated to f .

We can also assume that ‖ψ‖DSH ≤ 1. Corollary 1.41 implies that for 1 ≤ q <∞,

‖Λn(ψ)‖Lq(μ) ≤ cqd−n

where c > 0 is a constant independent of n,q and ψ . Now, if q is chosen so that
p−1 + q−1 = 1, we obtain using Hölder’s inequality that

In(ϕ ,ψ) ≤ ‖ϕ‖Lp(μ)‖Λn(ψ)‖Lq(μ) ≤ cq‖ϕ‖Lp(μ)d
−n.

This completes the proof of the first assertion. The second assertion is proved in the
same way using Corollary 1.42. ��

Observe that the above estimates imply that for ψ smooth

lim
n→∞ sup

‖ϕ‖L2(μ)≤1
In(ϕ ,ψ) = 0.

Since smooth functions are dense in L2(μ), the convergence holds for every ψ in
L2(μ) and gives another proof of the K-mixing. The following result [DNS] gives
estimates for the exponential mixing of any order. It can be extended to Hölder
continuous observables using the second assertion in Theorem 1.83.

Theorem 1.84. Let f , d, μ be as in Theorem 1.83 and r ≥ 1 an integer. Then there
is a constant c > 0 such that

∣∣∣〈μ ,ψ0(ψ1 ◦ f n1) . . . (ψr ◦ f nr)〉−
r

∏
i=0

〈μ ,ψi〉
∣∣∣≤ cd−n

r

∏
i=0

‖ψi‖DSH

for 0 = n0 ≤ n1 ≤ ·· · ≤ nr, n := min0≤i<r(ni+1 −ni) and ψi d.s.h.

Proof. The proof is by induction on r. The case r = 1 is a consequence of Theorem
1.83. Suppose the result is true for r − 1, we have to check it for r. Without loss
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of generality, assume that ‖ψi‖DSH ≤ 1. This implies that m := 〈μ ,ψ0〉 is bounded.
The invariance of μ and the induction hypothesis imply that

∣∣∣〈μ ,m(ψ1 ◦ f n1) . . . (ψr ◦ f nr)〉−
r

∏
i=0

〈μ ,ψi〉
∣∣∣

=
∣∣∣〈μ ,mψ1(ψ2 ◦ f n2−n1) . . . (ψr ◦ f nr−n1)〉−m

r

∏
i=1

〈μ ,ψi〉
∣∣∣≤ cd−n

for some constant c > 0. In order to get the desired estimate, it is enough to show that
∣∣∣〈μ ,(ψ0 −m)(ψ1 ◦ f n1) . . . (ψr ◦ f nr)〉

∣∣∣≤ cd−n.

Observe that the operator ( f n)∗ acts on Lp(μ) for p ≥ 1 and its norm is bounded by
1. Using the invariance of μ and Hölder’s inequality, we get for p := r + 1

∣∣∣〈μ ,(ψ0 −m)(ψ1 ◦ f n1) . . . (ψr ◦ f nr)〉
∣∣∣

=
∣∣∣〈μ ,Λn1(ψ0 −m)ψ1 . . . (ψr ◦ f nr−n1)〉

∣∣∣

≤ ‖Λn1(ψ0 −m)‖Lp(μ)‖ψ1‖Lp(μ) . . .‖ψr ◦ f nr−n1‖Lp(μ)

≤ cd−n1‖ψ1‖Lp(μ) . . .‖ψr‖Lp(μ),

for some constant c > 0. Since ‖ψi‖Lp(μ) � ‖ψi‖DSH, the previous estimates imply
the result. Note that as in Theorem 1.83, it is enough to assume that ψi is d.s.h. for
i ≤ r−1 and ψr is in Lp(μ) for some p > 1. ��

The mixing of μ implies that for any measurable observable ϕ , the times se-
ries ϕ ◦ f n, behaves like independent random variables with the same distribution.
For example, the dependence of ϕ ◦ f n and ϕ is weak when n is large: if a,b are
real numbers, then the measure of {ϕ ◦ f n ≤ a and ϕ ≤ b} is almost equal to
μ{ϕ ◦ f n ≤ a}μ{ϕ ≤ b}. Indeed, it is equal to

〈
μ ,(1]−∞,a] ◦ϕ ◦ f n)(1]−∞,b] ◦ϕ)

〉
,

and when n is large, mixing implies that the last integral is approximatively equal to

〈μ ,1]−∞,a] ◦ϕ〉〈μ ,1]−∞,b] ◦ϕ〉= μ{ϕ ≤ a}μ{ϕ ≤ b} = μ{ϕ ◦ f n ≤ a}μ{ϕ ≤ b}.

The estimates on the decay of correlations obtained in the above results, give at
which speed the observables become “almost independent”. We are going to show
that under weak assumptions on the regularity of observables ϕ , the times series
ϕ ◦ f n, satisfies the Central Limit Theorem (CLT for short). We recall the classical
CLT for independent random variables. In what follows, E(·) denotes expectation,
i.e. the mean, of a random variable.

Theorem 1.85. Let (X ,F ,ν) be a probability space. Let Z1,Z2, . . . be independent
identically distributed (i.i.d. for short) random variables with values in R, and of
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mean zero, i.e. E(Zn) = 0. Assume also that 0 < E(Z2
n) < ∞. Then for any open

interval I ⊂ R and for σ := E(Z2
n)1/2, we have

lim
N→∞

ν

{
1√
N

N−1

∑
n=0

Zn ∈ I

}
=

1√
2πσ

∫

I
e
− t2

2σ2 dt.

The important hypothesis here is that the variables have the same distribution
(this means that for every interval I ⊂ R, 〈ν,1I ◦Zn〉 is independent of n, where 1I

is the characteristic function of I) and that they are independent. The result can be
phrased as follows. If we define the random variables ẐN by

ẐN :=
1√
N

N−1

∑
n=0

Zn,

then the sequence of probability measures (ẐN)∗(ν) on R converges to the proba-

bility measure of density 1√
2πσ e

− t2

2σ2 . This is also called the convergence in law.
We want to replace the random variables Zn with the functions ϕ ◦ f n on the

probability space (Pk,B,μ) where B is the Borel σ -algebra. The fact that μ is
invariant means exactly that ϕ ◦ f n are identically distributed. We state first a cen-
tral limit theorem due to Gordin [G], see also [V]. For simplicity, we consider a
measurable map g : (X ,F ) → (X ,F ) as above. Define Fn := g−n(F ), n ≥ 0,
the σ -algebra of g−n(A), with A ∈ F . This sequence is non-increasing. Denote by
E(ϕ |F ′) the conditional expectation of ϕ with respect to a σ -algebra F ′ ⊂ F . We
say that ϕ is a coboundary if ϕ = ψ ◦ g−ψ for some function ψ ∈ L2(ν).

Theorem 1.86 (Gordin). Let ν be an ergodic invariant probability measure on X.
Let ϕ be an observable in L1(ν) such that 〈ν,ϕ〉 = 0. Suppose

∑
n≥0

‖E(ϕ |Fn)‖2
L2(ν) < ∞.

Then 〈ν,ϕ2〉+ 2∑n≥1〈ν,ϕ(ϕ ◦ gn)〉 is a finite positive number which vanishes if
and only if ϕ is a coboundary. Moreover, if

σ :=
[
〈ν,ϕ2〉+ 2∑

n≥1
〈ν,ϕ(ϕ ◦ gn)〉

]1/2

is strictly positive, then ϕ satisfies the central limit theorem with variance σ : for
any interval I ⊂ R

lim
N→∞ν

{
1√
N

N−1

∑
n=0
ϕ ◦ gn ∈ I

}
=

1√
2πσ

∫

I
e
− t2

2σ2 dt.

It is not difficult to see that a function u is Fn-measurable if and only if u = u′ ◦gn

with u′ F -measurable. Let L2(ν,Fn) denote the space of Fn-measurable functions
which are in L2(ν). Then, E(ϕ |Fn) is the orthogonal projection of ϕ ∈ L2(ν) into
L2(ν,Fn).
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A straighforward computation using the invariance of ν gives that the variance
σ in the above theorem is equal to

σ = lim
n→∞n−1/2‖ϕ+ · · ·+ϕ ◦ gn−1‖L2(ν).

When ϕ is orthogonal to all ϕ ◦gn, we find that σ = ‖ϕ‖L2(μ). So, Gordin’s theorem
assumes a weak dependence and concludes that the observables satisfy the central
limit theorem.

Consider now the dynamical system associated to an endomorphism f of Pk as
above. Let B denote the Borel σ -algebra on Pk and define Bn := f−n(B). Since
the measure μ satisfies f ∗(μ) = dkμ , the norms ‖E(·|Bn)‖L2(μ) can be expressed
in terms of the operatorΛ . We have the following lemma.

Lemma 1.87. Let ϕ be an observable in L2(μ). Then

E(ϕ |Fn) =Λn(ϕ)◦ f n and ‖E(ϕ |Bn)‖Lp(μ) = ‖Λn(ϕ)‖Lp(μ),

for 1 ≤ p ≤ 2.

Proof. We have
〈
μ ,ϕ(ψ ◦ f n)

〉
=
〈
d−kn( f n)∗(μ),ϕ(ψ ◦ f n)

〉
=
〈
μ ,d−kn( f n)∗[ϕ(ψ ◦ f n)]

〉

=
〈
μ ,Λn(ϕ)ψ

〉
=
〈
μ , [Λn(ϕ)◦ f n][ψ ◦ f n]

〉
.

This proves the first assertion. The invariance of μ implies that ‖ψ ◦ f n‖Lp(μ) =
‖ψ‖Lp(μ). Therefore, the second assertion is a consequence of the first one. ��

Gordin’s Theorem 1.86, Corollaries 1.41 and 1.42, applied to q = 2, give the
following result.

Corollary 1.88. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk and μ
its equilibrium measure. Let ϕ be a d.s.h. function or a Hölder continuous function
on Pk, such that 〈μ ,ϕ〉 = 0. Assume that ϕ is not a coboundary. Then ϕ satisfies
the central limit theorem with the variance σ > 0 given by

σ2 := 〈μ ,ϕ2〉+ 2∑
n≥1

〈μ ,ϕ(ϕ ◦ f n)〉.

We give an interesting decomposition of the space L2
0(μ) which shows that Λ ,

acts like a “generalized shift”. Recall that L2
0(μ) is the space of functionsψ ∈ L2(μ)

such that 〈μ ,ψ〉 = 0. Corollary 1.88 can also be deduced from the following result.

Proposition 1.89. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk and
μ the corresponding equilibrium measure. Define

Vn := {ψ ∈ L2
0(μ), Λn(ψ) = 0}.

Then, we have Vn+1 = Vn ⊕V1 ◦ f n as an orthogonal sum and L2
0(μ) = ⊕∞n=0V1 ◦ f n

as a Hilbert sum. Let ψ = ∑ψn ◦ f n, with ψn ∈ V1, be a function in L2
0(μ).
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Then, ψ satisfies the Gordin’s condition, see Theorem 1.86, if and only if the
sum ∑n≥1 n‖ψn‖2

L2(μ) is finite. Moreover, if ψ is d.s.h. (resp. of class C ν , 0 < ν ≤ 2)

with 〈μ ,ψ〉 = 0, then ‖ψn‖L2(μ) � d−n (resp. ‖ψn‖L2(μ) � d−nν/2).

Proof. It is easy to check that V⊥
n = {θ ◦ f n, θ ∈ L2(μ)}. Let Wn+1 denote the

orthogonal complement of Vn in Vn+1. Suppose θ ◦ f n is in Wn+1. Then, Λ(θ ) = 0.
This gives the first decomposition in the proposition.

For the second decomposition, observe that ⊕∞n=0V1 ◦ f n is a direct orthogonal
sum. We only have to show that ∪Vn is dense in L2

0(μ). Let θ be an element in ∩V⊥
n .

We have to show that θ = 0. For every n, θ = θn ◦ f n for appropriate θn. Hence, θ is
measurable with respect to the σ -algebra B∞ := ∩n≥0Bn. We show that B∞ is the
trivial algebra. Let A be an element of B∞. Define An = f n(A). Since A is in B∞,
1A = 1An ◦ f n and Λn(1A) = 1An . K-mixing implies that Λn(1A) converges in L2(μ)
to a constant, see Theorem 1.82. So, 1An converges to a constant which is necessarily
0 or 1. We deduce that μ(An) converges to 0 or 1. On the other hand, we have

μ(An) = 〈μ ,1An〉 = 〈μ ,1An ◦ f n〉 = 〈μ ,1A〉 = μ(A).

Therefore, A is of measure 0 or 1. This implies the decomposition of L2
0(μ).

Suppose now that ψ := ∑ψn ◦ f n with Λ(ψn) = 0, is an element of L2
0(μ). We

have E(ψ |Bn) = ∑i≥nψi ◦ f i. So,

∑
n≥0

‖E(ψ |Bn)‖2
L2(μ) = ∑

n≥0

(n + 1)‖ψn‖2
L2(μ),

and ψ satisfies Gordin’s condition if and only if the last sum is finite.
Let ψ be a d.s.h. function with 〈μ ,ψ〉 = 0. It follows from Theorem 1.83 that

‖E(ψ |Bn)‖L2(μ) = sup
‖ϕ‖L2(μ)≤1

|〈μ ,(ϕ ◦ f n)ψ〉| � d−n.

Since ψn ◦ f n = E(ψ |Bn)−E(ψ |Bn+1), the above estimate implies that

‖ψn‖L2(μ) = ‖ψn ◦ f n‖L2(μ) � d−n.

The case of C ν observables is proved in the same way.
Observe that if (ψn ◦ f n)n≥0 is the sequence of projections of ψ on the factors of

the direct sum ⊕∞n=0V1 ◦ f n, then the coordinates of Λ(ψ) are (ψn ◦ f n−1)n≥1. ��
We continue the study with other types of convergence. Let us recall the almost

sure version of the central limit theorem in probability theory. Let Zn be ran-
dom variables, identically distributed in L2(X ,F ,ν), such that E(Zn) = 0 and
E(Z2

n) = σ2, σ > 0. We say that the almost sure central limit theorem holds if at
ν-almost every point in X , the sequence of measures

1
logN

N

∑
n=1

1
n
δn−1/2∑n−1

i=0 Zi
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converges in law to the normal distribution of mean 0 and variance σ . In particular,
ν-almost surely

1
logN

N

∑
n=1

1
n

1{
n−1/2∑n−1

i=0 Zi≤t0
}→ 1√

2πσ

∫ t0

−∞
e
− t2

2σ2 dt,

for any t0 ∈ R. In the central limit theorem, we only get the ν-measure of the set
{N−1/2∑N−1

n=0 Zn < t0} when N goes to infinity. Here, we get an information at
ν-almost every point for the logarithmic averages.

The almost sure central limit theorem can be deduced from the so-called almost
sure invariance principle (ASIP for short). In the case of i.i.d. random variables as
above, this principle compares the variables ẐN with Brownian motions and gives
some information about the fluctuations of ẐN around 0.

Theorem 1.90. Let (X ,F ,ν) be a probability space. Let (Zn) be a sequence of i.i.d.
random variables with mean 0 and variance σ > 0. Assume that there is an α > 0
such that Zn is in L2+α(ν). Then, there is another probability space (X ′,F ′,ν ′)
with a sequence of random variables S′N on X ′ which has the same joint distribution
as SN := ∑N−1

n=0 Zn, and a Brownian motion B of variance σ on X ′ such that

|S′N −B(N)| ≤ cN1/2−δ ,

for some positive constants c,δ . It follows that

|N−1/2S′N −B(1)| ≤ cN−δ .

For weakly dependent variables, this type of result is a consequence of a theorem
due to Philipp-Stout [PS]. It gives conditions which imply that the ASIP holds.
Lacey-Philipp proved in [LP] that the ASIP implies the almost sure central limit
theorem. For holomorphic endomorphisms of Pk, we have the following result due
to Dupont which holds in particular for Hölder continuous observables [DP2].

Theorem 1.91. Let f be an endomorphism of algebraic degree d ≥ 2 as above and
μ its equilibrium measure. Let ϕ be an observable with values in R ∪ {−∞}
such that eϕ is Hölder continuous, H := {ϕ = −∞} is an analytic set and
|ϕ |� | logdist(·,H)|ρ near H for some ρ > 0. If 〈μ ,ϕ〉= 0 and ϕ is not a cobound-
ary, then the almost sure invariance principle holds for ϕ . In particular, the almost
sure central limit theorem holds for such observables.

The ASIP in the above setting says that there is a probability space (X ′,F ′,ν ′)
with a sequence of random variables S′N on X which has the same joint distribution
as SN := ∑N−1

n=0 ϕ ◦ f n, and a Brownian motion B of variance σ on X ′ such that

|S′N −B(N)| ≤ cN1/2−δ ,

for some positive constants c,δ .
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The ASIP implies other stochastic results, see [PS], in particular, the law of the
iterated logarithm. With our notations, it implies that for ϕ as above

limsup
N→∞

SN(ϕ)
σ
√

N log log(Nσ2)
= 1 μ-almost everywhere.

Dupont’s approach is based on the Philipp-Stout’s result applied to a Bernoulli
system and a quantitative Bernoulli property of the equilibrium measure of f , i.e. a
construction of a coding tree. We refer to Dupont and Przytycki-Urbanski-Zdunik
[PU] for these results.

Recall the Bernoulli property of μ which was proved by Briend in [BJ1]. The
dimension one case is due to Mañé [MA] and Heicklen-Hoffman [HH]. Denote
by (Σ ,ν,σ) the one-sided dk-shift, where Σ := {1, . . . ,dk}N, ν is the probability
measure on Σ induced by the equilibrium probability measure on {1, . . . ,dk} and
σ : Σ → Σ is the dk to 1 map defined by σ(α0,α1, . . .) = (α1,α2, . . .).

Theorem 1.92. Let f and μ be as above. Then (Pk,μ , f ) is measurably conjugated
to (Σ ,ν,σ). More precisely, there is a measurable map π : Σ → Pk, defined out of a
set of zero ν-measure, which is invertible out of a set of zero μ-measure, such that
π∗(ν) = μ and f = π ◦σ ◦π−1 μ-almost everywhere.

The proof uses a criterion, the so called tree very weak Bernoulli property (tree-
vwB for short) due to Hoffman-Rudolph [HR]. One can use Proposition 1.51 in
order to check this criterion.

The last stochastic property we consider here is the large deviations theorem. As
above, we first recall the classical result in probability theory.

Theorem 1.93. Let Z1,Z2, . . . be independent random variables on (X ,F ,ν), iden-
tically distributed with values in R, and of mean zero, i.e. E(Z1) = 0. Assume also
that for t ∈ R, exp(tZn) is integrable. Then, the limit

I(ε) := − lim
N→∞ logν

{∣∣∣∣∣
Z1 + · · ·+ ZN

N

∣∣∣∣∣> ε
}

.

exists and I(ε) > 0 for ε > 0.

The theorem estimates the size of the set where the average is away from zero,
the expected value. We have

ν

{∣∣∣∣∣
Z1 + · · ·+ ZN

N

∣∣∣∣∣> ε
}

∼ e−NI(ε).

Our goal is to give an analogue for the equilibrium measure of endomorphisms
of Pk. We first prove an abstract result corresponding to the above Gordin’s result
for the central limit theorem.

Consider a dynamical system g : (X ,F ,ν) → (X ,F ,ν) as above where ν is an
invariant probability measure. So, g∗ defines a linear operator of norm 1 from L2(ν)
into itself. We say that g has bounded Jacobian if there is a constant κ > 0 such that
ν(g(A)) ≤ κν(A) for every A ∈ F . The following result was obtained in [DNS].
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Theorem 1.94. Let g : (X ,F ,ν) → (X ,F ,ν) be a map with bounded Jacobian as
above. Define Fn := g−n(F ). Letψ be a bounded real-valued measurable function.
Assume there are constants δ > 1 and c > 0 such that

〈
ν,eδ

n|E(ψ|Fn)−〈ν,ψ〉|〉≤ c for every n ≥ 0.

Then ψ satisfies a weak large deviations theorem. More precisely, for every ε > 0,
there exists a constant hε > 0 such that

ν

{
x ∈ X :

∣∣∣∣∣
1
N

N−1

∑
n=0
ψ ◦ gn(x)−〈ν,ψ〉

∣∣∣∣∣> ε
}

≤ e−N(logN)−2hε

for all N large enough6.

We first prove some preliminary lemmas. The following one is a version of the
classical Bennett’s inequality see [DZ, Lemma 2.4.1].

Lemma 1.95. Let ψ be an observable such that ‖ψ‖L∞(ν) ≤ b for some constant
b ≥ 0, and E(ψ) = 0. Then

E(eλψ) ≤ e−λb + eλb

2

for every λ ≥ 0.

Proof. We can assume λ = 1. Consider first the case where there is a measurable
set A such that ν(A) = 1/2. Let ψ0 be the function which is equal to −b on A and
to b on X \A. We have ψ2

0 = b2 ≥ ψ2. Since ν(A) = 1/2, we have E(ψ0) = 0. Let
g(t) = a0t2 + a1t + a2, be the unique quadratic function such that h(t) := g(t)− et

satisfies h(b) = 0 and h(−b) = h′(−b) = 0. We have g(ψ0) = eψ0 .
Since h′′(t) = 2a0 − et admits at most one zero, h′ admits at most two zeros. The

fact that h(−b) = h(b) = 0 implies that h′ vanishes in ]− b,b[. Hence h′ admits
exactly one zero at −b and another one in ]− b,b[. We deduce that h′′ admits a
zero. This implies that a0 > 0. Moreover, h vanishes only at −b, b and h′(b) �= 0. It
follows that h(t) ≥ 0 on [−b,b] because h is negative near +∞. Thus, et ≤ g(t) on
[−b,b] and then eψ ≤ g(ψ).

Since a0 > 0, if an observable φ satisfies E(φ) = 0, then E(g(φ)) is an increasing
function of E(φ2). Now, using the properties of ψ and ψ0, we obtain

E(eψ) ≤ E(g(ψ)) ≤ E(g(ψ0)) = E(eψ0) =
e−b + eb

2
.

This completes the proof under the assumption that ν(A) = 1/2 for some measur-
able set A.

The general case is deduced from the previous particular case. Indeed, it is
enough to apply the first case to the disjoint union of (X ,F ,ν) with a copy

6 In the LDT for independent random variables, there is no factor (logN)−2 in the estimate.
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(X ′,F ′,ν ′) of this space, i.e. to the space (X ∪ X ′,F ∪F ′, ν2 + ν ′
2 ), and to the

function equal to ψ on X and on X ′. ��
Lemma 1.96. Let ψ be an observable such that ‖ψ‖L∞(ν) ≤ b for some constant
b ≥ 0, and E(ψ |F1) = 0. Then

E(eλψ |F1) ≤ e−λb + eλb

2

for every λ ≥ 0.

Proof. We consider the desintegration of ν with respect to g. For ν-almost every x∈
X , there is a positive measure νx on g−1(x) such that if ϕ is a function in L1(ν) then

〈ν,ϕ〉 =
∫

X
〈νx,ϕ〉dν(x).

Since ν is g-invariant, we have

〈ν,ϕ〉 = 〈ν,ϕ ◦ g〉=
∫

X
〈νx,ϕ ◦ g〉dν(x) =

∫

X
‖νx‖ϕ(x)dν(x).

Therefore, νx is a probability measure for ν-almost every x. Using also the
invariance of ν , we obtain for ϕ and φ in L2(ν) that

〈ν,ϕ(φ ◦ g)〉 =
∫

X
〈νx,ϕ(φ ◦ g)〉dν(x) =

∫

X
〈νx,ϕ〉φ(x)dν(x)

=
∫

X
〈νg(x),ϕ〉φ(g(x))dν(x).

We deduce that
E(ϕ |F1)(x) = 〈νg(x),ϕ〉.

So, the hypothesis in the lemma is that 〈νx,ψ〉 = 0 for ν-almost every x. It suffices
to check that

〈νx,e
λψ〉 ≤ e−λb + eλb

2
.

But this is a consequence of Lemma 1.95 applied to νx instead of ν . ��
We continue the proof of Theorem 1.94. Without loss of generality we

can assume that 〈ν,ψ〉 = 0 and |ψ | ≤ 1. The general idea is to write ψ =
ψ ′ +(ψ ′′ −ψ ′′ ◦ g) for functions ψ ′ and ψ ′′ in L2(ν) such that

E(ψ ′ ◦ gn|Fn+1) = 0, n ≥ 0.

In the language of probability theory, these identities mean that (ψ ′ ◦ gn)n≥0 is a
reversed martingale difference as in Gordin’s approach, see also [V]. The strategy
is to prove the weak LDT for ψ ′ and for the coboundaryψ ′′ −ψ ′′ ◦g. Theorem 1.94
is then a consequence of Lemmas 1.99 and 1.101 below.
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Let Λg denote the adjoint of the operator ϕ 
→ ϕ ◦ g on L2(ν). These operators
are of norm 1. The computation in Lemma 1.96 shows that E(ϕ |F1) = Λg(ϕ) ◦ g.
We obtain in the same way that E(ϕ |Fn) =Λn

g (ϕ)◦ gn. Define

ψ ′′ := −
∞

∑
n=1

Λn
g (ψ), ψ ′ := ψ− (ψ ′′ −ψ ′′ ◦ g).

Using the hypotheses in Theorem 1.94, we see that ψ ′ and ψ ′′ are in L2(ν) with
norms bounded by some constant. However, we loose the uniform boundedness:
these functions are not necessarily in L∞(ν).

Lemma 1.97. We haveΛn
g (ψ ′) = 0 for n ≥ 1 and E(ψ ′ ◦gn|Fm) = 0 for m > n ≥ 0.

Proof. Clearly Λg(ψ ′′ ◦ g) = ψ ′′. We deduce from the definition of ψ ′′ that

Λg(ψ ′) =Λg(ψ)−Λg(ψ ′′)+Λg(ψ ′′ ◦ g) =Λg(ψ)−Λg(ψ ′′)+ψ ′′ = 0.

Hence, Λn
g (ψ ′) = 0 for n ≥ 1. For every function φ in L2(ν), since ν is invariant,

we have for m > n

〈ν,(ψ ′ ◦ gn)(φ ◦ gm)〉 = 〈ν,ψ ′(φ ◦ gm−n)〉 = 〈ν,Λm−n
g (ψ ′)φ〉 = 0.

It follows that E(ψ ′ ◦ gn|Fm) = 0. ��
Lemma 1.98. There are constants δ0 > 1 and c > 0 such that

ν{|ψ ′| > b} ≤ ce−δ
b
0 and ν{|ψ ′′| > b} ≤ ce−δ

b
0

for any b ≥ 0. In particular, tψ ′ and tψ ′′ are ν-integrable for every t ≥ 0.

Proof. Since ψ ′ := ψ− (ψ ′′ −ψ ′′ ◦ g) and ψ is bounded, it is enough to prove the
estimate on ψ ′′. Indeed, the invariance of ν implies that ψ ′′ ◦ g satisfies a similar
inequality.

Fix a positive constant δ1 such that 1 < δ 2
1 < δ , where δ is the constant

in Theorem 1.94. Define ϕ := ∑n≥1 δ 2n
1 |Λn

g (ψ)|. We first show that there is
a constant α > 0 such that ν{ϕ ≥ b} � e−αb for every b ≥ 0. Recall that
E(ψ |Fn) = Λn

g (ψ) ◦ gn. Using the hypothesis of Theorem 1.94, the inequality

∑ 1
2n2 ≤ 1 and the invariance of ν , we obtain for b ≥ 0

ν{ϕ ≥ b} ≤ ∑
n≥1

ν

{
|Λn

g (ψ)| ≥ δ−2n
1 b

2n2

}
≤ ∑

n≥1

ν

{
|E(ψ |Fn)| ≥ δ−2n

1 b

2n2

}

= ∑
n≥1

ν

{
δ n|E(ψ |Fn)| ≥ δ nδ−2n

1 b

2n2

}
� ∑

n≥1

exp

(
−δ nδ−2n

1 b

2n2

)
.

It follows that ν{ϕ ≥ b} � e−αb for some constant α > 0.
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We prove now the estimate ν{|ψ ′′| > b} ≤ ce−δ b
0 . It is enough to consider the

case where b = 2l for some positive integer l. Recall that for simplicity we assumed
|ψ | ≤ 1. It follows that |E(ψ |Fn)| ≤ 1 and hence |Λn

g (ψ)| ≤ 1. We have

|ψ ′′| ≤ ∑
n≥1

|Λn
g (ψ)| ≤ δ−2l

1 ∑
n≥1

δ 2n
1 |Λn

g (ψ)|+ ∑
1≤n≤l

|Λn
g (ψ)| ≤ δ−2l

1 ϕ+ l.

Consequently,

ν
{|ψ ′′| > 2l

}≤ ν{ϕ > δ 2l
1

}
� e−αδ

2l
1 .

It is enough to choose δ0 < δ1 and c large enough. ��
Lemma 1.99. The coboundary ψ ′′ −ψ ′′ ◦ g satisfies the LDT.

Proof. Given a function φ ∈ L1(μ), recall that Birkhoff’s sum SN(φ) is defined by

S0(φ) := 0 and SN(φ) :=
N−1

∑
n=0

φ ◦ gn for N ≥ 1.

Observe that SN(ψ ′′ −ψ ′′ ◦ g) = ψ ′′ −ψ ′′ ◦ gN . Consequently, for a given ε > 0,
using the invariance of ν , we have

ν
{|SN(ψ ′′ −ψ ′′ ◦ g)|> Nε

} ≤ ν
{
|ψ ′′ ◦ gN | > Nε

2

}
+ μ

{
|ψ ′′| > Nε

2

}

= 2ν
{
|ψ ′′| > Nε

2

}
.

Lemma 1.98 implies that the last expression is smaller than e−Nhε for some hε > 0
and for N large enough. This completes the proof. ��

It remains to show that ψ ′ satisfies the weak LDT. We use the following lemma.

Lemma 1.100. For every b ≥ 1, there are Borel sets WN such that ν(WN)≤ cNe−δ
b
0

and
∫

X\WN

eλSN(ψ ′)dν ≤ 2

[
e−λb + eλb

2

]N

,

where c > 0 is a constant independent of b.

Proof. For N = 1, define W := {|ψ ′| > b}, W ′ := g(W ) and W1 := g−1(W ′). Recall
that the Jacobian of ν is bounded by some constant κ . This and Lemma 1.98 imply
that

ν(W1) = ν(W ′) = ν(g(W )) ≤ κν(W ) ≤ ce−δ
b
0

for some constant c > 0. We also have

∫

X\W1

eλS1(ψ ′)dν =
∫

X\W1

eλψ
′
dν ≤ eλb ≤ 2

[
e−λb + eλb

2

]
.

So, the lemma holds for N = 1.



220 Tien-Cuong Dinh and Nessim Sibony

Suppose the lemma for N ≥ 1, we prove it for N + 1. Define

WN+1 := g−1(WN)∪W1 = g−1(WN ∪W ′).

We have

ν(WN+1) ≤ ν(g−1(WN))+ν(W1) = ν(WN)+ν(W1) ≤ c(N + 1)e−δ
b
0 .

We will apply Lemma 1.96 to the function ψ∗ such that ψ∗ = ψ ′ on X \W1 and
ψ∗ = 0 on W1. By Lemma 1.97, we have E(ψ∗|F1) = 0 since W1 is an element of
F1. The choice of W1 gives that |ψ∗| ≤ b. By Lemma 1.96, we have

E(eλψ
∗|F1) ≤ e−λb + eλb

2
on X for λ ≥ 0.

It follows that

E(eλψ
′ |F1) ≤ e−λb + eλb

2
on X \W1 for λ ≥ 0.

Now, using the fact that WN+1 and eλSN(ψ ′◦g) are F1-measurable, we can write
∫

X\WN+1

eλSN+1(ψ ′)dν =
∫

X\WN+1

eλψ
′
eλSN(ψ ′◦g)dν

=
∫

X\WN+1

E(eλψ
′ |F1)eλSN(ψ ′◦g)dν.

Since WN+1 = g−1(WN)∪W1, the last integral is bounded by

sup
X\W1

E(eλψ
′ |F1)

∫

X\g−1(WN)
eλSN(ψ ′◦g)dν

≤
[

e−λb + eλb

2

]∫

X\WN

eλSN(ψ ′)dν

≤ 2

[
e−λb + eλb

2

]N+1

,

where the last inequality follows from the induction hypothesis. So, the lemma
holds for N + 1. ��

The following lemma, together with Lemma 1.99, implies Theorem 1.94.

Lemma 1.101. The function ψ ′ satisfies the weak LDT.

Proof. Fix an ε > 0. By Lemma 1.100, we have, for every λ ≥ 0

ν
{
SN(ψ ′) ≥ Nε

} ≤ ν(WN)+ e−λNε
∫

X\WN

eλSN(ψ ′)dν

≤ cNe−δ
b
0 + 2e−λNε

[
e−λb + eλb

2

]N

.
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Let b := logN(logδ0)−1. We have

cNe−δ
b
0 = cNe−N ≤ e−N/2

for N large. We also have

e−λb + eλb

2
= ∑

n≥0

λ 2nb2n

(2n)!
≤ eλ

2b2
.

Therefore, if λ := uεb−2 with a fixed u > 0 small enough

2e−λNε

[
e−λb + eλb

2

]N

≤ 2e−ε
2b−2(1−u)Nu = 2e−2N(logN)−2hε

for some constant hε > 0. We deduce from the previous estimates that

ν
{
SN(ψ ′) ≥ Nε

} ≤ e−N(logN)−2hε

for N large. A similar estimate holds for −ψ ′. So, ψ ′ satisfies the weak LDT. ��
We deduce from Theorem 1.94, Corollaries 1.41 and 1.42 the following result

[DNS].

Theorem 1.102. Let f be a holomorphic endomorphism of Pk of algebraic degree
d ≥ 2. Then the equilibrium measure μ of f satisfies the weak large deviations the-
orem for bounded d.s.h. observables and also for Hölder continuous observables.
More precisely, if a function ψ is bounded d.s.h. or Hölder continuous, then for
every ε > 0 there is a constant hε > 0 such that

μ

{
z ∈ P

k :

∣∣∣∣∣
1
N

N−1

∑
n=0

ψ ◦ f n(z)−〈μ ,ψ〉
∣∣∣∣∣> ε

}
≤ e−N(logN)−2hε

for all N large enough.

The exponential estimate on Λn(ψ) is crucial in the proofs of the previous
results. It is nearly an estimate in sup-norm. Note that if ‖Λn(ψ)‖L∞(μ) converge
exponentially fast to 0 then ψ satisfies the LDT. This is the case for Hölder con-
tinuous observables in dimension 1, following a result by Drasin-Okuyama [DO],
and when f is a generic map in higher dimension, see Remark 1.71. The LDT was
recently obtained in dimension 1 by Xia-Fu in [X] for Lipschitz observables.

Exercise 1.103. Let g : X → X be a continuous map on a compact metric space X .
Deduce from Birkhoff’s theorem that any ergodic invariant measure of g is a limit of

1
N

N−1

∑
n=0
δgn(x)

for an appropriate x.
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Exercise 1.104. Show that if a Borel set A satisfies μ(A) > 0, then μ( f n(A))
converges to 1.

Exercise 1.105. Show that supψ In(ϕ ,ψ) with ψ smooth ‖ψ‖∞ ≤ 1 is equal to
‖ϕ‖L1(μ). Deduce that there is no decay of correlations which is uniform on ‖ψ‖∞.

Exercise 1.106. Let V1 := {ψ ∈ L2
0(μ), Λ(ψ) = 0}. Show that V1 is infinite

dimensional and that bounded functions in V1 are dense in V1 with respect to
the L2(μ)-topology. Using Theorem 1.82, show that the only eigenvalues of Λ are
0 and 1.

Exercise 1.107. Let ϕ be a d.s.h. function as in Corollary 1.88. Show that

‖ϕ+ · · ·+ϕ ◦ f n−1‖2
L2(μ)−nσ2 + γ = O(d−n),

where γ := 2∑n≥1 n〈μ ,ϕ(ϕ ◦ f n)〉 is a finite constant. Prove an analogous property
for ϕ Hölder continuous.

1.7 Entropy, Hyperbolicity and Dimension

There are various ways to describe the complexity of a dynamical system. A basic
measurement is the entropy which is closely related to the volume growth of the
images of subvarieties. We will compute the topological entropy and the metric en-
tropy of holomorphic endomorphisms of P

k. We will also estimate the Lyapounov
exponents with respect to the measure of maximal entropy and the Hausdorff
dimension of this measure.

We recall few notions. Let (X ,dist) be a compact metric space where dist is a
distance on X . Let g : X → X be a continuous map. We introduce the Bowen metric
associated to g. For a positive integer n, define the distance distn on X by

distn(x,y) := sup
0≤i≤n−1

dist(gi(x),gi(y)).

We have distn(x,y) > ε if the orbits x,g(x),g2(x), . . . of x and y,g(y),g2(y), . . . of y
are distant by more than ε at a time i less than n. In which case, we say that x,y are
(n,ε)-separated.

The topological entropy measures the rate of growth in function of time n, of
the number of orbits that can be distinguished at ε-resolution. In other words, it
measures the divergence of the orbits. More precisely, for K ⊂ X , not necessarily in-
variant, let N(K,n,ε) denote the maximal number of points in K which are pairwise
(n,ε)-separated. This number increases as ε decreases. The topological entropy of
g on K is

ht(g,K) := sup
ε>0

limsup
n→∞

1
n

logN(K,n,ε).
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The topological entropy of g is the entropy on X and is denoted by ht(g). The reader
can check that if g is an isometry, then ht(g) = 0. In complex dynamics, we often
have that for ε small enough, 1

n logN(X ,n,ε) converge to ht(g).
Let f be an endomorphism of algebraic degree d ≥ 2 of Pkas above. As we

have seen, the iterate f n of f has algebraic degree dn. If Z is an algebraic set
in Pk of codimension p then the degree of f−n(Z), counted with multiplicity, is
equal to d pn deg(Z) and the degree of f n(Z), counting with multiplicity, is equal to
d(k−p)n deg(Z). This is a consequence of Bézout’s theorem. Recall that the degree
of an algebraic set of codimension p in Pk is the number of points of intersection
with a generic projective subspace of dimension p.

The pull-back by f induces a linear map f ∗ : H p,p(Pk,C) → H p,p(Pk,C) which
is just the multiplication by d p. The constant d p is the dynamical degree of or-
der p of f . Dynamical degrees were considered by Gromov in [GR] where he
introduced a method to bound the topological entropy from above. We will see
that they measure the volume growth of the graphs. The degree of maximal order
dk is also called the topological degree. It is equal to the number of points in a
fiber counting with multiplicity. The push-forward by f n induces a linear map
f∗ : H p,p(Pk,C) → H p,p(Pk,C) which is the multiplication by dk−p. These op-
erations act continuously on positive closed currents and hence, the actions are
compatible with cohomology, see Appendix A.1.

We have the following result due to Gromov [GR] for the upper bound and to
Misiurewicz-Przytycky [MP] for the lower bound of the entropy.

Theorem 1.108. Let f be a holomorphic endomorphism of algebraic degree d on
Pk. Then the topological entropy ht( f ) of f is equal to k logd, i.e. to the logarithm
of the maximal dynamical degree.

The inequality ht( f ) ≥ k logd is a consequence of the following result which is
valid for arbitrary C 1 maps [MP].

Theorem 1.109 (Misuriewicz-Przytycki). Let X be a compact smooth orientable
manifold and g : X → X a C 1 map. Then

ht(g) ≥ log |deg(g)|.

Recall that the degree of g is defined as follows. Let Ω be a continuous form of
maximal degree on X such that

∫
X Ω �= 0. Then

deg(g) :=
∫

X g∗(Ω)∫
X Ω

·

The number is independent of the choice of Ω . When X is a complex manifold,
it is necessarily orientable and deg(g) is just the generic number of preimages of
a point, i.e. the topological degree of g. In our case, the topological degree of f is
equal to dk. So, ht( f ) ≥ k logd.

Instead of using Misuriewicz-Przytycki theorem, it is also possible to apply the
following important result due to Yomdin [YO].
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Theorem 1.110 (Yomdin). Let X be a compact smooth manifold and g : X → X a
smooth map. Let Y be a manifold in X smooth up to the boundary, then

limsup
n→∞

1
n

logvolume(gn(Y )) ≤ ht(g),

where the volume of gn(Y ) is counted with multiplicity.

In our situation, when Y = Pk, we have volume(gn(Y )) � dkn. Therefore,
ht( f ) ≥ k logd. We can also deduce this inequality from Theorem 1.118 and the
variational principle below.

End of the proof of Theorem 1.108. It remains to prove that ht( f ) ≤ k logd. Let
Γn denote the graph of ( f , f 2, . . . , f n−1) in (Pk)n, i.e. the set of points

(z, f (z), f 2(z), . . . , f n−1(z))

with z in P
k. This is a manifold of dimension k. Let Πi, i = 0, . . . ,n−1, denote the

projections from (Pk)n onto the factors Pk. We use on (Pk)n the metric and the dis-
tance associated to the Kähler form ωn := ∑Π ∗

i (ωFS) induced by the Fubini-Study
metrics ωFS on the factors Pk, see Appendix A.1. The following indicator lov( f )
was introduced by Gromov, it measures the growth rate of the volume of Γn,

lov( f ) := lim
n→∞

1
n

logvolume(Γn).

The rest of the proof splits into two parts. We first show that the previous limit exists
and is equal to k logd and then we prove the inequality ht( f ) ≤ lov( f ).

Using that Π0 : Γn → Pk is a bi-holomorphic map and that f i = Πi ◦ (Π0|Γn)
−1,

we obtain

k!volume(Γn) =
∫

Γn

ωk
n = ∑

0≤is≤n−1

∫

Γn

Π ∗
i1(ωFS)∧ . . .∧Π ∗

ik(ωFS)

= ∑
0≤is≤n−1

∫

Pk
( f i1 )∗(ωFS)∧ . . .∧ ( f ik )∗(ωFS).

The last sum contains nk integrals that we can compute cohomologically. The
above discussion on the action of f n on cohomology implies that the last integral
is equal to di1+···+ik ≤ dkn. So, the sum is bounded from above by nkdkn. When
i1 = · · ·= ik = n−1, we see that k!volume(Γn)≥ d(n−1)k. Therefore, the limit in the
definition of lov( f ) exists and is equal to k logd.

For the second step, we need the following classical estimate due to Lelong [LE],
see also Appendix A.2.

Lemma 1.111 (Lelong). Let A be an analytic set of pure dimension k in a ball Br

of radius r in CN. Assume that A contains the center of Br. Then the 2k-dimensional
volume of A is at least equal to the volume of a ball of radius r in Ck. In particular,
we have

volume(A) ≥ ckr2k,

where ck > 0 is a constant independent of N and of r.
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We prove now the inequality ht( f ) ≤ lov( f ). Consider an (n,ε)-separated
set F in Pk. For each point a ∈ F , let a(n) denote the corresponding point
(a, f (a), . . . , f n−1(a)) in Γn and Ba,n the ball of center a(n) and of radius ε/2 in
(Pk)n. Since F is (n,ε)-separated, these balls are disjoint. On the other hand,
by Lelong’s inequality, volume(Γn ∩Ba,n) ≥ c′kε

2k, c′k > 0. Note that Lelong’s in-
equality is stated in the Euclidean metric. We can apply it using a fixed atlas of
Pk and the corresponding product atlas of (Pk)n, the distortion is bounded. So,
#F ≤ c′−1

k ε−2kvolume(Γn) and hence,

1
n

log#F ≤ 1
n

log(volume(Γn))+ O
(1

n

)
.

It follows that ht( f ) ≤ lov( f ) = k logd. �
We study the entropy of f on some subsets of Pk. The following result is due to

de Thélin and Dinh [DT3, D3].

Theorem 1.112. Let f be a holomorphic endomorphism of Pk of algebraic degree
d ≥ 2 and Jp its Julia set of order p, 1 ≤ p ≤ k. If K is a subset of Pk such that
K ∩Jp = ∅, then ht( f ,K) ≤ (p−1) logd.

Proof. The proof is based on Gromov’s idea as in Theorem 1.108 and on the speed
of convergence towards the Green current. Recall that Jp is the support of the
Green (p, p)-current T p of f . Fix an open neighbourhood W of K such that W �
Pk \ supp(T p). Using the notations in Theorem 1.108, we only have to prove that

lov( f ,W ) := limsup
n→∞

1
n

logvolume(Π−1
0 (W )∩Γn) ≤ (p−1) logd.

It is enough to show that volume(Π−1
0 (W )∩Γn) � nkd(p−1)n. As in Theorem

1.108, it is sufficient to check that for 0 ≤ ni ≤ n
∫

W
( f n1)∗(ωFS)∧ . . .∧ ( f nk )∗(ωFS) � d(p−1)n.

To this end, we prove by induction on (r,s), 0 ≤ r ≤ p and 0 ≤ s ≤ k− p + r, that

‖T p−r ∧ ( f n1)∗(ωFS)∧ . . .∧ ( f ns)∗(ωFS)‖Wr,s ≤ cr,sd
n(r−1),

where Wr,s is a neighbourhood of W and cr,s ≥ 0 is a constant independent of n and
of ni. We obtain the result by taking r = p and s = k.

It is clear that the previous inequality holds when r = 0 and also when s = 0. In
both cases, we can take Wr,s = Pk \ supp(T p) and cr,s = 1. Assume the inequality
for (r−1,s−1) and (r,s−1). Let Wr,s be a neighbourhood of W strictly contained
in Wr−1,s−1 and Wr,s−1. Let χ ≥ 0 be a smooth cut-off function with support in
Wr−1,s−1 ∩Wr,s−1 which is equal to 1 on Wr,s. We only have to prove that

∫
T p−r ∧ ( f n1)∗(ωFS)∧ . . .∧ ( f ns)∗(ωFS)∧χωk−p+r−s

FS ≤ cr,sd
n(r−1).
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If g is the Green function of f , we have

( f n1)∗(ωFS) = dn1T −ddc(g◦ f n1).

The above integral is equal to the sum of the following integrals

dn1

∫
T p−r+1 ∧ ( f n2)∗(ωFS)∧ . . .∧ ( f ns)∗(ωFS)∧χωk−p+r−s

FS

and

−
∫

T p−r ∧ddc(g◦ f n1)∧ ( f n2)∗(ωFS)∧ . . .∧ ( f ns)∗(ωFS)∧χωk−p+r−s
FS .

Using the case of (r−1,s−1) we can bound the first integral by cdn(r−1). Stokes’
theorem implies that the second integral is equal to

−
∫

T p−r ∧ ( f n2)∗(ωFS)∧ . . .∧ ( f ns)∗(ωFS)∧ (g◦ f n1)ddcχ ∧ωk−p+r−s
FS

which is bounded by

‖g‖∞‖χ‖C 2‖T p−r ∧ ( f n2)∗(ωFS)∧ . . .∧ ( f ns)∗(ωFS)‖Wr,s−1

since χ has support in Wr,s−1. We obtain the result using the (r,s−1) case. ��
The above result suggests a local indicator of volume growth. Define for a ∈ P

k

lov( f ,a) := inf
r>0

limsup
n→∞

1
n

logvolume(Π−1
0 (Br)∩Γn),

where Br is the ball of center a and of radius r. We can show that if a ∈ Jp \Jp+1

and if Br does not intersect Jp+1, the above limsup is in fact a limit and is equal
to p logd. One can also consider the graph of f n instead of Γn. The notion can be
extended to meromorphic maps and its sub-level sets are analogues of Julia sets.

We discuss now the metric entropy, i.e. the entropy of an invariant measure, a
notion due to Kolgomorov-Sinai. Let g : X → X be map on a space X which is mea-
surable with respect to a σ -algebra F . Let ν be an invariant probability measure
for g. Let ξ = {ξ1, . . . ,ξm} be a measurable partition of X . The entropy of ν with
respect to ξ is a measurement of the information we gain when we know that a
point x belongs to a member of the partition generated by g−i(ξ ) with 0 ≤ i ≤ n−1.

The information we gain when we know that a point x belongs to ξi is a positive
function I(x) which depends only on ν(ξi), i.e. I(x) = ϕ(ν(ξi)). The information
given by independent events should be additive. In other words, we have

ϕ(ν(ξi)ν(ξ j)) = ϕ(ν(ξi))+ϕ(ν(ξ j))

for i �= j. Hence, ϕ(t) = −c logt with c > 0. With the normalization c = 1, the
information function for the partition ξ is defined by

Iξ (x) :=∑− logν(ξi)1ξi
(x).
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The entropy of ξ is the average of Iξ :

H(ξ ) :=
∫

Iξ (x)dν(x) = −∑ν(ξi) logν(ξi).

It is useful to observe that the function t 
→ −t logt is concave on ]0,1] and has the
maximal value e−1 at e−1.

Consider now the information obtained if we measure the position of the orbit
x,g(x), . . . ,gn−1(x) relatively to ξ . By definition, this is the measure of the en-
tropy of the partition generated by ξ ,g−1(ξ ), . . . ,g−n+1(ξ ), which we denote by∨n−1

i=0 g−i(ξ ). The elements of this partition are ξi1 ∩ g−1(ξi2)∩ . . .∩ g−n+1(ξin−1).
It can be shown [W] that

hν(g,ξ ) := lim
n→∞

1
n

H

(
n−1∨

i=0

g−i(ξ )

)

exists. The entropy of the measure ν is defined as

hν(g) := sup
ξ

hν(g,ξ ).

Two measurable dynamical systems g on (X ,F ,ν) and g′ on (X ′,F ′,ν ′) are
said to be measurably conjugate if there is a measurable invertible map π : X → X ′
such that π ◦ g = g′ ◦ π and π∗(ν) = ν ′. In that case, we have hν(g) = hν ′(g′).
So, entropy is a conjugacy invariant. Note also that hν(gn) = nhν(g) and if g is
invertible, hν(gn) = |n|hν(g) for n ∈ Z. Moreover, if g is a continuous map of a
compact metric space, then ν 
→ hν(g) is an affine function on the convex set of
g-invariant probability measures [KH, p.164].

We say that a measurable partition ξ is a generator if up to sets of measure
zero, F is the smallest σ -algebra containing ξ which is invariant under gn,n ∈ Z.
A finite partition ξ is called a strong generator for a measure preserving dynam-
ical system (X ,F ,ν,g) as above, if up to sets of zero ν-measure, F generated
by
⋃∞

n=0 g−n(ξ ). The following result of Kolmogorov-Sinai is useful in order to
compute the entropy [W].

Theorem 1.113 (Kolmogorov-Sinai). Let ξ be a strong generator for the
dynamical system (X ,F ,ν,g) as above. Then

hν(g) = hν(g,ξ ).

We recall another useful theorem due to Brin-Katok [BK] which is valid for
continuous maps g : X → X on a compact metric space. Let Bg

n(x,δ ) denote the
ball of center x and of radius δ with respect to the Bowen distance distn. We call
Bg

n(x,δ ) the Bowen (n,δ )-ball. Define local entropies of an invariant probability
measure ν by

hν(g,x) := sup
δ>0

limsup
n→∞

−1
n

logν(Bg
n(x,δ ))



228 Tien-Cuong Dinh and Nessim Sibony

and

h−ν (g,x) := sup
δ>0

liminf
n→∞ −1

n
logν(Bg

n(x,δ )).

Theorem 1.114 (Brin-Katok). Let g : X → X be a continuous map on a compact
metric space. Let ν be an invariant probability measure of finite entropy. Then,
hν(g,x) = h−ν (g,x) and hν(g,g(x)) = hν(g,x) for ν-almost every x. Moreover,
〈ν,hν(g, ·)〉 is equal to the entropy hν(g) of ν . In particular, if ν is ergodic, we have
hν(g,x) = hν(g) ν-almost everywhere.

One can roughly say that ν(Bg
n(x,δ )) goes to zero at the exponential rate e−hν(g)

for δ small. We can deduce from the above theorem that if Y ⊂ X is a Borel set with
ν(Y ) > 0, then ht(g,Y ) ≥ hν(g). The comparison with the topological entropy is
given by the variational principle [KH, W].

Theorem 1.115 (variational principle). Let g : X → X be a continuous map on a
compact metric space. Then

suphν(g) = ht(g),

where the supremum is taken over the invariant probability measures ν .

Newhouse proved in [NE] that if g is a smooth map on a smooth compact man-
ifold, there is always a measure ν of maximal entropy, i.e. hν(g) = ht(g). One of
the natural question in dynamics is to find the measures which maximize entropy.
Their supports are in some sense the most chaotic parts of the system. The notion
of Jacobian of a measure is useful in order to estimate the metric entropy.

Let g : X → X be a measurable map as above which preserves a probability
measure ν . Assume there is a countable partition (ξi) of X , such that the map g
is injective on each ξi. The Jacobian Jν(g) of g with respect to ν is defined as
the Radon-Nikodym derivative of g∗(ν) with respect to ν on each ξi. Observe that
g∗(ν) is well-defined on ξi since g restricted to ξi is injective. We have the following
theorem due to Parry [P].

Theorem 1.116 (Parry). Let g, ν be as above and Jν(g) the Jacobian of g with
respect to ν . Then

hν(g) ≥
∫

logJν(g)dν.

We now discuss the metric entropy of holomorphic maps on Pk. The following
result is a consequence of the variational principle and Theorems 1.108 and 1.112.

Corollary 1.117. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Let ν
be an invariant probability measure. Then hν( f ) ≤ k logd. If the support of ν does
not intersect the Julia set Jp of order p, then hν( f ) ≤ (p− 1) logd. In particular,
if ν is ergodic and hν( f ) > (p−1) logd, then ν is supported on Jp.

In the following result, the value of the metric entropy was obtained in [BD2,S3]
and the uniqueness was obtained by Briend-Duval in [BD2]. The case of dimension
1 is due to Freire-Lopès-Mañé [FL] and Lyubich [LY].
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Theorem 1.118. Let f be an endomorphism of algebraic degree d ≥ 2 of P
k. Then

the equilibrium measure μ of f is the unique invariant measure of maximal entropy
k logd.

Proof. We have seen in Corollary 1.117 that hμ( f ) ≤ k logd. Moreover, μ has no
mass on analytic sets, in particular on the critical set of f . Therefore, if f is injective
on a Borel set K, then f∗(1K) = 1 f (K) and the total invariance of μ implies that
μ( f (K)) = dkμ(K). So, μ is a measure of constant Jacobian dk. It follows from
Theorem 1.116 that its entropy is at least equal to k logd. So, hμ( f ) = k logd.

Assume now that there is another invariant probability measure ν of entropy
k logd. We are looking for a contradiction. Since entropy is an affine function on ν ,
we can assume that ν is ergodic. This measure has no mass on proper analytic
sets of Pk since otherwise its entropy is at most equal to (k−1) logd, see Exercise
1.122 below. By Theorem 1.45, ν is not totally invariant, so it is not of constant
Jacobian. Since μ has no mass on critical values of f , there is a simply connected
open set U , not necessarily connected, such that f−1(U) is a union U1 ∪ . . .∪Udk of
disjoint open sets such that f : Ui →U is bi-holomorphic. One can choose U and Ui

such that the Ui do not have the same ν-measure, otherwise μ = ν . So, we can
assume that ν(U1) > d−k. This is possible since two ergodic measures are mutually
singular. Here, it is necessarily to chose U so that μ(Pk \U) is small.

Choose an open set W � U1 such that ν(W ) > σ for some constant σ > d−k.
Let m be a fixed integer and let Y be the set of points x such that for every n ≥ m,
there are at least nσ points f i(x) with 0 ≤ i ≤ n−1 which belong to W . If m is large
enough, Birkhoff’s theorem implies that Y has positive ν-measure. By Brin-Katok’s
theorem 1.114, we have ht( f ,Y ) ≥ hν( f ) = k logd.

Consider the open sets Uα := Uα0 × ·· ·×Uαn−1 in (Pk)n such that there are at
least nσ indices αi equal to 1. A straighforward computation shows that the number
of such open sets is ≤ dkρn for some constant ρ < 1. Let Vn denote the union of
these Uα . Using the same arguments as in Theorem 1.108, we get that

k logd ≤ ht( f ,Y ) ≤ lim
n→∞

1
n

logvolume(Γn ∩Vn)

and

k!volume(Γn ∩Vn) = ∑
0≤is≤n−1

∑
α

∫

Γn∩Uα
Π ∗

i1(ωFS)∧ . . .∧Π ∗
ik
(ωFS).

Fix a constant λ such that ρ < λ < 1. Let I denote the set of multi-indices
i = (i1, . . . , ik) in {0, . . . ,n− 1}k such that is ≥ nλ for every s. We distinguish two
cases where i �∈ I or i ∈ I. In the first case, we have

∑
α

∫

Γn∩Uα
Π ∗

i1(ωFS)∧ . . .∧Π ∗
ik
(ωFS) ≤

∫

Γn

Π ∗
i1(ωFS)∧ . . .∧Π ∗

ik
(ωFS)

=
∫

Pk
( f i1 )∗(ωFS)∧ . . .∧ ( f ik )∗(ωFS)

= di1+···+ik ≤ d(k−1+λ )n,

since i1 + · · ·+ ik ≤ (k−1 +λ )n.
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Consider the second case with multi-indices i ∈ I. Let q denote the integer part
of λn and Wα the projection of Γn ∩Uα on Pk by Π0. Observe that the choice of the
open sets Ui implies that f q is injective on Wα . Therefore,

∑
α

∫

Γn∩Uα
Π ∗

i1(ωFS)∧ . . .∧Π ∗
ik(ωFS)

≤∑
α

∫

Wα
( f i1)∗(ωFS)∧ . . .∧ ( f ik )∗(ωFS)

=∑
α

∫

Wα
( f q)∗

[
( f i1−q)∗(ωFS)∧ . . .∧ ( f ik−q)∗(ωFS)

]

≤∑
α

∫

Pk
( f i1−q)∗(ωFS)∧ . . .∧ ( f ik−q)∗(ωFS).

Recall that the number of open sets Uα is bounded by dkρn. So, the last sum is
bounded by

dkρnd(i1−q)+···+(ik−q) ≤ dkρndk(n−q) � dk(1+ρ−λ )n.

Finally, since the number of multi-indices i is less than nk, we deduce from the
above estimates that

k!volume(Γn ∩Vn) � nkd(k−1+λ )n + nkdk(1+ρ−λ )n.

This contradicts the above bound from below of volume(Γn ∩Vn). ��
The remaining part of this paragraph deals with Lyapounov exponents associated

to the measure μ and their relations with the Hausdorff dimension of μ . Results
in this direction give some information about the rough geometrical behaviour of
the dynamical system on the most chaotic locus. An abstract theory was developed
by Oseledec and Pesin, see e.g. [KH]. However, it is often difficult to show that
a given dynamical system has non-vanishing Lyapounov exponents. In complex
dynamics as we will see, the use of holomorphicity makes the goal reachable. We
first introduce few notions.

Let A be a linear endomorphism of Rk. We can write Rk as the direct sum ⊕Ei

of invariant subspaces on which all the complex eigenvalues of A have the same
modulus. This decomposition of Rk describes clearly the geometrical behaviour of
the dynamical system associated to A. An important part in the dynamical study
with respect to an invariant measure is to describe geometrical aspects following
the directional dilation or contraction indicators.

Consider a smooth dynamical system g : X → X and an invariant ergodic prob-
ability measure ν . The map g induces a linear map from the tangent space at x to
the tangent space at g(x). This linear map is given by a square matrix when we fix
local coordinates near x and g(x). Then, we obtain a function on X with values in
GL(R,k) where k denotes the real dimension of X . We will study the sequence of
such functions associated to the sequence of iterates (gn) of g.
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Consider a more abstract setting. Let g : X → X be a measurable map and ν
an invariant probability measure. Let A : X → GL(R,k) be a measurable function.
Define for n ≥ 0

An(x) := A(gn−1(x)) . . .A(x).

These functions satisfy the identity

An+m(x) = An(gm(x))Am(x)

for n,m ≥ 0. We say that the sequence (An) is the multiplicative cocycle over X
generated by A.

The following Oseledec’s multiplicative ergodic theorem is related to the
Kingman’s sub-multiplicative ergodic theorem [KH, W]. It can be seen as a gener-
alization of the above property of a single square matrix A.

Theorem 1.119 (Oseledec). Let g : X → X, ν and the cocycle (An) be as above. As-
sume that ν is ergodic and that log+ ‖A±1(x)‖ are in L1(ν). Then there is an integer
m, real numbers χ1 < · · · < χm, and for ν-almost every x, a unique decomposition
of Rk into a direct sum of linear subspaces

R
k =

m⊕

i=1

Ei(x)

such that

1. The dimension of Ei(x) does not depend on x.
2. The decomposition is invariant, that is, A(x) sends Ei(x) to Ei(g(x)).
3. We have locally uniformly on vectors v in Ei(x)\ {0}

lim
n→∞

1
n

log‖An(x) · v‖ = χi.

4. For S ⊂ {1, . . . ,m}, define ES(x) :=⊕i∈SEi(x). If S,S′ are disjoint, then the angle
between ES(x) and ES′(x) is a tempered function, that is,

lim
n→∞

1
n

logsin
∣∣∠
(
ES(gn(x)),ES′(g

n(x))
)∣∣= 0.

The result is still valid for non-ergodic systems but the constants m and χi should
be replaced with invariant functions. If g is invertible, the previous decomposition
is the same for g−1 where the exponents χi are replaced with −χi. The result is also
valid in the complex setting where we replace R with C and GL(R,k) by GL(C,k).
In this case, the subspaces Ei(x) are complex.

We now come back to a smooth dynamical system g : X → X on a compact
manifold. We assume that the Jacobian J(g) of g associated to a smooth volume
form satisfies 〈ν, logJ(g)〉 > −∞. Under this hypothesis, we can apply Oseledec’s
theorem to the cocycle induced by g on the tangent bundle of X ; this allows to
decompose, ν-almost everywhere, the tangent bundle into invariant sub-bundles.
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The corresponding constants χi are called Lyapounov exponents of g with respect
to ν . The dimension of Ei is the multiplicity of χi. These notions do not depend on
the choice of local coordinates on X . The Lyapounov exponents of gn are equal to
nχi. We say that the measure ν is hyperbolic if no Lyapounov exponent is zero. It
is not difficult to deduce from the Oseledec’s theorem that the sum of Lyapounov
exponents of ν is equal to 〈ν, logJ(g)〉. The reader will find in [KH] a theorem due
to Pesin, called the ε-reduction theorem, which generalizes Theorem 1.119. It gives
some coordinate changes on Rk which allow to write A(x) in the form of a diagonal
block matrix with explicit estimates on the distortion.

The following result due to Briend-Duval [BD1], shows that endomorphisms
in Pk are expansive with respect to the equilibrium measures. We give here a new
proof using Proposition 1.51. Note that there are k Lyapounov exponents counted
with multiplicity. If we consider these endomorphism as real maps, we should count
twice the Lyapounov exponents.

Theorem 1.120. Let f be a holomorphic endomorphism of algebraic degree d ≥ 2
of Pk. Then the equilibrium measure μ of f is hyperbolic. More precisely, its
Lyapounov exponents are larger or equal to 1

2 logd.

Proof. Since the measure μ is PB, quasi-p.s.h. functions are μ-integrable. It is not
difficult to check that if J( f ) is the Jacobian of f with respect to the Fubini-Study
metric, then logJ( f ) is a quasi-p.s.h. function. Therefore, we can apply Oseledec’s
theorem 1.119. We deduce from this result that the smallest Lyapounov exponent of
μ is equal to

χ := lim
n→∞−

1
n

log‖D f n(x)−1‖
for μ-almost every x. By Proposition 1.51, there is a ball B of positive μ measure
which admits at least 1

2 dkn inverse branches gi : B → Ui for f n with Ui of diameter
≤ d−n/2. If we slightly reduce the ball B, we can assume that ‖Dgi‖ ≤ Ad−n/2 for
some constant A > 0. This is a simple consequence of Cauchy’s formula. It follows
that ‖(D f n)−1‖ ≤ Ad−n/2 on Ui. The union Vn of the Ui is of measure at least equal
to 1

2μ(B). Therefore, by Fatou’s lemma,

1
2
μ(B) ≤ limsup

n→∞
〈μ ,1Vn〉 ≤ 〈μ , limsup1Vn〉 = 〈μ ,1limsupVn〉.

Hence, there is a set K := limsupVn of positive measure such that if x is in K, we
have ‖D f n(x)−1‖ ≤ Ad−n/2 for infinitely many of n. The result follows. ��

Note that in a recent work [DT2], de Thélin proved that if ν is an invariant
measure of entropy strictly larger than (k− 1) logd such that the logarithm of the
Jacobian is integrable, then the associated Lyapounov exponents are strictly posi-
tive. He also obtained for these exponents some explicit estimates from below. His
method is more powerful and is valid in a very general setting.

The Hausdorff dimension dimH(ν) of a probability measure ν on Pk is the
infimum of the numbers α ≥ 0 such that there is a Borel set K of Hausdorff
dimension α of full measure, i.e. ν(K) = 1. Hausdorff dimension says how the
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measure fills out its support. The following result was obtained by Binder-DeMarco
[BI] and Dinh-Dupont [DD]. The fact that μ has positive dimension has been proved
in [S3]; indeed, a lower bound is given in terms of the Hölder continuity exponent
of the Green function g.

Theorem 1.121. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk and
μ its equilibrium measure. Let χ1, . . . ,χk denote the Lyapounov exponents of μ
ordered by χ1 ≥ ·· · ≥ χk and Σ their sum. Then

k logd
χ1

≤ dimH(μ) ≤ 2k− 2Σ − k logd
χ1

·

The proof is quite technical. It is based on a delicate study of the inverse branches
of balls along a generic negative orbit. We will not give the proof here. A better
estimate in dimension 2, probably the sharp one, was recently obtained by Dupont.
Indeed, Binder-DeMarco conjecture that the Hausdorff dimension of μ satisfies

dimH(μ) =
logd
χ1

+ · · ·+ logd
χk

·

Dupont gives in [DP3] results in this direction.

Exercise 1.122. Let X be an analytic subvariety of pure dimension p in P
k. Let f

be an endomorphism of algebraic degree d ≥ 2 of Pk. Show that ht( f ,X) ≤ p logd.

Exercise 1.123. Let f : X → X be a smooth map and K an invariant compact subset
of X . Assume that K is hyperbolic, i.e. there is a continuously varying decomposi-
tion TX|K = E ⊕F of the tangent bundle of X restricted to K, into the sum of two
invariant vector bundles such that ‖D f‖ < 1 on E and ‖(D f )−1‖ < 1 on F for some
smooth metric near K. Show that f admits a hyperbolic ergodic invariant measure
supported on K.

Exercise 1.124. Let f : X → X be a holomorphic map on a compact complex mani-
fold and let ν be an ergodic invariant measure. Show that in Theorem 1.119 applied
to the action of f on the complex tangent bundle, the spaces Ei(x) are complex.

Exercise 1.125. Let α > 0 be a constant. Show that there is an endomorphism f of
Pk such that the Hausdorff dimension of the equilibrium measure of f is smaller
than α . Show that there is an endomorphism f such that its Green function g is not
α-Hölder continuous.

Notes. We do not give here results on local dynamics near a fixed point. If this point is non-critical
attractive or repelling, a theorem of Poincaré says that the map is locally conjugated to a polyno-
mial map [ST]. Maps which are tangent to the identity or are semi-attractive at a fixed point, were
studied by Abate and Hakim [A,H1,H2,H3], see also Abate, Bracci and Tovena [ABT]. Dynamics
near a super-attractive fixed point in dimension k = 2 was studied by Favre-Jonsson using a theory
of valuations in [FJ1].

The study of the dynamical system outside the support of the equilibrium measure is not yet
developped. Some results on attracting sets, attracting currents, etc. were obtained by de Thélin,
Dinh, Fornæss, Jonsson, Sibony, Weickert [DT1,DT2,D3,FS6,FW,JW], see also Bonifant, Dabija,
Milnor and Taflin [BO, T], Mihailescu and Urbański [MI, MIH].
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In dimension 1, Fatou and Julia considered their theory as an investigation to solve some
functional equations. In particular, they found all the commuting pairs of polynomials [F, JU], see
also Ritt [R] and Eremenko [E] for the case of rational maps. Commuting endomorphisms of P

k

were studied by the authors in [DS0]. A large family of solutions are Lattès maps. We refer to
Berteloot, Dinh, Dupont, Loeb, Molino [BR, BDM, BL, D4, DP1] for a study of this class of maps,
see also Milnor [MIL] for the dimension 1 case.

We do not consider here bifurcation problems for families of maps and refer to Bassanelli-
Berteloot [BB] and Pham [PH] for this subject. Some results will be presented in the next chapter.

In [Z], Zhang considers some links between complex dynamics and arithmetic questions. He is
interested in polarized holomorphic maps on Kähler varieties, i.e. maps which multiply a Kähler
class by an integer. If the Kähler class is integral, the variety can be embedded into a projective
space P

k and the maps extend to endomorphisms of P
k. So, several results stated above can be

directely applied to that situation. In general, most of the results for endomorphisms in P
k can

be easily extended to general polarized maps. In the unpublished preprint [DS14], the authors
considered the situation of smooth compact Kähler manifolds. We recall here the main result.

Let (X,ω) be an arbitrary compact Kähler manifold of dimension k. Let f be a holomorphic
endomorphism of X . We assume that f is open. The spectral radius of f ∗ acting on H p,p(X,C) is
called the dynamical degree of order p of f . It can be computed by the formula

dp := lim
n→∞

(∫

X
( f n)∗(ω p)∧ωk−p

)1/n
.

The last degree dk is the topological degree of f , i.e. equal to the number of points in a generic
fiber of f . We also denote it by dt .

Assume that dt > dp for 1 ≤ p ≤ k − 1. Then, there is a maximal proper analytic subset E
of X which is totally invariant by f , i.e. f −1(E ) = f (E ) = E . If δa is a Dirac mass at a �∈ E ,
then d−n

t ( f n)∗(δa) converge to a probability measure μ , which does not depend on a. This is the
equilibrium measure of f . It satisfies f ∗(μ) = dtμ and f∗(μ) = μ . If J is the Jacobian of f with
respect to ωk then 〈μ , logJ〉 ≥ logdt . The measure μ is K-mixing and hyperbolic with Lyapounov
exponents larger or equal to 1

2 log(dt/dk−1). Moreover, there are sets Pn of repelling periodic
points of order n, on supp(μ) such that the probability measures equidistributed on Pn converge to
μ , as n goes to infinity. If the periodic points of period n are isolated for every n, an estimate on the
norm of ( f n)∗ on H p,q(X,C) obtained in [D22], implies that the number of these periodic points is
dn

t +o(dn
t ). Therefore, periodic points are equidistributed with respect to μ . We can prove without

difficulty that μ is the unique invariant measure of maximal entropy logdt and is moderate. Then,
we can extend the stochastic properties obtained for Pk to this more general setting.

When f is polarized by the cohomology class [ω] of a Kähler form ω , there is a constant λ ≥ 1

such that f ∗[ω] = λ [ω]. It is not difficult to check that dp = λ p. The above results can be applied

for such a map when λ > 1. In which case, periodic points of a given period are isolated. Note

also that Theorem 1.108 can be extended to this case.

2 Polynomial-like Maps in Higher Dimension

In this section we consider a large family of holomorphic maps in a semi-local
setting: the polynomial-like maps. They can appear as a basic block in the study
of some meromorphic maps on compact manifolds. The main reference for this
section is our article [DS1] where the ddc-method in dynamics was introduced.
Endomorphisms of Pk can be considered as a special case of polynomial-like maps.
However, in general, there is no Green (1,1)-current for such maps. The notion of
dynamical degrees for polynomial-like maps replaces the algebraic degree. Under
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natural assumptions on dynamical degrees, we prove that the measure of maximal
entropy is non-uniformly hyperbolic and we study its sharp ergodic properties.

2.1 Examples, Degrees and Entropy

Let V be a convex open set in C
k and U � V an open subset. A proper holomorphic

map f : U → V is called a polynomial-like map. Recall that a map f : U → V is
proper if f−1(K) � U for every compact subset K of V . The map f sends the bound-
ary of U to the boundary of V ; more precisely, the points near ∂U are sent to points
near ∂V . So, polynomial-like maps are somehow expansive in all directions, but the
expansion is in the geometrical sense. In general, they may have a non-empty crit-
ical set. A polynomial-like mapping f : U →V defines a ramified covering over V .
The degree dt of this covering is also called the topological degree. It is equal to the
number of points in a generic fiber, or in any fiber if we count the multiplicity.

Polynomial-like maps are characterized by the property that their graph Γ in
U ×V is in fact a submanifold of V ×V , that is, Γ is closed in V ×V . So, any small
perturbation of f is polynomial-like of the same topological degree dt , provided that
we reduce slightly the open set V . We will construct large families of polynomial-
like maps. In dimension one, it was proved by Douady-Hubbard [DH] that such
a map is conjugated to a polynomial via a Hölder continuous homeomorphism.
Many dynamical properties can be deduced from the corresponding properties of
polynomials. In higher dimension, the analogous statement is not valid. Some new
dynamical phenomena appear for polynomial-like mappings, that do not exist for
polynomial maps. We use here an approach completely different from the one di-
mensional case, where the basic tool is the Riemann measurable mapping theorem.

Let f : Ck → Ck be a holomorphic map such that the hyperplane at infinity is
attracting in the sense that ‖ f (z)‖ ≥ A‖z‖ for some constant A > 1 and for ‖z‖ large
enough. If V is a large ball centered at 0, then U := f−1(V ) is strictly contained
in V . Therefore, f : U → V is a polynomial-like map. Small transcendental pertur-
bations of f , as we mentioned above, give a large family of polynomial-like maps.
Observe also that the dynamical study of holomorphic endomorphisms on Pk can
be reduced to polynomial-like maps by lifting to a large ball in Ck+1. We give now
other explicit examples.

Example 2.1. Let f = ( f1, . . . , fk) be a polynomial map in Ck, with deg fi = di ≥ 2.
Using a conjugacy with a permutation of coordinates, we can assume that
d1 ≥ ·· · ≥ dk. Let f +

i denote the homogeneous polynomial of highest degree in
fi. If { f +

1 = · · · = f +
k = 0} is reduced to {0}, then f is polynomial-like in any large

ball of center 0. Indeed, define d := d1 . . .dk and π(z1, . . . ,zk) := (zd/d1
1 , . . . ,zd/dk

k ).
Then, π ◦ f is a polynomial map of algebraic degree d which extends holomor-
phically at infinity to an endomorphism of P

k. Therefore, ‖π ◦ f (z)‖ � ‖z‖d for
‖z‖ large enough. The estimate ‖ f (z)‖ � ‖z‖dk near infinity follows easily. If we
consider the extension of f to Pk, we obtain in general a meromorphic map which
is not holomorphic. Small pertubations fε of f may have indeterminacy points in
Ck and a priori, indeterminacy points of the sequence ( f n

ε )n≥1 may be dense in Pk.
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Example 2.2. The map (z1,z2) 
→ (z2
1 + az2,z1), a �= 0, is not polynomial-like. It is

invertible and the point [0 : 0 : 1] at infinity, in homogeneous coordinates [z0 : z1 : z2],
is an attractive fixed point for f−1. Hence, the set K of points z ∈ C2 with bounded
orbit, clusters at [0 : 0 : 1].

The map f (z1,z2) := (zd
2 ,2z1), d ≥ 2, is polynomial-like in any large ball of

center 0. Considered as a map on P2, it is only meromorphic with an indeter-
minacy point [0 : 1 : 0]. On a fixed large ball of center 0, the perturbed maps
fε := (zd

2 + εez1 ,2z1 + εez2) are polynomial-like, in an appropriate open set U .

Consider a general polynomial-like map f : U → V of topological degree
dt ≥ 2. We introduce several growth indicators of the action of f on forms or
currents. Define f n := f ◦ · · · ◦ f , n times, the iterate of order n of f . This map
is only defined on U−n := f−n(V ). The sequence (U−n) is decreasing: we have
U−n−1 = f−1(U−n) � U−n. Their intersection K := ∩n≥0U−n is a non-empty com-
pact set that we call the filled Julia set of f . The filled Julia set is totally invariant:
we have f−1(K ) = K which implies that f (K ) = K . Only for x in K , the
infinite orbit x, f (x), f 2(x), . . . is well-defined. The preimages f−n(x) by f n are
defined for every n ≥ 0 and every x in V .

Let ω := ddc‖z‖2 denote the standard Kähler form on Ck. Recall that the mass
of a positive (p, p)-current S on a Borel set K is given by ‖S‖K :=

∫
K S∧ωk−p.

Define the dynamical degree of order p of f , for 0 ≤ p ≤ k, by

dp( f ) := limsup
n→∞

‖( f n)∗(ωk−p)‖1/n
W = limsup

n→∞
‖( f n)∗(ω p)‖1/n

f−n(W),

where W � V is a neighbourhood of K . For simplicity, when there is no confusion,
this degree is also denoted by dp. We have the following lemma.

Lemma 2.3. The degrees dp do not depend on the choice of W. Moreover, we have
d0 ≤ 1, dk = dt and the dynamical degree of order p of f m is equal to dm

p .

Proof. Let W ′ ⊂ W be another neighbourhood of K . For the first assertion, we
only have to show that

limsup
n→∞

‖( f n)∗(ω p)‖1/n
f−n(W ) ≤ limsup

n→∞
‖( f n)∗(ω p)‖1/n

f−n(W ′).

By definition of K , there is an integer N such that f−N(V ) � W ′. Since ( f N)∗(ω p)
is smooth on f−N(V ), we can find a constant A > 0 such that ( f N)∗(ω p) ≤ Aω p on
f−N(W ). We have

limsup
n→∞

‖( f n)∗(ω p)‖1/n
f−n(W) = limsup

n→∞
‖( f n−N)∗

(
( f N)∗(ω p)

)‖1/n
f−n+N( f−N(W))

≤ limsup
n→∞

‖A( f n−N)∗(ω p)‖1/n
f−n+N(W ′)

= limsup
n→∞

‖( f n)∗(ω p)‖1/n
f−n(W ′).

This proves the first assertion.
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It is clear from the definition that d0 ≤ 1. Since f has topological degree dt the
pull-back of a positive measure multiplies the mass by dt . Therefore, dk = dt . For
the last assertion of the lemma, we only have to check that

limsup
n→∞

‖( f n)∗(ω p)‖1/n
f−n(W ) ≤ limsup

s→∞
‖( f ms)∗(ω p)‖1/ms

f−ms(W ).

To this end, we proceed as above. Write n = ms + r with 0 ≤ r ≤ m − 1. We
obtain the result using that ( f r)∗(ω p) ≤ Aω p on a fixed neighbourhood of K for
0 ≤ r ≤ m−1. ��

The main result of this paragraph is the following formula for the entropy.

Theorem 2.4. Let f : U →V be a polynomial-like map of topological degree dt ≥ 2.
Let K be the filled Julia set of f . Then, the topological entropy of f on K is equal
to ht( f ,K ) = logdt . Moreover, all the dynamical degrees dp of f are smaller or
equal to dt .

We need the following lemma where we use standard metrics on Euclidean
spaces.

Lemma 2.5. Let V be an open set of Ck, U a relatively compact subset of V and L
a compact subset of C. Let π denote the canonical projection from Cm ×V onto V .
SupposeΓ is an analytic subset of pure dimension k of Cm×V contained in Lm×V.
Assume also that π : Γ → V defines a ramified covering of degree dΓ . Then, there
exist constants c > 0, s > 0, independent of Γ and m, such that

volume(Γ ∩C
m ×U) ≤ cmsdΓ .

Proof. Since the problem is local on V , we can assume that V is the unit ball of
Ck and U is the closed ball of center 0 and of radius 1/2. We can also assume
that L is the closed unit disc in C. Denote by x = (x1, . . . ,xm) and y = (y1, . . . ,yk)
the coordinates on Cm and on Ck. Let ε be a k ×m matrix whose entries have
modulus bounded by 1/8mk. Define πε(x,y) := y+εx, Γε :=Γ ∩{‖πε‖< 3/4} and
Γ ∗ := Γ ∩ (Lm ×U).

We first show that Γ ∗ ⊂ Γε . Consider a point (x,y) ∈ Γ ∗. We have |xi| < 1 and
‖y‖ ≤ 1/2. Hence,

‖πε(x,y)‖ ≤ ‖y‖+‖εx‖< 3/4.

This implies that (x,y) ∈ Γε .
Now, we prove that for every a ∈C

k with ‖a‖< 3/4, we have #π−1
ε (a)∩Γ = dΓ ,

where we count the multiplicities of points. To this end, we show that #π−1
tε (a)∩Γ

does not depend on t ∈ [0,1]. So, it is sufficient to check that the union of the sets
π−1

tε (a)∩Γ is contained in the compact subset Γ ∩{‖π‖≤ 7/8} of Γ . Let (x,y) ∈Γ
and t ∈ [0,1] such that πtε(x,y) = a. We have

3/4 > ‖a‖ = ‖πtε(x,y)‖ ≥ ‖y‖− t‖εx‖.

It follows that ‖y‖ < 7/8 and hence (x,y) ∈ Γ ∩{‖π‖ ≤ 7/8}.
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Let B denote the ball of center 0 and of radius 3/4 in C
k. We have for some

constant c′ > 0
∫

Γ ∗
π∗ε (ω

k) ≤
∫

Γε
π∗ε (ω

k) = dΓ

∫

B
ωk = c′dΓ .

Let Θ := ddc‖x‖2 + ddc‖y‖2 be the standard Kähler (1,1)-form on Cm ×Ck. We
have

volume(Γ ∩C
m ×U) =

∫

Γ∩Cm×U
Θ k.

It suffices to boundΘ by a linear combination of 2m+ 1 forms of type π∗ε (ω) with
coefficients of order � m2 and then to use the previous estimates. Recall that ω =
ddc‖y‖2. So, we only have to bound

√−1dxi∧dxi by a combination of (1,1)-forms
of type π∗ε (ω). Consider δ := 1/8mk and πε(x,y) := (y1 + δxi,y2, . . . ,yk). We have

√−1dxi ∧dxi =
4
√−1
3δ 2

[
3dy1 ∧dy1 + d(y1 + δxi)∧d(y1 + δxi)

−d(2y1 + δxi/2)∧d(2y1 + δxi/2)
]

≤ 4
√−1
3δ 2

[
3dy1 ∧dy1 + d(y1 + δxi)∧d(y1 + δxi)

]

The last form can be bounded by a combination of π∗0 (ω) and π∗ε (ω). This com-
pletes the proof. ��
Proof of Theorem 2.4. We prove that ht( f ,K ) ≤ logdt . We will prove in Para-
graphs 2.2 and 2.4 that f admits a totally invariant measure of maximal entropy
logdt with support in the boundary of K . The variational principle then implies
that ht( f ,K ) = ht( f ,∂K ) = logdt . We can also conclude using Misiurewicz-
Przytycki’s theorem 1.109 or Yomdin’s theorem 1.110 which can be extended to
this case.

Let Γn denote the graph of ( f , . . . , f n−1) in V n ⊂ (Ck)n−1 × V . Let π :
(Ck)n−1 ×V → V be the canonical projection. Since f : U → V is polynomial-
like, it is easy to see that Γn ⊂ Un−1 ×V and that π : Γn → V defines a ramified
covering of degree dn

t . As in Theorem 1.108, we have

ht( f ,K ) ≤ lov( f ) := limsup
n→∞

1
n

logvolume(Γn ∩π−1(U)).

But, it follows from Lemma 2.5 that

volume(Γn ∩π−1(U)) ≤ c(kn)sdn
t .

Hence, lov( f ) ≤ logdt . This implies the inequality ht( f ,K ) ≤ logdt . Note that the
limit in the definition of lov( f ) exists and we have lov( f ) = logdt . Indeed, since Γn

is a covering of degree dn
t over V , we always have

volume(Γn ∩π−1(U)) ≥ dn
t volume(U).
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We show that dp ≤ dt . Let Πi, 0 ≤ i ≤ n−1, denote the projection of V n onto its
factors. We have

volume(Γn ∩π−1(U)) = ∑
0≤is≤n−1

∫

Γn∩π−1(U)
Π ∗

i1(ω)∧ . . .∧Π ∗
ik
(ω).

The last sum contains the term
∫

Γn∩π−1(U)
Π ∗

0 (ωk−p)∧Π ∗
n−1(ω

p) =
∫

f−n+1(U)
ωk−p ∧ ( f n−1)∗(ω p).

We deduce from the estimate on volume(Γn ∩π−1(U)) and from the definition of
dp that dp ≤ lov( f ) = dt . �

We introduce now others useful dynamical degrees. We call dynamical ∗-degree
of order p of f the following limit

d∗
p := limsup

n→∞
sup

S
‖( f n)∗(S)‖1/n

W ,

where W � V is a neighbourhood of K and the supremum is taken over positive
closed (k− p,k− p)-current of mass ≤ 1 on a fixed neighbourhood W ′ � V of K .
Clearly, d∗

p ≥ dp, since we can take S = cωk−p with c > 0 small enough.

Lemma 2.6. The above definition does not depend on the choice of W , W ′. More-
over, we have d∗

0 = 1, d∗
k = dt and the dynamical ∗-degree of order p of f n is equal

to d∗
p

n.

Proof. If N is an integer large enough, the operator ( f N)∗ sends continuously pos-
itive closed currents on W ′ to the ones on V . Therefore, the independence of the
definition on W ′ is clear. If S is a probability measure on K , then ( f n)∗ is also a
probability measure on K . Therefore, d∗

0 = 1. Observe that

‖( f n)∗(S)‖1/n
W =

[∫

f−n(W )
S∧ ( f n)∗(ω p)

]1/n
.

So, for the other properties, it is enough to follow the arguments given in Lemma
2.3. ��

Many results below are proved under the hypothesis d∗
k−1 < dt . The following

proposition shows that this condition is stable under small perturbations on f . This
gives large families of maps satisfying the hypothesis. Indeed, the condition is
satisfied for polynomial maps in Ck which extend at infinity as endomorphisms of
Pk. For such maps, if d is the algebraic degree, one can check that d∗

p ≤ d p.

Proposition 2.7. Let f : U →V be a polynomial-like map of topological degree dt .
Let V ′ be a convex open set such that U � V ′ � V. If g : U → C

k is a holomorphic
map, close enough to f and U ′ := g−1(V ′), then g : U ′ → V ′ is a polynomial-like
map of topological degree dt . If moreover, f satisfies the condition d∗

p < dt for some
1 ≤ p ≤ k−1, then g satisfies the same property.
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Proof. The first assertion is clear, using the characterization of polynomial-maps
by their graphs. We prove the second one. Fix a constant δ with d∗

p < δ < dt and
an open set W such that U � W � V . Fix an integer N large enough such that
‖( f N)∗(S)‖W ≤ δN for any positive closed (k− p,k− p)-current S of mass 1 on U .
If g is close enough to f , we have g−N(U) � f−N(W ) and

‖(gN)∗(ω p)− ( f N)∗(ω p)‖L∞(g−N(U)) ≤ ε

with ε > 0 a small constant. We have

‖(gN)∗(S)‖U =
∫

g−N(U)
S∧ (gN)∗(ω p)

≤
∫

f−N(W )
S∧ ( f N)∗(ω p)+

∫

g−N(U)
S∧ [(gN)∗(ω p)− ( f N)∗(ω p)

]

≤ ‖( f N)∗(S)‖W + ε ≤ δN + ε < dN
t .

Therefore, the dynamical ∗-degree d∗
p(gN) of gN is strictly smaller than dN

t . Lemma
2.6 implies that d∗

p(g) < dt . ��
Remark 2.8. The proof gives that g 
→ d∗

p(g) is upper semi-continuous on g.

Consider a simple example. Let f : C2 → C2 be the polynomial map f (z1,z2) =
(2z1,z2

2). The restriction of f to V := {|z1| < 2, |z2| < 2} is polynomial-like and
using the current S = [z1 = 0], it is not difficult to check that d1 = d∗

1 = dt = 2. The
example shows that in general one may have d∗

k−1 = dt .

Exercise 2.9. Let f : C2 → C2 be the polynomial map defined by f (z1,z2) :=
(3z2,z2

1 + z2). Show that the hyperplane at infinity is attracting. Compute the topo-
logical degree of f . Compute the topological degree of the map in Example 2.1.

Exercise 2.10. Let f be a polynomial map on Ck of algebraic degree d ≥ 2, which
extends to a holomorphic endomorphism of Pk. Let V be a ball large enough cen-
tered at 0 and U := f−1(V ). Prove that the polynomial-like map f : U →V satisfies
d∗

p = d p and dt = dk. Hint: use the Green function and Green currents.

2.2 Construction of the Green Measure

In this paragraph, we introduce the first version of the ddc-method. It allows to con-
struct for a polynomial-like map f a canonical measure which is totally invariant. As
we have seen in the case of endomorphisms of P

k, the method gives good estimates
and allows to obtain precise stochastic properties. Here, we will see that it applies
under a very weak hypothesis. The construction of the measure does not require any
hypothesis on the dynamical degrees and give useful convergence results.

Consider a polynomial-like map f : U → V of topological degree dt > 1 as
above. Define the Perron-Frobenius operator Λ acting on test functions ϕ by

Λ(ϕ)(z) := d−1
t f∗(ϕ)(z) := d−1

t ∑
w∈ f−1(z)

ϕ(w),
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where the points in f−1(z) are counted with multiplicity. Since f is a ramified
covering, Λ(ϕ) is continuous when ϕ is continuous. If ν is a probability measure
on V , define the measure f ∗(ν) by

〈 f ∗(ν),ϕ〉 := 〈ν, f∗(ϕ)〉.

This is a positive measure of mass dt supported on f−1(supp(ν)). Observe that the
operator ν 
→ d−1

t f ∗(ν) is continuous on positive measures, see Exercise A.11.

Theorem 2.11. Let f : U →V be a polynomial-like map as above. Let ν be a prob-
ability measure supported on V which is defined by an L1 form. Then d−n

t ( f n)∗(ν)
converge to a probability measure μ which does not depend on ν . For ϕ p.s.h. on a
neighbourhood of the filled Julia set K , we have 〈d−n

t ( f n)∗(ν),ϕ〉 → 〈μ ,ϕ〉. The
measure μ is supported on the boundary of K and is totally invariant: d−1

t f ∗(μ) =
f∗(μ) = μ . Moreover, if Λ is the Perron-Frobenius operator associated to f and ϕ
is a p.s.h. function on a neighbourhood of K , then Λn(ϕ) converge to 〈μ ,ϕ〉.

Note that in general 〈μ ,ϕ〉 may be −∞. If 〈μ ,ϕ〉 = −∞, the above convergence
means that Λn(ϕ) tend locally uniformly to −∞; otherwise, the convergence is in
Lp

loc for 1 ≤ p < +∞, see Appendix A.2. The above result still holds for measures ν
which have no mass on pluripolar sets. The proof in that case is more delicate. We
have the following lemma.

Lemma 2.12. If ϕ is p.s.h. on a neighbourhood of K , then Λn(ϕ) converge to a
constant cϕ in R∪{−∞}.

Proof. Observe that Λn(ϕ) is defined on V for n large enough. It is not dif-
ficult to check that these functions are p.s.h. Indeed, when ϕ is a continu-
ous p.s.h. function, Λn(ϕ) is a continuous function, see Exercise A.11, and
ddcΛn(ϕ) = d−n

t ( f n)∗(ddcϕ) ≥ 0. So, Λn(ϕ) is p.s.h. The general case is obtained
using an approximation of ϕ by a decreasing sequence of smooth p.s.h. functions.

Consider ψ the upper semi-continuous regularization of limsupΛn(ϕ). We de-
duce from Proposition A.20 that ψ is a p.s.h. function. We first prove that ψ is con-
stant. Assume not. By maximum principle, there is a constant δ such that supU ψ <
δ < supV ψ . By Hartogs’ lemma A.20, for n large enough, we haveΛn(ϕ) < δ on U .
Since the fibers of f are contained in U , we deduce from the definition of Λ that

sup
V
Λn+1(ϕ) = sup

V
Λ(Λn(ϕ)) ≤ sup

U
Λn(ϕ) < δ .

This implies that ψ ≤ δ which contradicts the choice of δ . So ψ is constant.
Denote by cϕ this constant. If cϕ = −∞, it is clear that Λn(ϕ) converge to −∞

uniformly on compact sets. Assume that cϕ is finite andΛni(ϕ) does not converge to
cϕ for some sequence (ni). By Hartogs’ lemma, we haveΛni(ϕ) ≤ cϕ − ε for some
constant ε > 0 and for i large enough. We deduce as above that Λn(ϕ) ≤ cϕ − ε for
n ≥ ni. This contradicts the definition of cϕ . ��
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Proof of Theorem 2.11. We can replace ν with d−1
t f ∗(ν) in order to assume that

ν is supported on U . The measure ν can be written as a finite or countable sum of
bounded positive forms, we can assume that ν is a bounded form.

Consider a smooth p.s.h. function ϕ on a neighbourhood of K . It is clear that
Λn(ϕ) are uniformly bounded for n large enough. Therefore, the constant cϕ is fi-
nite. We deduce from Lemma 2.12 that Λn(ϕ) converge in L1

loc(V ) to cϕ . It follows
that

〈d−n
t ( f n)∗(ν),ϕ〉 = 〈ν,Λn(ϕ)〉 → cϕ .

Let φ be a general smooth function on V . We can always write φ as a differ-
ence of p.s.h. functions on U . Therefore, 〈d−n

t ( f n)∗(ν),φ〉 converge. It follows
that the sequence of probability measures d−n

t ( f n)∗(ν) converges to some proba-
bility measure μ . Since cϕ does not depend on ν , the measure μ does not depend
on ν . Consider a measure ν supported on U \K . So, the limit μ of d−n

t ( f n)∗(ν)
is supported on ∂K . The total invariance is a direct consequence of the above
convergence.

For the rest of the theorem, assume that ϕ is a general p.s.h. function on a
neighbourhood of K . Since limsupΛn(ϕ) ≤ cϕ , Fatou’s lemma implies that

〈μ ,ϕ〉 = 〈d−n
t ( f n)∗(μ),ϕ〉 = 〈μ ,Λn(ϕ)〉 ≤ 〈μ , limsup

n→∞
Λn(ϕ)〉 = cϕ .

On the other hand, for ν smooth on U , we have since ϕ is upper semi-continuous

cϕ = lim
n→∞〈ν,Λ

n(ϕ)〉 = lim
n→∞〈d

−n
t ( f n)∗(ν),ϕ〉 ≤ 〈 lim

n→∞d−n
t ( f n)∗(ν),ϕ〉 = 〈μ ,ϕ〉.

Therefore, cϕ = 〈μ ,ϕ〉. Hence, Λn(ϕ) converge to 〈μ ,ϕ〉 for an arbitrary p.s.h.
function ϕ . This also implies that 〈d−n

t ( f n)∗(ν),ϕ〉 → 〈μ ,ϕ〉. �
The measure μ is called the equilibrium measure of f . We deduce from the

above arguments the following result.

Proposition 2.13. Let ν be a totally invariant probability measure. Then ν is sup-
ported on K . Moreover, 〈ν,ϕ〉 ≤ 〈μ ,ϕ〉 for every function ϕ which is p.s.h. in a
neighbourhood of K and 〈ν,ϕ〉= 〈μ ,ϕ〉 if ϕ is pluriharmonic in a neighbourhood
of K .

Proof. Since ν = d−n
t ( f n)∗(ν), it is supported on f−n(V ) for every n ≥ 0. So, ν is

supported on K . We know that limsupΛn(ϕ) ≤ cϕ , then Fatou’s lemma implies
that

〈ν,ϕ〉 = lim
n→∞〈d

−n
t ( f n)∗(ν),ϕ〉 = lim

n→∞〈ν,Λ
n(ϕ)〉 ≤ cϕ .

When ϕ is pluriharmonic, the inequality holds for −ϕ ; we then deduce that
〈ν,ϕ〉 ≥ cϕ . The proposition follows. ��
Corollary 2.14. Let X1,X2 be two analytic subsets of V such that f−1(X1)⊂ X1 and
f−1(X2) ⊂ X2. Then X1 ∩X2 �= ∅. In particular, f admits at most one point a such
that f−1(a) = {a}.
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Proof. Observe that there are totally invariant probability measures ν1,ν2 supported
on X1,X2. Indeed, if ν is a probability measure supported on Xi, then any limit
value of

1
N

N−1

∑
n=0

d−n
t ( f n)∗(ν)

is supported on Xi and is totally invariant. We are using the continuity of the operator
ν 
→ d−1

t f ∗(ν), for the weak topology on measures.
On the other hand, if X1 and X2 are disjoint, we can find a holomorphic function h

on U such that h = c1 on X1 and h = c2 on X2, where c1,c2 are distinct constants. We
consider the function defined on X1 ∪X2 as claimed and extend it as a holomorphic
function in U . This is possible since V is convex [HO2]. Adding to h a constant
allows to assume that h does not vanish on K . Therefore, ϕ := log |h| is pluri-
harmonic on a neighbourhood of K . We have 〈ν1,ϕ〉 �= 〈ν2,ϕ〉. This contradicts
Proposition 2.13. ��

When the test function is pluriharmonic, we have the following exponential
convergence.

Proposition 2.15. Let W be a neighbourhood of K and F a bounded family of
pluriharmonic functions on W . There are constants N ≥ 0, c > 0 and 0 < λ < 1
such that if ϕ is a function in F , then

|〈Λn(ϕ)−〈μ ,ϕ〉| ≤ cλ n on V

for n ≥ N.

Proof. Observe that if N is large enough, the functions ΛN(ϕ) are pluriharmonic
and they absolute values are bounded on V by the same constant. We can replace ϕ
with ΛN(ϕ) in order to assume that W = V , N = 0 and that |ϕ | is bounded by some
constant A. Then, |Λn(ϕ)| ≤ A for every n. Subtracting from ϕ the constant 〈μ ,ϕ〉
allows to assume that 〈μ ,ϕ〉 = 0.

Let Fα denote the family of pluriharmonic functions ϕ on V such that |ϕ | ≤ α
and 〈μ ,ϕ〉 = 0. It is enough to show that Λ sends Fα into Fλα for some constant
0 < λ < 1. We can assume α = 1. Since μ is totally invariant,Λ preserves the sub-
space {ϕ , 〈μ ,ϕ〉= 0}. The family F1 is compact and does not contain the function
identically equal to 1. By maximum principle applied to ±ϕ , there is a constant
0 < λ < 1 such that supU |ϕ | ≤ λ for ϕ in F1. We deduce that supV |Λ(ϕ)| ≤ λ .
The result follows. ��

The following result shows that the equilibrium measure μ satisfies the Os-
eledec’s theorem hypothesis. It can be extended to a class of orientation preserving
smooth maps on Riemannian manifolds [DS1].

Theorem 2.16. Let f : U → V be a polynomial-like map as above. Let μ be the
equilibrium measure and J the Jacobian of f with respect to the standard volume
form on Ck. Then

〈μ , logJ〉 ≥ logdt .

In particular, μ has no mass on the critical set of f .
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Proof. Let ν be the restriction of the Lebesgue measure to U multiplied by a
constant so that ‖ν‖ = 1. Define

νn := d−n
t ( f n)∗(ν) and μN :=

1
N

N

∑
n=1

νn.

By Theorem 2.11, μN converge to μ . Choose a constant M > 0 such that J ≤ M
on U . For any constant m > 0, define

gm(x) := min
(

log
M

J(x)
,m+ logM

)
= min

(
log

M
J(x)

,m′
)

with m′ := m + logM. This is a family of continuous functions which are positive,
bounded on U and which converge to logM/J when m goes to infinity. Define

sN(x) :=
1
N

N−1

∑
q=0

gm( f q(x)).

Using the definition of f ∗ on measures, we obtain

〈νN ,sN〉 =
1
N

N−1

∑
q=0

d−N
t

〈
( f N)∗(ν),gm ◦ f q〉

=
1
N

N−1

∑
q=0

d−N+q
t

〈
( f N−q)∗(ν),gm

〉

=
1
N

N−1

∑
q=0

〈νN−q,gm〉 = 〈μN ,gm〉.

In order to bound 〈μ , logJ〉 from below, we will bound 〈μN ,gm〉 from above.
For α > 0, let Uα

N denote the set of points x ∈ U such that sN(x) > α . Since
sN(x) ≤ m′, we have

〈μN ,gm〉 = 〈νN ,sN〉 ≤ m′νN(Uα
N )+α(1−νN(Uα

N ))
= α+(m′ −α)νN(Uα

N ).

If νN(Uα
N ) converge to 0 when N → ∞, then

〈μ ,gm〉 = lim
N→∞〈μN ,gm〉 ≤ α and hence 〈μ , logM/J〉 ≤ α.

We determine a value of α such that νN(Uα
N ) tend to 0.

By definition of νN , we have

νN(Uα
N ) =

∫

UαN

d−N
t ( f N)∗(ν) =

∫

UαN

d−N
t

(
N−1

∏
q=0

J ◦ f q

)
dν.
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Define for a given δ > 0 and for any integer j,

Wj :=
{

exp(− jδ ) < J ≤ exp(−( j−1)δ )
}

and

τ j(x) :=
1
N

#
{

q, f q(x) ∈Wj and 0 ≤ q ≤ N −1
}
.

We have ∑τ j = 1 and

νN(Uα
N ) ≤

∫

UαN

[
1
dt

exp
(
∑−( j−1)δτ j

)]N

dν.

Using the inequality gm ≤ logM/J, we have on Uα
N

α < sN <∑τ j(logM + jδ ) =∑ jδτ j + logM.

Therefore,
−∑( j−1)δτ j < −α+(logM + δ ).

We deduce from the above estimate on νN(Uα
N ) that

νN(Uα
N ) ≤

∫

UαN

[
exp(−α)M exp(δ )

dt

]N

dν.

So, for every α > log(M/dt)+ δ , we have νN(Uα
N ) → 0.

Choosing δ arbitrarily small, we deduce from the above discussion that

lim
N→∞〈μN ,gm〉 ≤ log(M/dt).

Since gm is continuous and μN converge to μ , we have 〈μ ,gm〉 ≤ log(M/dt). Letting
m go to infinity gives 〈μ , logJ〉 ≥ logdt . ��
Exercise 2.17. Let ϕ be a strictly p.s.h. function on a neighbourhood of K , i.e. a
p.s.h. function satisfying ddcϕ ≥ cddc‖z‖2, with c > 0, in a neighbourhood of K .
Let ν be a probability measure such that 〈d−n

t ( f n)∗(ν),ϕ〉 converge to 〈μ ,ϕ〉 and
that 〈μ ,ϕ〉 is finite. Show that d−n

t ( f n)∗(ν) converge to μ .

Exercise 2.18. Using the test function ϕ = ‖z‖2, show that
∫

f−n(U)
( f n)∗(ωk−1)∧ω = o(dn

t ),

when n goes to infinity.

Exercise 2.19. Let Y denote the set of critical values of f . Show that the volume of
f n(Y ) in U satisfies volume( f n(Y )∩U) = o(dn

t ) when n goes to infinity.
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Exercise 2.20. Let f be a polynomial endomorphism of C
2 of algebraic degree

d ≥ 2. Assume that f extends at infinity to an endomorphism of P2. Show that f
admits at most three totally invariant points7.

2.3 Equidistribution Problems

In this paragraph, we consider polynomial-like maps f satisfying the hypothesis
that the dynamical degree d∗

k−1 is strictly smaller than dt . We say that f has a large
topological degree. We have seen that this property is stable under small pertuba-
tions of f . Let Y denote the hypersurface of critical values of f . As in the case of
endomorphisms of Pk, define the ramification current R by

R := ∑
n≥0

d−n
t ( f n)∗[Y ].

The following result is a version of Proposition 1.51.

Proposition 2.21. Let f : U → V be a polynomial-like map as above with large
topological degree. Let ν be a strictly positive constant and let a be a point in V
such that the Lelong number ν(R,a) is strictly smaller than ν . Let δ be a constant
such that dk−1 < δ < dt . Then, there is a ball B centered at a such that f n admits at
least (1−√

ν)dn
t inverse branches gi : B →Wi where Wi are open sets in V of diam-

eter ≤ δ n/2d−n/2
t . In particular, if μ ′ is a limit value of the measures d−n

t ( f n)∗(δa)
then ‖μ ′ − μ‖ ≤ 2

√
ν(R,a).

Proof. Since d∗
k−1 < dt , the current R is well-defined and has locally finite mass.

If ω is the standard Kähler form on Ck, we also have ‖( f n)∗(ω)‖V ′ � δ n for every
open set V ′ � V . So, for the first part of the proposition, it is enough to follow
the arguments in Proposition 1.51. The proof there is written in such way that the
estimates are local and can be extended without difficulty to the present situation.
In particular, we did not use Bézout’s theorem.

For the second assertion, we do not have yet the analogue of Proposition 1.46,
but it is enough to compare d−n

t ( f n)∗(δa) with the pull-backs of a smooth measure
supported on B and to apply Theorem 2.11. ��

We deduce the following result as in the case of endomorphisms of P
k.

Theorem 2.22. Let f : U →V be a polynomial-like map as above with large topo-
logical degree. Let Pn denote the set of repelling periodic points of period n on the
support of μ . Then the sequence of measures

7 This result was proved in [DS1]. Amerik and Campana proved in [AC] for a general non-
invertible endomorphism of P2 that the number of totally invariant points is at most equal to 9. The
sharp bound (probably 3) is unknown. One deduces from Corollary 2.14 and Amerik-Campana
result that any non-invertible polynomial map on C3 which extends at infinity to an endomorphism
of P3, admits at most 10 totally invariant points.
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μn := d−n
t ∑

a∈Pn

δa

converges to μ .

Proof. It is enough to repeat the proof of Theorem 1.57 and to show that f n ad-
mits exactly dn

t fixed points counted with multiplicity. We can assume n = 1. Let Γ
denote the graph of f in U ×V ⊂V ×V . The number of fixed points of f is the num-
ber of points in the intersection of Γ with the diagonal Δ of Ck ×Ck. Observe that
this intersection is contained in the compact set K ×K . For simplicity, assume
that V contains the point 0 in Ck. Let (z,w) denote the standard coordinates on
Ck ×Ck where the diagonal is given by the equation z = w. Consider the deforma-
tions Δt := {w = tz} with 0 ≤ t ≤ 1 of Δ . Since V is convex, it is not difficult to see
that the intersection of Γ with this family stays in a compact subset of V ×V . There-
fore, the number of points in Δt ∩Γ , counted with multiplicity, does not depend on t.
For t = 0, this is just the number of points in the fiber f−1(0). The result follows.��

The equidistribution of negative orbits of points is more delicate than in the case
of endomorphisms of Pk. It turns out that the exceptional set E does not satisfy in
general f−1(E ) = E ∩U . We have the following result.

Theorem 2.23. Let f : U →V be a polynomial-like map as above with large topo-
logical degree. Then there is a proper analytic subset E of V , possibly empty, such
that d−n

t ( f n)∗(δa) converge to the equilibrium measure μ if and only if a does not
belong to the orbit of E . Moreover, E satisfies f−1(E ) ⊂ E ⊂ f (E ) and is maximal
in the sense that if E is a proper analytic subset of V contained in the orbit of
critical values such that f−n(E) ⊂ E for some n ≥ 1 then E ⊂ E .

The proof follows the main lines of the case of endomorphisms of Pk using the
following proposition applied to Z the set of critical values of f . The set E will
be defined as E := EZ . Observe that unlike in the case of endomorphisms of Pk,
we need to assume that E is in the orbit of the critical values.

Let Z be an arbitrary analytic subset of V not necessarily of pure dimension. Let
Nn(a) denote the number of orbits

a−n, . . . ,a−1,a0

with f (a−i−1) = a−i and a0 = a such that a−i ∈ Z for every i. Here, the orbits
are counted with multiplicity, i.e. we count the multiplicity of f n at a−n. So, Nn(a)
is the number of negative orbits of order n of a which stay in Z. Observe that the
sequence of functions τn := d−n

t Nn decreases to some function τ . Since τn are upper
semi-continuous with respect to the Zariski topology and 0 ≤ τn ≤ 1, the function
τ satisfies the same properties. Note that τ(a) is the proportion of infinite negative
orbits of a staying in Z. Define EZ := {τ = 1}. The Zariski upper semi-continuity
of τ implies that EZ is analytic. It is clear that f−1(EZ) ⊂ EZ which implies that
EZ ⊂ f (EZ).

Proposition 2.24. If a point a ∈ V does not belong to the orbit ∪n≥0 f n(EZ) of EZ,
then τ(a) = 0.
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Proof. Assume there is θ0 > 0 such that {τ ≥ θ0} is not contained in the orbit of
EZ . We claim that there is a maximal value θ0 satisfying the above property. Indeed,
by definition, τ(a) is smaller than or equal to the average of τ on the fiber of a. So,
we only have to consider the components of {τ ≥ θ0} which intersect U and there
are only finitely many of such components, hence the maximal value exists.

Let E be the union of irreducible components of {τ ≥ θ0} which are not con-
tained in the orbit of EZ . Since θ0 > 0, we know that E ⊂ Z. We want to prove
that E is empty. If a is a generic point in E , it does not belong to the orbit of EZ

and we have τ(a) = θ0. If b is a point in f−1(a), then b is not in the orbit of EZ .
Therefore, τ(b) ≤ θ0. Since τ(a) is smaller than or equal to the average of τ on
f−1(a), we deduce that τ(b) = θ0, and hence f−1(a) ⊂ E . By induction, we obtain
that f−n(a) ⊂ E ⊂ Z for every n ≥ 1. Hence, a ∈ EZ . This is a contradiction. ��

The following example shows that in general the orbit of E is not an analytic
set. We deduce that in general polynomial-like maps are not homeomorphically
conjugated to restrictions on open sets of endomorphisms of Pk (or polynomial
maps of Ck such that the infinity is attractive) with the same topological degree.

Example 2.25. Denote by D(a,R) the disc of radius R and of center a in C. Observe
that the polynomial P(z) := 6z2 + 1 defines a ramified covering of degree 2 from
D := P−1(D(0,4)) to D(0,4). The domain D is simply connected and is contained
in D(0,1). Let ψ be a bi-holomorphic map between D(1,2) and D(0,1) such that
ψ(0) = 0. Define h(z,w) := (P(z),4ψm(w)) with m large enough. This application
is holomorphic and proper from W := D×D(1,2) to V := D(0,4)×D(0,4). Its
critical set is given by zw = 0.

Define also

g(z,w) := 10−2(exp(z)cos(πw/2),exp(z)sin(πw/2)
)
.

One easily check that g defines a bi-holomorphic map between W and U := g(W ).
Consider now the polynomial-like map f : U →V defined by f = h ◦ g−1. Its topo-
logical degree is equal to 2m; its critical set C is equal to g{zw = 0}. The image of
C1 := g{z = 0} by f is equal to {z = 1} which is outside U . The image of g{w = 0}
by f is {w = 0}∩V .

The intersection {w = 0} ∩U contains two components C2 := g{w = 0} and
C′

2 := g{w = 2}. They are disjoint because g is bi-holomorphic. We also have
f (C2) = {w = 0} ∩ V and f−1{w = 0} = C2. Therefore, E = {w = 0} ∩ V ,
f−1(E ) ⊂ E and f−1(E ) �= E ∩U since f−1(E ) does not contain C′

2. The orbit
of E is the union of C2 and of the orbit of C′

2. Since m is large, the image of C′
2 by

f is a horizontal curve very close to {w = 0}. It follows that the orbit of C′
2 is a

countable union of horizontal curves close to {w = 0} and it is not analytic.
It follows that f is not holomorphically conjugate to an endomorphism (or a

polynomial map such that the hyperplane at infinity is attractive) with the same
topological degree. If it were, the exceptional set would not have infinitely many
components in a neighbourhood of w = 0.
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Remark 2.26. Assume that f is not with large topological degree but that the series
which defines the ramification current R converges. We can then construct inverse
branches as in Proposition 2.21. To obtain the same exponential estimates on the
diameter of Wi, it is enough to assume that dk−1 < dt . In general, we only have that
these diameters tend uniformly to 0 when n goes to infinity. Indeed, we can use the
estimate in Exercise 2.18. The equidistribution of periodic points and of negative
orbits still holds in this case.

Exercise 2.27. Let f be a polynomial-like map with large topological degree. Show
that there is a small perturbation of f , arbitrarily close to f , whose exceptional set
is empty.

2.4 Properties of the Green Measure

Several properties of the equilibrium measure of polynomial-like maps can be
proved using the arguments that we introduced in the case of endomorphisms of Pk.
We have the following result for general polynomial-like maps.

Theorem 2.28. Let f : U → V be a polynomial-like map of topological degree
dt > 1. Then its equilibrium measure μ is an invariant measure of maximal entropy
logdt . Moreover, μ is K-mixing.

Proof. By Theorem 2.16, μ has no mass on the critical set of f . Therefore, it is
an invariant measure of constant Jacobian dt in the sense that μ( f (A)) = dtμ(A)
when f is injective on a Borel set A. We deduce from Parry’s theorem 1.116 that
hμ( f )≥ logdt . The variational principle and Theorem 2.4 imply that hμ( f ) = logdt .

We prove the K-mixing property. As in the case of endomorphisms of Pk,
it is enough to show for ϕ in L2(μ) that Λn(ϕ) → 〈μ ,ϕ〉 in L2(μ). Since
Λ : L2(μ) → L2(μ) is of norm 1, it is enough to check the convergence for a
dense family of ϕ . So, we only have to consider ϕ smooth. We can also assume
that ϕ is p.s.h. because smooth functions can be written as a difference of p.s.h.
functions. Assume also for simplicity that 〈μ ,ϕ〉 = 0.

So, the p.s.h. functions Λn(ϕ) converge to 0 in Lp
loc(V ). By Hartogs’ lemma

A.20, supU Λn(ϕ) converge to 0. This and the identity 〈μ ,Λn(ϕ)〉 = 〈μ ,ϕ〉 = 0
imply that μ{Λn(ϕ) < −δ} → 0 for every fixed δ > 0. On the other hand, by
definition of Λ , |Λn(ϕ)| is bounded by ‖ϕ‖∞ which is a constant independent of n.
Therefore,Λn(ϕ) → 0 in L2(μ) and K-mixing follows. ��

The following result, due to Saleur [S], generalizes Theorem 1.118.

Theorem 2.29. Let f : U → V be a polynomial-like map with large topological
degree. Then its equilibrium measure is the unique invariant probability measure of
maximal entropy.
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The proof follows the one of Theorem 1.118. The estimates of some integrals
over Pk are replaced with the volume estimate in Lemma 2.5. A new difficulty here
is to prove that if ν is an ergodic measure of maximal entropy, it has no mass on
the set of critical values of f which may be singular. For this purpose, Saleur uses a
version of Lemma 2.5 where V is replaced with an analytic set.

Theorem 2.30. Let f and μ be as above. Then the sum of the Lyapounov exponents
of μ is at least equal to 1

2 logdt . In particular, f admits a strictly positive Lya-
pounov exponent. If f is with large topological degree, then μ is hyperbolic and its
Lyapounov exponents are at least equal to 1

2 log(dt/dk−1).

Proof. By Oseledec’s theorem 1.119, applied in the complex setting, the sum of
the Lyapounov exponents of μ (associated to complex linear spaces) is equal to
1
2 〈μ , logJ〉. Theorem 2.16 implies that this sum is at least equal to 1

2 logdt . The
second assertion is proved as in Theorem 1.120 using Proposition 2.21. ��

From now on, we only consider maps with large topological degree. The follow-
ing result was obtained by Dinh-Dupont in [DD]. It generalizes Theorem 1.121.

Theorem 2.31. Let f be a polynomial-like map with large topological degree as
above. Let χ1, . . . ,χk denote the Lyapounov exponents of the equilibrium measure
μ ordered by χ1 ≥ ·· · ≥ χk and Σ their sum. Then the Hausdorff dimension of μ
satisfies

logdt

χ1
≤ dimH(μ) ≤ 2k− 2Σ − logdt

χ1
·

We now prove some stochastic properties of the equilibrium measure. We first
introduce some notions. Let V be an open subset of Ck and ν a probability measure
with compact support in V . We consider ν as a function on the convex cone PSH(V )
of p.s.h. functions on V , with the L1

loc-topology. We say that ν is PB if this function
is finite, i.e. p.s.h. functions on V are ν-integrable. We say that ν is PC if it is
PB and defines a continuous functional on PSH(V ). Recall that the weak topology
on PSH(V ) coincides with the Lp

loc topology for 1 ≤ p < +∞. In dimension 1, a
measure is PB if it has locally bounded potentials, a measure is PC if it has locally
continuous potentials. A measure ν is moderate if for any bounded subset P of
PSH(V ), there are constants α > 0 and A > 0 such that

〈ν,eα |ϕ|〉 ≤ A for ϕ ∈ P.

Let K be a compact subset of V . Define a pseudo-distance distL1(K) between ϕ ,ψ
in PSH(V ) by

distL1(K)(ϕ ,ψ) := ‖ϕ−ψ‖L1(K).

Observe that if ν is continuous with respect to distL1(K) then ν is PC. The following
proposition gives a criterion for a measure to be moderate.

Proposition 2.32. If ν is Hölder continuous with respect to distL1(K) for some com-
pact subset K of V , then ν is moderate. If ν is moderate, then p.s.h. functions on V
are in Lp(ν) for every 1 ≤ p < +∞ and ν has positive Hausdorff dimension.



Dynamics in Several Complex variables 251

Proof. We prove the first assertion. Assume that ν is Hölder continuous with re-
spect to distL1(K) for some compact subset K of V . Consider a bounded subset P of
PSH(V ). The functions in P are uniformly bounded above on K. Therefore, sub-
tracting from these functions a constant allows to assume that they are negative on K.
We want to prove the estimate 〈ν,e−αϕ〉≤A forϕ ∈P and for some constantsα,A.
It is enough to show that ν{ϕ < −M} � e−αM for some (other) constant α > 0 and
for M ≥ 1. For M ≥ 0 and ϕ ∈ P , define ϕM := max(ϕ ,−M). We replace P with
the family of functions ϕM . This allows to assume that the family is stable under
the operation max(·,−M). Observe that ϕM−1 −ϕM is positive, supported on {ϕ <
−M +1}, smaller or equal to 1, and equal to 1 on {ϕ < −M}. In order to obtain the
above estimate, we only have to show that 〈ν,ϕM−1 −ϕM〉� e−αM for some α > 0.

Fix a constant λ > 0 small enough and a constant A > 0 large enough. Since ν
is Hölder continuous and ϕM−1 −ϕM vanishes on {ϕ > −M + 1}, we have

ν{ϕ < −M} ≤ 〈ν,ϕM−1〉− 〈ν,ϕM〉 ≤ A ‖ϕM−1 −ϕM‖λL1(K)

≤ Avolume{ϕ ≤−M + 1}λ .

On the other hand, since P is a bounded family in PSH(V ), by Theorem A.22, we
have ‖e−λϕ‖L1(K) ≤ A for ϕ ∈ P . Hence, we have on K

volume{ϕ ≤−M + 1} ≤ Ae−λ (M−1).

This implies the desired estimate for α = λ 2 and completes the proof of the first
assertion.

Assume now that ν is moderate. Let ϕ be a p.s.h. function on V . Then eα |ϕ|
is in L1(ν) for some constant α > 0. Since eαx � xp for 1 ≤ p < +∞, we deduce
that ϕ is in Lp(ν). For the last assertion in the proposition, it is enough to show
that ν(Br) ≤ Arα for any ball Br of radius r > 0 where A,α are some positive
constants. We can assume that Br is a small ball centered at a point a ∈ K. Define
ϕ(z) := log‖z− a‖. This function belongs to a compact family of p.s.h. functions.
Therefore, ‖e−αϕ‖L1(ν) ≤ A for some positive constants A,α independent of Br.
Since e−αϕ ≥ r−α on Br, we deduce that ν(Br)≤ Arα . It is well-known that in order
to compute the Hausdorff dimension of a set, it is enough to use only coverings by
balls. It follows easily that if a Borel set has positive measure, then its Hausdorff
dimension is at least equal to α . This completes the proof. ��

The following results show that the equilibrium measure of a polynomial-like
map with large topological degree satisfies the above regularity properties.

Theorem 2.33. Let f : U → V be a polynomial-like map. Then the following prop-
erties are equivalent:

1. The map f has large topological degree, i.e. dt > d∗
k−1;

2. The measure μ is PB, i.e. p.s.h. functions on V are integrable with respect to μ;
3. The measure μ is PC, i.e. μ can be extended to a linear continuous form on the

cone of p.s.h. functions on V;
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Moreover, if f is such a map, then there is a constant 0 < λ < 1 such that

sup
V
Λ(ϕ)−〈μ ,ϕ〉 ≤ λ [sup

V
ϕ−〈μ ,ϕ〉],

for ϕ p.s.h. on V .

Proof. It is clear that 3) ⇒ 2). We show that 1) ⇒ 3) and 2) ⇒ 1).

1) ⇒ 3). Let ϕ be a p.s.h. function on V . Let W be a convex open set such that
U � W � V . For simplicity, assume that ‖ϕ‖L1(W ) ≤ 1. So, ϕ belongs to a compact
subset of PSH(W ). Therefore, S := ddcϕ has locally bounded mass in W . Define
Sn := ( f n)∗(S). Fix a constant δ > 1 such that d∗

k−1 < δ < dt . Condition 1) implies
that ‖( f n)∗(S)‖W � δ n. By Proposition A.16, there are p.s.h. functions ϕn on U
such that ddcϕn = Sn and ‖ϕn‖U � δ n on U .

Define ψ0 := ϕ−ϕ0 and ψn := f∗(ϕn−1)−ϕn. Observe that these functions are
pluriharmonic on U and depend continuously on ϕ . Moreover, f∗ sends continu-
ously p.s.h. functions on U to p.s.h. functions on V . Hence,

‖ψn‖L1(U) ≤ ‖ f∗(ϕn−1)‖L1(U) +‖ϕn‖L1(U) � δ n.

We have

Λn(ϕ) = Λn(ψ0 +ϕ0) =Λn(ψ0)+ d−1
t Λn−1( f∗(ϕ0))

= Λn(ψ0)+ d−1
t Λn−1(ψ1 +ϕ1) = · · ·

= Λn(ψ0)+ d−1
t Λn−1(ψ1)+ · · ·+ d−n+1

t Λ(ψn−1)+ d−n
t ψn + d−n

t ϕn.

The last term in the above sum converges to 0. The above estimate on ψn and their
pluriharmonicity imply, by Proposition 2.15, that the sum

Λn(ψ0)+ d−1
t Λn−1(ψ1)+ · · ·+ d−n+1

t Λ(ψn−1)+ d−n
t ψn

converges uniformly to the finite constant

〈μ ,ψ0〉+ d−1
t 〈μ ,ψ1〉+ · · ·+ d−n

t 〈μ ,ψn〉+ · · ·

which depends continuously on ϕ . We used here the fact that when ψ is plurihar-
monic, 〈μ ,ψ〉 depends continuously on ψ . By Theorem 2.11, the above constant is
equal to 〈μ ,ϕ〉. Consequently, μ is PC.

2) ⇒ 1). Let F be an L1 bounded family of p.s.h. functions on a neighbour-
hood of K . We first show that 〈μ ,ϕ〉 is uniformly bounded on F . Since
〈μ ,ΛN(ϕ)〉 = 〈μ ,ϕ〉, we can replace ϕ with ΛN(ϕ), with N large enough, in
order to assume that F is a bounded family of p.s.h. functions ϕ on V which are
uniformly bounded above. Subtracting from ϕ a fixed constant allows to assume
that these functions are negative. If 〈μ ,ϕ〉 is not uniformly bounded on F , there are
ϕn such that 〈μ ,ϕn〉 ≤ −n2. It follows that the series ∑n−2ϕn decreases to a p.s.h.
function which is not integrable with respect to μ . This contradicts that μ is PB.
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We deduce that for any neighbourhood W of K , there is a constant c > 0 such that
|〈μ ,ϕ〉| ≤ c‖ϕ‖L1(W) for ϕ p.s.h. on W .

We now show that there is a constant 0 < λ < 1 such that supV Λ(ϕ) ≤ λ if
ϕ is a p.s.h. function on V , bounded from above by 1, such that 〈μ ,ϕ〉 = 0. This
property implies the last assertion in the proposition. Assume that the property is
not satisfied. Then, there are functions ϕn such that supV ϕn = 1, 〈μ ,ϕn〉 = 0 and
supV Λ(ϕn) ≥ 1−1/n2. By definition of Λ , we have

sup
U
ϕn ≥ sup

V
Λ(ϕn) ≥ 1−1/n2.

The submean value inequality for p.s.h. functions implies that ϕn converge to 1 in
L1

loc(V ). On the other hand, we have

1 = |〈μ ,ϕn −1〉| ≤ c‖ϕn −1‖L1(W ).

This is a contradiction.
Finally, consider a positive closed (1,1)-current S of mass 1 on W . By

Proposition A.16, there is a p.s.h. function ϕ on a neighbourhood of U with
bounded L1 norm such that ddcϕ = S. The submean inequality for p.s.h functions
implies that ϕ is bounded from above by a constant independent of S. We can
after subtracting from ϕ a constant, assume that 〈μ ,ϕ〉 = 0. The p.s.h. functions
λ−nΛn(ϕ) are bounded above and satisfy 〈μ ,λ−nΛn(ϕ)〉 = 〈μ ,ϕ〉 = 0. Hence,
they belong to a compact subset of PSH(U) which is independent of S. If W ′ is
a neighbourhood of K such that W ′ � U , the mass of ddc

[
λ−nΛn(ϕ)

]
on W ′ is

bounded uniformly on n and on S. Therefore,

‖ddc( f n)∗(S)‖W ′ ≤ cλ ndn
t

for some constant c > 0 independent of n and of S. It follows that d∗
k−1 ≤ λdt . This

implies property 1). ��
Theorem 2.34. Let f : U → V be a polynomial-like map with large topological
degree. Let P be a bounded family of p.s.h. functions on V . Let K be a compact
subset of V such that f−1(K) is contained in the interior of K. Then, the equilibrium
measure μ of f is Hölder continuous on P with respect to distL1(K). In particular,
this measure is moderate.

Let DSH(V ) denote the space of d.s.h. functions on V , i.e. functions which are
differences of p.s.h. functions. They are in particular in Lp

loc(V ) for every 1 ≤ p <
+∞. Consider on DSH(V ) the following topology: a sequence (ϕn) converges to ϕ
in DSH(V ) if ϕn converge weakly to ϕ and if we can write ϕn = ϕ+

n −ϕ−
n with ϕ±

n
in a compact subset of PSH(V ), independent of n. We deduce from the compactness
of bounded sets of p.s.h. functions that ϕn → ϕ in all Lp

loc(V ) with 1 ≤ p < +∞.
Since μ is PC, it extends by linearity to a continuous functional on DSH(V ).

Proof of Theorem 2.34. Let P be a compact family of p.s.h. functions on V . We
show that μ is Hölder continuous on P with respect to distL1(K). We claim that Λ
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is Lipschitz with respect to distL1(K). Indeed, if ϕ ,ψ are in L1(K), we have for the

standard volume form Ω on Ck

‖Λ(ϕ)−Λ(ψ)‖L1(K) =
∫

K
|Λ(ϕ−ψ)|Ω ≤ d−1

t

∫

f−1(K)
|ϕ−ψ | f ∗(Ω).

since f−1(K) ⊂ K and f ∗(Ω) is bounded on f−1(K), this implies that

‖Λ(ϕ)−Λ(ψ)‖L1(K) ≤ const‖ϕ−ψ‖L1(K).

Since P is compact, the functions in P are uniformly bounded above on U .
Therefore, replacing P by the family of Λ(ϕ) with ϕ ∈ P allows to assume that
functions in P are uniformly bounded above on V . On the other hand, since μ is
PC, μ is bounded on P . Without loss of generality, we can assume that P is the set
of functions ϕ such that 〈μ ,ϕ〉 ≥ 0 and ϕ ≤ 1. In particular, P is invariant underΛ .
Let D be the family of d.s.h. functions ϕ −Λ(ϕ) with ϕ ∈ P . This is a compact
subset of DSH(V ) which is invariant underΛ , and we have 〈μ ,ϕ ′〉 = 0 for ϕ ′ in D .

Consider a function ϕ ∈ P . Observe that ϕ̃ := ϕ −〈μ ,ϕ〉 is also in P . Define
Λ̃ := λ−1Λ with λ the constant in Theorem 2.33. We deduce from that theorem
that Λ̃ (ϕ̃) is in P . Moreover,

Λ̃
(
ϕ−Λ(ϕ)

)
= Λ̃

(
ϕ̃−Λ(ϕ̃)

)
= Λ̃(ϕ̃)−Λ(Λ̃ (ϕ̃)

)
.

Therefore, D is invariant under Λ̃ . This is the key point in the proof. Observe that
we can extend distL1(K) to DSH(V ) and that Λ̃ is Lipschitz with respect to this
pseudo-distance.

Let ν be a smooth probability measure with support in K. We have seen that
d−n

t ( f n)∗(ν) converge to μ . If ϕ is d.s.h. on V , then

〈d−n
t ( f n)∗(ν),ϕ〉 = 〈ν,Λn(ϕ)〉.

Define for ϕ in P , ϕ ′ := ϕ−Λ(ϕ). We have

〈μ ,ϕ〉 = lim
n→∞〈ν,Λ

n(ϕ)〉
= 〈ν,ϕ〉−∑

n≥0
〈ν,Λn(ϕ)〉− 〈ν,Λn+1(ϕ)〉

= 〈ν,ϕ〉−∑
n≥0

λ n〈ν,Λ̃n(ϕ ′)〉.

Since ν is smooth with support in K, it is Lipschitz with respect to distL1(K). We
deduce from Lemma 1.19 which is also valid for a pseudo-distance, that the last
series defines a Hölder continuous function on D . We use here the invariance of D
under Λ̃ . Finally, since the map ϕ 
→ ϕ ′ is Lipschitz on P , we conclude that μ is
Hölder continuous on P with respect to distL1(K). �
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As in the case of endomorphisms of P
k, we deduce from the above results the

following fundamental estimates on the Perron-Frobenius operatorΛ .

Corollary 2.35. Let f be a polynomial-like map with large topological degree as
above. Let μ be the equilibrium measure and Λ the Perron-Frobenius operator
associated to f . Let D be a bounded subset of d.s.h. functions on V . There are
constants c > 0, δ > 1 and α > 0 such that if ψ is in D , then

〈
μ ,eαδ

n|Λn(ψ)−〈μ,ψ〉|〉≤ c and ‖Λn(ψ)−〈μ ,ψ〉‖Lq(μ) ≤ cqδ−n

for every n ≥ 0 and every 1 ≤ q < +∞.

Corollary 2.36. Let f , μ , Λ be as above. Let 0 < ν ≤ 2 be a constant. There are
constants c > 0, δ > 1 and α > 0 such that if ψ is a ν-Hölder continuous function
on V with ‖ψ‖C ν ≤ 1, then

〈
μ ,eαδ

nν/2|Λn(ψ)−〈μ,ψ〉|〉≤ c and ‖Λn(ψ)−〈μ ,ψ〉‖Lq(μ) ≤ cqν/2δ−nν/2

for every n ≥ 0 and every 1 ≤ q < +∞. Moreover, δ is independent of ν .

The following results are deduced as in the case of endomorphisms of Pk.

Theorem 2.37. Let f : U → V be a polynomial-like map with large topological
degree and μ the equilibrium measure of f . Then f is exponentially mixing. More
precisely, there is a constant 0 < λ < 1, such that if 1 < p ≤ +∞, we have

|〈μ ,(ϕ ◦ f n)ψ〉− 〈μ ,ϕ〉〈μ ,ψ〉| ≤ cpλ n‖ϕ‖Lp(μ)‖ψ‖L1(V )

for ϕ in Lp(μ), ψ p.s.h. on V and n ≥ 0, where cp > 0 is a constant independent of
ϕ ,ψ . If ν is such that 0 ≤ ν ≤ 2, then there is a constant cp,ν > 0 such that

|〈μ ,(ϕ ◦ f n)ψ〉− 〈μ ,ϕ〉〈μ ,ψ〉| ≤ cp,νλ nν/2‖ϕ‖Lp(μ)‖ψ‖C ν

for ϕ in Lp(μ), ψ a C ν function on V and n ≥ 0.

The following result gives the exponential mixing of any order. It can be extended
to Hölder continuous observables using the theory of interpolation between Banach
spaces.

Theorem 2.38. Let f ,μ be as in Theorem 2.37 and r ≥ 1 an integer. Then there are
constants c > 0 and 0 < λ < 1 such that

∣∣∣〈μ ,ψ0(ψ1 ◦ f n1) . . . (ψr ◦ f nr)〉−
r

∏
i=0

〈μ ,ψi〉
∣∣∣≤ cλ n

r

∏
i=0

‖ψi‖L1(V )

for 0 = n0 ≤ n1 ≤ ·· · ≤ nr, n := min0≤i<r(ni+1 −ni) and ψi p.s.h. on V .

As in Section 1, we deduce the following result, as a consequence of Gordin’s
theorem and of the exponential decay of correlations.
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Theorem 2.39. Let f be a polynomial-like map with large topological degree as
above. Let ϕ be a test function which is C ν with ν > 0, or is d.s.h. on V . Then,
either ϕ is a coboundary or it satisfies the central limit theorem with the variance
σ > 0 given by

σ2 := 〈μ ,ϕ2〉+ 2∑
n≥1

〈μ ,ϕ(ϕ ◦ f n)〉.

The following result is obtained as in Theorem 1.102, as a consequence of the
exponential estimates in Corollaries 2.35 and 2.36.

Theorem 2.40. Let f be a polynomial-like map with large topological degree as
above. Then, the equilibrium measure μ of f satisfies the weak large deviations
theorem for bounded d.s.h. observables and for Hölder continuous observables.
More precisely, if a function ψ is bounded d.s.h. or Hölder continuous then for
every ε > 0 there is a constant hε > 0 such that

μ

{
z ∈ supp(μ) :

∣∣∣∣∣
1
N

N−1

∑
n=0

ϕ ◦ f n(z)−〈μ ,ϕ〉
∣∣∣∣∣> ε

}
≤ e−N(logN)−2hε

for all N large enough.

Theorem 1.91 can be extended to polynomial-like maps with large topological
degrees.

Theorem 2.41. Let f : U → V be a polynomial-like map with large topological
degree and μ its equilibrium measure. Let ϕ be an observable on V with values in
R∪{−∞} such that eϕ is Hölder continuous, H := {ϕ = −∞} is an analytic subset
of V and |ϕ | � | logdist(·,H)|ρ near H for some ρ > 0. If 〈μ ,ϕ〉 = 0 and ϕ is not
a coboundary, then the almost sure invariance principle holds for ϕ . In particular,
the almost sure central limit theorem holds for such observables.

A technical point here is to prove that if Ht is the t-neighbourhood of an analytic
set H, then μ(Ht) � tα for t > 0 and for some constant α > 0. This property is a
consequence of the fact that μ is moderate.

We also have the following version of Theorem 1.92. In the proof, one uses
Proposition 2.21 instead of Proposition 1.51.

Theorem 2.42. Let f : U →V be a polynomial-like map with large topological de-
gree dt > 1 and μ its equilibrium measure. Then (U,μ , f ) is measurably conjugate
to a one-sided dt-shift.

Exercise 2.43. Assume that for every positive closed (1,1)-current S on V we have
limsup‖( f n)∗(S)‖1/n < dt . Show that μ is PB and deduce that d∗

k−1 < dt . Hint:
write S = ddcϕ .

Exercise 2.44. Let ν be a positive measure with compact support in C. Prove that
ν is moderate if and only if there are positive constants α and c such that for every
disc D of radius r, ν(D) ≤ crα . Give an example showing that this condition is not
sufficient in C2.



Dynamics in Several Complex variables 257

2.5 Holomorphic Families of Maps

In this paragraph, we consider polynomial-like maps fs : Us → Vs depending
holomorphically on a parameter s ∈ Σ . We will show that the Green measure
μs of fs depends “holomorphically” on s and then we study the dependence of the
Lyapounov exponents on the parameters. Since the problems are local, we assume
for simplicity that Σ is a ball in C

l . Of course, we assume that Us and Vs depend
continuously on s. Observe that if we replace Vs with a convex open set V ′

s ⊂ Vs

and Us by f−1
s (V ′

s ) with Vs \V ′
s small enough, the map fs is still polynomial-like.

So, for simplicity, assume that V := Vs is independent of s. Let UΣ := ∪s{s}×Us.
This is an open set in VΣ := Σ ×V . Define the holomorphic map F : UΣ → VΣ
by F(s,z) := (s, fs(z)). This map is proper. By continuity, the topological degree
dt of fs is independent of s. So, the topological degree of F is also dt . Define
KΣ := ∩n≥0F−n(VΣ ). Then KΣ is closed in UΣ . If π : Σ ×Ck → Σ is the canonical
projection, then π is proper on KΣ and Ks := KΣ ∩π−1(s) is the filled Julia set of fs.

It is not difficult to show that Ks depends upper semi-continuously on s with
respect to the Hausdorff metric on compact sets of V . This means that if Ws0 is
a neighbourhood of Ks0 , then Ks is contained in Ws0 for s closed enough to s0.
We will see that for maps with large topological degree, s 
→ μs is continuous
in a strong sense. However, in general, the Julia set Js, i.e. the support of the
equilibrium measure μs, does not depend continuously on s.

In our context, the goal is to construct and to study currents which measure the
bifurcation, i.e. the discontinuity of s 
→ Js. We have the following result due to
Pham [PH].

Proposition 2.45. Let ( fs)s∈Σ be as above. Then, there is a positive closed current
R of bidegree (k,k), supported on KΣ such that the slice 〈R,π ,s〉 is equal to the
equilibrium measure μs of fs for s ∈ Σ . Moreover, if ϕ is a p.s.h. function on a
neighbourhood of KΣ , then the function s 
→ 〈μs,ϕ(s, ·)〉 is either equal to −∞ or
is p.s.h. on Σ .

Proof. Let Ω be a smooth probability measure with compact support in V . Define
the positive closed (k,k)-currentΘ on Σ ×V byΘ := τ∗(Ω) where τ : Σ ×V → V
is the canonical projection. Observe that the slice 〈Θ ,π ,s〉 coincides with Ω on
{s}×V , since Ω is smooth. Define Θn := d−n

t (Fn)∗(Θ). The slice 〈Θn,π ,s〉 can
be identified with d−n

t ( f n
s )∗(Ω) on {s}×V . This is a smooth probability measure

which tends to μs when n goes to infinity.
Since the problem is local for s, we can assume that all the forms Θn are sup-

ported on Σ ×K for some compact subset K of V . As we mentioned in Appendix
A.3, since these forms have slice mass 1, they belong to a compact family of cur-
rents. Therefore, we can extract a sequenceΘni which converges to some current R
with slice mass 1. We want to prove that 〈R,π ,s〉 = μs.

Let ϕ be a smooth p.s.h. function on a neighbourhood of KΣ . So, for n large
enough, ϕ is defined on the support of Θn (we reduce Σ if necessary). By slic-
ing theory, π∗(Θni ∧ϕ) is equal to the p.s.h. function ψni(s) := 〈Θni ,π ,s〉(ϕ) and
π∗(R ∧ ϕ) is equal to the p.s.h. function ψ(s) := 〈R,π ,s〉(ϕ) in the sense of
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currents. By definition of R, since π∗ is continuous on currents supported on Σ×K,
ψni converge to ψ in L1

loc(Σ). On the other hand, 〈Θni ,π ,s〉 converge to μs. So, the
functionψ ′(s) := limψni(s) = 〈μs,ϕ〉 is equal toψ(s) almost everywhere. Since ψni

and ψ are p.s.h., the Hartogs’ lemma implies that ψ ′ ≤ ψ . We show the inequality
ψ ′(s) ≥ ψ(s).

The function ψ is p.s.h., hence it is strongly upper semi-continuous. Therefore,
there is a sequence (sn) converging to s such that ψ ′(sn) = ψ(sn) and ψ(sn) con-
verge to ψ(s). Up to extracting a subsequence, we can assume that μsn converge
to some probability measure μ ′

s. By continuity, μ ′
s is totally invariant under fs. We

deduce from Proposition 2.13 that 〈μ ′
s,ϕ(s, ·)〉 ≤ 〈μs,ϕ(s, ·)〉. The first integral

is equal to ψ(s), the second one is equal to ψ ′(s). Therefore, ψ(s) ≤ ψ ′(s). The
identity 〈R,π ,s〉 = μs follows.

The second assertion in the proposition is also a consequence of the above
arguments. This is clear when ϕ is smooth. The general case is deduced using an
approximation of ϕ by a decreasing sequence of smooth p.s.h. functions. ��

Let Jac(F) denote the Jacobian of F with respect to the standard volume form
on Σ ×Ck. Its restriction to π−1(s) is the Jacobian Jac( fs) of fs. Since Jac(F) is a
p.s.h. function, we can apply the previous proposition and deduce that the function
Lk(s) := 1

2 〈μs, logJac( fs)〉 is p.s.h. on Σ . Indeed, by Theorem 2.16, this function is
bounded from below by 1

2 logdt , hence it is not equal to −∞. By Oseledec’s theorem
1.119, Lk(s) is the sum of the Lyapounov exponents of fs. We deduce the following
result of [DS1].

Corollary 2.46. Let ( fs)s∈Σ be as above. Then, the sum of the Lyapounov exponents
associated to the equilibrium measure μs of fs is a p.s.h. function on s. In particular,
it is upper semi-continuous.

Pham defined in [PH] the bifurcation (p, p)-currents by Bp := (ddcLk)p for
1 ≤ p ≤ dimΣ . The wedge-product is well-defined since Lk is locally bounded: it is
bounded from below by 1

2 logdt . Very likely, these currents play a crucial role in the
study of bifurcation as we see in the following observation. Assume that the critical
set of fs0 does not intersect the filled Julia set Ks0 for some s0 ∈ Σ . Since the filled
Julia sets Ks vary upper semi-continuously in the Hausdorff metric, logJac(F) is
pluriharmonic near {s0}×Ks0. It follows that Lk is pluriharmonic and Bp = 0 in a
neighbourhood of s0

8. On the other hand, using Kobayashi metric, it is easy to show
that f is uniformly hyperbolic on Ks for s close to s0. It follows that Ks = Js and
s 
→ Js is continuous near s0, see [FS6].

Note that Lk is equal in the sense of currents to π∗(logJac(F)∧R), where R is
the current in Proposition 2.45. Therefore, B can be obtained using the formula

B = ddcπ∗(logJac(F)∧R) = π∗([CF ]∧R),

since ddc log |Jac(F)| = [CF ], the current of integration on the critical set CF of F .
We also have the following property of the function Lk.

8 This observation was made by the second author for the family z2 + c, with c ∈ C. He showed
that the bifurcation measure is the harmonic measure associated to the Mandelbrot set [SI].
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Theorem 2.47. Let ( fs)s∈Σ be a family of polynomial-like maps as above. Assume
that fs0 has a large topological degree for some s0 ∈ Σ . Then Lk is Hölder con-
tinuous in a neighbourhood of s0. In particular, the bifurcation currents Bp are
moderate for 1 ≤ p ≤ dimΣ .

Let Λs denote the Perron-Frobenius operator associated to fs. For any Borel set
B, denote by ΩB the standard volume form on Ck restricted to B. We first prove
some preliminary results.

Lemma 2.48. Let W be a neighbourhood of the filled Julia set Ks0 of fs0 . Then,
there is a neighbourhood Σ0 of s0 such that 〈μs,ϕ〉 depends continuously on (s,ϕ)
in Σ0 ×PSH(W ).

Proof. We first replace Σ with a neighbourhoodΣ0 of s0 small enough. So, for every
s ∈ Σ , the filled Julia set of fs is contained in U := f−1

s0
(V ) and in W . We also reduce

the size of V in order to assume that fs is polynomial-like on a neighbourhood of
U with values in a neighbourhood V ′ of V . Moreover, since 〈μs,ϕ〉 = 〈μs,Λs(ϕ)〉
and Λs(ϕ) depends continuously on (s,ϕ) in Σ ×PSH(W ), we can replace ϕ with
ΛN

s (ϕ) with N large enough and s ∈ Σ , in order to assume that W =V . Finally, since
Λs(ϕ) is defined on V ′, it is enough to prove the continuity for ϕ p.s.h. on V such
that ϕ ≤ 1 and 〈ΩU ,ϕ〉 ≥ 0. Denote by P the family of such functions ϕ . Since μs0

is PC, we have |〈μs0 ,ϕ〉| ≤A for some constant A≥ 1 and for ϕ ∈P . Let P ′ denote
the family of p.s.h. functions ψ such that ψ ≤ 2A and 〈μs0 ,ψ〉 = 0. The function
ϕ ′ := ϕ−〈μs0 ,ϕ〉 belongs to this family. Observe that P ′ is bounded and therefore
if A′ ≥ 1 is a fixed constant large enough, we have |〈ΩU ,ψ〉| ≤ A′ for ψ ∈ P ′.

Fix an integer N large enough. By Theorem 2.33, ΛN
s0

(ϕ ′) ≤ 1/8 on V ′ and
|〈ΩU ,ΛN

s0
(ϕ ′)〉| ≤ 1/8 for ϕ ′ as above. We deduce that 2ΛN

s0
(ϕ ′)−〈ΩU ,2ΛN

s0
(ϕ ′)〉

is a function in P , smaller than 1/2 on V ′. This function differs from 2ΛN
s0

(ϕ) by a
constant. So, it is equal to 2ΛN

s0
(ϕ)−〈ΩU ,2ΛN

s0
(ϕ)〉. When Σ0 is small enough, by

continuity, the operator Ls(ϕ) := 2ΛN
s (ϕ)−〈ΩU ,2ΛN

s (ϕ)〉 preserves P for s ∈ Σ0.
Therefore, since Λs preserves constant functions, we have

ΛmN
s (ϕ) = Λ (m−1)N

s
[〈ΩU ,ΛN

s (ϕ)〉+ 2−1Ls(ϕ)
]

= 〈ΩU ,ΛN
s (ϕ)〉+ 2−1Λ (m−1)N

s (Ls(ϕ)).

By induction, we obtain

ΛmN
s (ϕ) = 〈ΩU ,ΛN

s (ϕ)〉+ · · ·+ 2−m+1〈ΩU ,ΛN
s (Lm−1

s (ϕ))〉+ 2−mLm
s (ϕ)

=
〈
ΩU ,ΛN

s

[
ϕ+ · · ·+ 2−m+1Lm−1

s (ϕ)
]〉

+ 2−mLm
s (ϕ)

=
〈
d−N

t ( f N
s )∗(ΩU ),ϕ+ · · ·+ 2−m+1Lm−1

s (ϕ)
〉
+ 2−mLm

s (ϕ).

We deduce from the above property of Ls that the last term converges uniformly to
0 when m goes to infinity. The sum in the first term converges normally to the p.s.h.
function ∑m≥1 2−m+1Lm−1

s (ϕ), which depends continuously on (s,ϕ). Therefore,
ΛmN

s (ϕ) converge to a constant which depends continuously on (s,ϕ). But we know
that the limit is 〈μs,ϕ〉. The lemma follows. ��
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Using the same approach as in Theorem 2.34, we prove the following result.

Theorem 2.49. Let fs, s0 and W be as in Theorem 2.47 and Lemma 2.48. Let K be
a compact subset of W such that f−1

s0
(K) is contained in the interior of K. There

is a neighbourhood Σ0 of s0 such that if P is a bounded family of p.s.h. functions
on W , then (s,ϕ) 
→ 〈μs,ϕ〉 is Hölder continuous on Σ0 ×P with respect to the
pseudo-distance distL1(K) on P .

Proof. We replace Σ with Σ0 as in Lemma 2.48. It is not difficult to check that
(s,ϕ) 
→ (s,Λs(ϕ)) is locally Lipschitz with respect to distL1(K). So, replacing (s,ϕ)

by (s,ΛN
s (ϕ)) with N large enough allows to assume that W = V . Let P̂ be the

set of (s,ϕ) in Σ × PSH(V ) such that ϕ ≤ 1 and 〈μs,ϕ〉 ≥ 0. By Lemma 2.48,
such functions ϕ belong to a compact subset of PSH(V ). It is enough to prove that
(s,ϕ) 
→ 〈μs,ϕ〉 is Hölder continuous on P̂ .

Let D̂ denote the set of (s,ϕ −Λs(ϕ)) with (s,ϕ) ∈ P̂ . Consider the operator
Λ̂(s,ψ) := (s,λ−1Λs(ψ)) on D as in Theorem 2.34 where λ < 1 is a fixed constant
close enough to 1. Theorem 2.33 and the continuity in Lemma 2.48 imply that Λ̂
preserves D̂ . Therefore, we only have to follow the arguments in Theorem 2.34. ��
Proof of Theorem 2.47. We replace Σ with a small neighbourhood of s0. Observe
that logJac( fs), s ∈ Σ , is a bounded family of p.s.h. functions on U . By Theorem
2.49, it is enough to show that s 
→ logJac( fs) is Hölder continuous with respect to
distL1(K).

We also deduce from Theorem A.22 that 〈ΩK ,eλ | logJac( fs)|〉 ≤A for some positive
constants λ and A. Reducing V and Σ allows to assume that Jac(F), their derivatives
and the vanishing order of Jac(F) are bounded on Σ ×U by some constant m.

Fix a constant α > 0 small enough and a constant A > 0 large enough. Define
ψ(s) := 〈ΩK , logJac( fs)〉. Consider s and t in Σ such that r := ‖s−t‖ is smaller than
a fixed small constant. We will compare |ψ(s)−ψ(t)| with rλα in order to show that
ψ is Hölder continuous with exponent λα . Define S := {z ∈ U, Jac( fs) < 2r2α}.
We will bound separately

〈ΩK\S, logJac( fs)− logJac( ft )〉

and
〈ΩK∩S, logJac( fs)− logJac( ft )〉.

Note that ψ(s)−ψ(t) is the sum of the above two integrals.
Consider now the integral on K \ S. The following estimates are only valid on

K \ S. Since the derivatives of Jac(F) is bounded, we have Jac( ft ) ≥ r2α . It follows
that the derivatives on t of logJac( ft ) is bounded by Ar−2α . We deduce that

| logJac( fs)− logJac( ft )| ≤ Ar1−2α .

Therefore,

|〈ΩK\S, logJac( fs)− logJac( ft )〉| ≤ ‖ΩK\S‖Ar1−2α ≤ rλα .
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We now estimate the integral on K ∩S. Its absolute value is bounded by

〈ΩK∩S, | logJac( fs)|〉+ 〈ΩK∩S, | logJac( ft)|〉.

We deduce from the estimate 〈ΩK ,eλ | logJac( fs)|〉 ≤ A that volume(K ∩ S) ≤ Ar2λα .
Therefore, by Cauchy-Schwarz’s inequality, we have

〈ΩK∩S, | logJac( fs)|〉 � volume(K ∩S)1/2〈ΩK , | logJac( fs)|2
〉1/2

� rλα〈ΩK ,eλ | logJac( fs)|〉1/2 � rλα .

The estimate holds for ft instead of fs. Hence, ψ is Hölder continuous. The fact that
Bp are moderate follows from Theorem A.34. �

The following result of Pham generalizes Corollary 2.46 and allows to define
other bifurcation currents by considering ddcLp or their wedge-products [PH].

Theorem 2.50. Let ( fs)s∈Σ be a holomorphic family of polynomial-like maps as
above. Let χ1(s) ≥ ·· · ≥ χk(s) be the Lyapounov exponents of the equilibrium
measure μs of fs. Then, for 1 ≤ p ≤ k, the function

Lp(s) := χ1(s)+ · · ·+ χp(s)

is p.s.h. on Σ . In particular, Lp is upper semi-continuous.

Proof. Observe that Lp(s) ≥ p
k Lk(s) ≥ p

2k logdt . We identify the tangent space of
V at any point with Ck. So, the differential D fs(z) of fs at a point z ∈ Us is a
linear self-map on Ck which depends holomorphically on (s,z). It induces a linear
self-map on the exterior product

∧p
C

k that we denote by Dp fs(z). This map de-
pends holomorphically on (s,z). In the standard coordinate system on

∧p
Ck, the

function (s,z) 
→ log‖Dp fs(z)‖ is p.s.h. on UΣ . By Proposition 2.45, the function
ψ1(s) := 〈μs, log‖Dp fs‖〉 is p.s.h. or equal to −∞ on Σ . Define in the same way the
functions ψn(s) := 〈μs, log‖Dp f n

s ‖〉 associated to the iterate f n
s of fs. We have

Dp f n+m
s (z) = Dp f m

s ( f n
s (z))◦Dp f n

s (z).

Hence,
‖Dp f n+m

s (z)‖ ≤ ‖Dp f m
s ( f n

s (z))‖ ‖Dp f n
s (z)‖.

We deduce using the invariance of μs that

ψm+n(s) ≤ ψm(s)+ψn(s).

Therefore, the sequence n−1ψn decreases to infn n−1ψn. So, the limit is p.s.h. or
equal to −∞. On the other hand, Oseledec’s theorem 1.119 implies that the limit is
equal to Lp(s) which is a positive function. It follows that Lp(s) is p.s.h. ��

Consider now the family fs of endomorphisms of algebraic degree d ≥ 2 of
Pk with s ∈ Hd(Pk). We can lift fs to polynomial-like maps on Ck+1 and ap-
ply the above results. The construction of the bifurcation currents Bp can be
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obtained directly using the Green measures of fs. This was done by Bassanelli-
Berteloot in [BB]. They studied some properties of the bifurcation currents and
obtained nice formulas for that currents in terms of the Green functions. We
also refer to DeMarco, Dujardin-Favre, McMullen, Milnor, Sibony and Silverman
[DM, DM1, DF, MM, MI1, SI, SJ] for results in dimension one.

Exercise 2.51. If f is an endomorphism in Hd(Pk), denote by Lk( f ) the sum of the
Lyapounov exponents of the equilibrium measure. Show that f 
→ Lk( f ) is locally
Hölder continuous on Hd(Pk). Deduce that the bifurcation currents are moderate.
Hint: use that the lift of f to Ck+1 has always a Lyapounov exponent equal to logd.

Exercise 2.52. Find a family ( fs)s∈Σ such that Js does not vary continuously.

Exercise 2.53. A family (Xs)s∈Σ of compact subsets in V is lower semi-continuous
at s0 if for every ε > 0, Xs0 is contained in the ε-neighbourhood of Xs when s is close
enough to s0. If (νs)s∈Σ is a continuous family of probability measures on V , show
that s 
→ supp(νs) is lower semi-continuous. If ( fs)s∈Σ is a holomorphic family of
polynomial-like maps, deduce that s 
→ Js is lower semi-continuous. Show that if
Js0 = Ks0 , then s 
→ Js is continuous at s0 for the Hausdorff metric.

Exercise 2.54. Assume that fs0 is of large topological degree. Let δ > 0 be a con-
stant small enough. Using the continuity of s 
→ μs, show that if ps0 is a repelling
fixed point in Js0 for fs0 , there are repelling fixed points ps in Js for fs, with
|s− s0| < δ , such that s 
→ ps is holomorphic. Suppose s 
→ Js is continuous with
respect to the Hausdorff metric. Construct a positive closed current R supported
on ∪|s−s0|<δ{s}×Js with slices μs. Deduce that if Js0 does not contain critical
points of fs0 then s 
→ Lk(s) is pluriharmonic near s0.

Notes. Several results in this section still hold for larger classes of polynomial-like maps. For

example, the construction of the equilibrium measure is valid for a manifold V admitting a smooth

strictly p.s.h. function. The ddc-method was originally introduced for polynomial-like maps.

However, we have seen that it is also effective for endomorphisms of P
k . In a forthcoming survey,

we will show that the method can be extended to other dynamical systems. Several statistical

properties obtained in this section are new.

Appendix: Currents and Pluripotential Theory

In this appendix, we recall some basic notions and results on complex geometry
and on currents in the complex setting. Most of the results are classical and their
proofs are not given here. In constrast, we describe in detail some notions in order to
help the reader who are not familiar with complex geometry or currents. The main
references for the abstract theory of currents are [CH, DR, FE, SC, WA]. The reader
will find in [DEM, GU, HO, LE, N] the basics on currents on complex manifolds.
We also refer to [DEM, GH, HB, VO] for the theory of compact Kähler manifolds.
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A.1 Projective Spaces and Analytic Sets

In this paragraph, we recall the definition of complex projective spaces. We then
discuss briefly compact Kähler manifolds, projective manifolds and analytic sets.

The complex projective space Pk is a compact complex manifold of dimension k.
It is obtained as the quotient of Ck+1 \{0} by the natural multiplicative action of C∗.
In other words, P

k is the parameter space of the complex lines passing through 0
in Ck+1. The image of a subspace of dimension p + 1 of Ck+1 is a submanifold
of dimension p in Pk, bi-holomorphic to Pp, and is called a projective subspace
of dimension p. Hyperplanes of Pk are projective subspaces of dimension k − 1.
The group GL(C,k + 1) of invertible linear endomorphisms of Ck+1 induces the
group PGL(C,k + 1) of automorphisms of Pk. It acts transitively on Pk and sends
projective subspaces to projective subspaces.

Let z = (z0, . . . ,zk) denote the standard coordinates of Ck+1. Consider the equiv-
alence relation: z ∼ z′ if there is λ ∈ C

∗ such that z = λ z′. The projective space
Pk is the quotient of Ck+1 \ {0} by this relation. We can cover Pk by open sets Ui

associated to the open sets {zi �= 0} in Ck+1 \ {0}. Each Ui is bi-holomorphic to Ck

and (z0/zi, . . . ,zi−1/zi,zi+1/zi, . . . ,zk/zi) is a coordinate system on this chart. The
complement of Ui is the hyperplane defined by {zi = 0}. So, Pk can be considered
as a natural compactification of Ck. We denote by [z0 : · · · : zk] the point of Pk

associated to (z0, . . . ,zk). This expression is the homogeneous coordinates on Pk.
Projective spaces are compact Kähler manifolds. We will describe this notion later.

Let X be a complex manifold of dimension k. Let ϕ be a differential l-form on X .
In local holomorphic coordinates z = (z1, . . . ,zk), it can be written as

ϕ(z) = ∑
|I|+|J|=l

ϕIJdzI ∧dzJ ,

where ϕIJ are complex-valued functions, dzI := dzi1 ∧ . . .∧ dzip if I = (i1, . . . , ip),
and dzJ := dz j1 ∧ . . .∧dz jq if J = ( j1, . . . , jq). The conjugate of ϕ is

ϕ(z) := ∑
|I|+|J|=l

ϕ IJdzI ∧dzJ .

The form ϕ is real if and only if ϕ = ϕ .
We say that ϕ is a form of of bidegree (p,q) if ϕIJ = 0 when (|I|, |J|) �= (p,q).

The bidegree does not depend on the choice of local coordinates. Let T C
X denote the

complexification of the tangent bundle of X . The complex structure on X induces a
linear endomorphism J on the fibers of T C

X such that J 2 = −id. This endomor-
phism induces a decomposition of T C

X into the direct sum of two proper sub-bundles
of dimension k: the holomorphic part T 1,0

X associated to the eigenvalue i of J , and
the anti-holomorphic part T 0,1

X associated to the eigenvalue −i. Let Ω 1,0
X and Ω 0,1

X

denote the dual bundles of T 1,0
X and T 0,1

X . Then, (p,q)-forms sections of the vector
bundle

∧pΩ 1,0 ⊗∧qΩ 0,1.
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If ϕ is a (p,q)-form then the differential dϕ is the sum of a (p + 1,q)-form and
a (p,q + 1)-form. We then denote by ∂ϕ the part of bidegree (p + 1,q) and ∂ϕ the
the part of bidegree (p,q + 1). The operators ∂ and ∂ extend linearly to arbitrary
forms ϕ . The operator d is real, i.e. it sends real forms to real forms but ∂ and ∂ are
not real. The identity d ◦ d = 0 implies that ∂ ◦ ∂ = 0, ∂ ◦ ∂ = 0 and ∂∂ + ∂∂ = 0.

Define dc :=
√−1

2π (∂ − ∂ ). This operator is real and satisfies ddc =
√−1
π ∂∂ . Note

that the above operators commute with the pull-back by holomorphic maps. More
precisely, if τ : X1 → X2 is a holomorphic map between complex manifolds and ϕ
is a form on X2 then d f ∗(ϕ) = f ∗(dϕ), ddc f ∗(ϕ) = f ∗(ddcϕ), etc. Recall that the
form ϕ is closed (resp. ∂ -closed, ∂ -closed, ddc-closed) if dϕ (resp. ∂ϕ , ∂ϕ , ddcϕ)
vanishes. The form ϕ is exact (resp. ∂ -exact, ∂ -exact, ddc-exact) if it is equal to the
differential dψ (resp. ∂ψ , ∂ψ , ddcψ) of a form ψ . Clearly, exact forms are closed.

A smooth (1,1)-form ω on X is Hermitian if it can be written in local
coordinates as

ω(z) =
√−1 ∑

1≤i, j≤k

αi j(z)dzi ∧dz j,

where αi j are smooth functions such that the matrix (αi j) is Hermitian. We consider
a form ω such that the matrix (αi j) is positive definite at every point. It is strictly
positive in the sense that we will introduce later. If a is a point in X , we can find
local coordinates z such that z = 0 at a and ω is equal near 0 to the Euclidean form
ddc‖z‖2 modulo a term of order ‖z‖. The form ω is always real and induces a norm
on the tangent spaces of X . So, it defines a Riemannian metric on X . We say that ω
is a Kähler form if it is a closed positive definite Hermitian form. In this case, one
can find local coordinates z such that z = 0 at a and ω is equal near 0 to ddc‖z‖2

modulo a term of order ‖z‖2. So, at the infinitesimal level, a Kähler metric is close to
the Euclidean one. This is a crucial property in Hodge theory in the complex setting.

Consider now a compact complex manifold X of dimension k. Assume that
X is a Kähler manifold, i.e. it admits a Kähler form ω . Recall that the de Rham
cohomology group Hl(X ,C) is the quotient of the space of closed l-forms by the
subspace of exact l-forms. This complex vector space is of finite dimension. The
real groups Hl(X ,R) are defined in the same way using real forms. We have

Hl(X ,C) = Hl(X ,R)⊗R C.

If α is a closed l-form, its class in Hl(X ,C) is denoted by [α]. The group H0(X ,C)
is just the set of constant functions. So, it is isomorphic to C. The group H2k(X ,C)
is also isomorphic to C. The isomorphism is given by the canonical map [α] 
→ ∫

X α .
For l,m such that l + m ≤ 2k, the cup-product

�: Hl(X ,C)×Hm(X ,C) → Hl+m(X ,C)

is defined by [α] � [β ] := [α ∧ β ]. The Poincaré duality theorem says that the
cup-product is a non-degenerated bilinear form when l + m = 2k. So, it defines an
isomorphism between Hl(X ,C) and the dual of H2k−l(X ,C).
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Let H p,q(X ,C), 0 ≤ p,q ≤ k, denote the subspace of H p+q(X ,C) generated
by the classes of closed (p,q)-forms. We call H p,q(X ,C) the Hodge cohomology
group. Hodge theory shows that

Hl(X ,C) =
⊕

p+q=l

H p,q(X ,C) and Hq,p(X ,C) = H p,q(X ,C).

This, together with the Poincaré duality, induces a canonical isomorphism between
H p,q(X ,C) and the dual space of Hk−p,k−q(X ,C). Define for p = q

H p,p(X ,R) := H p,p(X ,C)∩H2p(X ,R).

We have
H p,p(X ,C) = H p,p(X ,R)⊗R C.

Recall that the Dolbeault cohomology group H p,q
∂

(X) is the quotient of the space

of ∂ -closed (p,q)-forms by the subspace of ∂ -exact (p,q)-forms. Observe that a
(p,q)-form is d-closed if and only if it is ∂ -closed and ∂ -closed. Therefore, there
is a natural morphism between the Hodge and the Dolbeault cohomology groups.
Hodge theory asserts that this is in fact an isomorphism: we have

H p,q(X ,C) � H p,q
∂

(X).

The result is a consequence of the following theorem, the so-called ddc-lemma, see
e.g. [DEM, VO].

Theorem A.1. Let ϕ be a smooth d-closed (p,q)-form on X. Then ϕ is ddc-exact if
and only if it is d-exact (or ∂ -exact or ∂ -exact).

The projective space Pk admits a Kähler form ωFS, called the Fubini-Study form.
It is defined on the chart Ui by

ωFS := ddc log

(
k

∑
j=0

∣∣∣
z j

zi

∣∣∣
2
)

.

In other words, if π : Ck+1 \ {0} → Pk is the canonical projection, then ωFS is
defined by

π∗(ωFS) := ddc log

(
k

∑
i=0

∣∣zi|2
)

.

One can check that ωk
FS is a probability measure on Pk. The cohomology groups

of P
k are very simple. We have H p,q(Pk,C) = 0 for p �= q and H p,p(Pk,C) � C.

The groups H p,p(Pk,R) and H p,p(Pk,C) are generated by the class of ω p
FS. Sub-

manifolds of Pk are Kähler, as submanifolds of a Kähler manifold. Chow’s theorem
says that such a manifold is algebraic, i.e. it is the set of common zeros of a finite
family of homogeneous polynomials in z. A compact manifold is projective if it is
bi-holomorphic to a submanifold of a projective space. Their cohomology groups
are in general very rich and difficult to describe.
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A useful result of Blanchard [BN] says that the blow-up of a compact
Kähler manifold along a submanifold is always a compact Kähler manifold. The
construction of the blow-up is as follows. Consider first the case of open sets in Ck

with k ≥ 2. Observe that C
k is the union of the complex lines passing through 0

which are parametrized by the projective space P
k−1. The blow-up Ĉk of C

k at 0 is
obtained by separating these complex lines, that is, we keep Ck \ {0} and replace
0 with a copy of Pk−1. More precisely, if z = (z1, . . . ,zk) denote the coordinates of

Ck and [w] = [w1 : · · · : wk] are homogeneous coordinates of Pk−1, then Ĉk is the
submanifold of Ck ×Pk−1 defined by the equations ziw j = z jwi for 1 ≤ i, j ≤ k. If
U is an open set in Ck containing 0, the blow-up Û of U at 0 is defined by π−1(U)
where π : Ĉk → Ck is the canonical projection.

If U is a neighbourhood of 0 in Ck−p, p ≤ k−2, and V is an open set in Cp, then
the blow-up of U ×V along {0}×V is equal to Û ×V . Consider now a submanifold
Y of X of dimension p ≤ k−2. We cover X by charts which either do not intersect
Y or are of the type U ×V , where Y is identified with {0}×V . The blow-up X̂ is
obtained by sticking the charts outside Y with the blow-ups of charts which inter-
sect Y . The natural projection π : X̂ → X defines a bi-holomorphic map between
X̂ \π−1(Y ) and X \Y . The set π−1(Y ) is a smooth hypersurface, i.e. submanifold of
codimension 1; it is called the exceptional hypersurface. Blow-up may be defined
using the local ideals of holomorphic functions vanishing on Y . The blow-up of a
projective manifold along a submanifold is a projective manifold.

We now recall some facts on analytic sets, see [GU, N]. Let X be an arbitrary
complex manifold of dimension k9. Analytic sets of X can be seen as submanifolds
of X , possibly with singularities. Analytic sets of dimension 0 are locally finite sub-
sets, those of dimension 1 are (possibly singular) Riemann surfaces. For example,
{z2

1 = z3
2} is an analytic set of C2 of dimension 1 with a singularity at 0. Chow’s

theorem holds for analytic sets: any analytic set in Pk is the set of common zeros of
a finite family of homogeneous polynomials.

Recall that an analytic set Y of X is locally the set of common zeros of holomor-
phic functions: for every point a ∈ X there is a neighbourhood U of a and holomor-
phic functions fi on U such that Y ∩U is the intersection of { fi = 0}. We can choose
U so that Y ∩U is defined by a finite family of holomorphic functions. Analytic sets
are closed for the usual topology on X . Local rings of holomorphic functions on X
induce local rings of holomorphic functions on Y . An analytic set Y is irreducible if
it is not a union of two different non-empty analytic sets of X . A general analytic set
Y can be decomposed in a unique way into a union of irreducible analytic subsets
Y = ∪Yi, where no component Yi is contained in another one. The decomposition is
locally finite, that is, given a compact set K in X , only finitely many Yi intersect K.

Any increasing sequence of irreducible analytic subsets of X is stationary. A de-
creasing sequence (Yn) of analytic subsets of X is always locally stationary, that is,
for any compact subset K of X , the sequence (Yn ∩K) is stationary. Here, we do
not suppose Yn irreducible. The topology on X whose closed sets are exactly the
analytic sets, is called the Zariski topology. When X is connected, non-empty open

9 We often assume implicitely that X is connected for simplicity.
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Zariski sets are dense in X for the usual topology. The restriction of the Zariski
topology on X to Y is also called the Zariski topology of Y . When Y is irreducible,
the non-empty Zariski open subsets are also dense in Y but this is not the case for
reducible analytic sets.

There is a minimal analytic subset sing(Y ) in X such that Y \ sing(Y ) is a
(smooth) complex submanifold of X \ sing(Y ), i.e. a complex manifold which is
closed and without boundary in X \ sing(Y ). The analytic set sing(Y ) is the singular
part of Y . The regular part of Y is denoted by reg(Y ); it is equal to Y \ sing(Y ). The
manifold reg(Y ) is not necessarily irreducible; it may have several components. We
call dimension of Y , dim(Y ), the maximum of the dimensions of these components;
the codimension codim(Y ) of Y in X is the integer k− dim(Y ). We say that Y is a
proper analytic set of X if it has positive codimension. When all the components of
Y have the same dimension, we say that Y is of pure dimension or of pure codimen-
sion. When sing(Y ) is non-empty, its dimension is always strictly smaller than the
dimension of Y . We can again decompose sing(Y ) into regular and singular parts.
The procedure can be repeated less than k times and gives a stratification of Y into
disjoint complex manifolds. Note that Y is irreducible if and only if reg(Y ) is a
connected manifold. The following result is due to Wirtinger.

Theorem A.2 (Wirtinger). Let Y be analytic set of pure dimension p of a Hermitian
manifold (X ,ω). Then the 2p-dimensional volume of Y on a Borel set K is equal to

volume(Y ∩K) =
1
p!

∫

reg(Y )∩K
ω p.

Here, the volume is with respect to the Riemannian metric induced by ω .

Let Dk denote the unit polydisc {|z1| < 1, . . . , |zk| < 1} in Ck. The following
result describes the local structure of analytic sets.

Theorem A.3. Let Y be an analytic set of pure dimension p of X. Let a be a point
of Y . Then there is a holomorphic chart U of X, bi-holomorphic to Dk, with local
coordinates z = (z1, . . . ,zk), such that z = 0 at a, U is given by {|z1|< 1, . . . , |zk|< 1}
and the projection π : U → Dp, defined by π(z) := (z1, . . . ,zp), is proper on Y ∩U.
In this case, there is a proper analytic subset S of Dp such that π : Y ∩U \π−1(S)→
Dp \ S is a finite covering and the singularities of Y are contained in π−1(S).

Recall that a holomorphic map τ : X1 → X2 between complex manifolds of the
same dimension is a covering of degree d if each point of X2 admits a neighbour-
hood V such that τ−1(V ) is a disjoint union of d open sets, each of which is sent
bi-holomorphically to V by τ . Observe the previous theorem also implies that the
fibers of π : Y ∩U → Dp are finite and contain at most d points if d is the degree of
the covering. We can reduce U in order to have that a is the unique point in the fiber
π−1(0)∩Y . The degree d of the covering depends on the choice of coordinates and
the smallest integer d obtained in this way is called the multiplicity of Y at a and
is denoted by mult(Y,a). We will see that mult(Y,a) is the Lelong number at a of
the positive closed current associated to Y . In other words, if Br denotes the ball of
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center a and of radius r, then the ratio between the volume of Y ∩Br and the volume
of a ball of radius r in Cp decreases to mult(Y,a) when r decreases to 0.

Let τ : X1 → X2 be an open holomorphic map between complex manifolds of the
same dimension. Applying the above result to the graph of τ , we can show that for
any point a∈ X1 and for a neighbourhoodU of a small enough, if z is a generic point
in X2 close enough to τ(a), the number of points in τ−1(z)∩U does not depend on z.
We call this number the multiplicity or the local topological degree of τ at a. We say
that τ is a ramified covering of degree d if τ is open, proper and each fiber of τ con-
tains exactly d points counted with multiplicity. In this case, if Σ2 is the set of critical
values of τ and Σ1 := τ−1(Σ2), then τ : X1 \Σ1 → X2 \Σ2 is a covering of degree d.

We recall the notion of analytic space which generalizes complex manifolds and
their analytic subsets. An analytic space of dimension ≤ p is defined as a complex
manifold but a chart is replaced with an analytic subset of dimension ≤ p in an
open set of a complex Euclidean space. As in the case of analytic subsets, one can
decompose analytic spaces into irreducible components and into regular and singu-
lar parts. The notions of dimension, of Zariski topology and of holomorphic maps
can be extended to analytic spaces. The precise definition uses the local ring of
holomorphic functions, see [GU,N]. An analytic space is normal if the local ring of
holomorphic functions at every point is integrally closed. This is equivalent to the
fact that for U open in Z holomorphic functions on reg(Z)∩U which are bounded
near sing(Z)∩U , are holomorphic on U . In particular, normal analytic spaces are
locally irreducible. A holomorphic map f : Z1 → Z2 between complex spaces is a
continuous map which induces morphisms from local rings of holomorphic func-
tions on Z2 to the ones on Z1. The notions of ramified covering, of multiplicity and
of open maps can be extended to normal analytic spaces. We have the following
useful result where Z̃ is called normalization of Z.

Theorem A.4. Let Z be an analytic space. Then there is a unique, up to a bi-
holomorphic map, normal analytic space Z̃ and a finite holomorphic map π : Z̃ → Z
such that

1. π−1(reg(Z)) is a dense Zariski open set of Z̃ and π defines a bi-holomorphic
map between π−1(reg(Z)) and reg(Z);

2. If τ : Z′ → Z is a holomorphic map between analytic spaces, then there is a
unique holomorphic map h : Z′ → Z̃ satisfying π ◦ h = τ .

In particular, holomorphic self-maps of Z can be lifted to holomorphic self-maps
of Z̃.

Example A.5. Let π : C→C
2 be the holomorphic map given by π(t) = (t2, t3). This

map defines a normalization of the analytic curve {z3
1 = z2

2} in C2 which is singular
at 0. The normalization of the analytic set {z1 = 0}∪{z3

1 = z2
2} is the union of two

disjoint complex lines. The normalization of a complex curve (an analytic set of
pure dimension 1) is always smooth.
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The following desingularization theorem, due to Hironaka, is very useful.

Theorem A.6. Let Z be an analytic space. Then there is a smooth manifold Ẑ,
possibly reducible, and a holomorphic map π : Ẑ → Z such that π−1(reg(Z))
is a dense Zariski open set of Ẑ and π defines a bi-holomorphic map between
π−1(reg(Z)) and reg(Z).

When Z is an analytic subset of a manifold X , then one can obtain a map
π : X̂ → X using a sequence of blow-ups along the singularities of Z. The manifold
Ẑ is the strict transform of Z by π . The difference with the normalization of Z is
that we do not have the second property in Theorem A.4 but Ẑ is smooth.

Exercise A.7. Let X be a compact Kähler manifold of dimension k. Show that the
Betti number bl , i.e. the dimension of Hl(X ,R), is even if l is odd and does not
vanish if l is even.

Exercise A.8. Let Grass(l,k) denote the Grassmannian, i.e. the set of linear sub-
spaces of dimension l of Ck. Show that Grass(l,k) admits a natural structure of a
projective manifold.

Exercise A.9. Let X be a compact complex manifold of dimension ≥ 2 and
π : X̂ ×X → X × X the blow-up of X × X along the diagonal Δ . Let Π1,Π2 de-
note the natural projections from X̂ ×X onto the two factors X of X ×X . Show that
Π1,Π2 and their restrictions to π−1(Δ) are submersions.

Exercise A.10. Let E be a finite or countable union of proper analytic subsets of a
connected manifold X . Show that X \E is connected and dense in X for the usual
topology.

Exercise A.11. Let τ : X1 → X2 be a ramified covering of degree n. Let ϕ be a
function on X1. Define

τ∗(ϕ)(z) := ∑
w∈τ−1(z)

ϕ(w),

where the points in τ−1(z) are counted with multiplicity. If ϕ is upper semi-
continuous or continuous, show that τ∗(ϕ) is upper semi-continuous or continuous
respectively. Show that the result still holds for a general open map τ between
manifolds of the same dimension if ϕ has compact support in X1.

A.2 Positive Currents and p.s.h. Functions

In this paragraph, we introduce positive forms, positive currents and plurisubhar-
monic functions on complex manifolds. The concept of positivity and the notion
of plurisubharmonic functions are due to Lelong and Oka. The theory has many
applications in complex algebraic geometry and in dynamics.
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Let X be a complex manifold of dimension k and ω a Hermitian (1,1)-form on
X which is positive definite at every point. Recall that a current S on X , of degree
l and of dimension 2k− l, is a continuous linear form on the space D2k−l(X) of
smooth (2k − l)-forms with compact support in X . Its value on a (2k − l)-form
ϕ ∈ D2k−l(X) is denoted by S(ϕ) or more frequently by 〈S,ϕ〉. On a chart, S cor-
responds to a continuous linear form acting on the coefficients of ϕ . So, it can be
represented as an l-form with distribution coefficients. A sequence (Sn) of l-currents
converges to an l-current S if for every ϕ ∈ D2k−l(X), 〈Sn,ϕ〉 converge to 〈S,ϕ〉.
The conjugate of S is the l-current S defined by

〈S,ϕ〉 := 〈S,ϕ〉,

for ϕ ∈ D2k−l(X). The current S is real if and only if S = S.
The support of S is the smallest closed subset supp(S) of X such that 〈S,ϕ〉 = 0

when ϕ is supported on X \supp(S). The current S extends continuously to the space
of smooth forms ϕ such that supp(ϕ)∩ supp(S) is compact in X . If X ′ is a complex
manifold of dimension k′ with 2k′ ≥ 2k− l, and if τ : X → X ′ is a holomorphic map
which is proper on the support of S, we can define the push-forward τ∗(S) of S by τ .
This is a current τ∗(S) of the same dimension than S, i.e. of degree 2k′ − 2k + l,
which is supported on τ(supp(S)), it satisfies

〈τ∗(S),ϕ〉 := 〈S,τ∗(ϕ)〉

for ϕ ∈D2k−l(X ′). If X ′ is a complex manifold of dimension k′ ≥ k and if τ : X ′ →X
is a submersion, we can define the pull-back τ∗(S) of S by τ . This is an l-current
supported on τ−1(supp(S)), it satisfies

〈τ∗(S),ϕ〉 := 〈S,τ∗(ϕ)〉

for ϕ ∈ D2k′−l(X ′). Indeed, since τ is a submersion, the current τ∗(ϕ) is in fact a
smooth form with compact support in X ; it is given by an integral of ϕ on the fibers
of τ .

Any smooth differential l-formψ on X defines a current: it defines the continuous
linear form ϕ 
→ ∫

X ψ ∧ϕ on ϕ ∈ D2k−l(X). So, currents extend the notion of dif-
ferential forms. The operators d,∂ ,∂ on differential forms extend to currents. For
example, we have that dS is an (l + 1)-current defined by

〈dS,ϕ〉 := (−1)l+1〈S,dϕ〉

for ϕ ∈D2k−l−1(X). One easily check that when S is a smooth form, the above iden-
tity is a consequence of the Stokes’ formula. We say that S is of bidegree (p,q) and
of bidimension (k− p,k−q) if it vanishes on forms of bidegree (r,s) �= (k− p,k−q).
The conjugate of a (p,q)-current is of bidegree (q, p). So, if such a current is real,
we have necessarily p = q. Note that the push-forward and the pull-back by holo-
morphic maps commute with the above operators. They preserve real currents; the
push-forward preserves the bidimension and the pull-back preserves the bidegree.
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There are three notions of positivity which coincide for the bidegrees (0,0),
(1,1), (k − 1,k − 1) and (k,k). Here, we only use two of them. They are dual to
each other. A (p, p)-form ϕ is (strongly) positive if at each point, it is equal to a
combination with positive coefficients of forms of type

(
√−1α1 ∧α1)∧ . . .∧ (

√−1αp ∧α p),

where αi are (1,0)-forms. Any (p, p)-form can be written as a finite combination
of positive (p, p)-forms. For example, in local coordinates z, a (1,1)-form ω is
written as

ω =
k

∑
i, j=1

αi j
√−1dzi ∧dz j,

where αi j are functions. This form is positive if and only if the matrix (αi j) is
positive semi-definite at every point. In local coordinates z, the (1,1)-form ddc‖z‖2

is positive. One can write dz1 ∧ dz2 as a combination of dz1 ∧ dz1, dz2 ∧ dz2,

d(z1 ± z2)∧d(z1 ± z2) and d(z1 ±
√−1z2)∧d(z1 ±

√−1z2). Hence, positive forms
generate the space of (p, p)-forms.

A (p, p)-current S is weakly positive if for every smooth positive (k− p,k− p)-
form ϕ , S∧ϕ is a positive measure and is positive if S∧ϕ is a positive measure
for every smooth weakly positive (k − p,k − p)-form ϕ . Positivity implies weak
positivity. These properties are preserved under pull-back by holomorphic sub-
mersions and push-forward by proper holomorphic maps. Positive and weakly
positive forms or currents are real. One can consider positive and weakly positive
(p, p)-forms as sections of some bundles of salient convex closed cones which are
contained in the real part of the vector bundle

∧pΩ 1,0 ⊗∧pΩ 0,1.
The wedge-product of a positive current with a positive form is positive. The

wedge-product of a weakly positive current with a positive form is weakly posi-
tive. Wedge-products of weakly positive forms or currents are not always weakly
positive. For real (p, p)-currents or forms S, S′, we will write S ≥ S′ and S′ ≤ S
if S− S′ is positive. A current S is negative if −S is positive. A (p, p)-current or
form S is strictly positive if in local coordinates z, there is a constant ε > 0 such
that S ≥ ε(ddc‖z‖2)p. Equivalently, S is strictly positive if we have locally S ≥ εω p

with ε > 0.

Example A.12. Let Y be an analytic set of pure codimension p of X . Using the local
description of Y near a singularity in Theorem A.3 and Wirtinger’s theorem A.2,
one can prove that the 2(k− p)-dimensional volume of Y is locally finite in X . This
allows to define the following (p, p)-current [Y ] by

〈[Y ],ϕ〉 :=
∫

reg(Y )
ϕ

for ϕ in Dk−p,k−p(X), the space of smooth (k − p,k − p)-forms with compact
support in X . Lelong proved that this current is positive and closed [DEM, LE].



272 Tien-Cuong Dinh and Nessim Sibony

If S is a (weakly) positive (p, p)-current, it is of order 0, i.e. it extends
continuously to the space of continuous forms with compact support in X . In
other words, on a chart of X , the current S corresponds to a differential form with
measure coefficients. We define the mass of S on a Borel set K by

‖S‖K :=
∫

K
S∧ωk−p.

When K is relatively compact in X , we obtain an equivalent norm if we change the
Hermitian metric on X . This is a consequence of the property we mentioned above,
which says that S takes values in salient convex closed cones. Note that the previous
mass-norm is just defined by an integral, which is easier to compute or to estimate
than the usual mass for currents on real manifolds.

Positivity implies an important compactness property. As for positive measures,
any family of positive (p, p)-currents with locally uniformly bounded mass, is
relatively compact in the cone of positive (p, p)-currents. For the current [Y ] in
Example A.12, by Wirtinger’s theorem, the mass on K is equal to (k− p)! times the
volume of Y ∩K with respect to the considered Hermitian metric. If S is a negative
(p, p)-current, its mass is defined by

‖S‖K := −
∫

K
S∧ωk−p.

The following result is the complex version of the classical support theorem in the
real setting, [BA, HP, FE].

Proposition A.13. Let S be a (p, p)-current supported on a smooth complex sub-
manifold Y of X. Let τ :Y →X denote the inclusion map. Assume that S is C-normal,
i.e. S and ddcS are of order 0. Then, S is a current on Y . More precisely, there is a
C-normal (p, p)-current S′ on Y such that S = τ∗(S′). If S is positive closed and Y
is of dimension k− p, then S is equal to a combination with positive coefficients of
currents of integration on components of Y .

The last property holds also when Y is a singular analytic set. Proposition A.13
applies to positive closed (p, p)-currents which play an important role in complex
geometry and dynamics. These currents generalize analytic sets of dimension k− p,
as we have seen in Example A.12. They have no mass on Borel sets of 2(k− p)-
dimensional Hausdorff measure 0. The proposition is used in order to develop a
calculus on potentials of closed currents.

We introduce now the notion of Lelong number for such currents which gen-
eralizes the notion of multiplicity for analytic sets. Let S be a positive closed
(p, p)-current on X . Consider local coordinates z on a chart U of X and the local
Kähler form ddc‖z‖2. Let Ba(r) denote the ball of center a and of radius r contained
in U . Then, S∧ (ddc‖z‖2)k−p is a positive measure on U . Define for a ∈U

ν(S,a,r) :=
‖S∧ (ddc‖z‖2)k−p‖Ba(r)

πk−pr2(k−p) .
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Note that πk−pr2(k−p) is (k− p)! times the volume of a ball in C
k−p of radius r, i.e.

the mass of the current associated to this ball. When r decreases to 0, ν(S,a,r) is
decreasing and the Lelong number of S at a is the limit

ν(S,a) := lim
r→0
ν(S,a,r).

It does not depend on the coordinates. So, we can define the Lelong number
for currents on any manifold. Note that ν(S,a) is also the mass of the measure
S∧ (ddc log‖z− a‖)k−p at a. We will discuss the wedge-product (intersection) of
currents in the next paragraph.

If S is the current of integration on an analytic set Y , by Thie’s theorem, ν(S,a)
is equal to the multiplicity of Y at a which is an integer. This implies the following
Lelong’s inequality: the Euclidean 2(k− p)-dimensional volume of Y in a ball Ba(r)
centered at a point a ∈Y, is at least equal to 1

(k−p)!π
k−pr2(k−p), the volume in Ba(r)

of a (k− p)-dimensional linear space passing through a.
Positive closed currents generalize analytic sets but they are much more flexible.

A remarkable fact is that the use of positive closed currents allows to construct
analytic sets. The following theorem of Siu [SIU] is a beautiful application of the
complex L2 method.

Theorem A.14. Let S be a positive closed (p, p)-current on X. Then, for c > 0, the
level set {ν(S,a) ≥ c} of the Lelong number is an analytic set of X, of dimension
≤ k − p. Moreover, there is a unique decomposition S = S1 + S2 where S1 is a
locally finite combination, with positive coefficients, of currents of integration on
analytic sets of codimension p and S2 is a positive closed (p, p)-current such that
{ν(S2,z) > 0} is a finite or countable union of analytic sets of dimension≤ k− p−1.

Calculus on currents is often delicate. However, the theory is well developped
for positive closed (1,1)-currents thanks to the use of plurisubharmonic functions.
Note that positive closed (1,1)-currents correspond to hypersurfaces (analytic sets
of pure codimension 1) in complex geometry and working with (p, p)-currents, as
with higher codimension analytic sets, is more difficult.

An upper semi-continuous function u : X → R∪{−∞}, not identically −∞ on
any component of X , is plurisubharmonic (p.s.h. for short) if it is subharmonic or
identically −∞ on any holomorphic disc in X . Recall that a holomorphic disc in X
is a holomorphic map τ : Δ → X where Δ is the unit disc in C. One often identifies
this holomorphic disc with its image τ(Δ). If u is p.s.h., then u◦τ is subharmonic or
identically −∞ on Δ . As for subharmonic functions, we have the submean inequal-
ity: in local coordinates, the value at a of a p.s.h. function is smaller or equal to
the average of the function on a sphere centered at a. Indeed, this average increases
with the radius of the sphere. The submean inequality implies the maximum prin-
ciple: if a p.s.h. function on a connected manifold X has a maximum, it is constant.
The semi-continuity implies that p.s.h. functions are locally bounded from above.
A function v is pluriharmonic if v and −v are p.s.h. Pluriharmonic functions are
locally real parts of holomorphic functions, in particular, they are real analytic. The
following proposition is of constant use.
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Proposition A.15. A function u : X →R∪{−∞} is p.s.h. if and only if the following
conditions are satisfied

1. u is strongly upper semi-continuous, that is, for any subset A of full Lebesgue
measure in X and for any point a in X, we have u(a) = limsupu(z) when z → a
and z ∈ A.

2. u is locally integrable with respect to the Lebesgue measure on X and ddcu is a
positive closed (1,1)-current.

Conversely, any positive closed (1,1)-current can be locally written as ddcu
where u is a (local) p.s.h. function. This function is called a local potential of the
current. Two local potentials differ by a pluriharmonic function. So, there is almost
a correspondence between positive closed (1,1)-currents and p.s.h. functions. We
say that u is strictly p.s.h. if ddcu is strictly positive. The p.s.h. functions are defined
at every point; this is a crucial property in pluripotential theory. Other important
properties of this class of functions are some strong compactness properties that we
state below.

If S is a positive closed (p, p)-current, one can write locally S = ddcU with U a
(p−1, p−1)-current. We can choose the potential U negative with good estimates
on the mass but the difference of two potentials may be very singular. The use of
potentials U is much more delicate than in the bidegree (1,1) case. We state here a
useful local estimate, see e.g. [DN].

Proposition A.16. Let V be convex open domain in Ck and W an open set with
W � V. Let S be a positive closed (p, p)-current on V . Then there is a negative L1

form U of bidegree (p−1, p−1) on W such that ddcU = S and ‖U‖L1(W) ≤ c‖S‖V

where c > 0 is a constant independent of S. Moreover, U depends continuously on
S, where the continuity is with respect to the weak topology on S and the L1(W )
topology on U.

Note that when p = 1, U is equal almost everywhere to a p.s.h. function u such
that ddcu = S.

Example A.17. Let f be a holomorphic function on X not identically 0 on any
component of X . Then, log | f | is a p.s.h. function and we have ddc log | f | =∑ni[Zi]
where Zi are irreducible components of the hypersurface { f = 0} and ni their mul-
tiplicities. The last equation is called Poincaré-Lelong equation. Locally, the ideal
of holomorphic functions vanishing on Zi is generated by a holomorphic function gi

and f is equal to the product of ∏gni
i with a non-vanishing holomorphic function.

In some sense, log | f | is one of the most singular p.s.h. functions. If X is a ball,
the convex set generated by such functions is dense in the cone of p.s.h. functions
[HO, GU] for the L1

loc topology. If f1, . . . , fn are holomorphic on X , not identically
0 on a component of X , then log(| f1|2 + · · ·+ | fn|2) is also a p.s.h. function.

The following proposition is useful in constructing p.s.h. functions.

Proposition A.18. Let χ be a function defined on (R ∪ {−∞})n with values in
R∪{−∞}, not identically −∞, which is convex in all variables and increasing in
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each variable. Let u1, . . . ,un be p.s.h. functions on X. Then χ(u1, . . . ,un) is p.s.h. In
particular, the function max(u1, . . . ,un) is p.s.h.

We call complete pluripolar set the pole set {u = −∞} of a p.s.h. function and
pluripolar set a subset of a complete pluripolar one. Pluripolar sets are of Hausdorff
dimension ≤ 2k − 2, in particular, they have zero Lebesgue measure. Finite and
countable unions of (locally) pluripolar sets are (locally) pluripolar. In particular,
finite and countable unions of analytic subsets are locally pluripolar.

Proposition A.19. Let E be a closed pluripolar set in X and u a p.s.h. function on
X \E, locally bounded above near E. Then the extension of u to X given by

u(z) := limsup
w→z

w∈X\E

u(w) for z ∈ E,

is a p.s.h. function.

The following result describes compactness properties of p.s.h. functions, see
[HO].

Proposition A.20. Let (un) be a sequence of p.s.h. functions on X, locally bounded
from above. Then either it converges locally uniformly to −∞ on a component of
X or there is a subsequence (uni) which converges in Lp

loc(X) to a p.s.h. function
u for every p with 1 ≤ p < ∞. In the second case, we have limsupuni ≤ u with
equality outside a pluripolar set. Moreover, if K is a compact subset of X and if h is a
continuous function on K such that u < h on K, then uni < h on K for i large enough.

The last assertion is the classical Hartogs’ lemma. It suggests the following no-
tion of convergence introduced in [DS10]. Let (un) be a sequence of p.s.h. functions
converging to a p.s.h. function u in L1

loc(X). We say that the sequence (un) converges
in the Hartogs’ sense or is H-convergent if for any compact subset K of X there
are constants cn converging to 0 such that un + cn ≥ u on K. In this case, Hartogs’
lemma implies that un converge pointwise to u. If (un) decreases to a function u,
not identically −∞, then u is p.s.h. and (un) converges in the Hartogs’ sense. The
following result is useful in the calculus with p.s.h. functions.

Proposition A.21. Let u be a p.s.h. function on an open subset D of Ck. Let D′ � D
be an open set. Then, there is a sequence of smooth p.s.h. functions un on D′ which
decreases to u.

The functions un can be obtained as the standard convolution of u with some
radial function ρn on Ck. The submean inequality for u allows to choose ρn so that
un decrease to u.

The following result, see [HO2], may be considered as the strongest compactness
property for p.s.h. functions. The proof can be reduced to the one dimensional case
by slicing.
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Theorem A.22. Let F be a family of p.s.h. functions on X which is bounded in
L1

loc(X). Let K be a compact subset of X. Then there are constants α > 0 and A > 0
such that

‖e−αu‖L1(K) ≤ A

for every function u in F .

P.s.h. functions are in general unbounded. However, the last result shows that
such functions are nearly bounded. The above family F is uniformly bounded from
above on K. So, we also have the estimate

‖eα |u|‖L1(K) ≤ A

for u in F and for some (other) constants α,A. More precise estimates can be
obtained in terms of the maximal Lelong number of ddcu in a neighbourhood of K.

Define the Lelong number ν(u,a) of u at a as the Lelong number of ddcu at a.
The following result describes the relation with the singularity of p.s.h. functions
near a pole. We fix here a local coordinate system for X .

Proposition A.23. The Lelong number ν(u,a) is the supremum of the number ν
such that the inequality u(z) ≤ ν log‖z−a‖ holds in a neighbourhood of a.

If S is a positive closed (p, p)-current, the Lelong number ν(S,a) can be com-
puted as the mass at a of the measure S∧ (ddc log‖z−a‖)k−p. This property allows
to prove the following result, due to Demailly [DEM], which is useful in dynamics.

Proposition A.24. Let τ : (Ck,0)→ (Ck,0) be a germ of an open holomorphic map
with τ(0) = 0. Let d denote the multiplicity of τ at 0. Let S be a positive closed
(p, p)-current on a neighbourhood of 0. Then, the Lelong number of τ∗(S) at 0
satisfies the inequalities

ν(S,0) ≤ ν(τ∗(S),0) ≤ dk−pν(S,0).

In particular, we have ν(τ∗(S),0) = 0 if and only if ν(S,0) = 0.

Assume now that X is a compact Kähler manifold and ω is a Kähler form on
X . If S is a ddc-closed (p, p)-current, we can, using the ddc-lemma, define a linear
form on Hk−p,k−p(X ,C) by [α] 
→ 〈S,α〉. Therefore, the Poincaré duality implies
that S is canonically associated to a class [S] in H p,p(X ,C). If S is real then [S] is
in H p,p(X ,R). If S is positive, its mass 〈S,ωk−p〉 depends only on the class [S].
So, the mass of positive ddc-closed currents can be computed cohomologically. In
Pk, the mass of ω p

FS is 1 since ωk
FS is a probability measure. If H is a subspace of

codimension p of Pk, then the current associated to H is of mass 1 and it belongs to
the class [ω p

FS]. If Y is an analytic set of pure codimension p of Pk, the degree deg(Y )
of Y is by definition the number of points in its intersection with a generic projective
space of dimension p. One can check that the cohomology class of Y is deg(Y )[ω p

FS].
The volume of Y , obtained using Wirtinger’s theorem A.2, is equal to 1

p! deg(Y ).
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Exercise A.25. With the notation of Exercise A.11, show that τ∗(ϕ) is p.s.h. if ϕ is
p.s.h.

Exercise A.26. Using that ν(S,a,r) is decreasing, show that if (Sn) is a sequence of
positive closed (p, p)-currents on X converging to a current S and (an) is a sequence
in X converging to a, then limsupν(Sn,an) ≤ ν(S,a).

Exercise A.27. Let S and S′ be positive closed (1,1)-currents such that S′ ≤ S.
Assume that the local potentials of S are bounded or continuous. Show that the local
potentials of S′ are also bounded or continuous.

Exercise A.28. Let F be an L1
loc bounded family of p.s.h. functions on X . Let K be

a compact subset of X . Show that F is locally bounded from above and that there
is c > 0 such that ‖ddcu‖K ≤ c for every u ∈ F . Prove that there is a constant ν > 0
such that ν(u,a) ≤ ν for u ∈ F and a ∈ K.

Exercise A.29. Let Yi, 1 ≤ i ≤ m, be analytic sets of pure codimension pi in Pk.
Assume p1 + · · ·+ pm ≤ k. Show that the intersection of the Yi’s is a non-empty
analytic set of dimension ≥ k− p1 −·· ·− pm.

A.3 Intersection, Pull-back and Slicing

We have seen that positive closed currents generalize differential forms and ana-
lytic sets. However, it is not always possible to extend the calculus on forms or on
analytic sets to currents. We will give here some results which show how positive
closed currents are flexible and how they are rigid.

The theory of intersection is much more developed in bidegree (1,1) thanks
to the use of their potentials which are p.s.h. functions. The case of continuous
potentials was considered by Chern-Levine-Nirenberg [CLN]. Bedford-Taylor
[BD] developed a nice theory when the potentials are locally bounded. The case
of unbounded potentials was considered by Demailly [DE] and Fornæss-Sibony
[FS2, S2]. We have the following general definition.

Let S be a positive closed (p, p)-current on X with p ≤ k − 1. If ω is a fixed
Hermitian form on X as above, then S∧ωk−p is a positive measure which is called
the trace measure of S. In local coordinates, the coefficients of S are measures,
bounded by a constant times the trace measure. Now, if u is a p.s.h function on X ,
locally integrable with respect to the trace measure of S, then uS is a current on X
and we can define

ddcu∧S := ddc(uS).

Since u can be locally approximated by decreasing sequences of smooth p.s.h.
functions, it is easy to check that the previous intersection is a positive closed
(p + 1, p + 1)-current with support contained in supp(S). When u is pluriharmonic,
ddcu∧ S vanishes identically. So, the intersection depends only on ddcu and on S.
If R is a positive closed (1,1)-current on X , one defines R∧ S as above using local



278 Tien-Cuong Dinh and Nessim Sibony

potentials of R. In general, ddcu∧S does not depend continuously on u and S. The
following proposition is a consequence of Hartogs’ lemma.

Proposition A.30. Let u(n) be p.s.h. functions on X which converge in the Hartogs’
sense to a p.s.h. function u. If u is locally integrable with respect to the trace
measure of S, then ddcu(n)∧S are well-defined and converge to ddcu∧S. If u is con-
tinuous and Sn are positive closed (1,1)-currents converging to S, then ddcu(n)∧Sn

converge to ddcu∧S.

If u1, . . . ,uq, with q ≤ k− p, are p.s.h. functions, we can define by induction the
wedge-product

ddcu1 ∧ . . .∧ddcuq ∧S

when some integrability conditions are satisfied, for example when the ui are locally

bounded. In particular, if u(n)
j , 1 ≤ j ≤ q, are continuous p.s.h. functions converging

locally uniformly to continuous p.s.h. functions u j and if Sn are positive closed
converging to S, then

ddcu(n)
1 ∧ . . .∧ddcu(n)

q ∧Sn → ddcu1 ∧ . . .∧ddcuq ∧S

The following version of the Chern-Levine-Nirenberg inequality is a very useful
result [CLN, DEM].

Theorem A.31. Let S be a positive closed (p, p)-current on X. Let u1, . . . ,uq, q ≤
k− p, be locally bounded p.s.h. functions on X and K a compact subset of X. Then
there is a constant c > 0 depending only on K and X such that if v is p.s.h. on X then

‖vddcu1 ∧ . . .∧ddcuq ∧S‖K ≤ c‖v‖L1(σS)‖u1‖L∞(X) . . .‖uq‖L∞(X),

where σS denotes the trace measure of S.

This inequality implies that p.s.h. functions are locally integrable with respect to
the current ddcu1 ∧ . . .∧ddcuq. We deduce the following corollary.

Corollary A.32. Let u1, . . . ,up, p ≤ k, be locally bounded p.s.h. functions on X.
Then, the current ddcu1 ∧ . . .∧ ddcup has no mass on locally pluripolar sets, in
particular on proper analytic sets of X.

We give now two other regularity properties of the wedge-product of currents
with Hölder continuous local potentials.

Proposition A.33. Let S be a positive closed (p, p)-current on X and q a positive
integer such that q ≤ k− p. Let ui be Hölder continuous p.s.h. functions of Hölder
exponentsαi with 0 <αi ≤ 1 and 1≤ i≤ q. Then, the current ddcu1∧ . . .∧ddcuq∧S
has no mass on Borel sets with Hausdorff dimension less than or equal to
2(k− p−q)+α1 + · · ·+αq.
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The proof of this result is given in [S3]. It is based on a mass estimate on a ball in
term of the radius which is a consequence of the Chern-Levine-Nirenberg inequality.

We say that a positive measure ν in X is locally moderate if for any compact
subset K of X and any compact family F of p.s.h. functions in a neighbourhood
of K, there are positive constants α and c such that

∫

K
e−αudν ≤ c

for u in F . This notion was introduced in [DS1]. We say that a positive current is
locally moderate if its trace measure is locally moderate. The following result was
obtained in [DNS].

Theorem A.34. Let S be a positive closed (p, p)-current on X and u a p.s.h. function
on X. Assume that S is locally moderate and u is Hölder continuous. Then the cur-
rent ddcu∧ S is locally moderate. In particular, wedge-products of positive closed
(1,1)-currents with Hölder continuous local potentials are locally moderate.

Theorem A.22 implies that a measure defined by a smooth form is locally
moderate. Theorem A.34 implies, by induction, that ddcu1 ∧ . . .∧ ddcup is locally
moderate when the p.s.h. functions u j are Hölder continuous. So, using p.s.h. func-
tions as test functions, the previous currents satisfy similar estimates as smooth
forms do. One may also consider that Theorem A.34 strengthens A.22 and gives
a strong compactness property for p.s.h. functions. The estimate has many conse-
quences in complex dynamics.

The proof of Theorem A.34 is based on a mass estimate of ddcu ∧ S on the
sub-level set {v < −M} of a p.s.h function v. Some estimates are easily obtained
for u continuous using the Chern-Levine-Nirenberg inequality or for u of class C 2.
The case of Hölder continuous function uses arguments close to the interpolation
between the Banach spaces C 0 and C 2. However, the non-linearity of the estimate
and the positivity of currents make the problem more subtle.

We discuss now the pull-back of currents by holomorphic maps which are not
submersions. The problem can be considered as a particular case of the general
intersection theory, but we will not discuss this point here. The following result was
obtained in [DS8].

Theorem A.35. Let τ : X ′ →X be an open holomorphic map between complex man-
ifolds of the same dimension. Then the pull-back operator τ∗ on smooth positive
closed (p, p)-forms can be extended in a canonical way to a continuous operator
on positive closed (p, p)-currents S on X. If S has no mass on a Borel set K ⊂ X,
then τ∗(S) has no mass on τ−1(K). The result also holds for negative currents S
such that ddcS is positive.

By canonical way, we mean that the extension is functorial. More precisely,
one can locally approximate S by a sequence of smooth positive closed forms. The
pull-back of these forms converge to some positive closed (p, p)-current which
does not depend on the chosen sequence of forms. This limit defines the pull-back
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current τ∗(S). The result still holds when X ′ is singular. In the case of bidegree
(1,1), we have the following result due to Méo [ME].

Proposition A.36. Let τ : X ′ → X be a holomorphic map between complex
manifolds. Assume that τ is dominant, that is, the image of τ contains an open
subset of X. Then the pull-back operator τ∗ on smooth positive closed (1,1)-forms
can be extended in a canonical way to a continuous operator on positive closed
(1,1)-currents S on X.

Indeed, locally we can write S = ddcu with u p.s.h. The current τ∗(S) is then
defined by τ∗(S) := ddc(u ◦ τ). One can check that the definition does not depend
on the choice of u.

The remaining part of this paragraph deals with the slicing of currents. We only
consider a situation used in this course. Let π : X →V be a dominant holomorphic
map from X to a manifold V of dimension l and S a current on X . Slicing theory
allows to define the slice 〈S,π ,θ 〉 of some currents S on X by the fiber π−1(θ ).
Slicing theory generalizes the restriction of forms to fibers. One can also consider it
as a generalization of Sard’s and Fubini’s theorems for currents or as a special case
of intersection theory: the slice 〈S,π ,θ 〉 can be seen as the wedge-product of S with
the current of integration on π−1(θ ). We can consider the slicing of C-flat currents,
in particular, of (p, p)-currents such that S and ddcS are of order 0. The operation
preserves positivity and commutes with ∂ , ∂ . If ϕ is a smooth form on X then
〈S∧ϕ ,π ,θ 〉 = 〈S,π ,θ 〉 ∧ϕ . Here, we only consider positive closed (k− l,k− l)-
currents S. In this case, the slices 〈S,π ,θ 〉 are positive measures on X with support
in π−1(θ ).

Let y denote the coordinates in a chart of V and λV := (ddc‖y‖2)l the
Euclidean volume form associated to y. Let ψ(y) be a positive smooth function
with compact support such that

∫
ψλV = 1. Define ψε (y) := ε−2lψ(ε−1y) and

ψθ ,ε(y) := ψε(y− θ ). The measures ψθ ,ελV approximate the Dirac mass at θ . For
every smooth test function Φ on X , we have

〈S,π ,θ 〉(Φ) = lim
ε→0

〈S∧π∗(ψθ ,ελV ),Φ〉

when 〈S,π ,θ 〉 exists. This property holds for all choice of ψ . Conversely, when the
previous limit exists and is independent of ψ , it defines the measure 〈S,π ,θ 〉 and
we say that 〈S,π ,θ 〉 is well-defined. The slice 〈S,π ,θ 〉 is well-defined for θ out of
a set of Lebesgue measure zero in V and the following formula holds for smooth
formsΩ of maximal degree with compact support in V :

∫

θ∈V
〈S,π ,θ 〉(Φ)Ω(θ ) = 〈S∧π∗(Ω),Φ〉.

We recall the following result which was obtained in [DS7].

Theorem A.37. Let V be a complex manifold of dimension l and let π denote the
canonical projection from Ck ×V onto V . Let S be a positive closed current of
bidimension (l, l) on Ck ×V , supported on K ×V for a given compact subset K
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of C
k. Then the slice 〈S,π ,θ 〉 is well-defined for every θ in V and is a positive

measure whose mass is independent of θ . Moreover, if Φ is a p.s.h. function in a
neighbourhood of supp(S), then the function θ 
→ 〈S,π ,θ 〉(Φ) is p.s.h.

The mass of 〈S,π ,θ 〉 is called the slice mass of S. The set of currents S as above
with bounded slice mass is compact for the weak topology on currents. In particular,
their masses are locally uniformly bounded on Ck ×V . In general, the slice 〈S,π ,θ 〉
does not depend continuously on S nor on θ . The last property in Theorem A.37
shows that the dependence on θ satisfies a semi-continuity property. More generally,
we have that (θ ,S) 
→ 〈S,π ,θ 〉(Φ) is upper semi-continuous forΦ p.s.h. We deduce
easily from the above definition that the slice mass of S depends continuously on S.

Exercise A.38. Let X ,X ′ be complex manifolds. Let ν be a positive measure with
compact support on X such that p.s.h. functions on X are ν-integrable. If u is a p.s.h.
function on X ×X ′, show that x′ 
→ ∫

u(x,x′)dν(x) is a p.s.h function on X ′. Show
that if ν,ν ′ are positive measures on X ,X ′ which are locally moderate, then ν ⊗ν ′
is a locally moderate measure on X ×X ′.

Exercise A.39. Let S be a positive closed (1,1)-current on the unit ball of Ck. Let

π : Ĉk → Ck be the blow-up of Ck at 0 and E the exceptional set. Show π∗(S) is
equal to ν[E]+S′, where ν is the Lelong number of S at 0 and S′ is a current without
mass on E .

A.4 Currents on Projective Spaces

In this paragraph, we will introduce quasi-potentials of currents, the spaces of d.s.h.
functions, DSH currents and the complex Sobolev space which are used as observ-
ables in complex dynamics. We also introduce PB, PC currents and the notion of
super-potentials which are crucial in the calculus with currents in higher bidegree.

Recall that the Fubini-Study form ωFS on Pk satisfies
∫
Pk ωk

FS = 1. If S is a

positive closed (p, p)-current, the mass of S is given by by ‖S‖ := 〈S,ωk−p
FS 〉. Since

H p,p(Pk,R) is generated by ω p
FS, such a current S is cohomologous to cω p

FS where c
is the mass of S. So, S−cω p

FS is exact and the ddc-lemma, which also holds for cur-
rents, implies that there exists a (p−1, p−1)-currentU , such that S = cω p

FS +ddcU .
We call U a quasi-potential of S. We have in fact the following more precise result
[DS10].

Theorem A.40. Let S be a positive closed (p, p)-current of mass 1 in P
k. Then,

there is a negative form U such that ddcU = S−ω p
FS. For r,s with 1 ≤ r < k/(k−1)

and 1 ≤ s < 2k/(2k−1), we have

‖U‖Lr ≤ cr and ‖∇U‖Ls ≤ cs,

where cr,cs are constants independent of S. Moreover, U depends linearly and
continuously on S with respect to the weak topology on the currents S and the Lr

topology on U.
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The construction of U uses a kernel constructed in Bost-Gillet-Soulé [BGS]. We
call U the Green quasi-potential of S. When p = 1, two quasi-potentials of S differ
by a constant. So, the solution is unique if we require that 〈ωk

FS,U〉 = 0. In this
case, we have a bijective and bi-continuous correspondence S ↔ u between positive
closed (1,1)-currents S and their normalized quasi-potentials u.

By maximum principle, p.s.h. functions on a compact manifold are constant.
However, the interest of p.s.h. functions is their type of local singularities. S.T.
Yau introduced in [YA] the useful notion of quasi-p.s.h. functions. A quasi-p.s.h.
function is locally the difference of a p.s.h. function and a smooth one. Several prop-
erties of quasi-p.s.h. functions can be deduced from properties of p.s.h. functions. If
u is a quasi-p.s.h. function on Pk there is a constant c > 0 such that ddcu ≥−cωFS.
So, ddcu is the difference of a positive closed (1,1)-current and a smooth positive
closed (1,1)-form: ddcu = (ddcu + cωFS)− cωFS. Conversely, if S is a positive
closed (1,1)-current cohomologous to a real (1,1)-form α , there is a quasi-p.s.h.
function u, unique up to a constant, such that ddcu = S−α . The following propo-
sition is easily obtained using a convolution on the group of automorphisms of Pk,
see Demailly [DEM] for analogous results on compact Kähler manifolds.

Proposition A.41. Let u be a quasi-p.s.h. function on Pk such that ddcu ≥ −ωFS.
Then, there is a sequence (un) of smooth quasi-p.s.h. functions decreasing to u such
that ddcun ≥−ωFS. In particular, if S is a positive closed (1,1)-current on Pk, then
there are smooth positive closed (1,1)-forms Sn converging to S.

A subset E of Pk is pluripolar if it is contained in {u = −∞} where u is a quasi-
p.s.h. function. It is complete pluripolar if there is a quasi-p.s.h. function u such
that E = {u = −∞}. It is easy to check that analytic sets are complete pluripolar
and that a countable union of pluripolar sets is pluripolar. The following capacity is
close to a notion of capacity introduced by H. Alexander in [AL]. The interesting
point here is that our definition extends to general compact Kähler manifold [DS6].
We will see that the same idea allows to define the capacity of a current. Let P1

denote the set of quasi-p.s.h. functions u on Pk such that max
Pk u = 0. The capacity

of a Borel set E in Pk is

cap(E) := inf
u∈P1

exp
(

sup
E

u
)
.

The Borel set E is pluripolar if and only if cap(E) = 0. It is not difficult to show
that when the volume of E tends to the volume of Pk then cap(E) tends to 1.

The space of d.s.h. functions (differences of quasi-p.s.h. functions) and the com-
plex Sobolev space of functions on compact Kähler manifolds were introduced
by the authors in [DS6, DS11]. They satisfy strong compactness properties and
are invariant under the action of holomorphic maps. Using them as test functions,
permits to obtain several results in complex dynamics.

A function on P
k is called d.s.h. if it is equal outside a pluripolar set to the

difference of two quasi-p.s.h. functions. We identify two d.s.h. functions if they are
equal outside a pluripolar set. Let DSH(Pk) denote the space of d.s.h. functions on
Pk. We deduce easily from properties of p.s.h. functions that DSH(Pk) is contained
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in Lp(Pk) for 1 ≤ p < ∞. If u is d.s.h. then ddcu can be written as the difference of
two positive closed (1,1)-currents which are cohomologous. Conversely, if S± are
positive closed (1,1)-currents of the same mass, then there is a d.s.h. function u,
unique up to a constant, such that ddcu = S+−S−.

We introduce several equivalent norms on DSH(Pk). Define

‖u‖DSH := |〈ωk
FS,u〉|+ min‖S±‖,

where the minimum is taken over positive closed (1,1)-currents S± such that
ddcu = S+ − S−. The term |〈ωk

FS,u〉| may be replaced with ‖u‖Lp , 1 ≤ p < ∞;
we then obtain equivalent norms. The space of d.s.h. functions endowed with the
above norm is a Banach space. However, we will use on this space a weaker topol-
ogy: we say that a sequence (un) converges to u in DSH(Pk) if un converge to u in the
sense of currents and if (un) is bounded with respect to ‖ ·‖DSH. Under the last con-
dition on the DSH-norm, the convergence in the sense of currents of un is equivalent
to the convergence in Lp for 1 ≤ p < ∞. We have the following proposition [DS6].

Proposition A.42. Let u be a d.s.h. function on Pk such that ‖u‖DSH ≤ 1. Then
there are negative quasi-p.s.h. function u± such that u = u+−u−, ‖u±‖DSH ≤ c and
ddcu± ≥ −cωFS, where c > 0 is a constant independent of u.

A positive measure on Pk is said to be PC 10 if it can be extended to a continuous
linear form on DSH(Pk). Here, the continuity is with respect to the weak topology
on d.s.h. functions. A positive measure is PB 11 if quasi-p.s.h. functions are inte-
grable with respect to this measure. PB measures have no mass on pluripolar sets
and d.s.h. functions are integrable with respect to such measures. PC measures are
always PB. Let μ be a non-zero PB positive measure on X . Define

‖u‖μ := |〈μ ,u〉|+ min‖S±‖,

with S± as above. We have the following useful property [DS6].

Proposition A.43. The semi-norm ‖ · ‖μ is in fact a norm on DSH(Pk) which is
equivalent to ‖ · ‖DSH.

One can extend the above notions to currents but the definitions are slightly
different. Let DSHp(Pk) denote the space generated by negative (p, p)-currents
Φ such that ddcΦ is the difference of two positive closed (p + 1, p + 1)-currents.
A DSH (p, p)-current, i.e. a current in DSHp(Pk), is not an L1 form in general.
Define the ‖Φ‖DSH-norm of a negative currentΦ in DSHp(Pk) by

‖Φ‖DSH := ‖Φ‖+ min‖Ω±‖,

10 In dimension 1, the measure is PC if and only if its local Potentials are Continuous.
11 In dimension 1, the measure is PB if and only if its local Potentials are Bounded.
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where Ω± are positive closed such that ddcΦ = Ω+ −Ω−. For a general Φ in
DSHp(Pk) define

‖Φ‖DSH := min(‖Φ+‖DSH +‖Φ−‖DSH),

whereΦ± are negative currents in DSHp(X) such thatΦ =Φ+−Φ−. We also con-
sider on this space the weak topology: a sequence (Φn) converges toΦ in DSHp(Pk)
if it converges to Φ in the sense of currents and if (‖Φn‖DSH) is bounded. Using a
convolution on the group of automorphisms of Pk, we can show that smooth forms
are dense in DSHp(Pk).

A positive closed (p, p)-current S is called PB if there is a constant c > 0 such
that |〈S,Φ〉| ≤ c‖Φ‖DSH for any real smooth (k − p,k − p)-form Φ . The current
S is PC if it can be extended to a linear continuous form on DSHk−p(Pk). The
continuity is with respect to the weak topology we consider on DSHk−p(Pk). PC
currents are PB. We will see that these notions correspond to currents with bounded
or continuous super-potentials. As a consequence of Theorem A.35, we have the
following useful result.

Proposition A.44. Let f : Pk → Pk be a holomorphic surjective map. Then, the op-
erator f ∗ on smooth forms has a continuous extension f ∗ : DSHp(Pk)→DSHp(Pk).
If S is a current on DSHp(Pk) with no mass on a Borel set A, then f ∗(S) has no
mass on f−1(A).

Another useful functional space is the complex Sobolev space W ∗(Pk). Its defi-
nition uses the complex structure of P

k. In dimension one, W ∗(P1) coincides with
the Sobolev space W 1,2(P1) of real-valued functions in L2 with gradient in L2. In
higher dimension, W ∗(Pk) is the space of functions u in W 1,2(Pk) such that i∂u∧∂u
is bounded by a positive closed (1,1)-currentΘ . We define

‖u‖W∗ := |〈ωk
FS,u〉|+ min‖Θ‖1/2

with Θ as above, see [DS11, V3]. By Sobolev-Poincaré inequality, the term
|〈ωk

FS,u〉| may be replaced with ‖u‖L1 or ‖u‖L2; we then obtain equivalent norms.
The weak topology on W ∗(Pk) is defined as in the case of d.s.h. functions: a se-
quence (un) converges in W ∗(Pk) to a function u if it converges to u in the sense of
currents and if (‖un‖W∗) is bounded. A positive measure μ is WPC if it can be ex-
tended to a linear continuous form on W ∗(Pk). If u is a strictly negative quasi-p.s.h.
function, one can prove that log(−u) is in W ∗(Pk). This allows to show that WPC
measures have no mass on pluripolar sets.

In the rest of the paragraph, we will introduce the notion of super-potentials
associated to positive closed (p, p)-currents. They are canonical functions defined
on infinite dimensional spaces and are, in some sense, quasi-p.s.h. functions there.
Super-potentials were introduced by the authors in order to replace ordinary quasi-
p.s.h. functions which are used as quasi-potentials for currents of bidegree (1,1).
The theory is satisfactory in the case of projective spaces [DS10] and can be easily
extended to homogeneous manifolds.
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Let Ck−p+1(Pk) denote the convex set of positive closed currents of bidegree

(k− p+1,k− p+1) and of mass 1, i.e. currents cohomologous to ωk−p+1
FS . Let S be

a positive closed (p, p)-current on Pk. We assume for simplicity that S is of mass 1;
the general case can be deduced by linearity. The super-potential12 US of S is a func-
tion on Ck−p+1(Pk) with values in R∪{−∞}. Let R be a current in Ck−p+1(Pk) and

UR a potential of R−ωk−p+1
FS . Subtracting from UR a constant times ωk−p

FS allows to
have 〈UR,ω p

FS〉 = 0. We say that UR is a quasi-potential of mean 0 of R. Formally,
i.e. in the case where R and UR are smooth, the value of US at R is defined by

US(R) := 〈S,UR〉.

One easily check using Stokes’ formula that formally if US is a quasi-potential
of mean 0 of S, then US(R) = 〈US,R〉. Therefore, the previous definition does not
depend on the choice of UR or US. By definition, we have US(ωk−p+1

FS ) = 0. Observe
also that when S is smooth, the above definition makes sense for every R and US is
a continuous affine function on Ck−p+1(Pk). It is also clear that if US = US′ , then
S = S′. The following theorem allows to define US in the general case.

Theorem A.45. The above function US, which is defined on smooth forms R in
Ck−p+1(Pk), can be extended to an affine function on Ck−p+1(Pk) with values in
R∪{−∞} by

US(R) := limsupUS(R′),

where R′ is smooth in Ck−p+1(Pk) and converges to R. We have US(R) = UR(S).
Moreover, there are smooth positive closed (p, p)-forms Sn of mass 1 and constants
cn converging to 0 such that USn + cn decrease to US. In particular, USn converge
pointwise to US.

For bidegree (1,1), there is a unique quasi-p.s.h. function uS such that ddcuS =
S−ωFS and 〈ωk

FS,uS〉 = 0. If δa denotes the Dirac mass at a, we have US(δa) =
uS(a). Dirac masses are extremal elements in Ck(Pk). The super-potential US in this
case is just the affine extension of uS, that is, we have for any probability measure ν:

US(ν) =
∫

US(δa)dν(a) =
∫

uS(a)dν(a).

The function US extends the action 〈S,Φ〉 on smooth forms Φ to 〈S,U〉 where
U is a quasi-potential of a positive closed current. Super-potentials satisfy analo-
gous properties as quasi-p.s.h. functions do. They are upper semi-continuous and
bounded from above by a universal constant. Note that we consider here the weak
topology on Ck−p+1(Pk). We have the following version of the Hartogs’ lemma.

Proposition A.46. Let Sn be positive closed (p, p)-currents of mass 1 on Pk con-
verging to S. Then for every continuous function U on Ck−p+1 with US < U , we
have USn < U for n large enough. In particular, limsupUSn ≤ US.

12 The super-potential we consider here corresponds to the super-potential of mean 0 in [DS10].
The other super-potentials differ from US by constants.
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We say that Sn converge to S in the Hartogs’ sense if Sn converge to S and if
there are constants cn converging to 0 such that USn + cn ≥ US. If USn converge
uniformly to US, we say that Sn converge SP-uniformly to S.

One can check that PB and PC currents correspond to currents of bounded or
continuous super-potential. In the case of bidegree (1,1), they correspond to cur-
rents with bounded or continuous quasi-potential. We say that S′ is more diffuse
than S if US′ −US is bounded from below. So, PB currents are more diffuse than
any other currents.

In order to prove the above results and to work with super-potentials, we have
to consider a geometric structure on Ck−p+1(Pk). In a weak sense, Ck−p+1(Pk) can
be seen as a space of infinite dimension which contains many “analytic” sets of
finite dimension that we call structural varieties. Let V be a complex manifold and
R a positive closed current of bidegree (k − p + 1,k − p + 1) on V ×Pk. Let πV

denote the canonical projection map from V ×Pk onto V . One can prove that the
slice 〈R,πV ,θ 〉 is defined for θ outside a locally pluripolar set of V . Each slice
can be identified with a positive closed (p, p)-current Rθ on Pk. Its mass does not
depend on θ . So, multiplying R with a constant, we can assume that all the Rθ
are in Ck−p+1(Pk). The map τ(θ ) := Rθ or the family (Rθ ) is called a structural
variety of Ck−p+1(Pk). The restriction of US to this structural variety, i.e. US ◦ τ ,
is locally a d.s.h. function or identically −∞. When the structural variety is nice
enough, this restriction is quasi-p.s.h. or identically −∞. In practice, we often use
some special structural discs parametrized by θ in the unit disc of C. They are
obtained by convolution of a given current R with a smooth probability measure on
the group PGL(C,k + 1) of automorphisms of Pk.

Observe that since the correspondence S ↔ US is 1 : 1, the compactness on
positive closed currents should induce some compactness on super-potentials. We
have the following result.

Theorem A.47. Let W ⊂ Pk be an open set and K ⊂ W a compact set. Let S be a
current in Cp(Pk) with support in K and R a current in Ck−p+1(Pk). Assume that the
restriction of R to W is a bounded form. Then, the super-potential US of S satisfies

|US(R)| ≤ A
(
1 + log+ ‖R‖∞,W

)

where A > 0 is a constant independent of S, R and log+ := max(0, log).

This result can be applied to K = W = Pk and can be considered as a ver-
sion of the exponential estimate in Theorem A.22. Indeed, the weaker estimate
|US(R)| � 1 + ‖R‖∞ is easy to obtain. It corresponds to the L1 estimate on the
quasi-p.s.h. function uS in the case of bidegree (1,1).

Using the analogy with the bidegree (1,1) case, we define the capacity of a
current R as

cap(R) := inf
S

exp
(
US(R)−maxUS

)
.

This capacity describes rather the regularity of R: an R with big capacity is some-
how more regular. Theorem A.47 implies that cap(R) � ‖R‖−λ∞ for some universal
constant λ > 0. This property is close to the capacity estimate for Borel sets in term
of volume.
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Super-potentials allow to develop a theory of intersection of currents in higher
bidegree. Here, the fact that US has a value at every point (i.e. at every current
R ∈ Ck−p+1(Pk)) is crucial. Let S, S′ be positive closed currents of bidegree (p, p)
and (p′, p′) with p + p′ ≤ k. We assume for simplicity that their masses are equal

to 1. We say that S and S′ are wedgeable if US is finite at S′ ∧ωk−p−p′+1
FS . This

property is symmetric on S and S′. If S̃, S̃′ are more diffuse than S,S′ and if S,S′ are
wedgeable, then S̃, S̃′ are wedgeable.

Let Φ be a real smooth form of bidegree (k − p − p′,k − p − p′). Write
ddcΦ = c(Ω+ −Ω−) with c ≥ 0 and Ω± positive closed of mass 1. If S and
S′ are wedgeable, define the current S∧S′ by

〈S∧S′,Φ〉 := 〈S′,ω p
FS ∧Φ〉+ cUS(S′ ∧Ω+)− cUS(S′ ∧Ω−).

A simple computation shows that the definition coincides with the usual wedge-
product when S or S′ is smooth. One can also prove that the previous definition does
not depend on the choice of c, Ω± and is symmetric with respect to S,S′. If S is of
bidegree (1,1), then S,S′ are wedgeable if and only if the quasi-potentials of S are
integrable with respect to the trace measure of S′. In this case, the above definition
coincides with the definition in Appendix A.3. We have the following general result.

Theorem A.48. Let Si be positive closed currents of bidegree (pi, pi) on P
k with

1≤ i ≤m and p1 + · · ·+ pm ≤ k. Assume that for 1≤ i≤m−1, Si and Si+1∧ . . .∧Sm

are wedgeable. Then, this condition is symmetric on S1, . . . ,Sm. The wedge-product
S1 ∧ . . . ∧ Sm is a positive closed current of mass ‖S1‖ . . .‖Sm‖ supported on
supp(S1) ∩ . . . ∩ supp(Sm). It depends linearly on each variable and is symmet-

ric on the variables. If S(n)
i converge to Si in the Hartogs’ sense, then the S(n)

i are

wedgeable and S(n)
1 ∧ . . .∧S(n)

m converge in the Hartogs’ sense to S1 ∧ . . .∧Sm.

We deduce from this result that wedge-products of PB currents are PB. One can
also prove that wedge-products of PC currents are PC. If Sn is defined by analytic
sets, they are wedgeable if the intersection of these analytic sets is of codimension
p1 + · · ·+ pm. In this case, the intersection in the sense of currents coincides with
the intersection of cycles, i.e. is equal to the current of integration on the intersec-
tion of cycles where we count the multiplicities. We have the following criterion of
wedgeability which contains the case of cycles.

Proposition A.49. Let S,S′ be positive closed currents on Pk of bidegrees (p, p)
and (p′, p′). Let W, W ′ be open sets such that S restricted to W and S′ restricted to
W ′ are bounded forms. Assume that W ∪W ′ is (p + p′)-concave in the sense that
there is a positive closed smooth form of bidegree (k− p− p′ + 1,k− p− p′ + 1)
with compact support in W ∪W ′. Then S and S′ are wedgeable.

The following result can be deduced from Theorem A.48.

Corollary A.50. Let Si be positive closed (1,1)-currents on Pk with 1 ≤ i ≤ p.
Assume that for 1 ≤ i ≤ p−1, Si admits a quasi-potential which is integrable with
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respect to the trace measure of Si+1 ∧ . . .∧Sp. Then, this condition is symmetric on
S1, . . . ,Sp. The wedge-product S1∧. . .∧Sp is a positive closed (p, p)-current of mass
‖S1‖ . . .‖Sp‖ supported on supp(S1)∩ . . .∩ supp(Sp). It depends linearly on each

variable and is symmetric on the variables. If S(n)
i converge to Si in the Hartogs’

sense, then the S(n)
i are wedgeable and S(n)

1 ∧ . . .∧S(n)
p converge to S1 ∧ . . .∧Sp.

We discuss now currents with Hölder continuous super-potential and moderate
currents. The space Ck−p+1(Pk) admits natural distances distα , with α > 0, defined
by

distα(R,R′) := sup
‖Φ‖Cα≤1

|〈R−R′,Φ〉|,

where Φ is a smooth (p− 1, p− 1)-form on P
k. The norm C α on Φ is the sum of

the C α -norms of its coefficients for a fixed atlas of Pk. The topology associated to
distα coincides with the weak topology. Using the theory of interpolation between
Banach spaces [T1], we obtain for β > α > 0 that

distβ ≤ distα ≤ cα ,β [distβ ]
α/β

where cα ,β > 0 is a constant. So, a function on Ck−p+1(Pk) is Hölder continuous
with respect to distα if and only if it is Hölder continuous with respect to distβ . The
following proposition is useful in dynamics.

Proposition A.51. The wedge-product of positive closed currents on Pk with Hölder
continuous super-potentials has a Hölder continuous super-potential. Let S be a
positive closed (p, p)-current with a Hölder continuous super-potential. Then, the
Hausdorff dimension of S is strictly larger than 2(k− p). Moreover, S is moderate,
i.e. for any bounded family F of d.s.h. functions on Pk, there are constants c > 0
and α > 0 such that ∫

eα |u|dσS ≤ c

for every u in F , where σS is the trace measure of S.

Exercise A.52. Show that there is a constant c > 0 such that

cap(E) ≥ exp(−c/volume(E)).

Hint: use the compactness of P1 in L1.

Exercise A.53. Let (un) be a sequence of d.s.h. functions such that ∑‖un‖DSH

is finite. Show that ∑un converge pointwise out of a pluripolar set to a d.s.h.
function. Hint: write un = u+

n − u−n with u±n ≤ 0, ‖u±n ‖DSH � ‖un‖DSH and
ddcu±n ≥−‖un‖DSHωFS.

Exercise A.54. If χ is a convex increasing function on R with bounded derivative
and u is a d.s.h. function, show that χ ◦u is d.s.h. If χ is Lipschitz and u is in W ∗(Pk),
show that χ ◦ u is in W ∗(Pk). Prove that bounded d.s.h. functions are in W ∗(Pk).
Show that DSH(Pk) and W ∗(Pk) are stable under the max and min operations.
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Exercise A.55. Let μ be a non-zero positive measure which is WPC. Define

‖u‖∗μ := |〈μ ,u〉|+ min‖Θ‖1/2

withΘ as above. Show that ‖ · ‖∗μ defines a norm which is equivalent to ‖ · ‖W∗ .

Exercise A.56. Show that the capacity of R is positive if and only if R is PB.

Exercise A.57. Let S be a positive closed (p, p)-current of mass 1 with positive
Lelong number at a point a. Let H be a hyperplane containing a such that S and [H]
are wedgeable. Show that the Lelong number of S∧ [H] at a is the same if we con-
sider it as a current on Pk or on H. If R is a positive closed current of bidimension
(p−1, p−1) on H, show that US(R) ≤ US∧[H](R)+ c where c > 0 is a constant in-
dependent of S,R and H. Deduce that PB currents have no positive Lelong numbers.

Exercise A.58. Let K be a compact subset in Ck ⊂ Pk. Let S1, . . . ,Sp be
positive closed (1,1)-currents on Pk. Assume that their quasi-potentials are bounded
on Pk \ K. Show that S1, . . . ,Sp are wedgeable. Show that the wedge-product
S1 ∧ . . .∧Sp is continuous for Hartogs’ convergence.

Exercise A.59. Let S and S′ be positive closed (p, p)-currents on Pk such that
S′ ≤ S. Assume that S is PB (resp. PC). Show that S′ is PB (resp. PC).
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Dynamics of Entire Functions

Dierk Schleicher

Abstract Complex dynamics of iterated entire holomorphic functions is an active
and exciting area of research. This manuscript collects known background in this
field and describes several of the most active research areas within the dynamics of
entire functions.

Complex dynamics, in the sense of holomorphic iteration theory, has been a most
active research area for the last three decades. A number of interesting developments
have taken place during this time. After the foundational work by Fatou and Julia
in the early 20th century, which developed much of the basic theory of iterated
general rational (and also transcendental maps), the advent of computer graphics
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made possible detailed studies of particular maps; most often, quadratic polynomials
as the simplest non-trivial holomorphic mappings were studied. While a number
of deep questions on quadratic polynomials remain, interest expanded to specific
(usually complex one- or two- dimensional) families of holomorphic maps, such
as quadratic rational maps, cubic polynomials, or other families in which critical
orbit relations reduced the space to simple families of maps: for instance, families
of polynomials of degrees d ≥ 2 with a single critical point of higher multiplicity.
Only in recent years has the progress achieved so far allowed people to shift interest
towards higher-dimensional families of iterated maps, such as general polynomials
of degree d ≥ 2. The study of iterated rational maps, as opposed to polynomials,
seems much more difficult, mainly because of lack of a good partition to obtain
a good encoding for symbolic dynamics: the superattracting fixed point at ∞, and
the dynamic rays emanating from it, are important ingredients for deep studies of
polynomials that are not available for general rational maps. A notable exception
are rational maps that arise from Newton maps of polynomials: for these, it seems
that good partitions for symbolic dynamics are indeed possible.

Transcendental iteration theory has been much less visible for a long time, even
though its study goes back to Fatou (we will even treat a question of Euler in
Section 4), and a solid body of knowledge has been developed by Baker and coau-
thors, and later also by Eremenko and Lyubich and by Devaney and coauthors, for
more than four decades. Complex dynamics is known for employing methods from
many different fields of mathematics, including geometry, complex analysis, alge-
bra and even number theory. Transcendental dynamics unites two different general
directions of research: there is a substantial body of knowledge coming from value
distribution theory that often yields very general results on large classes of iterated
transcendental functions; among the key contributors to this direction of research are
Baker, Bergweiler, Eremenko, Rippon, and Stallard. The other direction of research
sees transcendental functions as limits of rational functions and employs methods
adapted from polynomial or rational iteration; here one usually obtains results on
more specific maps or families of maps, most often the prototypical families of
exponential or cosine maps; this direction of research was initiated by Devaney
and coauthors. Others, like Lyubich and Rempe, have worked from both points
of view.

In recent years, transcendental iteration theory has substantially gained interest.
There have recently been international conferences specifically on transcendental
iteration theory, and at more general conferences transcendental dynamics is ob-
taining more visibility.

In this survey article, we try to introduce the reader several aspects of transcen-
dental dynamics. It is based on lecture notes of the CIME summer school held in
Cosenza/Italy in summer 2008, but substantially expanded. The topic of that course,
“dynamics of entire functions”, also became the title of this article. We thus focus
almost entirely on entire functions: their dynamical theory is much simpler than the
theory of general meromorphic transcendental functions, much in the same way that
polynomial iteration theory is much simpler (and more successful) than rational it-
eration theory. However, we believe that some of the successes of the polynomial
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theory still await to be carried over to the world of entire functions, and that some
of the key tools (such as dynamic rays) are currently being developed.

In this survey article, we try to relate the two points of view on entire functions:
that on large classes of entire functions and that on specific prototypical families of
entire maps: the simplest families of maps are the exponential family z �→ λ ez with
a single asymptotic value, and the cosine family z �→ aez + be−z with two critical
values. We try to cover several of the key topics in the theory of entire dynamics.
This article is written for readers with a solid background in one-dimensional com-
plex analysis, and a nodding acquaintance of complex dynamics of polynomials.
Much more than what we need is provided in Milnor’s now-classical book [Mi06].

In Section 1, we introduce the basic concepts of complex dynamics, including
the Fatou and Julia sets, and more specifically the basic concepts of transcendental
dynamics such as singular and asymptotic values. We introduce the important set
I( f ) of escaping points, review some basic local fixed point theory, and describe the
important Zalcman lemma with applications.

Section 2 discusses the possibilities for the Fatou set of entire functions and es-
pecially highlight those features that are not known from the rational or polynomial
theory: Baker domains, wandering domains, and “Baker wandering domains”.

The space of general entire functions is a huge space, and many results require
the restriction to smaller families of maps: sometimes because tools are lacking to
prove results in greater generality, but sometimes also because the space of entire
functions is so big that many different dynamical properties are possible, and sat-
isfactorily strong results are possible only when restricting to maps with specific
properties. Section 3 introduces important classes of entire maps that are often use-
ful, especially the Eremenko-Lyubich class B of entire functions of bounded type
and the class S of functions of finite type.

Section 4 is an overview on results on the set I( f ) of escaping points: just as for
polynomials, these points often have useful properties that are comparatively easy to
investigate, and thus make it possible to establish interesting properties of the Julia
set (and sometimes the Fatou set).

Section 5 discusses a number of properties on the Hausdorff dimension of Ju-
lia set; this is a rich and active area with a number of interesting and sometimes
surprising results.

Section 6 is a brief introduction to parameter spaces of entire functions. We
briefly describe a general result on natural parameter spaces of entire functions,
and then discuss exponential parameter space as the best-studied parameter space
and prototypical parameter space of entire functions, in analogy to the Mandelbrot
set for quadratic polynomials.

Section 7 is not directly concerned with the dynamics of entire functions, but with
Newton methods of entire functions: these are special meromorphic functions; we
hope that, just as in the rational case, these will be meromorphic functions that can
be investigated relatively easily; we describe a number of known results on them.

In Section 8, we list a small number of questions that remain open in the field:
some of them have remained open for a long time, while others are new. A research
area remains lively as long as it still has open questions.
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In a brief appendix, we state a few important theorems from complex analysis
that we use throughout.

The research field of complex dynamics is large and active, and many people
are working on it from many different points of view. We have selected some top-
ics that we find particularly interesting, and acknowledge that there are a number
of other active and interesting topics that deserve no less attention. We mention in
particular results on measure theory, including the thermodynamic formalism (see
Urbański [Ur03] for a recent survey). Further important omitted areas that we should
mention are Siegel disks and their boundaries (see e.g., Rempe [Re04]), questions
of linearizations and small cycles (see e.g. Geyer [Ge01]), the construction of en-
tire maps with specific geometric or dynamic properties (here various results of
Bergweiler and Eremenko should be mentioned), the relation of transcendental dy-
namics to Nevanlinna theory, and Thurston theory for transcendental maps (see
Selinger [Se09]).

We tried to give many references to the literature, but are acutely aware that the
literature is vast, and we apologize to those whose work we failed to mention. Many
further references can be found in the 1993 survey article of Bergweiler [Be93] on
the dynamics of meromorphic functions.

The illustration on the first page shows the Julia set of a hyperbolic exponential
map with an attracting periodic point of period 26. The Fatou set is in white. We
thank Lasse Rempe for having provided this picture.

ACKNOWLEDGEMENTS. I would like to thank my friends and colleagues for
many interesting and helpful discussions we have had on the field, and in partic-
ular on drafts of this manuscript. I would like to especially mention Walter Berg-
weiler,Jan Cannizzo, Yauhen Mikulich, Lasse Rempe, Phil Rippon, Nikita Selinger,
and Gwyneth Stallard. And of course I would like to thank the CIME foundation
for having made possible the summer school in Cosenza, and Graziano Gentili and
Giorgio Patrizio for having made this such a memorable event!

1 Fatou and Julia Set of Entire Functions

Throughout this text, f will always denote a transcendental entire function
f : C → C. The dynamics is to a large extent determined by the singular values, so
we start with their definition.

Definition 1.1 (Singular Value).
A critical value is a point w = f (z) with f ′(z) = 0; the point z is a critical point.
An asymptotic value is a point w ∈ C such that there exists a curve γ : [0,∞) → C

so that γ(t) → ∞ and f (γ(t)) → w as t → ∞. The set of singular values of f is the
closed set

S( f ) := {critical and asymptotic values} .

This definition is not completely standard: some authors do not take the closure in
this definition.
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A postsingular point is a point on the orbit of a singular value.
In any dynamical system, it is useful to decompose the phase space (in this case,

the dynamical plane C) into invariant subsets. In our case, we will mainly consider
the Julia set J( f ), the Fatou set F( f ), and the escaping set I( f ), as well as certain
subsets thereof.

Definition 1.2 (Fatou and Julia Sets).
The Fatou set F( f ) is the set of all z ∈ C that have a neighborhood U on which the
family of iterates f ◦n forms a normal family (in the sense of Montel; see Defini-
tion A.1). The Julia set J( f ) is the complement of the Fatou set: J( f ) := C\F( f ).
A connected component of the Fatou set is called a Fatou component.

Definition 1.3 (The Escaping Set).
The set I( f ) is the set of points z ∈ C with f ◦n(z) → ∞.

Clearly, F( f ) is open and J( f ) is closed, while in general, I( f ) is neither open
nor closed. All three sets J( f ), F( f ), and I( f ) are forward invariant, i.e., f (F( f ))⊂
F( f ) etc.; this is true by definition. Note that equality may fail when f has omitted
values: for instance for z �→ 0.1ez, the Fatou set contains a neighborhood of the
origin, but 0 is an omitted value. It is easy to see that for each n ≥ 1, F( f ◦n) = F( f )
and hence J( f ◦n) = J( f ), and of course I( f ◦n) = I( f ).

Theorem 1.4 (The Julia Set).
The Julia set is non-empty and unbounded and has no isolated points.

The Fatou set may or may not be empty. An example of an entire function with
empty Fatou set is z �→ ez [Mis81]. More generally, the Fatou set is empty for every
entire function of finite type (see Definition 3.1) for which all singular values are
either preperiodic or escape to ∞ (Corollary 3.14). We will describe the Fatou set,
and give examples of different types of Fatou components, in Section 2. The Fatou
set is non-empty for instance for any entire function with an attracting periodic
point.

The fact that J( f ) is non-empty was established by Fatou in 1926 [Fa26]. We give
here a simple proof due to Bargmann [Ba99]. We start with a preparatory lemma.

Lemma 1.5 (Existence of Periodic Points).
Every entire function, other than a polynomial of degree 0 or 1, has at least two
periodic points of period 1 or 2.

Remark 1.6. This is a rather weak result with a simple proof; a much stronger result
is given, without proof, in Theorem 1.21.

Proof. Consider an entire function f and define a meromorphic function via g(z) :=
( f ◦ f (z)− z)/( f (z)− z).

Suppose that g is constant, say g(z) = c for all z ∈ C, hence f ◦ f (z) − z =
c( f (z)− z). If c = 0, then f ◦ f = id, so f is injective and thus a polynomial of
degree 1. If c = 1, then f ◦ f = f , so for each z ∈ C, the value f (z) is a fixed point
of f : this implies that either f = id and every z ∈ C is a fixed point, or fixed points
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of f are discrete and thus f is constant. If c 	∈ {0,1}, then differentiation yields
( f ′ ◦ f ) f ′ −1 = c f ′ −c or f ′( f ′ ◦ f −c) = 1−c. Since c 	= 1, it follows that f ′ omits
the value 0 and f ′ ◦ f omits the value c 	= 0, so f ′ can assume the value c only at
the omitted values of f . By Picard’s Theorem A.4, it follows that f ′ is constant and
thus f is a polynomial of degree at most 1.

In our case, f is not a polynomial of degree 0 or 1 by hypothesis, so g is a
non-constant meromorphic function. Suppose p ∈ C is such that g(p) ∈ {0,1,∞}.
If g(p) = ∞, then f (p) = p; if g(p) = 0, then f ( f (p)) = p; and if g(p) = 1, then
f ( f (p)) = f (p).

If g is transcendental, then by Picard’s theorem there are infinitely many p ∈ C

with g(p) ∈ {0,1,∞}. If g is a non-constant rational map (which in fact never
happens), then there are p0, p1, p∞ ∈ C with g(pi) = i, and at least two of them
are in C. 
�

As an example, the map f (z) = ez + z has no fixed points; in this case g(z) =
eez

+ 1 has no p ∈ C with g(p) ∈ {1,∞}, but of course infinitely many p with
g(p) = 0 (corresponding to periodic points of period 2).

Proof of Theorem 1.4. Let f be an entire function other than a polynomial of degree
0 or 1. By Lemma 1.5, f has (at least) two periodic points of period 1 or 2; replacing
f by f ◦ f if necessary, we may suppose that f has two fixed points, say at p, p′ ∈ C

(note that J( f ) = J( f ◦ f )). If | f ′(p)| > 1, then p ∈ J( f ). In order to show that
J( f ) 	= /0, we may assume that p ∈ F( f ) and in particular that | f ′(p)| ≤ 1. Let W be
the Fatou component containing p.

If | f ′(p)| = 1, then any limit function of the family of iterates { f ◦n|W} is non-
constant. So let f ◦n j be a subsequence that converges to a non-constant limit func-
tion; then f ◦(n j+1−n j) converges to the identity on W , and this implies that f |W is
injective. If W = C, then this is a contradiction to the choice of f , hence F( f ) 	= C.

The final case we have to consider is | f ′(p)| < 1; for convenience, we may sup-
pose that p = 0. If F( f ) = C, then f ◦n → 0 uniformly on compacts in C. We will
show that f is a polynomial of degree at most 1. Let D be an open disk centered at p
such that f (D) ⊂ D. For N ∈ N, let Dn := f ◦(−n)(D); since D is simply connected,
it follows that also Dn is simply connected. Let rn be maximal so that the round cir-
cle ∂Drn(0) ⊂ Dn; this implies that Drn ⊂ Dn. We have Dn ⊂ Dn+1 and

⋃
n Dn = C,

hence rn+1 ≥ rn and rn → ∞.
As usual, for r > 0, define M(r; f ) := max{| f (z)| : |z| = r}. For each n ∈ N,

define maps hn : D → C via hn(z) = M(rn/2; f )−1 f (rnz). All hn satisfy hn(0) = 0
and M(1/2;hn) = 1. Let

cn := sup{r > 0: ∂Dr(0) ⊂ hn(D)} .

If some cn satisfies cn < 1, then there are points an,bn ∈ C with |an|= 1, |bn|= 2 so
that hn(D)∩{an,bn} = /0. If this happens for infinitely many n, then we can extract
a subsequence with cn < 1, and it follows easily from Montel’s theorem that the hn

form a normal family. After extracting another subsequence, we may suppose that
the hn converge to a holomorphic limit function h : D → C that inherits from the hn

the properties that h(0) = 0 and M(1/2;h) = 1. Thus h is non-constant and there is
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an r > 0 with Dr(0) ⊂ h(D). But then cn > r/2 for all large n. This implies that no
subsequence of the cn tends to 0, and hence that inf{cn} > 0.

There is thus a c > 0, and there are c′n > c with ∂Dc′n(0) ⊂ hn(D) for all large n.
This implies

∂Dc′nM(rn/2; f )(0) ⊂ f (Drn(0)) ⊂ f (Dn) ⊂ Dn

and thus, by the definition of rn,

cM(rn/2; f ) < rn .

Therefore, M(rn/2; f )/rn is bounded.
Define an entire function g via g(z) := f (z)/z− f ′(0) (the isolated singularity at

z = 0 is removable because f (0) = 0, and thus g(0) = 0). It has the property that
M(rn/2;g) is bounded; since rn → ∞, this implies that g is bounded on C and hence
constant. But g(0) = 0, hence f (z) = z f ′(0) for all z, so f is a polynomial of degree
at most 1 as claimed.

We have now shown that, if f is not a polynomial of degree 0 or 1, then J :=
J( f ) 	= /0. If |J|> 1, then it follows from Picard’s Theorem A.4 that J is infinite and
unbounded: as soon as J contains at least two points a,a′, every neighborhood of ∞
contains infinitely many preimages of a or a′.

We finally have to consider the case that |J|= 1, say J = {a}. In this case, f (a) =
a, and f must have another fixed point, say p, and W := C \ {a} equals the Fatou
set. We must have | f ′(p)| ≤ 1, and | f ′(p)| = 1 would lead to the same contradiction
as above. This implies that | f ′(p)| < 1. But any loop in W starting and ending at p
would converge uniformly to p, and by the maximum modulus principle this would
imply that W was simply connected, a contradiction. This shows that |J| > 1 in all
cases, hence that J is always an infinite set (we will show below in Theorem 1.7 that
J is always uncountable). 
�

For an entire function f , an exceptional point is a point z ∈ C with finite back-
wards orbit. There can be at most one exceptional point: in fact, any finite set of
exceptional points must have cardinality at most 1 (or the complement to the union
of their backwards orbits would be forward invariant and hence contained in the
Fatou set, by Montel’s Theorem A.2, so the Julia set would be finite). If an entire
function f has an exceptional point p, it is either an omitted value or a fixed point
(such as the point 0 for ez or zez); in such cases, f restricts to a holomorphic self-map
of the infinite cylinder C\ {p}.

Theorem 1.7 (Topological Properties of the Julia Set).
For every entire function f (other than polynomials of degree 0 or 1), the Julia set
is the smallest closed backward invariant set with at least 2 points. The Julia set
is contained in the backwards orbit of any non-exceptional point in C, it has no
isolated points, and it is locally uncountable.

Proof. Suppose z ∈ C has a neighborhood U so that f ◦n(U) avoids a. Then it also
avoids all points in f−1(a). Unless a is an exceptional point, Montel’s Theorem A.2
implies that z is in the Fatou set. The backwards orbit of any non-exceptional point
in C thus accumulates at each point in the Julia set. Any closed backwards invariant
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set with at least two elements thus contains J( f ). The Julia set itself is closed and
backward invariant and contains at least two points by Theorem 1.4, so it is the
smallest such set.

Since any point in J( f ) is the limit point of backwards orbits of points in J( f ),
it follows that no point in J( f ) is isolated. Any closed set without isolated points is
locally uncountable. 
�

Theorem 1.8 (Julia Set and Escaping Set).
For every entire function f (other than polynomials of degree 0 or 1), the set I( f ) is
infinite, and J( f ) = ∂ I( f ).

Sketch of proof. The hard part consists in showing the existence of an escaping point;
this implies that I( f ) is infinite. Using Montel’s Theorem A.2, this implies that the
Fatou set contains every open subset of C \ I( f ) (if any). We have |C \ I( f )| ≥ 2
(for instance, because there exist periodic points; see Lemma 1.5), so for the same
reason, any open subset of I( f ) is also part of the Fatou set. This implies J( f ) ⊂
∂ I( f ). Conversely, if z ∈ I( f )∩F( f ), then any limit function of the iterates near z
must have the value ∞; but locally uniform limits of entire functions are either entire
or constant equal to ∞, and z ∈ I( f )\ ∂ I( f ).

The fact that every transcendental entire function has escaping points was shown
by Eremenko [Er89] using Wiman-Valiron-theory (a different proof, based on a
theorem of Bohr, is due to Domı́nguez [Do98]). While the details are quite tech-
nical, the idea of Eremenko’s proof can be described as follows (here we follow
an exposition of Bergweiler). Write f (z) = ∑n≥0 anzn. For a radius r > 1, define
the central index ν = ν(r, f ) so that |aν |rν = maxn≥0{|an|rn}. Choose zr so that
| f (zr)| is maximal among all z with |z| = r. Then Wiman and Valiron showed that
f (z) � (z/zr)ν f (zr) for z close to zr, where “�” means “the quotient is bounded”
(more precisely, choosing some τ > 1/2, this holds if |z− zr| < r/ντ , and only if
r is outside an exceptional set F that is small enough so that

∫
F dt/t < ∞). We will

assume that τ ∈ (1/2,1).
We write z = zrew and obtain f (zrew) � ewν f (zr) if |w| < 1/ντ and r 	∈ F , in

particular if |Re w| < π/ν , |Im w| < π/ν (if ν is sufficiently large, then π/ν <
1/ντ). The corresponding square around zr maps to a large annulus around f (zr)
at absolute value much greater than that of zr. In the image, the argument can be
repeated, and this yields an escaping orbit (in each step, we need to exclude values
of r from the exceptional set F , and estimate that enough values of r remain). 
�

This result has been generalized, by a different but related method, by Bergweiler,
Rippon, Stallard [BRS08], to show the existence of points that escape through a
specific sequence “tracts” of f .

Definition 1.9 (Local Fixed Point Theory).
Consider a local holomorphic function g : U → C with U ⊂ C open, and a fixed
point p ∈ U with derivative μ := g′(p). Then μ is called the multiplier of the fixed
point p, and p is called

attracting if |μ | < 1 (and superattracting if μ = 0);
repelling if |μ | > 1;
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indifferent if |μ | = 1; in particular
rationally indifferent (or parabolic) if μ is a root of unity;
irrationally indifferent if |μ | is indifferent but not a root of unity.

Theorem 1.10 (Local Fixed Point Theory).
Local holomorphic maps have the following normal forms near fixed points:

• in a neighborhood of a superattracting fixed point, the map is conformally
conjugate to z �→ zd near 0, for a unique d ≥ 2;

• in a neighborhood of an attracting or repelling fixed point with multiplier μ , the
map is conformally conjugate to the linear map z �→ μz near 0 (“attracting and
repelling fixed points are locally linearizable”);

• local normal forms in a neighborhood of parabolic fixed points are complicated
(see Abate [Ab]; but within each attracting petal, the map is conformally conju-
gate to z �→ z+ 1 in a right half plane;

• an irrationally indifferent fixed point p may or may not be linearizable.

Remark 1.11. This is a local result; for a proof, see [Mi06]. If an irrationally in-
different fixed point is linearizable, a maximal linearizable neighborhood is called a
Siegel disk; this is a Fatou component. There is a sufficient condition, due to Yoccoz,
that assures linearizability of a local holomorphic map (and in particular of an entire
function) with an irrationally indifferent fixed point, depending only on the multi-
plier [Mi06]. Non-linearizable irrationally indifferent fixed points are called Cremer
points; they are in the Julia set and not associated to any type of Fatou component.
(As a result, if the Julia set equals C, then all fixed points are repelling or Cremer.)

Remark 1.12. The same classification applies of course to periodic points: these are
fixed points of appropriate iterates.

In Definition 1.1 we had defined a singular value to be a critical or asymptotic
value, or a limit point thereof. Now we discuss singular values somewhat more
closely, following Iversen [Iv14]; see also [BE95, Ne53]. Choose a point a ∈ C.
For each r > 0, let Ur be a component of f−1(Dχ(a,r)) (where Dχ(a,r) is the
r-neighborhood of a with respect to the spherical metric), chosen so that Ur′ ⊂ Ur

for r′ < r. Then either
⋂

r Ur = {z} for a unique z ∈ C, or
⋂

r Ur = /0 (the set
⋂

r Ur

is connected; if it contains more than one point, then f is constant). This collection
{Ur} is called a tract for f . If

⋂
r Ur = {z}, then f (z) = a, and a is a regular value

for this tract if f ′(z) 	= 0, and a is a critical value if f ′(z) = 0. If
⋂

r Ur = /0, then
a is an asymptotic value for this tract, and there exists a curve γ : [0,∞) → C with
γ(t) → ∞ through Ur and f (γ(t)) → a (as in Definition 1.1); such a path γ is called
an asymptotic path. Of course, for the same function f , the same point a ∈ C can be
a regular or singular value of different types for different tracts.

Critical values are called algebraic singularities, and asymptotic values are called
transcendental singularities (for a particular choice of the tract). Any tract with⋂

Ur = /0 is called an asymptotic tract.
An asymptotic value is a direct singularity for a tract {Ur} if there is an r > 0

so that f (Ur) 	� a, and an indirect singularity otherwise. A direct singularity is a
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logarithmic singularity if there is an Ur so that f : Ur → Dχ(a,r)\{a} is a universal
covering. In particular, if f is a transcendental entire function, then ∞ is always a
direct asymptotic value (see Theorem 1.14 below). For entire functions of bounded
type (see Section 3), ∞ is always a logarithmic singularity.

Recall from Definition 1.1 that we defined singular value to be a critical value,
an asymptotic value, or a limit point thereof.

Theorem 1.13 (Singular Values).
Any a∈C that is not a singular value has a neighborhoodU so that f : f−1(U)→U
is an unbranched covering (i.e., a is a regular value for all tracts).

Proof. Choose a neighborhood U of a, small enough so that it is disjoint from S( f );
it thus contains no critical or asymptotic value. If U has an unbounded preimage
component, then it is not hard to show that U contains an asymptotic value (suc-
cessively subdivide U so as to obtain a nested sequence of open sets with diameters
tending to 0 but with unbounded preimages). Therefore, a has a simply connected
neighborhood for which all preimage components are bounded. If V is such a preim-
age component, then f : V →U is a branched covering, and if U contains no critical
value, then f : V →U is a conformal isomorphism. The claim follows. 
�

The set of direct asymptotic values is always countable [He57] (but the number
of associated asymptotic tracts need not be). There are entire functions for which
every a ∈ C is an asymptotic value [Gr18b]. On the other hand, according to the
Gross Star Theorem [Gr18a], every entire function f has the property that for every
a ∈ C and for every b ∈ C with f (b) = a, and for almost every direction, the ray at
a in this direction can be lifted under f to a curve starting at b.

The following theorem of Iversen is important.

Theorem 1.14 (Omitted Values are Asymptotic Values).
If some a ∈ C is assumed only finitely often by some transcendental entire function
f , then a is a direct asymptotic value of f . In particular, for every entire function, ∞
is always a direct asymptotic value.

Proof. For any r > 0, any bounded component of f−1(Dχ(r,a)) contains a point z
with f (z) = a. Since by Picard’s Theorem A.4, at most one point in C is assumed
only finitely often, it follows that for every r > 0, the set f−1(Dχ(r,a)) cannot con-
sist of bounded components only. Therefore, for each r > 0, there is at least one
unbounded component, and thus at least one asymptotic tract over the asymptotic
value a; for such a tract, a is a direct singularity. Since the point ∞ is omitted for
each entire function, it is a direct asymptotic value. 
�

The following definition is of great importance in function theory:

Definition 1.15 (Order of Growth).
The order of an entire function f is

ord f := limsup
z→∞

loglog | f |
log |z| .
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(Sometimes, one also uses the lower order of f ; for this definition, the limsup is
replaced by the liminf.)

Remark 1.16. The prototypical example of a function of finite order d ∈ N is z �→
exp(zd). Unlike the properties of finite or bounded type, the property of finite order
is not preserved under compositions, and was thus thought to be of limited use in
dynamics; however, the order of growth has recently found important applications
in dynamics, for instance when dynamical properties are controlled using geometric
function theory (for instance, in Theorem 4.11 below).

The finite order condition also comes into play in the discussion of direct and
indirect asymptotic values.

Theorem 1.17 (Denjoy-Carleman-Ahlfors).
For any function f of finite order, the number of asymptotic values, and even the
number of different asymptotic tracts, is at most max{1,2ord f} and hence finite.
More precisely, if f has m direct and n indirect asymptotic tracts, then 2m + n ≤
max{1,2ord f}.

In fact, between any two different asymptotic tracts of finite asymptotic values, there
must be an asymptotic tract of the asymptotic value ∞; and if the latter is very nar-
row, then f must grow very quickly along this tract; the extra count for direct asymp-
totic tracts comes in because these, too, need to have certain width (postcomposing
f with a Möbius transform preserves the order, and can turn direct tracts over finite
asymptotic values to tracts over ∞). Compare [Ne53, Sec. 269].

Theorem 1.18 (Indirect Asymptotic Values and Critical Values).
For any function of finite order, every indirect asymptotic value is a limit point of
critical values.

For a proof, see [BE95].
The following result from [Z75] is often useful in complex dynamics, especially

transcendental dynamics.

Lemma 1.19 (The Zalcman Lemma).
Let U ⊂ C be any domain and let F be a non-normal family of holomorphic func-
tions from U to C. Then there exist a non-constant entire function g : C → C and
sequences fk ∈ F , zk ∈U and ρk > 0 with ρk → 0 so that zk → z∞ ∈U and

gk(ζ ) := fk(zk + ρkζ ) −→ g(ζ )

uniformly on compacts in C. If a ∈U is such that the restriction of F to any neigh-
borhood of a is not normal, then we may require that zn → a.

Proof. After rescaling, we may suppose that D ⊂ U and that the point a = 0 has
the property that the restriction of F to any neighborhood of 0 is not normal. Let
( fk) ⊂ F be any sequence that does not form a normal family when restricted to
any neighborhood of a.



306 Dierk Schleicher

According to Marty’s criterion (Theorem A.3), a family of maps ( fk) is normal if
and only if its spherical derivatives f �(z) = | f ′(z)|/(1+ | f (z)|2) are locally bounded.
Since this is not the case, one can extract a subsequence of the fk and then a sequence
ζk → 0 with f �

k (ζk)→∞. Choose asequence (rk)⊂R
+ so that rk → 0 but rk f �

k (ζk)→
∞; we may assume that |ζk|+ 2rk < 1 for all k.

Find a sequence zk ∈ C with |zk − ζk| < rk so that

Mk := f �
k (zk)(1−|zk − ζk|/rk) = sup

|z−ζk|<rk

f �
k (z)(1−|z− ζk|/rk) .

This implies zk → 0 and f �
k (zk) ≥ Mk ≥ f �

k (ζk). Extract a subsequence so that fk(zk)
converges to a limit b ∈ C.

Define ρk := 1/ f �
k (zk) = (1− |zk − ζk|/rk)/Mk; then ρk → 0. Define functions

gk : {z ∈ C : |z| < rk/ρk}→ C via gk(z) := fk(zk +ρkz) (indeed, if |z| < rk/ρk, then
|zk + ρkz| < |zk|+ rk < |ζk|+ 2rk < 1). Note that rk/ρk = rk f �

k (zk) ≥ rk f �
k (ζk) → ∞,

so every compact subset of C is contained in the domain of definition of most gk.
We have g�

k(0) = ρk f �
k (zk) = 1.

The gk satisfy, for |z| < rk/ρk,

g�
k(z) = ρk f �

k (zk + ρkz) ≤ ρk
Mk

1−|zk + ρkz− ζk|/rk

≤ 1−|zk − ζk|/rk

1−|zk − ζk|/rk −|ρkz|/rk
=

1

1− |ρkz|/rk
1−|zk−ζk|/rk

=
1

1− |z|
rkMk

.

Since rkMk ≥ rk f �
k (ζk) → ∞, this implies that the g�

k are uniformly bounded on
compact sets, so they converge subsequentially. Since gk(0) = fk(zk) → b, it fol-
lows that the gk converge locally uniformly to a holomorphic limit function with
g�(0) = 1, so g is non-constant. But a locally uniform limit of entire functions is
entire, hence b ∈ C. 
�
Theorem 1.20 (Julia and Fatou Sets).
The Julia set equals the closure of the set of repelling periodic points.

Proof. We give a short proof due to Berteloot and Duval [BD00]. It is clear that
the set of repelling periodic points is contained in the Julia set, and thus also their
closure.

For the converse, let P0 be the countable set of points in the forward orbits of
the critical points (we do not take the closure here). Let P equal P0 union the set of
exceptional points. Let U be any open set in C that intersects J( f ). We will show
that U contains a repelling periodic point of f . Since J( f ) is locally uncountable
(Theorem 1.4), we may choose a point a ∈ (J( f )∩U)\P.

Apply the Zalcmann Lemma 1.19 to the family of functions f ◦n based at the point
a ∈ J( f ): there exist a sequence ρk → 0, a sequence zk → a, a non-constant entire
function g : C→C, and a subsequence f ◦nk so that gk(ζ ) := f ◦nk(zk +ρkζ )→ g(ζ )
uniformly on compacts.
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We start with the following claim: if there exists a disk D ⊂ C so that g : D →
g(D) is univalent and a ∈ g(D) ⊂U, then f has a repelling periodic point in U .

To see the claim, define a sequence of contractions rk(z) := zk + ρkz. Then
gk = f ◦nk ◦ rk. Let D′ be a bounded open disk with D′ ⊂ D and a ∈ g(D′). For k suf-
ficiently large, gk is univalent on D′ and a ∈ gk(D′)⊂U , and also rk(D′)⊂ gk(D′) =
f ◦nk ◦ rk(D′) ⊂ U (the first assertion follows from the fact that the rk are contrac-
tions towards a). This implies that ( f ◦nk)−1(rk(D′)) ⊂ rk(D′), so ( f ◦nk)−1 has an
attracting fixed point in rk(D′) ⊂U , by the Schwarz Lemma. This proves the claim.

Our next assertion is that there always exists a disk D as in the claim. Let V ⊂ C

be the set of points z for which there is a disk D so that g : D → g(D) is univalent
and g(D) is a neighborhood of z. Every point in C\V is either an omitted value or a
critical value of g. Since g has at most one omitted value by the Picard theorem and
at most countably many critical values, it follows that C \V is at most countable.
Clearly, V is open, and it intersects J( f ). We need to show that a ∈V .

By assumption, the backward orbit of a is infinite. Since V is open and intersects
J( f ), there is a b ∈V ∩U and an n ∈ N with f ◦n(b) = a. Then b has a neighborhood
W for which f ◦n(W ) is univalent and contains a, so we indeed have a ∈ V , thus
proving our assertion.

We have shown that each open set U intersecting J( f ) contains a repelling
periodic point. Since U is arbitrary, this proves the theorem. 
�
Theorem 1.21 (Periodic Points of Almost All Periods).
Every entire function has repelling periodic points of all periods, except possibly
period 1.

An example of an entire function without periodic points of period 1 is z �→ ez + z.
Theorem 1.21 was shown by Bergweiler in 1991 [Be91] (even for meromorphic
functions), answering a question of Baker from 1960 [Ba60]. A simple proof of the
fact that every entire function has periodic points of all periods except possibly 1
can be found in [BB01]. (Already in 1948, Rosenbloom [Ro48] had shown that for
every entire function f and every n ≥ 1, f ◦n has infinitely many fixed points; these
are periodic points of f of period n or dividing n.)

Remark 1.22. Meromorphic functions with finitely many poles are often viewed as
being similar as entire functions: near ∞, both have no poles. However, there are
significant differences: for instance, periodic Fatou components of entire functions
are simply connected (Theorem 2.5), but this is not true for meromorphic functions.

2 The Fatou Set of Entire Functions

In this section, we describe the possible types of components of the Fatou set of an
entire function. These types are similar as those for polynomials, but there are two
extra types: Baker domains (domains at infinity) and wandering domains. We give
examples for both.
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Theorem 2.1 (Classification of Fatou Components).
Any Fatou component has exactly one of the following types:

• a periodic component in which the dynamics converges to an attracting or
superattracting cycle;

• a periodic component in which the dynamics converges to a parabolic cycle;
• a periodic component in which the dynamics is conformally conjugate to an

irrational rotation on a disk (a Siegel disk);
• a periodic component in which the dynamics converges to ∞ (a Baker domain);
• a preperiodic component that eventually maps to a periodic component in one of

the types above;
• a non-periodic component for which all forward iterates are disjoint (a wander-

ing domain).

Remark 2.2. The difference to the polynomial case is the possibility of Baker do-
mains (these are similar to parabolic domains in the sense that the dynamics con-
verges locally uniformly to a boundary point, except that the parabolic boundary
point is replaced by the essential singularity at ∞) and of wandering domains. Ra-
tional and meromorphic maps may also have Arnol’d-Herman rings, but these do
not exist for entire maps (by the maximum principle).

The proof of the classification of periodic Fatou components [BKL91,EL89] is sim-
ilar as for rational maps (see Milnor [Mi06]). A difference occurs for Fatou compo-
nents in which some and thus all orbits converge to the boundary: if f is defined in
a neighborhood of a limiting boundary point, then this boundary point must be pa-
rabolic; if not, then this boundary point is the essential singularity at ∞ and we have
a Baker domain. The only other difference is the possibility that a Fatou component
may not be eventually periodic (i.e., a wandering domain): for rational maps, this
is ruled out by Sullivan’s theorem, but wandering domains do occur for transcen-
dental maps (see Examples 2.10 and 2.11 below). However, there are some fami-
lies of transcendental entire functions without wandering domains: for instance, see
Theorem 3.4 and [EL89, Be93, BHKMT93]. In particular, [BHKMT93] discusses
the non-existence of wandering domains in certain cases without using quasiconfor-
mal methods: they show that all limit functions of wandering domains must be limit
points of the set of singular orbits.

Theorem 2.3 (Singular Values and Fatou Components).
Every cycle of attracting and parabolic Fatou components contains a singular
value; and every boundary point of every Siegel disks is a limit point of postsin-
gular points.

The proof of this result is the same as in the rational case [Mi06].

Remark 2.4. The connectivity of a Fatou component U is the number of connected
components of C \U (it may be ∞). It is an easy consequence of the Riemann-
Hurwitz formula that the connectivity of f (U) is at most that of U . Therefore, every
wandering domain has eventually constant connectivity (finite or infinite). Since
f has no poles, the image of a multiply connected Fatou component is multiply
connected.
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If the connectivity of U is finite at least 3 and does not decrease, then by the
Riemann-Hurwitz formula U maps homeomorphically onto its image, and the same
is then true for the bounded complementary domains of U ; this is a contradiction.
Therefore, every multiply connected Fatou component is either infinitely connected
or eventually doubly connected.

Theorem 2.5 (Multiply Connected Fatou Component).
Every multiply connected Fatou component U of an entire transcendental function
has the following properties:

• U is a wandering domain;
• U is bounded;
• U has eventual connectivity 2 or ∞;
• the iterates converge to ∞ uniformly;
• each compact K ⊂ C is separated from ∞ by all but finitely many of the iterated

images of U;
• the map from each component on the orbit of U to its image has a finite mapping

degree, and this degree tends to ∞ under iteration;
• the f ◦n(U) contain annuli with moduli tending to ∞.

Remark 2.6. A Fatou component satisfying the properties of Theorem 2.5 is some-
times called a Baker wandering domain (caution: this notion must not be confused
with that of a Baker domain: a Baker domain is a periodic Fatou component in
which the iterates tend to ∞).

Simple connectivity of periodic Fatou components was observed by Baker in
[Ba84] (see also Töpfer [Tö39]); the description of multiply connected wandering
domains is from [Ba76]. See also [Ri08, Zh06].

Sketch of proof. Let U be a multiply connected Fatou component and let γ0 ⊂ U
be a simple closed curve that is non-contractible. Let U0 be the bounded domain
surrounded by γ0. Inductively, let Un+1 be the largest open domain with ∂Un+1 ⊂
f (γn) and let γn+1 := ∂Un+1 (if Vn+1 is the unique unbounded component of C \
f (γn), then Un+1 := C \Vn+1). By the maximum principle, it follows that f (Un) ⊂
Un+1.

The set U0 intersects the Julia set and hence contains periodic points
(Theorem 1.20). Replacing f by an iterate, we may suppose that U0 contains a
fixed point p. Therefore, all γn separate p from ∞. Denote the hyperbolic length of
γn within Un by �(γn). Then clearly �(γn+1) ≤ �(γn) for all n.

If U contains a fixed point, then all γn have uniformly bounded hyperbolic dis-
tances in U from this fixed point, and hence the f ◦n are uniformly bounded on U0,
so γ0 was contractible in U contrary to the hypothesis. A similar argument applies if
U contains any point with bounded orbit, in particular if U contains a periodic point
or if U is a parabolic domain, so we are left with the cases of Baker domains and
wandering domains.

Now suppose that U is a periodic Baker domain, say of period 1; then γn → ∞
uniformly. Moreover, the winding number of f (γn) around p tends to ∞. This implies
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that each f (γn) contains a simple closed subcurve, say γ̂n+1, that surrounds p and
with hyperbolic length within U tending to 0. By the Collaring Theorem [DH93],
it follows that U contains round annuli, say An, that contain γ̂n and with moduli
mod An � 1/�(γ̂n). Since the Julia set is unbounded, there must be infinitely many n
for which An and An+1 are non-homotopic in U and so that there is an an ∈ J( f ) that
is surrounded by An+1 but not by An. As the moduli of An and An+1 become large, the
hyperbolic distances in U between points in γ̂n and in γ̂n+1 must be unbounded (these
distances exceed the distances in C \ {0,an}, which after rescaling is equivalent to
C\ {0,1}, and the annuli An, An+1 rescale to essential annuli in C\ {0} with large
moduli so that exactly one of them surrounds 1). However, the lengths of γ̂n tend
to zero, while the distances between γ̂n and γ̂n+1 are bounded with respect to the
hyperbolic metric in U . This contradiction shows that periodic Baker domains are
simply connected.

Finally, we discuss the case that U is a wandering domain. In this case, all γn

must be disjoint, and no γn can be contained in γm for m < n (or the entire domain
Un would converge to an attracting periodic point, so γn would be contractible).
Since f (Un) ⊂ Un+1, it follows that γn+1 separates γn from ∞. The argument now
continues as above. 
�
Corollary 2.7 (Asymptotic Values and Multiple Connectivity).
If an entire function has a finite asymptotic value, then all Fatou components are
simply connected.

Example 2.8 (A Baker Domain).
The map f (z) = z+ 1 + e−z has a Baker domain containing the right half plane.

Clearly, each z ∈ C with Re z > 0 has Re f (z) − Rez > 0, and this quantity is
bounded below uniformly in each half plane Re z > δ > 0. The Fatou set F( f )
is connected and contains the right half plane H := {z ∈ C : Rez > 0}: we have
F( f ) =

⋃
n≥0 f−n(H), and the Julia set is an uncountable collection of curves (see

the discussion of Cantor Bouquets in Section 4). This example is due to Fatou
[Fa26].

Many more results on Baker domains can be found in the recent survey article
[Ri08] by Rippon.

Example 2.9 (A Wandering Domain).
The map f (z) = z−1 + e−z + 2π i has a wandering domain.

This example is due to Herman from around 1985. The map N : z �→ z− 1 + e−z is
the Newton map for the function z �→ ez − 1. The basin of the root z = 0 is clearly
invariant under N, and the basins of the roots z = 2π in for n ∈ Z are translates
of the basin of z = 0 by 2π in. We have N(z + 2π i) = N(z) + 2π i, so the Fatou
and Julia sets are 2π i-invariant. Now f (z) = N(z)+ 2π i, and f preserves F(N) and
J(N), so F( f ) ⊃ F(N) by Montel’s Theorem A.2. Suppose there was a point z ∈
F( f )∩J(N). Let U0 ⊂ F( f ) be a neighborhood of z. Arbitrarily close to z, there are
points converging under N to basins of different roots (Theorem 1.7). This would
imply that F( f ) was connected, but this leads to the following contradiction: initial
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points in U0 at arbitrarily short hyperbolic distance within F( f ) would have orbits at
least 2π apart, in contradiction to the fact that hyperbolic distances never increase.
Therefore, F( f ) = F(N). Therefore, all basins of roots for the Newton map N move
a distance 2π i in each iteration of f , so they turn into wandering domains for f .

Example 2.10 (A Simply Connected Wandering Domain).
The map f (z) = z+ sin z+2π has a bounded simply connected wandering domain.

This example is due to [Ba84] (more generally, he considers functions of the type
z �→ z+h(z), where h is a periodic function). In order to describe this example, first
observe that for g(z) = z+sinz, all points nπ (for odd integers n) are superattracting
fixed points, so their immediate basins are disjoint. Moreover, g(z+2π)= g(z)+2π ,
so the Julia set is 2π-periodic, and as above J( f ) = J(g). Therefore, f maps the
immediate basin of nπ to the immediate basin of (n + 2)π for odd n, and this is
a wandering domain for f . All critical points of g are superattracting fixed points,
so it follows easily that these basins are simply connected. It is not hard to see
that these basins of g are bounded (the imaginary axis is preserved under g and all
points other than zero converge to ∞, and the same is true for 2π-translates, so every
Fatou component has bounded real parts, and points with large imaginary parts have
images with much larger absolute values).

Example 2.11 (A Baker Wandering Domain).
For appropriate values of c > 0 and rn → ∞, the map

f (z) = cz2 ∏
n≥1

(1 + z/rn)

has a multiply connected wandering domain.

This is the original example from Baker [Ba63, Ba76]. The idea is the following:
the radii rn grow to ∞ very fast. There are annuli An with large moduli containing
points z with rn � |z| � rn+1. On them, the factors (1 + z/rm) with m > n are very
close to 1 so that even their infinite product can be ignored, while the finitely many
bounded factors essentially equal z/rn, so on the annuli An the map f (z) takes the
form cnzn+2. The factors are arranged so that f sends An into An+1 with degree n+2.
Therefore all points in An escape to ∞. The point z = 0 is a superattracting fixed
point. The fact that the An are contained in a (Baker) wandering domain, rather than
a (periodic) Baker domain (basin at ∞) follows from simple connectivity of Baker
domains (Theorem 2.5).

Remark 2.12. Baker wandering domains may have any connectivity, finite or infinite
[KS08] (the eventual connectivity will be 2 or ∞). These may coexist with simply
connected wandering domains [Be]. These examples use a modified construction
from Example 2.11: essentially, there is a sequence of radii 0 < · · · < rn < Rn <
rn+1 < .. . and concentric annuli An := {z ∈ C : rn < |z| < Rn}, Bn := {z ∈ C : Rn <
|z| < rn+1}. On Bn, we define the map g(z) = zn+1(1 + z/

√
Rnrn+1), which is very

close to zn+1 near the inner boundary, and to zn+2 near the outer. On the annuli
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An, we use a C∞ map that is close to a holomorphic map (quasiregular with small
dilatation), and arrange things again so that f (An) ⊂ An+1 so that g sends An to its
image as a branched cover of degree n+2. Using the Measurable Riemann Mapping
Theorem, it follows that this C∞-map g is quasiconformally conjugate to an entire
holomorphic map f with similar properties, in particular with a wandering annulus.
The construction using quasiconformal surgery gives greater flexibility and allows
one to determine the dynamical properties of these maps (for instance, in Baker’s
example it was not known whether the Baker wandering domain was eventually
doubly or infinitely connected).

Kisaka and Shishikura show that every point in the Fatou component of An lands in
AN for N > n large enough, and use this to conclude that the Fatou component of An

is doubly connected. Modifying the construction for small values of n, they obtain
Baker wandering domains with any finite, or with infinite connectivity (as well as
with many further properties; see [KS08, Be]).

There may even be infinitely many disjoint orbits of wandering domains [Ba84,
RS99a].

3 Entire Functions of Finite Type and of Bounded Type

The set of all entire functions is extremely large and accommodates a huge amount
of dynamical variety, so in order to have good control and to obtain strong results it
is often useful to restrict to smaller classes of functions.

Definition 3.1 (Special Classes of Entire Functions).
The class S (“Speiser class”) consists of those entire functions that have only finitely
many singular values. The class B (“the Eremenko-Lyubich class of functions of
bounded type”) consists of those entire functions for which all singular values are
contained in a bounded set in C.

Remark 3.2. For an entire function of class B, all transcendental singularities over
∞ are logarithmic.

Remark 3.3. An entire function f has finitely many critical points and finitely many
asymptotic tracts if and only if f has the form f (z) = c +

∫
P(z′)exp(Q(z′))dz′ for

polynomials P,Q.

Theorem 3.4 (Fatou Components for Class S and Class B).
A function of class S does not have Baker domains or wandering domains. A func-
tion of class B does not have Baker domains, and it does not have wandering do-
mains in which the dynamics converges to ∞.

Remark 3.5. This result is due to Eremenko and Lyubich [EL84b, EL92]; for wan-
dering domains in class S, see also Goldberg and Keen [GK86]. The proof is outlined
below.
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Theorem 3.6 (The Fatou-Shishikura-Inequality).
A function of class S has no more non-repelling periodic cycles than singular grand
orbits (and in particular, no more than singular values).

Remark 3.7. A singular grand orbit is any set of singular values for which their orbits
intersect pairwise. Theorem 3.6 is due to Eremenko and Lyubich [EL89]; compare
also Shishikura’s proof of the Fatou-Shishikura-inequality [Sh87]. A different proof
is due to Epstein [Ep].

Definition 3.8 (Logarithmic Tract).
For an entire function f ∈ B, a logarithmic tract T is a connected component of
f−1(C \DR), where DR ⊂ C is the closed disk around 0 of radius R > 0, and R is
chosen so that DR contains all singular values of f as well as f (0).

Remark 3.9. By construction, the restriction f : T → C\DR is a covering. For tran-
scendental entire functions, it is a universal covering: otherwise, the mapping degree
from T to C \DR would be finite and ∂T would be a circle, and by the maximum
modulus principle this would imply that T contained a neighborhood of ∞, so f
would be a polynomial.

For a transcendental entire function, the number of logarithmic tracts may be finite
or infinite. A function of finite order has only finitely many tracts by Denjoy-
Carleman-Ahlfors-theorem (Theorem 1.17). The condition | f (0)| < R is required
for the construction of logarithmic coordinates as described below.

Definition 3.10 (Logarithmic Coordinates).
For a function f ∈ B, a corresponding function in logarithmic coordinates is defined
as follows: let Tj be the logarithmic tracts of f and let T ′

j,k be the components of
log(Tj) (so that exp(T ′

j,k) = Tj and T ′
j,k+1 = T ′

j,k + 2π i). Then a function F corre-
sponding to f in logarithmic coordinates is any holomorphic function

F :
⋃

j,k

T ′
j,k → HlogR := {z ∈ C : Re z > logR}

satisfying exp◦F = f ◦ exp. Any component T ′
j,k is called a tract of F .

Remark 3.11. Since exp: HlogR → C\DR and f : Tj → C\DR are universal covers,
while exp: T ′

j,k → Tj is a conformal isomorphism, it follows that each restriction
F : T ′

j,k → HlogR is also a conformal isomorphism. Note that F is determined by f
only up to additive integer multiplies of 2π i, separately for each tract (in general,
F is not defined on any right half plane, or on any connected set containing all the
tracts).

Entire functions of bounded type are defined so that logarithmic coordinates exist
outside any disk DR that is large enough so as to contain all singular values and the
point f (0) (the latter condition is needed in order to assure that Tj 	� 0, so logarithms
can be taken on all tracts). Logarithmic coordinates were introduced to transcenden-
tal dynamics by Eremenko and Lyubich [EL84a, EL84b, EL92].
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The following fundamental estimate of Eremenko and Lyubich [EL92, Lemma 1]
is very useful. Write H := {z ∈ C : Re z > 0} for the right half plane.

Lemma 3.12 (Expansion on Logarithmic Tracts).
If T ′ is a logarithmic tract and F : T ′ → H is a conformal isomorphism, then

|F ′(z)| ≥ 1
4π

ReF(z) . (1)

Remark 3.13. All we are using about T ′ is that it is simply connected and disjoint
from T ′ + 2π ik for k ∈ Z\ {0}.

Proof. Since F : T ′ → H is a conformal isomorphism, it has a conformal inverse
G : H → T ′. Let D be the open disk around F(z) with radius R = ReF(z). Then
by the Koebe 1/4-theorem, G(D) contains a disk around G(F(z)) = z of radius
R|G′(F(z))|/4 = ReF(z)/4|F ′(z)|; but by periodicity of the tracts in the vertical
direction, the image radius must be at most π , and (1) follows. 
�
Sketch of proof of Theorem 3.4. For a function F :

⋃
T ′

j,k → H in logarithmic coor-
dinates, we claim that the set of points z with ReF◦n(z) → ∞ has no interior (here
we assume for simplicity that, possibly by translating coordinates, F(T ′

j,k) = H for
all tracts T ′

j,k). The key to this is Lemma 3.12. Suppose that F :
⋃

T ′
j,k → H has an

open set in the escaping set, say the round disk Dε (z) around some point z with
ReF◦n(z) → ∞. Then (1) implies |F ′(F◦n(z))| → ∞, hence |(F◦n)′(z)| → ∞. Using
the Koebe 1/4 theorem it follows that I(F) contains disks of radii ε|(F◦n)′(z)|/4.
Since these radii must be bounded by π , it follows that ε = 0. This proves the claim,
and this implies that for functions f ∈ B, the escaping set I( f ) has empty interior.
This proves Theorem 3.4, except for the fact that functions F ∈ S do not have wan-
dering domains. We do not describe this proof here. It uses the essential ideas of
Sullivan’s proof in the rational case (see [Mi06]), in particular quasiconformal de-
formations, and depends on the fact that small perturbations of functions in class S
live in a finite-dimensional space. 
�
Corollary 3.14 (Entire Functions with Empty Fatou Set).
If an entire function f in class B has the property that all its singular values are
strictly preperiodic or escape to ∞, then f has empty Fatou set.

Indeed, any Fatou component of f would require an orbit of a singular value that
converges to an attracting or parabolic periodic orbit, or accumulates on the bound-
ary of a Siegel disk, by Theorems 2.3 and 3.4.

Functions f ∈ B have a most useful built-in partition with respect to which
symbolic dynamics can be defined for those orbits that stay sufficiently far away
from the origin.

Definition 3.15 (Symbolic Dynamics and External Address).
Consider a function f ∈ B and let R > 0 be large enough so that DR(0) contains all
singular values as well as f (0), and let F : T ′

j,k → HlogR be a function in logarithmic
coordinates corresponding to f . Here k ranges through the integers so that T ′

j,k+1 =
T ′

j,k + 2π i, and j ranges through some (finite or countable) index set J, say.
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The external address of a point z ∈ C so that F◦n(z) ∈ ⋃
j,k T ′

j,k for all n ≥ 0 is the
sequence ( j,k)n so that f ◦n(z) ∈ T ′

( j,k)n
for all n.

Our “external address” is an “itinerary” with respect to the partition given by the
T ′

j,k; however, in order to achieve notational consistency, we prefer to use the term
“itinerary” in a different context: the analogy are dynamic rays of polynomials, our
external addresses correspond to external angles (or their expansion in base d, the
degree of the polynomials); in many cases, one can define itineraries of dynamic
rays, so that different dynamic rays have the same itinerary if and only these two
rays land at a common point. See the discussion in [SZ03b, Section 4.5] or [BS].

If s = ( j,k)n is an external address, define

Js := {z ∈ C : z has external address s} .

All sets Js are obviously disjoint. Each set Js is a closed set, either empty or
unbounded: Js ∪ {∞} is the nested intersection of the non-empty compact sets
{z ∈ C : f ◦n(z) ∈ T ′

( j,k)n
for n = 0,1, . . . ,N and N ∈ N}, so Js ∪ {∞} is compact

and non-empty.
An important special case that simplifies the situation occurs if all T ′

j,k ⊂ HlogR;
this occurs if the original entire function f has an attracting fixed point that attracts all
singular values of f . In this case, all Js ∪{∞} are nested intersections of non-empty
compact and connected sets, hence compact and connected. If the tract boundaries are
sufficiently well-behaved (for instances, so that they are eventually parametrized by
their real parts, or more generally that their boundaries do not “wiggle” too much),
then it can be shown that each non-empty Js is a curve that connects some point
z ∈ C to ∞. These conditions are satisfied in particular when f has finite order in
which all singular values are attracted by the same fixed point (see Barański [Bar07]).
A prototypical situation in which this had been considered relatively early is the
case of exponential maps with attracting fixed points; consider [DK84]. More gen-
eral results showing that the Js are curves, and also providing counterexamples in
other cases, are established in [RRRS]. In many cases, all but possibly one point
in Js are escaping points; a frequent concept that occurs in this case is that of a
Cantor bouquet. We will discuss this situation in more detail in Section 4. How-
ever, there are entire functions of bounded type, even hyperbolic ones, for which the
Julia set does not contain curves. An example of this was constructed in [RRRS].

Theorem 3.16 (Non-Existence of Curves).
There are hyperbolic entire functions of bounded type for which every path compo-
nent of J( f ) is bounded (or even a point).

Here, we give a few ideas of the arguments in Theorems 3.16. The work takes
place in logarithmic coordinates and consists of two steps: first we construct a do-
main T ⊂ H with a conformal isomorphism G : T → H sending the boundary point
∞ ∈ ∂T to the boundary point ∞ ∈ ∂H and so that all path components of

J(G) := {z ∈ T : G can be iterated infinitely often starting at z}
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Fig. 1 The wiggles in the proof of Theorem 3.16. Shown is (part of) the tract T with two wiggles
(the tract extends to the right towards infinity and has infinitely many wiggles). The shaded domain
in the left wiggle maps to a large half annulus that is indicated by two circular arcs, and this image
annulus must intersect the second wiggle so that each curve through the second wiggle intersects
the image annulus three times

are bounded. Then an approximation method is used to show that there exists an
entire function of bounded type f that yields a function F in logarithmic coordinates
that is close enough to G so as to have similar properties.

For the first step, the domain T is a long sequence of wiggles as indicated in
Figure 1: there are two real parts x1 < y1 so that T transverses the interval of real
parts in [x1,y1] three times; this part of T is called the first wiggle. The second wiggle
of T is such that G−1(T ) sends the second wiggle into the first one so that G−1(T )
has to transverse the interval [x1,y1] nine times. The third wiggle has the property
that its G-preimage in T “wiggles” three times through the second wiggle, and the
second preimage wiggles nine times through the first. Iterating this argument, it
follows that any curve in J(G) =

⋂
n≥0(G−1)◦n(T ) must connect real parts x1 and y1

infinitely often in alternating order, and this is impossible. Therefore, points in J(G)
to the left of the first wiggle have bounded path components. Similarly, it follows
that no path component within J(G) can traverse any of the infinitely many wiggles
in T further to the right.

The second step in the construction consists of finding an entire function f that
has a map F in logarithmic coordinates close to G. This is a classical approximation
procedure (see for instance [GE79]). A description of this method can be also found
in [RRRS].

The “size” of the wiggles must be large, in the sense that the ratio x2/x1 be-
tween the ends of the wiggles must tend to ∞. To see this, we decompose G =
G2 ◦G1, where S = {z ∈ C : Rez > 0, |Imz| < π/2} is a one-sided infinite strip and
G1 : T → S, G2 : S → H are conformal isomorphisms fixing the boundary points ∞.
Then G2 is essentially the exponential map, except near the left end, and G1 can be
thought of as an affine map along the long straight pieces of T , and just “bending”
the tract T straight into S near the turns.

If a wiggle satisfies yn/xn < κ , then the log of this wiggle (i.e., its preimage under
G2) has length at most logκ , and the same is true for the G-preimage. After the next
iterated preimage, a wiggle of bounded length at large real part becomes small, and
we do not get bounded path components. Therefore, yn/xn → ∞ (even extremely
fast) is necessary for counterexamples. This implies fast growth of G: if yn/xn is
large, that means that the tract T bends back far to the left (it has big “wiggles”),
and therefore T contains points that are (conformally) far out in T (so that ReF(z)
is large), but Rez is small.
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This condition is related to finite order as follows: if an entire function f has
finite order as in Definition 1.15, then the corresponding function in logarithmic
coordinates satisfies

lim sup
Rez→+∞

logReF(z)/Rez < ∞ . (2)

We thus use (2) as a definition for a function in logarithmic coordinates to have finite
order. Geometric function theory thus implies that large wiggles entail fast growth
of F , and this is restricted if F or equivalently f have finite order.

4 The Escaping Set

A significant amount of work on the dynamics of an entire function f has been, and
still is, concerned with the set I( f ) of escaping points. There are several reasons
why the escaping set is interesting:

• I( f ) is a non-empty invariant set (and unlike the Julia set, it is always a proper
subset of C).

• The set I( f ) often has useful structure, such as the union of curves to ∞
(“dynamic rays” and “Cantor Bouquets”).

• In many cases, several curves in I( f ) connect the same point z ∈ C to infin-
ity, even if z 	∈ I( f ) (in other words, several dynamic rays land at a common
point). This gives additional structure to the dynamic plane, such as in the fa-
mous “puzzle theory” of polynomials [Sch07b, RSch08, Ben].

• I( f ) is a subset of the dynamical plane that is often easy to control; for functions
of bounded type, it is a subset of the Julia set and thus makes it possible for
instance to give lower bounds on the Hausdorff dimension of the Julia set (see
Section 5).

• For polynomials, especially with non-escaping critical orbits, I( f ) has a very
simple structure, and J( f ) = ∂ I( f ); so many descriptions of J( f ) for polynomials
are based on I( f ), and analogous approaches are desired also for entire functions.

While many discussions in the earlier sections hold more generally for iterated
meromorphic functions, the discussion of the escaping set (and of functions of
bounded type) make sense only for entire functions, in the same sense the polyno-
mial dynamics is much easier to describe than the dynamics of rational mappings.

The fundamental results about the escaping set are due to Eremenko [Er89] (see
also Domı́nguez [Do98]). He established in particular the following.

Theorem 4.1 (The Escaping Set).
Every transcendental entire function f has the following properties:

• I( f )∩ J( f ) 	= /0;
• J( f ) = ∂ I( f );
• all components of I( f ) are unbounded.
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Examples of Fatou components in I( f ) have been given in Examples 2.8 (a Baker
domain), 2.9, and 2.10 (wandering domains).

We would like to review especially Fatou’s Example 2.9 with f (z) = z+1+e−z.
There is a single Fatou component, it contains the right half plane, and in it the or-
bits converge quite slowly to ∞. However, for integers k, points on i(2k + 1)π +R

−
converge very quickly to ∞ (at the speed of iterated exponentials); these are count-
ably many curves in I( f ) (dynamic rays), and the backwards orbits of these curves
form many more curves in I( f ). In fact, I( f ) contains uncountably many curves to
∞ (a Cantor bouquet).

Eremenko [Er89] raised some fundamental questions on I( f ) that inspired further
research.

Question 4.2 (Eremenko’s Questions on I( f )).

Weak version Is every component of I( f ) unbounded?
Strong version Can every z ∈ I( f ) be connected to ∞ within I( f )?

These questions have inspired a substantial amount of work, and are often re-
ferred to as Eremenko’s conjecture (in its weak and strong form). There are various
partial results on them, positive and negative. Rippon and Stallard [RS05a, RS05b]
showed the following.

Theorem 4.3 (Baker Wandering Domains and I( f )).
Let f be an entire function. Then I( f ) always has an unbounded component. If f
has a Baker wandering domain, then I( f ) is connected.

These results are based on a study of the set A( f ) as described below.
Rempe [Re07] established sufficient conditions for the weak version of Eremenko’s
question, as follows.

Theorem 4.4 (Unbounded Components of I( f )).
If f is an entire function of bounded type for which all singular orbits are bounded,
then every component of I( f ) is unbounded.

Substantial attention has been given to the speed of escape for points in I( f ). A
classical lemma, due to Baker [Ba81], is the following.

Lemma 4.5 (Homogeneous Speed of Escape in Fatou Set).
If z,w ∈ I( f ) are two escaping points from the same Fatou component of an entire
function f , then log | f ◦n(z)|/ log | f ◦n(w)| is bounded as n→ ∞. If z is in a (periodic)
Baker domain, then log | f ◦n(z)| = O(n).

This result follows from the observation that the hyperbolic distance between w
and z in the hyperbolic metric of F( f ) cannot increase, and that this distance is
essentially bounded below by the hyperbolic distance of C\R

−
0 .

Unlike other types of periodic Fatou components, Baker domains need not con-
tain singular values. However, if a Baker domain exists, the set of singular values
must be unbounded by Theorem 3.4; there is a stronger result by Bargmann [Ba01]
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and Rippon and Stallard [RS99b] saying that, for every entire function with a Baker
domain, there exists a constant C > 0 so that every annulus {z ∈C : r/C < |z|< rC}
(for r sufficiently large) intersects the set of singular values of f . More results on
Baker domains, including classification results, as well as examples of entire func-
tions with infinitely many Baker domains, can be found in Rippon’s survey [Ri08].

There are a number of further interesting subsets of I( f ) defined in terms of their
speed of escape.

Definition 4.6 (The Sets A( f ), L( f ) and Z( f )).
For an entire function f , the set A( f ) is defined as follows: given a large radius
R = R0 > 0, define recursively Rn+1 := M(Rn, f ) and set

AR( f ) := {z ∈ C : | f ◦n(z)| ≥ Rn for all n ≥ 0} ,

A( f ) :=
⋃

n≥0

f−n(AR( f )) .

The set Z( f ) is defined as

Z( f ) :=
{

z ∈ C :
loglog | f ◦n(z)|

n
→ ∞ as n → ∞

}
.

The set L( f ) is defined as

L( f ) :=
{

z ∈ I( f ) : limsup
log | f ◦n(z)|

n
< ∞

}
.

The set A( f ) describes essentially those points that escape to ∞ as fast as
possible; it has been introduced by Bergweiler and Hinkkanen [BH99]. It is quite
easy to see that it does not depend on R provided R is large enough so that
J( f )∩DR(0) 	= /0. The set Z( f ) describes those points that “zip” to ∞ much faster
than what is possible for polynomials (for the latter, loglog | f ◦n| = O(n)). The set
L( f ) describes slow escape (the letter L stands for sLow or the German Langsam).
These sets are among those introduced by Rippon and Stallard; they are well on
their way towards exhausting the alphabet with interesting sets of different speeds
of escape. Unfortunately, the speed of escape is not compatible with the alphabetic
order of their letters. The following is a subset of what is known on these sets.

Theorem 4.7 (Speed of Escape).
For every transcendental entire function f , the sets A( f ), L( f ) and Z( f ) satisfy the
following:

1. J( f )∩A( f ) 	= /0;
2. A( f ) ⊂ Z( f ), and all three sets A( f ), L( f ), and Z( f ) are completely invariant;
3. J( f ) = ∂A( f ) = ∂L( f ) = ∂Z( f );
4. every Fatou component U has either U ∩Z( f ) = /0 or U ⊂ Z( f ); moreover, it

has either U ∩A( f ) = /0 or U ⊂ A( f ), and also either U ∩L( f ) = /0 or U ⊂ L( f ).
5. If f has no wandering domains, then J( f ) = A( f ) = Z( f );
6. every (periodic) Baker domain lies in L( f );
7. if U is a Baker wandering domain, then U ⊂ A( f );
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8. if f has a Baker wandering domain, then A( f ) and I( f ) are connected, and each
component of A( f )∩ J( f ) is bounded; otherwise, each component of A( f )∩
J( f ) is unbounded;

9. every component of A( f ) is unbounded;
10. wandering domains may escape slow enough for L( f ) and fast enough for A( f ).

Item (1) comes out of Eremenko’s proof that I( f ) is non-empty (compare
Theorem 1.8). In (2), invariance is built into the definition, and the inclusion
comes from [BH99]. For Statement (3), note that ∂A( f ), ∂L( f ), and ∂Z( f ) are all
closed invariant sets, so they contain J( f ) by Theorem 1.7, and the claim reduces to
the fact that any Fatou component that intersects A( f ), L( f ), or Z( f ) is contained in
these sets. This follows from Lemma 4.5 and also implies (4) (see [RS00]). State-
ment (5) is from [RS00, BH99]. Statement (6) is due to Baker (see Lemma 4.5).
Statements (7) and (9) are from [RS05a], while (8) is unpublished recent work by
Rippon and Stallard. Wandering domains in L( f ) were given in Examples 2.9 and
2.10, while Baker wandering domains are in A( f ); this is (10).

Recent work by Rippon and Stallard is on “spider’s webs”: these are subsets of
I( f ) for which every complementary component is connected (such as the orbit of a
Baker wandering domain, together with certain parts of I( f ) connecting the various
wandering domains). Rippon and Stallard propose the idea that this feature may be
no less common and prototypical for the dynamics of entire functions as Cantor
Bouquets are nowadays often considered to be.

Theorem 4.8 (Slow Escape Possible).
For every real sequence Kn → ∞, there is a z ∈ I( f )∩J( f ) so that | f ◦n(z)| < Kn for
all sufficiently large n.

This result is also due to Rippon and Stallard [RS].
It had been observed by Fatou that I( f ) often contains curves to ∞. This was

shown for exponential maps in [DGH], and for more general entire functions having
logarithmic tracts satisfying certain geometric conditions in [DT86]. This leads to
the following.

Definition 4.9 (Dynamic Ray).
A dynamic ray tail is an injective curve γ : (τ,∞) → I( f ) so that

• f ◦n(γ(t)) → ∞ as t → ∞ for every n ≥ 0, and
• f ◦n(γ(t)) → ∞ as n → ∞ uniformly in t.

A dynamic ray is a maximal injective curve γ : (0,∞)→ I( f ) so that for every τ > 0,
the restriction γ|(τ,∞) is a dynamic ray tail. An endpoint of a dynamic ray γ is a point
a with a = limt↘τ γ(t).

Remark 4.10. Dynamic rays are sometimes called “hairs”; we prefer the term “ray”
in order to stress the similarity to the polynomial case.

Eremenko asked whether every point in I( f ) can be connected to ∞ by a curve in
I( f ) (compare Conjecture 4.2). This conjecture has been confirmed for exponential
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maps with attracting fixed points by Devaney and Krych [DK84] (in this case, the
Julia set is an uncountable collection of curves), in [SZ03a] for arbitrary exponential
maps (including the case when J( f ) = C), and in [RoS08] for arbitrary cosine maps
z �→ aez + be−z. For functions of bounded type and finite order, this was shown by
Barański [Bar07] under the additional condition that there is an attracting fixed point
that attracts all singular values, and by Rottenfußer, Rückert, Rempe and Schleicher
[RRRS] in general. We state a particular case of the result here (the precise statement
in [RRRS] is phrased in geometric terms on the tracts).

Theorem 4.11 (Dynamic Rays, Bounded Type and Finite Order).
For entire functions of bounded type and finite order, or compositions thereof, I( f )
consists entirely of rays, possibly with endpoints (the strong version of Eremenko’s
conjecture holds).

However, there are counterexamples to this question of Eremenko, even for entire
functions of bounded type; the counterexamples of course have infinite order, but
they can be quite close to having finite order [RRRS] (these had been mentioned in
Theorem 3.16).

In many cases, points on dynamic rays are in A( f ). This is recent unpublished
work by Rippon and Stallard. This is the case if f is a composition of functions of
finite order and bounded type, and more generally for all functions in [RRRS] that
satisfy an additional “bounded gulfs” condition.

Certain Julia sets, especially of hyperbolic entire functions, are described in terms
of Cantor Bouquets. Roughly speaking, a Cantor bouquet X is an uncountable union
of disjoint curves in the Julia set (dynamic rays with endpoints) so that X has no in-
terior point and each point in X has a neighborhood that intersects X in a set that
contains a homeomorphic copy of a Cantor set cross an interval (but every neigh-
borhood of every point in the Cantor bouquet also contains endpoints of curves, so
locally X is not homeomorphic to a Cantor set cross an interval). Prototypical ex-
amples of Cantor bouquets are Julia sets of exponential maps with attracting fixed
points [DK84], but there is a substantial body of work identifying Cantor bouquets
in many more Julia sets of entire functions (see, for instance, [DT86] or recent work
by Rempe and coauthors). Aarts and Oversteegen [AO93] have given an abstract
definition of Cantor bouquets, and they have shown some universality properties.

We conclude this section with an amusing result by Mayer [Ma90].

Definition 4.12 (Explosion Set).
A set X ⊂ C is called an explosion set if X ∪{∞} is connected in C, but X is totally
disconnected.

Theorem 4.13 (Explosion Set).
For every exponential map z �→ λ ez with an attracting fixed point, the landing points
of dynamic rays form an explosion set in C.

It seems likely that an analogous result should hold in much greater generality,
possibly for bounded type entire functions of finite order, at least when there is an
attracting fixed point attracting all singular values.
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5 Hausdorff Dimension

In this section, we describe a number of results on the Hausdorff dimension of Julia
sets of entire functions. We will start with a few results on specific prototypical
families and conclude the section with a collection of results on more general maps.
The first two results are due to McMullen [Mc87].

Theorem 5.1 (Hausdorff Dimension 2).
For every map z �→ λ ez, the Julia set (and even the escaping set) has Hausdorff
dimension 2.

Theorem 5.2 (Julia Set of Positive Measure).
For every map z �→ aez +be−z with ab 	= 0, the Julia set (and even the escaping set)
has positive 2-dimensional Lebesgue measure.

In this section, we will only sketch some of the proofs (see also the review article
[Sch07a]); they use parabolas of the following type (for ξ > 0 and p > 1):

Rp,ξ := {x + iy ∈ C : |x| > ξ and |y| < |x|p} .

For large p, the set Rp,ξ is the complement to a narrow parabola around the imagi-
nary axis.

The proof of Theorem 5.2 goes roughly as follows: we consider a “standard
square” Q ⊂ Rp,ξ with sides parallel to the coordinate axes and of side length 2π ,
where ξ is large depending on a and b. On Rp,ξ , the map E(z) = aez + be−z “es-
sentially” equals aez if Re z > ξ , and it equals be−z if Rez < −ξ . Thus if the real
parts of Q are in [x,x + 2π ], then the image of Q under E almost equals an annulus
between radii ex and e2πex (up to factors of |a| or |b), so the fraction (in terms of
Lebesgue area) of E(Q) that falls outside of Rp,ξ is on the order of 1/ p

√
ex = e−x/p;

the remaining part has real parts of absolute value at least ex/p. The image annulus
is covered by a large number of standard squares at much bigger real parts, and the
argument can be repeated. The idea is that in every step, the relative fraction of area
lost into C\Rp,ξ is so small that the total relative loss, in the product over infinitely
many steps, is less than one. In other words, a positive fraction of the area within
each standard square is in I( f ), so I( f ) has positive (in fact, infinite) 2-dimensional
Lebesgue measure.

The proof of Theorem 5.1 is similar. We consider the truncated quadrant Sξ :=
{z ∈ C : |Imz| < Rez,Re z > 0}, and the set of orbits that escape within Sξ : that is,
Iξ := {z ∈ I( f ) : the orbit of z is in Sξ}. In each step, three quarters of orbits fall
outside of Sξ , so Iξ has measure zero. We want to estimate its Hausdorff dimension.
In this case, a standard square is a square in Sξ of side length π/2, again with
sides parallel to the coordinate axes, and adjusted vertically so that its images under
Eλ (z) = λ ez (which are always one quarter of an annulus) are contained again in
Sξ . If Q is a standard square, and Eλ (Q) has real parts greater than N, then Eλ (Q)
intersects approximately N horizontal lines of standard squares, each containing N
standard squares (up to bounded factors; of course, the number of standard squares
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in each line is different). Transporting the standard squares in Eλ (Q) back into Q,
we replace each standard square by approximately N2 smaller squares of side length
1/N. Again, this process is iterated (which increases N and thus makes the bounded
factors irrelevant), and this establishes Theorem 5.1.

The next statement combines results of Karpińska, Schleicher, and Barański
[Ka99, SZ03a, Bar07]

Theorem 5.3 (Dynamic Rays of Dimension One).
For every exponential or cosine map, the set of dynamic rays has Hausdorff dimen-
sion 1. The same holds for significantly larger classes of maps, including those of
bounded type and finite order which have an attracting fixed point that contains all
singular values in its immediate basin.

The leads to the following interesting result discovered by Karpı́nska: for
exponential maps with attracting fixed points, the Julia set is an uncountable
union of components, each of which is a dynamic ray with a single endpoint. The
dynamic rays have Hausdorff dimension 1 by Theorem 5.3, while the entire Julia set
has Hausdorff dimension 2 by Theorem 5.1: therefore, all the dimension sits in the
endpoints of the dynamic rays. The situation is even more extreme for cosine maps,
where the Julia set has positive Lebesgue measure (Theorem 5.2). For postcritically
finite cosine maps, the endpoints of rays are everything but the 1-dimensional set of
rays, and we have the following [Sch07b]:

Theorem 5.4 (The Dimension Paradox for Cosine Maps).
Every postcritically finite cosine map C(z) = aez + be−z has the following
properties:

• the Julia set equals C;
• every dynamic ray lands at a unique point in C;
• every point in C is either on a dynamic ray, or it is the landing point of one, two,

or four dynamic rays;
• the set of dynamic rays has Hausdorff dimension 1;
• the landing points of these rays are the complement of the one-dimensional set

of rays.

The motor for all the results that the Hausdorff dimension of dynamic rays is 1
is the following lemma of Karpińska [Ka99].

Lemma 5.5 (The Parabola Lemma).
For every map z �→ λ ez or z �→ aez +be−z, the set of escaping parameters that escape
within the parabola Pp = {z ∈ C : |Imz| < |Re z|1/q} has Hausdorff dimension at
most 1 + 1/q.

The idea of this lemma is that points within this parabola are forced to have fast
growing real parts, and standard squares as above are replaced by N1+1/q smaller
standard squares (similarly as in the proof of Theorem 5.1, except that the quad-
rant P̃ξ is replaced by the parabola Pq that occupies ever smaller fractions of large
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centered annuli, as the radii increase). For details, see [Ka99,Sch07a]. The topolog-
ical claims in Theorem 5.4 use standard contraction arguments using the hyperbolic
metric in the finite postsingular set; see [Sch07b].

The results cited so far show that escaping points of exponential maps have
the property that all the points on the dynamic rays have dimension 1, while the
endpoints have dimension 2. A more precise study, investigating how the endpoints
can be subdivided into sets of dimensions between 1 and 2, was done by Karpiǹska
and Urbański [KU06].

We already mentioned in Section 4 that Rippon and Stallard have new results
showing that in much greater generality, points on dynamic rays escape to ∞ as fast
as possible; this should imply that in many cases, the dimension of dynamic rays
equals 1. Barański [Bar08] has shown this for bounded type and finite order maps
for which a single attracting fixed point absorbs all singular orbits, and results by
Rempe [Re] allow to lift the condition on the attracting fixed point.

The following result on the area of the Fatou set was a conjecture of Milnor and
has been shown by Schubert [Schu08]. The proof is in a similar spirit as some of the
previous arguments.

Theorem 5.6 (Unbounded Fatou Component of Finite Area).
For the map z �→ sin z, the Fatou set is contained in basins of parabolic fixed points.
The Fatou set intersects every vertical strip of width 2π in an unbounded set of finite
planar Lebesgue measure.

Next we state a useful result of Bock [Bo96].

Theorem 5.7 (Typical Orbits of Entire Functions).
Let f be a non-constant entire function, let S( f ) be its set of singular values, and let
P( f ) :=

⋃
n≥0 f ◦n(S f ) be the postsingular set. Then at least one of the following is

true:

1. almost every orbit converges to P( f )∪{∞};
2. J( f ) = C and almost every z ∈ C is recurrent.

This result allows to describe more crisply the behavior of typical orbits. A typ-
ical consequence is the following: if an entire function has finitely many singular
values, and all of them eventually land on repelling cycles, then if I( f ) has positive
measure it must have full measure in C (i.e., C\ I( f ) must have measure zero). This
applies for instance to postcritically finite maps in the cosine family.

Now we state a number of results on more general entire functions. We start by
a result of Stallard [St96].

Theorem 5.8 (Hausdorff Dimension Greater than 1).
For every entire map of bounded type, the Hausdorff dimension of J( f ) strictly ex-
ceeds 1.

It is still an open question whether there exists an entire function the Julia set
of which has Hausdorff dimension 1. A recent result by Bergweiler, Karpińska, and
Stallard is the following [BKS].
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Theorem 5.9 (Hausdorff Dimension 2).
For every entire map of bounded type and finite order, the Julia set has Hausdorff
dimension 2. More generally, if f has bounded type and for every ε > 0 there is a
rε > 0 so that

log log | f (z)| ≤ (log |z|)q+ε

for |z| > rε , then the Julia set has Hausdorff dimension at least 1 + 1/q.

(Note that functions of finite order satisfy the condition for q = 1, so the second
statement generalizes the first.)

The following result is due to Stallard [St97].

Theorem 5.10 (Explicit Values of Hausdorff Dimension).
For every p ∈ (1,2], there is an explicit example of an entire function for which the
Julia set has Hausdorff dimension p.

Finally we would like to mention the recent survey article on Hausdorff dimen-
sion of entire functions by Stallard [St08].

6 Parameter Spaces

In addition to the study of individual complex dynamical systems, a substantial
amount of attention is given to spaces (or families) of maps. This work comes
in at least two flavors: in most of the early work, specific usually complex one-
dimensional families of maps are considered; in transcendental dynamics, this is
most often the family of exponential maps (parametrized as z �→ λ ez with λ ∈ D

∗
or z �→ ez + c with c ∈ C). Pioneering work in this direction was by Baker and
Rippon [BR84], Devaney, Goldberg, and Hubbard [DGH], and by Eremenko and
Lyubich [EL92]. Another flavor is to consider larger “natural” parameter spaces. In
rational dynamics, such natural parameter spaces are finite-dimensional and easy
to describe explicitly (such as the family of polynomials or rational maps of given
degree d ≥ 2). In transcendental dynamics, reasonable notions of natural parame-
ter spaces are less obvious. Early work in this direction was done for instance by
Eremenko and Lyubich [EL92].

We start with a few remarks on general parameter spaces of entire functions and
especially a recent theorem by Rempe. We then discuss the family of exponential
maps as the space of prototypical entire functions and compare it with the Mandel-
brot set as the space of prototypical polynomials. We conclude this section with a
question of Euler.

The following definition is often seen as the natural parameter space of transcen-
dental entire functions of bounded type.

Definition 6.1 (Quasiconformally Equivalent Entire Functions).
Two functions f ,g of bounded type are called quasiconformally equivalent near ∞
if there are quasiconformal homeomorphisms ϕ ,ψ : C → C such that ϕ ◦ f = g◦ψ
near ∞.
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One way to interpret this definition is as follows. We write g = (ϕ ◦ f ◦ϕ−1) ◦
(ϕ ◦ψ−1), so g is a quasiconformally conjugate function to f , postcomposed with
another quasiconformal homeomorphism. In analogy, every quadratic polynomial
is conjugate to one of the form z2 + c, so any two quadratic polynomial differ from
each other by conjugation, postcomposed with an automorphism of C (here, there
are few enough marked points so that for the postcomposition, it suffices to use
complex automorphisms).

Theorem 6.2. Let f ,g be two entire functions of bounded type that are quasi-
conformally equivalent near ∞. Then there exist R > 0 and a quasiconformal
homeomorphism ϑ : C → C so that ϑ ◦ f = g ◦ϑ on

AR := {z ∈ C : | f ◦n(z)| > R for all n ≥ 1} .

Furthermore ϑ has zero dilatation on {z ∈ AR : | f ◦n(z)| → ∞}.

In particular, quasiconformally equivalent entire functions of bounded type are
quasiconformally conjugate on their escaping sets. This result may be viewed as
an analog to Schröder’s theorem (that any two polynomials of equal degree are
conformally conjugate in a neighborhood of ∞); it is due to Rempe [Re], together
with the following corollary.

Corollary 6.3 (No Invariant Line Fields).
Entire functions of bounded type do not support measurable invariant line fields on
their sets of escaping points.

A lot of work has been done on the space of the simplest entire functions: that
is the space of exponential functions. It plays an important role as a prototypical
example, in a similar way as quadratic polynomials play an important prototypical
role for polynomials. By now, there is a good body of results on the parameter space
of exponential functions, in analogy to the Mandelbrot set. Some of the results go
as follows:

Theorem 6.4 (Exponential Parameter Space).
The parameter space of exponential maps z �→ λ ez has the following properties:

1. there is a unique hyperbolic component W of period 1; it is conformally
parametrized by a conformal isomorphism μ : D

∗ → W, μ �→ μ exp(−μ),
so that the map Eλ with λ = μ exp(−μ) has an attracting fixed point with
multiplier μ;

2. for every period n ≥ 2, there are countably many hyperbolic components of
period n; on each component, the multiplier map μ : W → D

∗ is a universal
covering;

3. for every hyperbolic component W of period ≥ 2, there is a preferred conformal
isomorphism Φ : W → H

− with μ = exp◦Φ (where H
− is the left half plane);

4. there is an explicit canonical classification of hyperbolic components and
hyperbolic parameters;
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5. the preferred conformal isomorphism Φ : W → H
− extends as a homeomor-

phism Φ : W → H
−

; in particular, every hyperbolic component has connected
boundary;

6. there is an explicit canonical classification of boundary points of hyperbolic
components and of exponential maps with indifferent orbits;

7. escaping parameters (those for which the singular value escapes to ∞) are or-
ganized in the form of parameter rays, together with landing points of certain
parameter rays; this yields an explicit classification of all escaping parameters;

8. the Hausdorff dimension of the parameter rays is 1, while the Hausdorff
dimension of all escaping parameters (parameter rays and some of their landing
points) is 2;

9. exponential parameter space fails to be locally connected at any point on a
parameter ray;

10. there is an explicit classification of all parameters for which the singular orbit
is finite (i.e., strictly preperiodic);

11. the exponential bifurcation locus is connected.

We will comment on these results, give references, and relate them to results on
the Mandelbrot set.

(1), (2), (3), (4) The existence of hyperbolic components of all periods has
been shown in several early papers on exponential parameter space [DGH, BR84,
EL84b, EL92]; the fact that the multiplier map is a conformal isomorphism onto
D
∗ for period 1 and a universal cover over D

∗ for period 2 and greater is shown
there as well. This shows the existence of a conformal isomorphism Φ : W → H

−
with μ = exp◦Φ; it is made unique in [Sch00]. Hyperbolic components are given
combinatorial labels in [DFJ02], and they are completely classified in [Sch00]; the
latter result leads to a complete classification of exponential maps with attracting
periodic orbits. The fact that the component of period 1 is special is related to the
parametrization z �→ λ ez: for instance, for the parametrization z �→ ez + c, there is
still a single hyperbolic component of period 1, but its multiplier map is a univer-
sal cover over D

∗. All these results are in close analogy to the Mandelbrot set and
its degree d cousins, the Multibrot sets: these have finitely many hyperbolic com-
ponents of each period (with an explicit classification), and the multiplier maps on
these have degree d−1.

(5), (6) The multiplier map of a hyperbolic component clearly extends continu-
ously to the boundary; it was conjectured in the 1980’s (by Eremenko and Lyubich
[EL84b] and by Baker and Rippon [BR84]) that every component has connected
boundary, or equivalently that Φ extends as a homeomorphism Φ : W → H

−
. This

conjecture has been confirmed in [Sch04a, RSch09], and this leads to a classifica-
tion of exponential maps with indifferent orbits. The problem is the following: an
internal parameter ray of a hyperbolic component is the Φ−1-image of a horizontal
line γy := {x+ iy ∈ H

− : x ∈ (−∞,0)} ⊂H
−. It is easy to see that this parameter ray

lands at some λy ∈ C, i.e., the limit as x → 0 of Φ−1(γy(x)) exists. The difficulty
is to exclude that the limit λy = ∞: if λy ∈ C, then the exponential map Eλy has an
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indifferent orbit with multiplier eiy; if not, then the corresponding parameter would
be missing from the classification.

(7) Parameter rays in the space of exponential maps are constructed and classified
in [FS09]. There are additional parameters for which the singular value escapes;
these are landing points of certain parameter rays and are classified in [FRS08].

(8) It is shown in [BBS08] that parameter rays in exponential parameter space
have Hausdorff dimension 1, and in [Qiu94] that all escaping parameters have Haus-
dorff dimension 2. By [FRS08], every escaping parameter is either on a parameter
ray or a landing point of one of them.

(9) Contrary to one of the principal conjectures on the Mandelbrot set, and many
combinatorial similarities between the parameter spaces of exponential maps and
quadratic polynomials, the exponential bifurcation locus is not locally connected
at any point on any parameter ray: in fact, any parameter ray is approximated by
other parameter rays on both sides, and between any pair of parameter rays there
are are hyperbolic components. This destroys local connectivity of the exponential
bifurcation locus [RSch08].

(10) For rational maps, there is a fundamental theorem of Thurston [DH93] that
characterizes rational maps with finite critical orbit and that is at the basis of most
classification theorems in rational dynamics. Unfortunately, there is no analogous
result for transcendental maps. Currently, the only extension of Thurston’s theorem
to the case of transcendental maps is [HSS09] on exponential maps with finite sin-
gular orbits (see also [Se09] for work in progress in this direction); the resulting
classification of postsingularly finite exponential maps is in [LSV08]. This classifi-
cation had been expected for a long time [DGH].

(11) The fundamental study of the Mandelbrot starts with Douady and Hubbard’s
result about connectivity of the Mandelbrot set, or equivalently of its boundary,
which is the bifurcation locus in the space of quadratic polynomials. The corre-
sponding result about exponential maps is that the exponential bifurcation locus is
connected. Unlike in the polynomial case, where connectivity of the bifurcation lo-
cus of quadratic polynomials is the starting point for much of the theory of the Man-
delbrot set, this result comes at the end of a detailed study of exponential parameter
space. It was shown in [RSch09].

Just like for the whole field of entire dynamics, it is impossible to do justice to
the large body of knowledge that has been established from many different points
of view even on exponential parameter space. Among further existing work, we
would like to mention [GKS04, UZ07, Ye94]. There is also a significant amount of
work on other one-dimensional parameter spaces of explicit entire functions; we
only mention the work by Fagella, partly with coauthors, on the families z �→ λ zez

[Fa99] and on z �→ λ zmez (with m ≥ 2) [FaGa07]. Even though these are not entire
functions, we would also like to mention work on the family of tangent maps by
[KK97].

Conjecture 6.5 (Exponential Parameter Space).

• Hyperbolicity is dense in the space of exponential maps.
• Fibers in exponential parameter space are trivial.
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Remark 6.6. Fibers in exponential parameter space are defined in analogy as for the
Mandelbrot set (see [RSch08] for the exponential case and [Sch04b] for the Man-
delbrot case). The second conjecture says that all non-hyperbolic exponential maps
are combinatorially rigid (their landing patterns of periodic dynamic rays differ); it
is the analog to the famous conjecture that the Mandelbrot set is locally connected.
The second conjecture implies the first [RSch08].

We conclude this section with a question of Euler [E1777] that was raised in 1777,
and its generalization to complex numbers.

Question 6.7 (Euler Question: Iterated Exponentiation).

For which real a > 0 does the sequence a, aa, aaa
, aaaa

, . . . , have a limit?

This question can be rephrased, by setting λ := loga, as follows: for which λ ∈ R

does the sequence x0 := 0, xn+1 = λ exn , have a limit? In this form, it makes sense
for λ ∈ C

∗. The answer is surprisingly complicated. Set Eλ (z) := λ ez. To begin
with, we note that if the sequence xn converges to some b ∈ C but is not eventually
constant, then b must be an attracting or parabolic fixed point (clearly, no repelling
fixed point and no center of a Siegel disk can be a limit point of an orbit unless the
latter is eventually constant; and it is not hard to show that a Cremer point cannot be
the limit of the unique singular orbit).

The map Eλ has an attracting fixed point if and only if λ = μe−μ with μ ∈ D
∗

(since 0 is the only singular value of Eλ , it follows that in these cases, the orbit of
0 must converge to the attracting fixed point, by Theorem 2.3). Similarly, Eλ has a
rationally indifferent fixed point if and only if λ = μe−μ and μ is a root of unity.
This takes care of all cases where the orbit of 0 converges to a finite limit point
in C without eventually being constant. (The analogous question for periodic limit
points leads to the classification of hyperbolic components and their boundaries in
exponential parameter space, and thus items (4) and (6) in Theorem 6.4.)

The description of parameters λ in which the orbit of 0 is eventually fixed (or
eventually periodic) involves a classification of postsingularly finite exponential
maps, and this is settled by item (10) in Theorem 6.4. Finally, the case of parameters
λ in which the orbit of 0 converges to ∞ is item (7) in that theorem.

7 Newton Maps of Entire Functions

If f is an entire holomorphic function, then its associated Newton map Nf :=
id− f/ f ′ is a meromorphic function that naturally “wants to be” iterated. While
the iteration of general meromorphic functions falls outside of the scope of this
manuscript, there are a number of results specifically on Newton maps of entire
functions. In rational iteration theory, polynomials are the easiest maps to work on,
and their Newton maps have useful properties that make them easier to investigate
than general rational maps. Since we believe that the situation should be similar for
in the transcendental world, this section is included.
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Definition 7.1 (Basin and Immediate Basin).
For a root α of f , we define its basin as Uα := {z ∈ C : N◦n

f (z) → α} as n → ∞. The
immediate basin is the connected component of Uα containing α .

Theorem 7.2 (Immediate Basins Simply Connected).
Every root of f has simply connected immediate basin.

This was shown in [MS06]. It is an open question whether every Fatou component
of Nf is simply connected. After work by Taixes, the last open case is whether Baker
domains are always simply connected (compare [FJT08]).

Theorem 7.3 (Wandering Newton Domains Simply Connected).
If a Newton map has a wandering domain, then it is simply connected.

This follows from work of Bergweiler and Terglane [BT96]: in analogy with
classical work of Shishikura [Sh09], they prove that a multiply connected wander-
ing domain of a transcendental meromorphic map g (such as a Newton map) would
require that g has a weakly repelling fixed point; but this is not the case for Newton
maps.

Definition 7.4 (Virtual Immediate Basin).
A virtual immediate basin is a maximal subset of C (with respect to inclusion)
among all connected open subsets of C in which the dynamics converges to ∞ lo-
cally uniformly and which have an absorbing set. (An absorbing set in a domain V
is a subset A such that Nf (A) ⊂ A and every compact K ⊂ V has a n ≥ 0 so that
N◦n

f (K) ⊂ A.)

Theorem 7.5 (Virtual Immediate Basins Simply Connected).
Every virtual immediate basin is simply connected.

This was also shown in [MS06]. Every virtual immediate basin is contained in a
Baker domain; it is an open question whether this basin equals a Baker domain (this
is true for simply connected Baker domains). The principal difficulty is the question
whether every Baker domain has an absorbing set as in Definition 7.4; this would
also imply that every Fatou component of a Newton map is simply connected.

Theorem 7.6 (Two Accesses Enclose Basin).
Let f be an entire function (polynomial or transcendental) and let Uα be the imme-
diate basin of α for Nα . Let Γ1,Γ2 ⊂Uα represent two curves representing different
invariant accesses to ∞, and let W be an unbounded component of C \ (Γ1 ∪Γ2).
Then W contains the immediate basin of a root of f or a virtual immediate basin,
provided the following finiteness condition holds: N−1

f (z)∩W is finite for all z ∈ C.

Remark 7.7. In the case of a polynomial f , the finiteness condition always holds,
and there is no virtual immediate basin. The result thus says that any two accesses
of any immediate basins enclose another immediate basin. Theorem 7.6 is due to
Rückert and Schleicher [RüS07].
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For polynomials, it is known that any two invariant accesses to ∞ within the basin of
any root always enclose some other root. The analogous statement is false for entire
functions: if f (z) = zeez

, then the Newton map is Nf (z) = z(1− 1/(1 + ez)). The
map f has a single root with infinitely many invariant accesses, but these cannot
surround any further root: they indeed surround virtual basins. This example is due
to S. Mayer [May] (see also [MS06]).

Virtual immediate basins may be thought of as basins of a root at ∞. The proto-
typical case is f (z) = exp(z), Nf (z) = z−1: there is no root, all points converge to
−∞ under Nf , and indeed f converges to 0 along these orbits. Douady thus asked
whether there was a relation between asymptotic values 0 of f and virtual immedi-
ate basins. This is indeed often the case. The following two results are due to Buff
and Rückert [BR06].

Theorem 7.8 (Logarithmic Singularity Implies Virtual Immediate Basin).
If f has an asymptotic value 0 which is a logarithmic singularity, then Nf has a
virtual immediate basin.

There is a partial converse as follows.

Theorem 7.9 (Virtual Immediate Basin and Asymptotic Value).
Let V be a virtual immediate basin with absorbing set A. If the quotient A/Nf has
sufficiently large modulus, then f has an asymptotic value 0.

Remark 7.10. There are indeed counterexamples when A/Nf has small modulus
[BDL07].

Theorem 7.11 (Rational Newton Map).
The Newton map Nf of f is rational if and only if f = peq for polynomials p and q. In
this case, ∞ is a parabolic fixed point with multiplier 1 and multiplicity deg(q)+ 1.

This is probably a folklore result; for a proof, which is not difficult, see [RüS07].
Another result that is folklore (at least in the polynomial case) is the following (see
again [RüS07]).

Theorem 7.12 (Characterization of Newton Maps).
A meromorphic function g is the Newton map of an entire function if and only if all
fixed points ξ of g satisfy g′(ξ ) = (m− 1)/m for a positive integer m. Two entire
functions f1 and f2 have identical Newton maps if and only if f1/ f2 is constant.

The next result is due to Haruta [Ha99].

Theorem 7.13 (Area of Immediate Basins).
For f = peq with polynomials p and q and degq ≥ 3, every immediate basin has
finite Lebesgue area in the plane.

We conclude with the following conjecture from [Sch08] on root finding of the
Riemann ζ function by Newton’s method. Let ξ be the entire function the roots of
which are the non-trivial roots of ζ (so that ξ (s) = ξ (1− s)).
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Conjecture 7.14 (The Riemann ζ function).
There are constants c,s > 0 with the following property. If there is a root α of ξ
whose immediate basin does not contain one of the points c±n := ±2 + cn/ log|n|,
then the Riemann hypothesis is false and there is a root α ′ off the critical line with
|α ′ −α| < s and the immediate basin of α ′ contains a point c±n .

Remark 7.15. The preceding conjecture says that the points cn form an efficient set
of starting points for finding all roots of f , so that the first N starting points find at
least c′′N distinct roots of ξ ; and if they do not find all roots, then close to a missed
root these starting points find a root that violates the Riemann hypothesis.

More results on the dynamics of Newton maps for entire functions can be found in
the survey [Rü08].

8 A Few Open Questions

There has been an enormous amount of work on the dynamics of transcendental
entire (and meromorphic) functions, but many open questions remain (or rather,
and therefore, there are many more open questions that await their answers). We
just mention a couple of them in order to show that this field continues to be active.

Question 8.1. Is the escaping set I( f ) connected for every entire function f ?

Question 8.2. Is there an entire function with a wandering domain with bounded
orbit?

Eremenko and Lyubich [EL87] constructed an example of a wandering domain on
which the iterates do not tend to ∞.

Question 8.3. Is there an entire function of bounded type that has a wandering
domain?

(By Theorem 3.4, this entire function could not be of finite type, and the wandering
domain could not consist of escaping orbits.)

Question 8.4. If an entire function has order less than 1/2, does this imply that the
Fatou set has no unbounded Fatou components?

This is a conjecture by Baker, and it has inspired a lot of work and partial results,
such as by Baker, Stallard, Anderson-Hinkkanen, and others. It is still open even for
functions of order 0. Another open question is whether A( f ), the set of points that
escape to infinity as fast as possible, can have unbounded Fatou components.

Question 8.5. Is there an entire function whose Julia set has Hausdorff
dimension 1?
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As discussed in Section 5, the Hausdorff dimension of the Julia set always has
dimension at least 1, and there are examples of entire functions for which the
dimension of the Julia set is arbitrarily close to 1. For functions of bounded type,
the Julia set always has Hausdorff dimension strictly greater than 1.

Question 8.6. Does every Newton map of an entire function always have connected
Julia set?

This is true for polynomials, and there are positive partial results in the transcenden-
tal case. The main difficulty seems to be with Baker domains. (See Section 7.)

We have not discussed irrationally indifferent periodic points of entire functions.
The following is an open question even for polynomials of arbitrary degree, but there
are complete answers for certain spaces of maps (such as quadratic polynomials, by
Yoccoz’ linearization condition[Y95], and maps z �→ λ zez, by Geyer [Ge01]).

Question 8.7. Give, for various classes of entire functions, a necessary and sufficient
condition for an irrationally indifferent periodic point to have a Siegel disk.

We now state a couple of questions that are more specific for the family of expo-
nential maps; but many of these questions can also be asked for larger classes of
entire functions: the greater question is “investigate, for various known properties
of exponential maps, under which conditions these hold for larger classes of entire
functions”.

Question 8.8. Suppose for an exponential map z �→ λ exp(z), the singular value does
not converge to ∞. Is every repelling periodic point the landing point of a periodic
dynamic ray? Is there a generalization to larger classes of maps (of bounded type
and finite order)?

Question 8.9. Suppose for an exponential map z �→ λ ez, the Julia set equals C. Does
this imply that there is a dynamic ray that does not land? Is there an analogous result
for entire functions without critical values? Or for those that have finite asymptotic
values?

Question 8.10. Characterize the parameters λ ∈ C
∗ for which the set of non-

escaping points in C of z �→ λ ez is connected; characterize also those parameters
for which the set of non-escaping points union {∞} is connected.

Question 8.11. Show that hyperbolicity is dense in the space of exponential maps.

The analogous question remains open for any non-trivial space of holomorphic map-
pings, even for the prototypical case of quadratic polynomials.

We conclude this section by a question on a very specific map that would have
amusing consequences.

Question 8.12. Show that the following map does not have a wandering domain (or
at least not one that intersects the real axis):

f (z) = z/2 +(1− cos π z)(z+ 1/2)/2 +((1/2− cos π z)sin πz)/π
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Remark 8.13. The relevance of the last question is the following: it is known that Z

is in the Fatou set for this function f . Moreover, on Z, the function f coincides with
the well-known 3n + 1 problem: f (n) = n/2 if n even and f (n) = (3n + 1)/2 if n is
odd. Therefore, solving this question would prove that the 3n + 1 problem does not
have an orbit tending to ∞ (it would still be possible for f to have periodic integer
orbits other than the cycle 1 �→ 2 �→ 1; such as the fixed point −1 or −5 �→ −7 �→
−10 �→ −5). See [LSW99] for more details.

A. Background and Notation

In this brief appendix, we collect some of the notation that we are using in this text,
and we state some of the standard results from complex analysis that we require.

D {z ∈ C : |z| < 1} (the complex unit disk)
D
∗

D\ {0} (the punctured unit disk)
C C∪{∞} (the Riemann sphere with marked point at ∞)
H {z ∈ C : Rez > 0} (the right half plane)
Dr(a) {z ∈ C : |z−a|< r} (a Euclidean disk in C)
χ(a,b) the spherical metric between any two points on C

Dχ(a,r) {z ∈ C : χ(a,z) < r} (a disk in C for the spherical metric)
f � the spherical derivative: f �(z) := | f ′(z)|/(1 + | f (z)|2)
M(r, f ) max{| f (z)| : |z| = r}

Definition A.1 (Normal Family).
Let U ⊂ C be a domain. A family ( fk) of holomorphic maps U → C is called a
normal family if every sequence of the ( fk) contains a subsequence that converges
locally uniformly to a holomorphic limit function f : U → C.

Being a normal family is a local property: if every z ∈ U has a neighborhood on
which a family of maps is normal, then the family is normal on all of U (this follows
by a standard diagonal argument).

Theorem A.2 (Montel’s Theorem).
Any family ( fk) : U → C\ {a,b,c} of holomorphic functions from a domain U ⊂ C

to the sphere with three distinct punctures a,b,c is normal.

Theorem A.3 (Marty’s Criterion).
A family ( fk) : U → C of holomorphic maps is normal if and only if the spherical
derivatives are locally bounded.

Theorem A.4 (Picard’s Theorem).
If f : D

∗ → C has an essential singularity at 0, then f assumes every z ∈ C, with at
most two exceptions, infinitely often in every neighborhood of 0.

General references to the results in this appendix include [A98,H64,S93] as well
as [Mi06, Be98].
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dans l’ensemble de Julia. Progr. Math. 188, Birkhäuser, Basel, 221–222 (2000)
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Saint-Flour XXXII-2002. Editor: J. Picard (2004)
Vol. 1841: W. Reichel, Uniqueness Theorems for Vari-
ational Problems by the Method of Transformation
Groups (2004)
Vol. 1842: T. Johnsen, A. L. Knutsen, K3 Projective Mod-
els in Scrolls (2004)
Vol. 1843: B. Jefferies, Spectral Properties of Noncom-
muting Operators (2004)
Vol. 1844: K.F. Siburg, The Principle of Least Action in
Geometry and Dynamics (2004)
Vol. 1845: Min Ho Lee, Mixed Automorphic Forms, Torus
Bundles, and Jacobi Forms (2004)
Vol. 1846: H. Ammari, H. Kang, Reconstruction of Small
Inhomogeneities from Boundary Measurements (2004)
Vol. 1847: T.R. Bielecki, T. Bjrk, M. Jeanblanc, M.
Rutkowski, J.A. Scheinkman, W. Xiong, Paris-Princeton
Lectures on Mathematical Finance 2003 (2004)
Vol. 1848: M. Abate, J. E. Fornaess, X. Huang, J. P. Rosay,
A. Tumanov, Real Methods in Complex and CR Geom-
etry, Martina Franca, Italy 2002. Editors: D. Zaitsev, G.
Zampieri (2004)
Vol. 1849: Martin L. Brown, Heegner Modules and Ellip-
tic Curves (2004)
Vol. 1850: V. D. Milman, G. Schechtman (Eds.), Geomet-
ric Aspects of Functional Analysis. Israel Seminar 2002-
2003 (2004)
Vol. 1851: O. Catoni, Statistical Learning Theory and
Stochastic Optimization (2004)
Vol. 1852: A.S. Kechris, B.D. Miller, Topics in Orbit
Equivalence (2004)
Vol. 1853: Ch. Favre, M. Jonsson, The Valuative Tree
(2004)
Vol. 1854: O. Saeki, Topology of Singular Fibers of Dif-
ferential Maps (2004)
Vol. 1855: G. Da Prato, P.C. Kunstmann, I. Lasiecka,
A. Lunardi, R. Schnaubelt, L. Weis, Functional Analytic
Methods for Evolution Equations. Editors: M. Iannelli,
R. Nagel, S. Piazzera (2004)
Vol. 1856: K. Back, T.R. Bielecki, C. Hipp, S. Peng,
W. Schachermayer, Stochastic Methods in Finance, Bres-
sanone/Brixen, Italy, 2003. Editors: M. Fritelli, W. Rung-
galdier (2004)
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bilités de Saint-Flour XXXIV-2004 (2007)
Vol. 1909: H. Akiyoshi, M. Sakuma, M. Wada,
Y. Yamashita, Punctured Torus Groups and 2-Bridge Knot
Groups (I) (2007)
Vol. 1910: V.D. Milman, G. Schechtman (Eds.), Geo-
metric Aspects of Functional Analysis. Israel Seminar
2004-2005 (2007)



Vol. 1911: A. Bressan, D. Serre, M. Williams,
K. Zumbrun, Hyperbolic Systems of Balance Laws.
Cetraro, Italy 2003. Editor: P. Marcati (2007)
Vol. 1912: V. Berinde, Iterative Approximation of Fixed
Points (2007)
Vol. 1913: J.E. Marsden, G. Misiołek, J.-P. Ortega,
M. Perlmutter, T.S. Ratiu, Hamiltonian Reduction by
Stages (2007)
Vol. 1914: G. Kutyniok, Affine Density in Wavelet
Analysis (2007)
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Vol. 1917: I. Veselić, Existence and Regularity Properties
of the Integrated Density of States of Random Schrdinger
(2008)
Vol. 1918: B. Roberts, R. Schmidt, Local Newforms for
GSp(4) (2007)
Vol. 1919: R.A. Carmona, I. Ekeland, A. Kohatsu-
Higa, J.-M. Lasry, P.-L. Lions, H. Pham, E. Taflin,
Paris-Princeton Lectures on Mathematical Finance 2004.
Editors: R.A. Carmona, E. inlar, I. Ekeland, E. Jouini, J.A.
Scheinkman, N. Touzi (2007)
Vol. 1920: S.N. Evans, Probability and Real Trees. Ecole
d’Été de Probabilités de Saint-Flour XXXV-2005 (2008)
Vol. 1921: J.P. Tian, Evolution Algebras and their Appli-
cations (2008)
Vol. 1922: A. Friedman (Ed.), Tutorials in Mathematical
BioSciences IV. Evolution and Ecology (2008)
Vol. 1923: J.P.N. Bishwal, Parameter Estimation in
Stochastic Differential Equations (2008)
Vol. 1924: M. Wilson, Littlewood-Paley Theory and
Exponential-Square Integrability (2008)
Vol. 1925: M. du Sautoy, L. Woodward, Zeta Functions of
Groups and Rings (2008)
Vol. 1926: L. Barreira, V. Claudia, Stability of Nonauto-
nomous Differential Equations (2008)
Vol. 1927: L. Ambrosio, L. Caffarelli, M.G. Crandall,
L.C. Evans, N. Fusco, Calculus of Variations and Non-
Linear Partial Differential Equations. Cetraro, Italy 2005.
Editors: B. Dacorogna, P. Marcellini (2008)
Vol. 1928: J. Jonsson, Simplicial Complexes of Graphs
(2008)
Vol. 1929: Y. Mishura, Stochastic Calculus for Fractional
Brownian Motion and Related Processes (2008)
Vol. 1930: J.M. Urbano, The Method of Intrinsic Scaling.
A Systematic Approach to Regularity for Degenerate and
Singular PDEs (2008)
Vol. 1931: M. Cowling, E. Frenkel, M. Kashiwara,
A. Valette, D.A. Vogan, Jr., N.R. Wallach, Representation
Theory and Complex Analysis. Venice, Italy 2004.
Editors: E.C. Tarabusi, A. D’Agnolo, M. Picardello
(2008)
Vol. 1932: A.A. Agrachev, A.S. Morse, E.D. Sontag,
H.J. Sussmann, V.I. Utkin, Nonlinear and Optimal Control
Theory. Cetraro, Italy 2004. Editors: P. Nistri, G. Stefani
(2008)
Vol. 1933: M. Petkovic, Point Estimation of Root Finding
Methods (2008)
Vol. 1934: C. Donati-Martin, M. Émery, A. Rouault,
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