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In Market Institutions in Sub-Saharan Africa Marcel Fafchamps

synthesizes the results of recent surveys of indigenous mar-

ket institutions in twelve countries, including Benin, Ghana,

Kenya, Madagascar, Malawi, and Zimbabwe, and presents

findings about economics exchange in Africa that have im-

plications both for future research and current policy. Em-

ploying empirical data as well as theoretical models that

clarify the data, Fafchamps takes as his unifying principle the

difficulties of contract enforcement. Arguing that in an un-

predictable world contracts are not always likely to be re-

spected, he shows that contract agreements in sub-Saharan

Africa are affected by the absence of large hierarchies (both

corporate and governmental) and as a result must depend to

a greater degree than in more developed economies on so-

cial networks and personal trust. Fafchamps considers policy

recommendations as they apply to countries in three differ-

ent stages of development: countries with undeveloped

market institutions, like Ghana; countries at an intermediate

stage, like Kenya; and countries with developed market in-

stitutions, like Zimbabwe. 

Market Institutions in Sub-Saharan Africa caps ten

years of personal research by the author. Fafchamps, in col-

laboration with such institutions as the Africa Division of the

World Bank and the International Food Policy Research In-

stitute, participated in the surveys of manufacturing firms

In this book Marcel Fafchamps has done more than sum-

marize the exciting economic research on firms and mar-

kets in Africa over the last decade. He has provided a

framework for understanding African economies that

will serve as the reference on Africa for the foreseeable

future.” —Garth Frazer, University of Toronto

This book is a wonderful contribution to our knowledge

on the subject. The work is original and the scholarship

sound.” —Avner Greif, Department of Economics, Stan-

ford University

Since the economics profession has started to lend gen-

uine attention to institutional issues and developed ana-

lytical tools and concepts to do so, the need to inquire

into the specific situation of Africa has become pressing.

In this book Marcel Fafchamps faces this challenge with

his usual rigor and acumen, focusing on key issues of

contract enforcement, social networks, and ethnic dis-

crimination.” —Jean-Philippe Platteau, Namur Univer-

sity, Belgium

By placing enforcement at the center of his study of

firms’ market transactions, Marcel Fafchamps makes a

convincing case for the relevance of economic analysis

for developing countries. By providing evidence on when

and why breaches of contracts occur, and on when and

how creditors screen potential debtors, he not only tests

some of his theory’s predictions but stimulates further re-

search on the use of incentives for the analysis of the de-

veloping world.” —Jean-Jacques Laffont, IDEI, University

of Toulouse, and University of Southern California
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and agricultural traders that provide the empirical basis for

the book. The result is a work that makes a significant contri-

bution to research on the continuing economic stagnation of

many countries in sub-Saharan Africa and is also largely ac-

cessible to researchers in other fields and policy professionals.

Marcel Fafchamps is Reader in the Department of

Economics and Professorial Fellow at Mansfield College, 

Oxford University.
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Preface

This book presents ten years of personal research on market institutions in sub-

Saharan Africa. Evidence from surveys undertaken in twelve African countries is

presented. Although the emphasis of this book is empirical, models are presented

that clarify the assumptions underlying the research and sharpen the insights gained

from empirical work.

The overarching goal of the book is to develop a better understanding of market

institutions in sub-Saharan Africa. Ultimately it should help develop appropriate

policy for improving both economic growth and income distribution in Africa. The

book is primarily addressed to research economists interested in Africa. However,

except for the six theoretical chapters (2, 8, 11, 12, 14, and 17), the material presented

here is accessible to researchers in a number of fields as well as policy practitioners.

The book can be used for economics courses focusing on Africa.

The history behind this book project is a long one. It starts in Africa itself where I

worked for several years before getting a PhD and turning to academe. As associate

expert in the Addis Ababa o‰ce of the International Labour Organization, I had an

opportunity to travel to many parts of sub-Saharan Africa. This is the time when I

made my first casual observations about contractual issues. I noted that it was fre-

quent for contractual promises to be ignored or renegotiated but also that people

often formed personal bonds stronger than contracts. Since I have a law degree, I

was intrigued by these observations because they forced me to challenge the legalistic

and formal view of contracts that I had inherited from my training. Living in a dif-

ficult and uncertain environment (this was at the height of the military dictatorship),

I had many opportunities to reflect that, in an unpredictable world, contracts were

di‰cult to respect. Trust was needed for trade to take place, and trust originated

primarily in interpersonal relationships. The organization of African markets in the

form of networks had been described by many, regardless of their position on the

political spectrum (e.g., Bauer 1954; Jones 1959; Amselle 1977; Cohen 1969; Meil-

lassoux 1971; Staatz 1979).

I then left Africa for California, got a PhD at UC Berkeley, went to work for

Stanford University, and forgot about contracts. I thought the issue was important,

but I did not see how trust and interpersonal relationships could be modeled using

economic theory. This changed in 1990 when Dilip Abreu came to Stanford to teach

a course on repeated games. An assistant professor at the time, I audited the course

and realized how the formal framework could be used to model long-term relation-

ships. This rekindled my interest in contractual issues. Following the literature of the

time (e.g., Kimball 1988; Coate and Ravallion 1993; Kocherlakota 1996; Ligon et al.

2001), my first applications of repeated games went to risk sharing. I published a

thought piece in EDCC (Fafchamps 1992), a theoretical exercise on informal credit



(Fafchamps 1999a), and launched empirical work on risk-sharing networks that

came to full fruition much later (e.g., Fafchamps and Lund 2002; Fafchamps and

Gubert 2002).

While teaching at Stanford in the early 1990s, I came in contact with Paul Mil-

grom, Masa Aoki, Barry Weingast, and Avner Greif, and became aware of their

work on markets and institutions. I met with Douglas North, a frequent visitor to

Stanford, and benefited greatly from discussions with him and the rest of the com-

parative institutions group. Jean-Philippe Platteau also visited Stanford around this

time, and we discussed his ideas on markets, subsequently published in a two-part

article (Platteau 1994a, b). Coming across the work of sociologists on networks

and markets (e.g., Mitchell 1969; Granovetter 1995b), I became interested in graph

theory as a way to model networks. I formalized my ideas in two unpublished papers

written in 1992, one on the formation of trust—which forms the basis for chapter

8—and another on networks—which is at the core of chapter 17. Based on my

understanding of the theoretical literature at the time, I formulated a series of con-

jectures on traders and markets that are revisited in chapter 1.

In 1992 I was thus ready to envisage empirical work on markets. The opportunity

arose when I was asked to collaborate with the Regional Program for Enterprise

Development run by the Africa Division of the World Bank. Tyler Biggs, a former

HIID hand, was heading the program. Its purpose was to conduct panel surveys on

manufacturing firms in Africa. From his earlier years in Taiwan, Tyler was seriously

interested in supplier credit as an alternative credit channel for small manufacturers.

The strong emphasis on trade credit that he imparted to the early RPED research

turned out to provide me with a perfect vantage point from which to examine the

respect of contracts.

I was commissioned with others to undertake a study of enterprise finance in

African manufacturing. The study was to be based on detailed interviews with sub-

sets of RPED panel firms in di¤erent African countries, plus a number of suppliers

and clients. We started with Ghana. Following a first visit in September 1992 during

which I participated to the RPED survey itself, the small enterprise finance survey

took place in January 1993. The small format of the survey enabled me to participate

personally at half of the interviews. Under the direction of Carlos Cuevas, the report

from this survey was co-authored by Rebecca Hanson, Peter Moll, Pradeep Srivas-

tava, and myself (Cuevas et al. 1993). An unabridged version of my contribution to

this report was subsequently published in World Development (Fafchamps 1996).

The theoretical model presented in chapter 2 borrows heavily from this article while

chapters 4 and 9 build on the empirical results presented there.

Kenya was the next country studied as part of the RPED research on enterprise

finance. Survey work took place in September 1993. I coordinated the writing of the
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report, which was finalized in June 1994 with contributions from Tyler Biggs, Joha-

than Conning, and Pradeep Srivastava (Fafchamps et al. 1994). By then I was getting

a better handle on the subject and the report was more ambitious, with detailed

coverage of screening practices, socialization, contract enforcement, and the like. The

results confirmed earlier results from Ghana and generated new insights. Empirical

results from this report form the basis for chapters 4, 9, and 21.

The Kenya report was followed by another small survey in Zimbabwe in August

1994. The survey was conducted in Harare with the assistance of John Pender and

Elisabeth Robinson. Again, I was present at more than half of the interviews. The

report was released by the World Bank in April 1995 (Fafchamps et al. 1995). It

revisited some of the issues studied in Ghana and Kenya but expanded coverage to

other issues such as equity financing and loan monitoring. Using the small survey

data, I published an article on trade credit in Zimbabwe (Fafchamps 1997c). Data

from Kenya and Zimbabwe were subsequently combined to produce an article on

ethnicity and credit (Fafchamps 2000). Chapters 4, 9, 13, and 21 borrow from the

Zimbabwe report while chapter 19 is based on the later article.

The initial intention had been to combine the evidence from the small surveys and

the panel surveys into a World Bank sponsored book on enterprise finance in Africa.

Unfortunately, by 1995 nearly all RPED survey teams had fallen out with Tyler, and

the project was abandoned. The consequence was that I failed to gain the access I

had been promised to the panel data.

During this period of RPED research, I came into contact with a number of

people working on related issues, notably Rachel Kranton, Chris Woodru¤, Debraj

Ray, and Alessandra Casella. I came to realize that the issues I had been studying in

Africa were of general interest to the economic profession. I also noticed that we

were all gravitating toward similar issues of contract enforcement, trust, search, and

networks. Drawing inspiration from the work of other researchers as well as from my

own fieldwork experience, I wrote theoretical material on market emergence, repu-

tation, and ethnicity. This work, which summarizes the main insights from my three

years of fieldwork, was initially written in 1995 and partly published electronically in

2002 (Fafchamps 2002b). This material forms the basis of chapters 11, 12, and 17.

In January 1996, I was fortunate to begin collaboration with the Industrial Surveys

in Africa (ISA) group led by Paul Collier, Jan Willem Gunning, and Arne Bigsten.

The ISA group was an unusual collaboration in economics as it brought together

a dozen of researchers from diverse backgrounds working together on the RPED

panel data. Individuals or groups of researchers took responsibility for preparing

drafts of specific papers that were then discussed by the group and published jointly.

In collaboration with the group, I wrote an article on contract enforcement using

data from six RPED study countries. This paper, which I co-authored with Bigsten,
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Collier, Dercon, Gauthier, Gunning, Isaksson, Oduro, Oostendorp, Patillo, Soder-

bom, Teal, and Zeufack (Bigsten et al. 2000a), forms the basis for chapter 5, albeit

with an expanded data set. Many other papers were produced by the ISA group

(Bigsten et al. 1999a, b, 2000, 2002). Participation to ISA work indirectly contributed

to the present volume by reinforcing my familiarity with the African manufacturing

sector.

Around the same period, I co-authored a paper on inventories and contractual risk

in Zimbabwe together with Jan Willem Gunning and Remco Oostendorp (Faf-

champs et al. 2000). For chapter 7, I reran part of that analysis using data from nine

African countries instead of Zimbabwe alone.

At this point my work on manufacturing firms was reaching an end. With the ex-

ception of Ghana where, under the direction of Francis Teal, Oxford University kept

the manufacturing panel alive, data collection on manufacturing firms in Africa was

at a standstill.1 Furthermore it was time to investigate market institutions in eco-

nomic activities other than manufacturing.

While spending a summer at the International Food Policy Research Institute

(IFPRI) in 1995, I had discussed my research interests with Ousmane Badiane,

then in the markets division. IFPRI was actively collecting data from agricultural

traders in a number of African countries, and Ousmane immediately showed a deep

interest in the research topic. But funding was a problem. After several e¤orts, we

were finally successful in securing funds for a survey on contract enforcement among

agricultural traders in Madagascar. We obtained funding in late August 1997 and,

literally overnight, I wrote a questionnaire and hopped on a plane for Antananarivo

to launch the survey.

In Madagascar, I linked up with Bart Minten, whom I had met before at IFPRI.

This was to be the beginning of a long and fruitful collaboration. The Madagascar

survey was conducted from September to December 1997. It led to numerous pub-

lications and a book chapter (e.g., Fafchamps and Minten 1999, 2001a, 2002b, c).

Having clarified the operation of agricultural markets in Madagascar, it was vital

to validate our results in other African countries. Once again, the collaboration of

IFPRI was sought. With funding from the World Bank and the assistance of Mylene

Kherallah and Nick Minot at IFPRI, we managed to secure funds for a repeat of the

Madagascar survey in Benin and Malawi. A former student of mine with a lot of

experience surveying traders, Eleni Gabre-Madhin, joined the team and in mid-1999,

1. This work was subsequently revived by Oxford University with funding from UNIDO, and new panel
surveys were undertaken in Kenya, Tanzania, and Nigeria. The World Bank itself has now rekindled its
interest in manufacturing surveys in Africa.
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agricultural trader surveys were launched in the two countries. Data from these sur-

veys were used for two papers on transactions costs that are not used in this volume

(e.g., Fafchamps and Gabre-Madhin 2001; Fafchamps et al. 2002). The data from

Benin and Malawi were combined with those from Madagascar to produce a paper

on returns to social capital (Fafchamps and Minten 2001b).

The papers written on the basis of the agricultural trader survey data form the

basis for chapters 6, 10, part of 13, and 16. In 2001 a survey of Madagascar traders

was retaken with funding from USAID and the Pew Charitable Trust. To date, this

survey has resulted in a single-authored paper on ethnicity and networks that was

presented at PEW conference in 2002 (Fafchamps 2002a). This paper uses data from

the 2001 Madagascar survey as well as the 1999 surveys in Benin and Malawi. It is

the inspiration for chapter 20.

My research on market institutions continues. Following on my work on property

rights with Bart Minten, I have begun examining crime and law enforcement using a

national census of communes that Bart and I conducted in Madagascar in 2001, as

well as a follow-up survey that Bart managed to organize in the middle of the presi-

dential election crisis of 2002. To date, two papers have been written on these issues.

One shows that crime is more prevalent in rural areas, the other that a poverty shock

increases some forms of property crime but has no e¤ect on organized crime.

Together with Mans Soderbom, I have begun looking at moral hazard within

firms. In this spirit we recently wrote a paper on worker supervision in African

manufacturing (Fafchamps and Soderbom 2002). This paper combines matched

employer-employee data from the RPED surveys with a 2000 World Bank manu-

facturing survey I helped organize in Morocco. Analysis of the agricultural data

from Benin, Malawi, and Madagascar (2001) is not completed. A detailed analysis of

transactions costs has been completed. It suggests that increasing returns to scale are

absent or very weak in African agricultural trade. Further work on entry and exit of

traders is underway. At of the time of writing, a survey of co¤ee producers and

traders in Uganda is at the planning stage, with possible extensions to other coun-

tries. Other opportunities for fruitful work along these lines will no doubt materialize

in the future.

In this book the presence of firms of various sizes is taken as given. We simply seek

to understand how existing firms deal with each other. As we will see, this is not a

trivial question. But the answers we come up with may ultimately depend on the size

distribution of firms. As I noted in Fafchamps (1997a), sub-Saharan Africa is char-

acterized by the presence of many small firms and few large ones. Although the

methodology used in this book controls for firm size, the suspicion remains that

market institutions may look di¤erent if firms were fewer and larger. To the extent
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that market institutions help shape the size distribution of firms, they may have a

profound e¤ect on average firm size and hence on aggregate productivity if increas-

ing returns are present. This is a point I already discussed in Fafchamps (1994). I

revisit it again in the concluding chapter.

An endeavor as far-reaching as this one can only be the result of a collective e¤ort.

Fieldwork on manufacturing firms would not have been possible without the help of

Tyler Biggs, Jonathan Conning, Carlos Cuevas, Rebecca Hanson, Peter Moll, John

Pender, Elizabeth Robinson, and Pradeep Srivastava. Additional assistance in the

field was provided by the members of the economics departments of the universities

in Accra, Nairobi, and Harare. Fieldwork on agricultural traders was made possible

by the help of Eleni Gabre-Madhin, Mylene Kherallah, Nick Minot, and Bart Min-

ten. Data collection on agricultural traders would not have taken place without

the participation of FOFIFA in Madagascar, LARES in Benin, and APRU in

Malawi. I particularly wish to thank Jean-Claude Randrianarisoa (FOFIFA), Soulé

Bio Goura (LARES), and Richard Kachule (APRU) for their essential contribution

to this project. Ousmane Badiane, Chris Barrett, and Gershon Feder were instru-

mental in securing funding for survey work.

I thank the Industrial Survey in Africa (ISA) team—Arne Bigsten, Paul Collier,

Stefan Dercon, Bernard Gauthier, Jan Willem Gunning, Abena Oduro, Remco Oos-

tendorp, Cathy Patillo, Mans Soderbom, Francis Teal, and Albert Zeufack—for ac-

cepting me in their ranks and granting me access to the RPED panel data. Their

help with the research is gratefully acknowledged.

Manju Kedia assisted with the early data work for the RPED enterprise finance

project. Jo van Biesebroeck assisted in merging the RPED data from nine di¤erent
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1Markets and Traders

The 1980s and 1990s were a period of renewed faith in the virtues of the market.

Liberalization, market reform, and privatization constituted the backbone of much

policy in the developed world, former socialist economies, and developing countries

alike. Paradoxically, little is known about the institutions that support market

exchange and how markets can be expected to structure themselves over time. The

objective of this book is to throw new light on these issues.

Since the seminal work of North (1973) on the development of capitalism in

Europe, the fundamental role that market institutions play in economic growth has

become increasingly recognized. In particular, North argued that individual property

rights need to be protected from theft and embezzlement as well as from arbitrary

expropriation by agents of the state (Cooter 1997). Institutions such as lawyers and

courts must exist that ensure compliance with contractual obligations and deter op-

portunistic breach of contract (Posner 1998).1 These ideas have largely shaped the

research and policy agenda for transition economies and developing countries alike

(e.g., Merryman 1977; Eggertsson 1990; Benson 1990; Landa 1994; Baer and Gray

1995; McMillan 1996; Hendley et al. 1998; McMillan and Woodru¤ 2001). They

have also spawn new and insightful research on the various forms that market insti-

tutions have taken over the course of human history (e.g., Milgrom et al. 1991;

Ensminger 1992; Greif 1993; Greif 1994; Greif 2000).

While most economists now acknowledge that ownership rights must be clearly

defined for markets to exist, few go beyond the idea that an e‰cient court system is

necessary and su‰cient for market transactions to take place. Much of economics

continues to rest on the assumption that economic transactions are anonymous and

economic agents perfectly interchangeable, even though other social scientists have

often insisted on the personalized nature of much market exchange (e.g., Granovetter

1985; Meillassoux 1971; Amselle 1977; Geertz et al. 1979). Their views are echoed in

the works of development economists like Basu (1986), Braverman and Stiglitz

(1982), and Bardhan (1995). Williamson (1975) additionally recognized the impor-

tance of face-to-face exchange and studied it from the point of view of asset specific-

ity and investment in relationships.

Scholars who have studied the actual performance of markets on the African con-

tinent know that institutional arrangements and transaction costs shape patterns of

trade and partly determine the extent to which allocative e‰ciency is achieved. This

is true not only in markets where the presence of information asymmetries and

enforcement problems are widely acknowledged, like credit, insurance, and labor,

1. Messick (1999), however, cautions that little hard evidence exists on the relationship between good legal
institutions and development.



but also in markets for land, agricultural outputs, and manufactures. The purpose of

this book is to invite a new understanding of the nature of markets in sub-Saharan

Africa.

The time is not far when Africa was widely thought to escape the rule of the

market. Pre-colonial realities were idealized as gift economics or pre-capitalist col-

lectivism, while many postindependence rulers were declaring their attachment to

pan-African socialism. As a result the massive development of market activity that

accompanied urbanization and (relative) modernization over the last four decades

has gone largely unnoticed. Ironically, one could argue that sub-Saharan Africa today

is more market oriented than many advanced countries. Unlike in the West where

much of the allocation of resources takes place within large firms and public entities,

market transactions remain the dominant allocation mechanism. Take grain, for

instance. Except where it is consumed in subsistence farming, getting grain from pro-

ducer to final consumer requires many more individual transactions in Africa than,

say, in the United States. This is because the number of intermediaries is larger and

the size of each transaction is smaller. African producers and trade intermediaries

are indeed, on average, many times smaller than their Western counterparts. The

importance of markets in Africa should therefore not be underestimated.

Yet we know little about how markets operate in practice. Perhaps the best mea-

sure of this lack of knowledge is our propensity to call ‘‘informal’’ everything that is

not of Western inspiration. The truth is that market activity in Africa is not without

form; it is only without economic formalization. It may escape our present under-

standing, but it does not defy explanation. As we will see in the following pages,

African market arrangements and institutions take many forms, and it would be mis-

leading to lump them together into a single ‘‘informal sector.’’ A proper investigation

of the forms that exchange takes is the object of this book. I show that African

market realities are much richer than often recognized. When examined with su‰-

cient care, they appear to the Western eye as both very familiar and inherently remote.

The problems that indigenous institutions attempt to solve are the usual ones—

commitment failure, asymmetric information, and transactions costs—but the solu-

tions often are original. African market realities are nothing but a transformed image

of those in advanced countries. Studying markets in Africa forces us to rethink the

very nature of markets.

We will learn that decentralized markets do not necessarily reach e‰cient out-

comes. Market fragmentation is frequent, entry in certain activities is restricted, and

individual initiative is not always su‰cient to ensure e‰ciency. Collective action, in

the form of government intervention or otherwise, is often welcome and sometimes

necessary to help markets achieve their full potential. As the empirical findings pre-
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sented here demonstrate, a proper understanding of the institutions that support

exchange is essential to foster a market-enabling environment. My hope is that this

book will help clarify the policy debate on markets in sub-Saharan Africa.

The book brings to light yet another reason why African countries qualify as

market economies, namely the overwhelming proportion of Africans who are entre-

preneurs. The fraction of Africans who are self-employed and head their own firm

is much larger than in developed countries. It is even not uncommon for African

households to conduct several businesses simultaneously, such as farming, crafts,

trade, and services. Except in South Africa, permanent salaried workers represent a

small fraction of the total workforce. It is the extent of allocation by markets, instead

of within firms, that characterizes the reality of Africa, and not the absence of markets.

This observation then raises another puzzle: Why are large firms so conspicuously

absent from the African economic landscape? What induces individuals to initiate

several businesses instead of concentrating their resources on a single one? Are Afri-

can public enterprises in di‰culty because they belong to the state or because being

large is inherently hard under fragmented market conditions? These issues deserve

more research. Although I do not examine these questions here, one of the purposes

of this book is to the lay the foundations for such work.

This volume combines theoretical and empirical contributions. Empirical con-

tributions are based on a large number of original surveys, in many of which I have

participated. The emphasis is on commodity markets of manufacturing firms and

agricultural traders. The theory presented here is built around field observations.

Models are presented that capture essential features of African markets and sharpen

our understanding of their inner organization. The book switches back and forth

between empirical analysis and theory so that they build upon each other to create a

comprehensive view of markets in sub-Saharan Africa.

1.1 Allocation and Markets

Before we begin exploring African markets, we need to contrast markets with other

possible allocation mechanisms. Allocation can be organized in essentially three dif-

ferent ways: via gift exchange, markets, and hierarchies. Gift exchange is the kind

of allocation that takes place within households and families and, to some extent,

among friends and neighbors. Gift exchange is di¤erent from other allocation mech-

anisms in that it involves no or few explicit obligations. The division of labor among

household members, for instance, is based partly on tradition, and partly on quid

pro quo and comparative advantage (e.g., Becker 1981; Fafchamps 2001). Although
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not all members participate equally in household chores (e.g., Brown and Haddad

1995; Fafchamps and Quisumbing 2002b), there is an implicit understanding that

parents, children, siblings, and kin members are all obligated to each other. The

founding principle behind gift exchange is that participants must reciprocate for what

others do for them by contributing to the collective good of the household or the clan

(e.g., Posner 1980; Fafchamps 1992; Platteau 1994a, b).2

Like gift exchange, market exchange is based on the concept of reciprocity. In a

sales contract, for instance, the buyer reciprocates to the seller by giving money.

Because trade is voluntary, what the seller receives must be at least as valuable to her

as what she gives. Since the same holds for the buyer, market exchange depends on

the existence of gains from trade: the seller must have something that is more valu-

able to the buyer than to himself for voluntary exchange to take place. This sets

markets apart from gift exchange where it is common for exchange to be unequal.3

Another sharp distinction between gift and market exchange is that in the latter,

reciprocity is explicit. Once buyer and seller have agreed to trade at a specific price

and quantity, the contributions of each are clearly defined. In gift exchange, a gift is

typically expected to be reciprocated in an unspecified manner at some unspecified

future date. In contrast, a seller expects the buyer to reciprocate a precise amount at

a specific time. This precision may be a source of confusion and frustration when

markets penetrates areas of exchange previously ruled by gift exchange. The need to

adhere to the terms of the contract as specified is likely to be challenged, and e¤orts

may be made to renegotiate payment or to delay compliance (Fafchamps and Gabre-

Madhin 2001). This clash between market-based and gift-based ethics has long been

a source of interest among anthropologists (e.g., Gluckman 1955; Cohen 1969; Sah-

lins 1972; Ensminger 1992; Landa 1994). To minimize problems, many sales trans-

actions are organized such that compensation is immediate. Rural markets and

urban micro-retail are examples of markets dominated by instant trade. To support

such markets, the only institutions required are money and a police force that pro-

tects property rights.

Although money has no intrinsic value, it can be used by the seller to purchase

goods from someone else. Thanks to money, market exchange can organize the

allocation of goods and services in a decentralized manner, that is, without external

intervention to direct exchange. In addition to being decentralized, markets do not

require that agents be altruistic or interested in the common good. In fact markets

2. For instance, by looking after children and helping each other in times of trouble.

3. Think of the distribution of household chores between parents and children in most households, for
instance (Fafchamps and Quisumbing 2002b).

6 Issues and Data



work best when agents pursue their own self-interest. These features—decentraliz-

ability and reliance on self-interest as primary human motivation—stand in sharp

contrast with gift exchange, which requires some coordination and dedication to

the common good. This explains why, ever since Adam Smith, markets have been a

source of endless fascination for economists who have come to regard the market

as the optimal and e‰cient manner to allocate goods and services (e.g., Hayek

1945; World Bank 1981). Of course, for this beautiful system to perform its function

correctly, agents must not cheat (e.g., North 1973; Williamson 1975, 1985), but more

on this later.

In market exchange the money that agents accumulate represents what they have

contributed to the welfare of the community.4 To guarantee that individuals do not

get more from the community than what they contribute, one must ensure that they

do not spend more than they earn. Although seemingly simple, this requirement is a

source of endless di‰culty whenever agents expect to contribute more in the future

than they have contributed in the past. It explains, for instance, why children find it

di‰cult to borrow for school fees, and why households struck by famine or run from

their homes by war and violence seldom find someone willing to lend to them. Of

course, if loans were freely available, these problems could be avoided. But then it

would be only too easy for crooks to exceed their budget constraint, that is, to rob

the community of the fruits of its labor. This explains why market forces are often

depicted as heartless: they do not care for the sick, the old, and the weak. Social

insurance and redistributive justice must be addressed by other means.

Hierarchies are the third mechanism by which goods and services can be allo-

cated among individuals. Firms, government agencies, banks, and parastatals are all

examples of hierarchies (Williamson 1975). Unlike markets, hierarchies rely on

command and control to allocate resources among their members. Command and

control includes orders from hierarchical superior, taxes and fees, and automated

plants. Internal accounting is used to keep track of each unit’s contribution to the

common good of the organization. Central planning in socialist economies can be

seen as an attempt to organize the whole economy into a single firm or hierarchy.

Capitalist economies, although quick to criticize central planning as impractical and

ine‰cient, themselves rely to a very large extent on command and control within

their large corporation and government agencies and through government regulation

of economic activity.

4. Money, however, is not essential for market exchange. Other ways of keeping track of individual con-
tributions can be used, such as credit cards or clearinghouse agreements such as those practiced among
stockbrokers.

Markets and Traders 7



Unlike markets, hierarchies are complex organizational structures whose purpose

is to centralize the allocation of resources. Because mandated allocation often con-

flicts with the self-interest of agents in charge of implementation, hierarchies require

incentive systems to ensure compliance. For instance, a firm manager may order

workers to process raw materials into finished products, but following orders is

usually against workers’ immediate self-interest. Similarly a government agency may

instruct its agents to collect customs duties. Whereas collecting the tax is in the

agents’ interest, transferring the proceeds to the treasury is not. To prevent shirking

and embezzlement, the manager has to threaten workers with dismissal (or worse)

and spend resources to monitor their actions. Since preventing shirking is costly, one

may wonder why hierarchies exist in the first place, that is, why allocation is not

organized via markets instead.

This immediately suggests that to survive in a competitive environment, hier-

archies must have an advantage over markets. One such advantage is the presence of

returns to scale in the production process or ownership of exclusive but nonrival

intangible assets such as patents, business licenses, brand name, or know-how. Hier-

archies may outperform the market in other dimensions too, such as search costs,

enforcement of contractual obligations, and arbitration of conflicts. Alternatively,

hierarchies may be ways of internalizing the talent or human capital of particular

individuals, such as the business acumen of the entrepreneur or manager.

1.2 Transactions Costs and Markets in Africa

Having observed the three most common ways of organizing the allocation of

resources within an economy,5 we ought to consider which allocation mechanisms

are more important in di¤erent economies. In the United States and other developed

economies, the domain of gift exchange has all but vanished: the range of goods and

services produced by the household for its own consumption is very limited, and

social protection is provided primarily through a mix of market and taxes. In con-

trast, African households, especially in rural areas, provide a wide variety of goods

and services to themselves, such as food, shelter, fuel, child and elderly care, training,

food preparation, and the manufacture of numerous crafts. In addition solidarity

5. In practice, one also encounters hybrid allocation mechanisms that borrow from several basic organi-
zational forms. Informal loans among relatives and friends—what Platteau and Abraham (1987), Faf-
champs (1999a), and Fafchamps and Lund (2002) call quasi-credit—is an example of a form of allocation
process that borrows from gift and market exchange. A franchise and an exclusive dealership contract are
examples of hybrids between market and hierarchy. Family businesses and nepotism in promotion are
examples of hybrids between hierarchies and gift exchange.
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among relatives and kin represents the dominant form of social insurance. Gift

exchange thus constitutes a very important allocation mechanism, which explains

why economists working on Africa and other similar parts of the world have long

sought to understand the forces that determine the distribution of welfare within

households and communities (e.g., Haddad and Kanbur 1990; Platteau 1991; Faf-

champs 1992; Haddad et al. 1997; Dercon and Krishnan 2000; Fafchamps and

Quisumbing 2002a).

After gift exchange, markets play a paramount role in Africa, arguably more so

than in developed economies. The reason is the relative absence of large hierarchies,

and the weakness of those that are present. For instance, in surveys of light manu-

facturing firms in eight sub-Saharan countries (e.g., Bigsten et al. 1999, 2000b), the

largest surveyed firm only had 6,000 employees,6 a very small number compared

with those of developed economies. The average size of manufacturing firms in the

sample was around 150 employees, even though firms of 5 or fewer employees were

excluded from the survey. Since very small firms represent the overwhelming major-

ity of businesses in Africa (e.g., Fafchamps 1994; Daniels 1994; Liedholm and Mead

1999), the average firm size computed over all manufacturers in Africa, including

microenterprises, is even smaller. What is true for manufacturing is also true for

trade: market intermediation in Africa is characterized by a plethora of small traders,

seldom exceeding a handful of employees and family helpers (e.g., Fafchamps 1994;

Fafchamps and Minten 1999). Although often criticized as overextended (e.g., World

Bank 1981; Bates 1983), African civil service is commonly underequipped and

underpaid relative to the many functions it is supposed to assume (e.g., Chew 1990;

Collier and Gunning 1999). In addition tax collection is notoriously problematic,

with the implication that government expenses are financed from a narrow base,

primarily export and import customs and duties. To summarize, Africa has few

hierarchies, and whatever hierarchies it has are small in size and, in the case of civil

service, not very e¤ective in serving their allocative function.

An immediate corollary of the small size of hierarchies is that, controlling for

di¤erences in the domain of gift exchange, markets play a much more important

allocative role than in developed economies (Fafchamps 1997a). To see how this

is possible, consider, for instance, the number of transactions that are required to

channel grain from farmers to urban consumers. In a typical Western country, grain

is purchased from farmers by a large corporation (e.g., Cargill), processed in the

corporation facilities, purchased by supermarkets and agro-businesses, and sold to

consumers. There are very few intermediaries between producer and consumer, and

6. Ironically this firm went bankrupt before the surveys were over.
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the size of each individual market transaction is very large. In contrast, in Africa,

grain to be sold to retailers, and finally to micro-retailers, is first purchased from a

myriad of small farmers by collecting agents, assembled for shipment by a rural

wholesaler, and purchased by an urban wholesaler or processor (e.g., Bauer 1954;

Jones 1959; Staatz 1979; Staatz et al. 1989; Morris and Newman 1989; Gabre-Mad-

hin 1997). There are many intermediaries and most transactions are very small.

Thus, judging by the number of transactions required to bring grain from producers

to consumers, we could say that grain trade in sub-Saharan Africa is much more

market intensive than it is in the United States.

The fact that most market transactions are very small and most market partic-

ipants are either individuals or very small firms has serious implications for the form

that markets take. First, small businesses and poor consumers seldom have valuable

assets that can be seized to service a debt. Clearly, the threat of court action is not

credible where recovery is either impossible or highly problematic.7 Even if the faulty

party could be forced to pay, the size of the transactions would often be too small to

justify court action. Agents would still not take small contractual disputes to court

because, regardless of court and attorney fees, valuable time would be lost in court.

Therefore it would be di‰cult if not impossible to significantly broaden the reach of

courts by reducing their cost.8 As we will see in chapters 4 to 6, the evidence indi-

cates that African manufacturers and traders seldom use courts to solve contractual

disputes and that the likelihood of court action increases with firm size.

Given that most market transactions are beyond the reach of the law, it is not

surprising to discover that African traders and manufacturers opt for trading prac-

tices that minimize the potential for breach (e.g., Fafchamps 1996; Bigsten et al.

2000a; Fafchamps and Minten 2001a). If one were looking in developed economies

for an institutional equivalent of African markets, the closest would be flea markets

and garage sales. Sales are made primarily on a cash-and-carry basis, especially when

they involve small farmers, microenterprises, and final consumers. The placement of

orders, invoicing, supplier credit, and the provision of warranty are limited to larger

firms. Although it di‰cult to quantify the cost of operating on a cash-and-carry

7. One could imagine that agents sue judgment-proof debtors to establish a reputation of toughness
(e.g., Kreps et al. 1982; see Hendley 1999 for an example in Russia). If all debtors are judgment-proof,
however, such a strategy will fail to increase recovery and is thus irrational.

8. Much of the time cost of a court dispute arises from the necessity to hear witnesses and organize legal
arguments. One could imagine simplifying legal procedures to speed up the process, but this would
undoubtedly result in a lower quality of adjudication. Although a rigorous analysis of the trade-o¤
between legal standards and judgment quality is beyond the scope of this chapter, it should be clear that
summary justice is unlikely to raise confidence in the judiciary.
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basis, regression analysis presented in Fafchamps and Minten (2002b) and in chapter

16 suggests that this cost to be quite large.

Other features of African markets compound the problem. The quality of agricul-

tural and manufacturing goods produced by small farmers and artisans is very

uneven, given the unsophisticated nature of production and transformation pro-

cesses. This is particularly true in food production for domestic markets. Because

the Green Revolution has largely bypassed sub-Saharan Africa, for the most part

farmers continue to use local varieties. Thanks to centuries of seed selection by

individual farmers, these varieties have an extremely broad gene pool compared with

hybrids or other improved varieties. An immediate consequence is that the quality

and taste of domestically produced grain and tubers vary significantly across regions,

thereby complicating the task of traders (Fafchamps and Minten 2001a). Genetically

speaking, the situation is better for export crops where seeds are more homogeneous

and the intrinsic quality of output is less variable. But cash crops also tend to be

more susceptible to improper cultivation and handling than local food crops. Quality

variation thus plagues Africa’s export crop sector as well (World Bank 1999). As a

result traders often choose to inspect the quality of products at each transaction,

adding to the cost of exchange (Fafchamps and Minten 2001a).

Product quality is also an important issue in manufacturing and services. The

problem is particularly severe for industrial inputs where a consistent quality of

inputs is required to produce a consistent quality output. In the worst case, improper

quality can damage the equipment. Quality control is thus a serious concern in

manufacturing as well. Yet manufacturing and services do not fare much better

than agriculture. Unlike in developed economies, there are few if any government

standards that facilitate quality verification.9 Moreover, in contrast to developed

economies where large corporation invest heavily in name recognition through

advertisement, the myriads of firms that dot the African economic landscape are

most of the time too small to even consider seeking marketwide name recognition.10

This lack of transparency about product quality complicates the screening of poten-

tial suppliers and makes it di‰cult to distinguish bona fide producers from hit-and-

run operators who sell bad products.

The same lack of transparency is reflected in the screening of customers. Bona fide

clients are di‰cult to distinguish from little crooks and fly-by-night traders. More

9. For instance, laws and regulations on consumer safety standards, food additives, product labeling, and
improper advertising. Even when such regulations exist, they need not be applied.

10. A few exceptions can be found in franchising (e.g., international hotels) and in internationally known
commodities produced by multinationals or under licence (e.g., soft drinks and cars).
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sophistiscated con artists may even mimic honest behavior only to cheat better later.

Due to the imperfect coverage and dubious quality of personal identification (e.g., an

ID card) and business registry systems in many sub-Saharan African countries, it is

fairly easy for delinquent clients to blend into the background of poor anonymous

microenterprises and customers. This relative impunity is likely to favor lax payment

practices, and as we will see, payment delays are frequent (e.g., Fafchamps 1997c;

Bigsten et al. 2000a; Fafchamps and Minten 2001a). Screening potential recipients of

supplier credit is thus a complicated and risky a¤air. As a result supplier credit,

invoicing, and payment by check are rare (e.g., Fafchamps 1996; Fafchamps and

Minten 2001a).

The plethora of market participants also raises search costs, even abstracting from

payment issues (e.g., Kranton 1996b; Gabre-Madhin 1997). Unlike in developed

economies, agents can seldom rely on printed catalogs and phone calls to locate what

they need with any degree of certainty. Finding goods is a complicated and time-

consuming process. Moreover the poor quality of infrastructure in general and roads

in particular translates into unforeseen transportation delays and storage losses

(Fafchamps 1996). All these factors, and others, combine to make market exchange

costly, cumbersome, time-consuming, and unpredictable. It is therefore no wonder

that trade margins on agricultural products are higher in Africa than elsewhere (e.g.,

Minten 1995; Jerome and Ogunkola 1999; Minten and Kyle 1999).

1.3 The Role of Traders

Microeconomic theory has devoted a lot of attention to the study and modeling of

two categories of economic agents, producers and consumers. But it has failed to

identify a separate role for the economic agent par excellence, namely the trader.

General equilibrium theory, for instance, gets some help in matching producers’

technology with consumers’ preferences from the invisible hand of the Walrasian

auctioneer but does not receive any assistance from traders, that is, from those very

agents whose function in real life is to implement the matching (Arrow and Hahn

1971). Similarly the theory of international trade studies many important issues per-

taining to the commerce among nations, but without ever identifying international

trading firms as useful categories for scientific inquiry (e.g., Bhagwati and Srinivasan

1983; Krugman 1990).11 Finally, the theory of industrial organization, which should

mostly concern itself with the organizational structure of the economy, has largely

11. The recent work of Rauch and Casella is an important exception (e.g., Rauch and Casella 1998;
Casella and Rauch 1998).
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failed to recognize trade intermediation as an interesting topic of inquiry, and has

focused most of its attention on the internal structure of firms as entities in which

commodities are being produced (Fudenberg and Tirole 1991).12

In all of these important branches of economic theory, traders are treated as re-

dundant actors. The trade intermediation function that they perform is implicitly

assumed so trivial that individual producers and/or consumers can easily undertake

it at no cost. Why traders have existed in all societies since very ancient times fails,

however, to be accounted for.13

Another source of dissatisfaction with the current state of economic theory is

that market power is studied as if it were restricted to producers or consumers—

for example, the standard monopoly and monopsony cases. Traders are implicitly

assumed to operate in a transparent manner: they simply pass prices and commod-

ities without a¤ecting them, except for perfectly competitive trade margins. Doing so

ignores the considerable market power that certain trading firms seem to enjoy in

practice. It also fails to explain why certain forms of trade are very profitable activ-

ities and remain so, as historical evidence suggests, for extended periods of time.

Long-distance trade, in particular, is typically the most lucrative enterprise in all pre-

industrial economies, not only in economies of the past (e.g., Hopkins 1973; Braudel

1986) but also in many places in the Third World today.14 An illustration is the

wealth accumulated by trading classes in sub-Saharan Africa, whether of Indian,

Syro-Lebanese, or indigenous extraction (e.g., Meillassoux 1971; Ensminger 1992).

1.4 Trust and Relationships

This book contends with the existence of traders—and their relative economic pros-

perity. The starting point is as follows: Markets are normally thought of as decen-

tralized allocation mechanisms, and much has been written on the benefits to be

derived from decentralization. Markets, however, cannot exist without coordinated

action, if only to define and protect property rights. Whenever these services are not

12. Recent theoretical work on networks is a noted exception (e.g., Bala and Goyal 1998, 2000; Kranton
and Minehart 2000a, b, 2001; Goyal and Vega-Redondo 2000).

13. Not surprisingly, economic historians constitute an important exception in that they have long
recognized the economic role of traders and often made the study of traders their main topic of enquiry
(e.g., North 1973; Braudel 1986; Greif 1993).

14. Its profitability is possibly surpassed only by ‘‘political entrepreneurship,’’ that is, seeking preferential
access to private rents generated by public authorities (e.g., Krueger 1974; Bayart 1989; Murphy et al.
1991; see also Braudel 1986 on tax farming). Of course, maximum rates of profit are achieved when private
market power is actively promoted by the state (e.g., chartered companies in eighteenth-century Europe, if
privately diverted profits are taken into account; import licencing in most Third World countries today).
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provided by the state, mafias and other private armies arise that thrive on protection

money—and occasionally have ambition to replace the state itself (North 1990).

Even if property rights are properly defined and protected, market transactions

leave much room for cheating (Fafchamps 1996). Economists typically focus on two

important aspects of exchange: price and quantity. In real life there are many other

contractual dimensions that are equally, if not more, important to the parties, such

as the quality of the product, the form and method of payment, and the provision of

credit. Any economy is characterized by the presence of information asymmetries

(Hayek 1945). As is well known, information asymmetries generate moral hazard

and adverse selection. More important, however, information asymmetries generate

contract enforcement problems because they make compliance of contractual obli-

gations hard to verify by agents not party to the contract, including courts (Hart and

Holmstrom 1987). Consequently contract enforcement through courts and police is

necessarily imperfect and requires the support of other enforcement mechanisms

(Fafchamps 1996).

In the absence of suitable mechanisms to deter cheating, exchange can only take a

rudimentary form, which elsewhere (Fafchamps and Minten 2001a) I have called a

flea market economy: no placement of order, no invoicing or payment by check, no

credit, and no warranty. Protection against opportunistic behavior enables agents to

do business more easily, for instance, by placing orders ahead of delivery, by securing

product warranty, and by paying by check upon receipt of a monthly invoice.15

In everyday business, personal trust often is an e¤ective substitute for the security

provided by costless legal enforcement. In fact, when businessmen and women oper-

ating in poor countries are asked how they prevent opportunistic breaches of con-

tract, they typically respond that they conduct businesslike transactions only with

individuals they can trust (e.g., Fafchamps et al. 1994, 1995; Fafchamps 1996;

McMillan and Woodru¤ 1999b; Johnson et al. 2000). With strangers, they revert to a

cash-and-carry form of exchange: goods are inspected on the spot, and delivery takes

place against instant payment in cash (e.g., Bigsten et al. 2000a; Fafchamps and

Minten 2001a).

The question then arises as to where trust comes from. In practice, it results pri-

marily from a history of successful exchanges (e.g., Lorenz 1988; Fafchamps et al.

1994, 1995; Fafchamps 1996; Johnson et al. 2002). As we discuss in detail later in

this book, relational contracting is the norm between African manufacturers and

their suppliers: the length of the relationship exceeds seven years on average, and

15. There are commodities such as electricity for which exchange would be extremely cumbersome, if not
impossible, if parties could not resort to periodic invoicing.
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most supplies of a particular input come from a single supplier. The great majority of

manufacturing firms places regular (e.g., monthly) orders from their main suppliers.

This is particularly true in manufacturing where firms have been shown to be ex-

tremely loyal to their main suppliers even when they have a choice among various

sources of supply (Bigsten et al. 2000a). One reason is that a manufacturer’s equip-

ment and production plans are typically optimized around very specific inputs and

delivery systems. If input specificity were the only reason for long-term relationships,

one would not expect relational contracting to be prevalent in agricultural markets.

Evidence to the contrary can be found in Gabre-Madhin (1997) and Fafchamps

and Minten (1999, 2001a). The role of trust and relationships is examined in detail in

part II.

Repeated exchange can be seen as a way of economizing on the costs of establish-

ing personal trust. In certain markets—labor and credit, for example—repeated in-

teraction is so prevalent that it has become the norm. These are typically markets

for which the potential for abuse is greatest and the screening costs are largest.

Relationship-based networks are therefore expected to arise in markets where

screening costs are high and personal trust is a substitute for external enforcement

through lawyers and courts (e.g., Hayami and Kikuchi 1981; Ghosh and Ray 1996;

Fafchamps 2002b).

1.5 Reputation

Another mechanism for enforcing contracts is reputation—what Greif (1993) calls

multilateral punishment strategy. In a reputation enforcement mechanism, cheaters

—namely agents who have failed to respect their contractual obligations—are sub-

jected to a coordinated punishment by all (or a subgroup of ) other agents. The

form taken by the punishment may vary, but it typically involves the threat of

exclusion from economic exchange and, possibly, from other forms of social interac-

tion (Spagnolo 1999). The e¤ectiveness of the reputation mechanism depends on the

speed with which information about cheaters is disseminated, and on the extent to

which it circulates among all agents or remains circumscribed to a small number of

them (e.g., Kandori 1992; Raub and Weesie 1990).

The reputation mechanism itself, however, is a¤ected by the di‰culty for strangers

to assess what exactly went on between parties to a disputed contract. Information

provided by one agent about the reliability of another can be false and must be

treated with caution. The reputation mechanism is thus vulnerable to the possibility

of deliberate disinformation. As a consequence a reputation mechanism alone is

likely to be insu‰cient for enforcing contracts.
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Trust-based exchange is a simpler way of bypassing shortcomings in the legal

enforcement of contracts. Trust, if one brushes aside the ethical considerations asso-

ciated with the term, can be seen as the result of an information-gathering process

(e.g., Datta 1996; Ramey and Watson 1999; Watson 1999). This issue is explored in

detail in chapter 8. The basic intuition is that by interacting with each other, indi-

viduals learn something about each other. In particular, they learn about the other

party’s capability and willingness to comply with an agreed-upon transaction, about

his or her ability to dissimulate information or emotions, and about his or her

readiness to assume responsibility or display flexibility in case of accident or mishap.

The accumulation of such information over time allows individuals to better assess

each other’s characteristics: in payo¤s, technology, preferences, sense of ethics, and

so on. It enables them to evaluate more precisely the likelihood that certain trans-

actions will be complied with, and it facilitates trade among people who have iden-

tified each other as trustworthy partners. Trust-based exchange thus emphasizes

interpersonal relationships—what North (2001) calls ‘‘personal exchange’’ to distin-

guish it from more impersonal forms of exchange that economists typically associate

with the concept of market. Whenever trust plays a crucial role in facilitating trans-

actions and enforcing contracts, the anonymous exchange of economic textbooks

tends to be superseded in importance by personalized exchange. This in itself casts

a new light on the role of traders as the agents in the economy who specialize in

building trust relationships across social groups or entities with di¤erent tastes and

technologies (Durlauf and Fafchamps 2002).

Contract enforcement di‰culties are not the only consequence of information

asymmetries. Whenever information about possible sources of demand or supply

is not widespread, economic exchange also involves search costs. The existence of

search costs in turn confers economic value to information per se. Interestingly, in

order for trust to be established, parties to economic exchange typically collect

information on each other’s technology and preferences. In the presence of search

costs, this type of information is thus doubly valuable: not only is it essential for

trust, but it also identifies potential sources of supply or demand. To the extent

that such information is concentrated in the hands of a few trade specialists, it

undoubtedly reinforces their market power and generates informational rents. We

revisit this issue in chapter 14.

In the following pages, we speculate about the likely implications that trust has on

the shape of economic exchange. In particular, we contrast trust-based exchange with

reputation-based exchange, and we derive tentative propositions about the relation-

ship between industrialization, contract enforcement mechanisms, and the place of

traders in the economy. We revisit these concepts in more detail in part III.
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1.6 Social Network Based Exchange

Personal acquaintance is an information-gathering process, a learning process.

Therefore not only does it take time, but it accumulates over time. This leads to the

fundamental observation that mutual trust is a self-reinforcing mechanism: as people

successfully do business together and learn more about each other, they tend to trust

each other more and thus are more likely to conduct business again in the future.

This general observation leads to the following conjecture:

conjecture 1.1 Whenever contracts are not perfectly enforceable and therefore

mutual trust is an essential condition for economic exchange, the probability for two

parties to trade increases with previous economic exchange between them. Conse-

quently a larger share of economic exchange takes place among acquaintances than

predicted by random matching.

Conjecture 1.1 derives from the fact that once economic agents have established a

certain level of mutual trust, they will often find it convenient and attractive to con-

tinue conducting business with the same partners for extended periods of time, instead

of relying solely on market competition. In other words, once economic agents have

come to know each other well, the relation-specific knowledge they have accumulated

locks them into an interpersonal relationship. We formalize this point in chapter 8.

The literature has defined a (multilateral) reputation mechanism as a third-party

contract enforcement mechanism whereby information about noncompliance by one

individual with some of his contractual obligations is transmitted to other potential

or current partners of the o¤ender and used to trigger community or group retalia-

tion. In other words, jointly available information about economic agents—their

reputation—is used to coordinate joint punishments (Kandori 1992).16 Let us define

a social network based exchange as a form of economic exchange in which contracts

are primarily or exclusively enforced via first- and second-party punishments.17 If

third-party enforcement, whether by courts or reputation, is inexistent or of negligi-

ble importance, we have the following conjecture:

conjecture 1.2 Whenever contracts are not perfectly enforceable and a reputation

mechanism is inexistent, no economic exchange can take place among unacquainted

parties and all exchange is social network based.

16. Information need not be instantaneously and costlessly transmitted to all members of the group
(e.g., Raub and Weesie 1990; Arthur and Lane 1991). Of course, the more slowly information is trans-
mitted and the higher the cost of information gathering, the weaker is the reputation mechanism for con-
tract enforcement.

17. Second-party punishments of course require repeated interaction between the parties.
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When a strong reputation mechanism is present, the information gain procured

through personal acquaintance is likely to be small compared to the depth of infor-

mation conveyed in someone’s reputation. Consequently relation-specific knowledge

is relatively unimportant and interpersonal relationships can easily be broken as

a result of changing opportunities for exchange. On the other hand, when the repu-

tation mechanism is weak or nonexistent (e.g., because of slow transmission of

information or because of high costs of information gathering), trust can only

result from personal acquaintance. This is another way of saying that, in this case,

self-enforcement of contracts can only rely on second-party punishment—what Greif

(1993) calls a bilateral punishment strategy. In such an economy, lock-in is very

strong and all economic exchange takes place in a segmented fashion along net-

work lines, hence conjecture 1.2. The next conjecture is a direct consequence of the

above:

conjecture 1.3 Economic exchange is more likely to be based on reputation in

industrialized economies, and on social networks in pre-industrial societies.

Conjecture 1.3 results from the following observations: Information-processing

costs determine the e¤ectiveness and viability of a reputation mechanism. The costs

increase exponentially with the number of economic agents whose reputation must

be monitored, since information about the agents’ actions must be channeled to all

agents. Economic exchange in pre-industrial societies typically involves a large

number of very small firms, while the opposite is true in industrial economies. In-

dustrial economies di¤er from pre-industrial economies in the way their large firms

are organized around mechanized production for a mass market. The large size of

industrial firms is a consequence of increasing returns in production, organization,

and marketing. In the absence of such increasing returns, firms in pre-industrial

societies usually remain small in order to avoid incentive problems and information-

processing costs (e.g., Geertz 1963; Fafchamps 1994).

The di‰culty of transmitting information about all firms in an accurate and

speedy manner precludes the e¤ective operation of a reputation mechanism as a

contract enforcement device and as a support to trade in pre-industrial economies

(Geertz et al. 1979). In contrast, in industrialized economies, economic agents typi-

cally need to keep track of the reputation of only a limited number of large firms.

This tends to free economic exchange more from interpersonal relations. Further-

more, even in businesses for which increasing returns to size are absent, industrialized

economies have often found ways of establishing a reputation mechanism by stand-

ardizing customer services (e.g., franchising in hotels and restaurants).
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conjecture 1.4 In social network based exchange, prices are established through

mutual bargaining.

Conjecture 1.4 is a direct consequence of the fact that parties to a social network

of exchange have accumulated relation-specific knowledge and thus face each other

in a bilateral monopoly situation. Of course, to the extent that parties have other

alternatives open to them, namely other interpersonal links by which they may secure

similar goods and services, bargaining will remain confined within the price band for

which exchange is mutually beneficial (e.g., Geertz et al. 1979; Fafchamps 2002b).

We discuss this issue in some detail in chapter 14.

conjecture 1.5 The number of intermediaries between consumer and producer is

larger in social network based exchange than in reputation based exchange.

Conjecture 1.5 is a consequence of the idea that trust can only exist among people

who know each other, and that people can only know a finite (and probably small)

number of people. The resulting need for many layers of intermediaries in social

network based exchange is best illustrated by an example. Say A lives in village 1 and

D lives in village 2. They have di¤erent initial endowments and would clearly benefit

from trade. They do not know each other, however, and thus cannot trade directly.

Fortunately, A knows B who knows C who knows D. Through them, trade can be

organized on the basis of mutual trust, and some of the gains from trade can there-

fore achieved. Evidence from pre-industrial economies confirms that the number of

trade intermediaries is large and indeed often judged excessive from an e‰ciency

point of view (e.g., Geertz et al. 1979; Staatz et al. 1989; Morris and Newman 1989;

Berg 1989; Fafchamps et al. 2002).

conjecture 1.6 In social network based exchange, a large share of gains from trade

is appropriated by trade intermediaries.

Conjecture 1.6 results from the fact that in the absence of a reputation mechanism,

producers and consumers find it di‰cult to deal with each other directly and often

prefer to rely on intermediaries. The intermediaries are thus able, as a group, to ex-

tract a significant share of the gains from trade as a return on their relation-specific

investment.

conjecture 1.7 In social network based exchange, trade relationships tend to

remain nonspecialized unless the development of commodity or activity-specific skills

is important and the volume of trade in a particular commodity is large enough for

traders to specialize in a particular commodity and/or activity.
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Conjecture 1.7 follows from the mutually reinforcing nature of social network

based exchange. Once a person has invested in building mutual trust with another

person, he has gained a slight competitive advantage in all transactions with that

person. Consequently existing networks of exchange are expected to absorb all arbi-

trage possibilities among their members and to remain nonspecialized. In this case

economic exchange tends to be multiplex (Gluckman 1955), and transactions tend to

be implicitly or explicitly interconnected (Braverman and Stiglitz 1982).

The competitive advantage of multipurpose intermediaries may, however, be

overcome whenever a large volume of trade in a particular commodity makes it

profitable for specialized traders to accumulate commodity or activity-specific skills.

For instance, cattle trading requires specific skills in order to assess the health and

value of an animal on the hoof. Consequently specialized cattle traders are likely to

turn up even in social network based exchange (Staatz 1979). The same is likely to be

true for long-distance trade. Economic exchanges across towns and villages imply

a number of distinct operations, from collection to warehousing, transportation,

wholesaling, and retailing. At some links of this chain of operations, the volume of

trade in a particular commodity may be su‰cient to warrant specialization, while at

others it may not. For instance, the collection, transport, and retailing of cereals may

be accomplished by multipurpose intermediaries and transporters, leaving the stor-

age and wholesaling to specialized grain merchants. Even when specialization is

present, economic exchange may still require interpersonal networks.

conjecture 1.8 In stable pre-industrial economies, exchange may be influenced by

culturally inherited economic roles.

Conjecture 1.8 is also a consequence of positive feedbacks in social network

exchange. Whenever opportunities for economic transactions do not change over

time, as in stable pre-industrial economies, social networks tend to fix the direction

and magnitude of exchange flows. The same patterns of exchange will reproduce

themselves over generations, and thus become internalized as culturally hereditary

economic roles. Examples of such hereditary roles abound and often are hierarchical

in character (castes not only in South Asia but also in Africa and Yemen; serfdom,

slavery, and other forms of bonded labor; e.g., see Platteau 1995; Genicot 2002).

More benign examples concern the concentration of specific economic activities in

the hands of a specific ethnic group. We revisit this issue in part VI.

The objective of this book is to formalize and verify these conjectures using survey

data from sub-Saharan Africa. We proceed as follows. Chapter 2 sets up a general

conceptual framework in which market transactions are viewed as contracts. The

various data sources used in this book are presented in chapter 3. Part II examines
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the evidence regarding contract enforcement in African manufacturing and agricul-

tural trade. The e¤ect of imperfect contract compliance on inventories is illustrated

in chapter 7.

Part III focuses on relationships and the formation of trust. A model of trust

building is presented in chapter 8. Evidence regarding relational contracting is dis-

cussed in the remainder of part III. In part IV we turn to information sharing and

reputation. A detailed modeling framework is presented in chapters 11 and 12 to

illustrate the various ways in which information sharing can a¤ect contract enforce-

ment. Evidence regarding information sharing is summarized in chapter 13. Part V

focuses on networks. Chapter 14 introduces a general conceptual framework to for-

malize markets as networks. Evidence regarding business networks is discussed in

chapters 15 and 16. Part VI is devoted to ethnicity and discrimination. A conceptual

framework is presented in chapter 17 that contrasts the e¤ects of networks and

statistical discrimination. Evidence of ethnicity e¤ects in market exchange and firm

performance is examined in the rest of part VI. Conclusions and policy implications

are presented in part VII.

The less technically minded reader may want to skip the theoretical chapters

(2, 8, 11, 12, 14, and 17) and focus instead on the empirical and discussion chapters.

The reader should nevertheless find comfort in knowing that the work presented in

these chapters is built on—and informs—a rigorous conceptual framework.
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2 Market Transactions as Contracts

In the 1980s and 1990s there was renewed faith worldwide in the capacity of market

forces to allocate resources e‰ciently. Governments were advised to stop meddling

in the allocation process and to let the ‘‘free market’’ reign. Very little, however, is

known as to how a free market actually operates. Indeed, we know precious little

about how firms deal with each other. For instance, it is unclear how firms that

otherwise compete with each other and have opposed interests manage to prevent the

opportunistic breach of contract. Yet, if the market is to do a better resource alloca-

tion job than the government, then surely it must deter or at least minimize cheating

among economic agents.

To analyze market institutions, we first need to recognize market transactions as

contracts—for example, sales contracts, credit contracts, and employment contracts.

A contract is a set of mutual obligations. For a contract to exist, parties must believe

that these obligations will be respected. Given the opportunistic nature of homo eco-

nomicus, a contract is devoid of any interest unless these obligations can be enforced

in one way or another.1 This point, which at the heart of the works of North (1990),

Williamson (1985), and their followers, is the starting point and organizing principle

of our analysis. Most information asymmetries and transaction cost issues that arise

in practice can be shown to revert around contract enforcement. Bringing contracts

to center stage bridges law and economics. This bridge helps couch policy recom-

mendations that emerge from the economic analysis of institutions in terms of legal

procedures.

2.1 The Enforcement of Contracts

We begin by drawing a typology of how economic agents can be induced to comply

with contractual obligations. Willingness to comply is assured only if an enforcement

mechanism exists that penalizes breach of contract. Several such mechanisms have

been discussed in the literature (e.g., Charny 1990; Ellickson 1991; McMillan 1996;

McMillan and Woodru¤ 1999a, 2000). Enforcement measures within business com-

munities include guilt and shame (Platteau 1994b), recourse to legal institutions (e.g.,

North 1973; Benson 1990), strong-arm tactics (e.g., Gambetta 1993; Braguinsky

1999), cessations of long-term relationships between agents (e.g., Greif 1993; Winn

1994; Ghosh and Ray 1996; Fafchamps 2002b), and joint punishments for insider

information sharing (e.g., Bernstein 1992; Kandori 1992; Greif 1993; Posner 1996;

Fafchamps 2002b).

1. What McKinnon (1973) calls ‘‘strategic default’’ and lawyers refer to as ‘‘opportunistic breach of
contract.’’



Guilt is internal to the individual. The ability to feel guilty in failing to respect

business promises varies among individuals. Honesty is largely the by-product of up-

bringing, what psychologists call ‘‘secondary socialization’’ (e.g., Platteau 1994a, b).

It is largely influenced by cultural values and religious beliefs. Shame is another

emotion that can be harnessed to enforce behavior. Shame is distinct from guilt in

that shame requires some information sharing whereas guilt is internal (Barr 2002a).

One can feel guilty for an action even if no one knows about it. Shame, in contrast,

comes from disapproval by others. The two emotions are often related because guilt

is internalized as one perceives disapproval by one’s kin (Platteau 1994b). Guilt and

shame are not amenable to economic modeling. Consequently we will have little

more to say about guilt and shame in this book, except to recognize that they exist

and can be powerful motivations for human behavior.

Enforcement mechanisms that rely on coercion are of two types: legitimate and

illegitimate. The legal enforcement of contracts through courts ultimately relies on

the state’s monopoly over legitimate force (e.g., Benson 1990; McMillan and Wood-

ru¤ 2000). It is the state’s backing that allows creditors to seize a debtor’s assets

and thus grants collateral value to unmovable property. Illegitimate force can also

be used to enforce contractual obligations (Gambetta 1993). Parties may resort to

insults and violence directly, hire thugs, or bribe policemen to intervene. In the ma-

jority of cases the use of actual physical force is not required; implicit or explicit

threats are su‰cient. Threats, however, are not always believed. Indeed, whether

legitimate or illegitimate, the use of coercion to enforce contracts is costly. For small

transactions, legal costs are typically too high to justify court action. Whenever the

threat of coercion is not believable, it fails to induce compliance unless the o¤ending

party can be persuaded that the aggrieved party will go to court or resort to violence

at any cost to preserve a reputation of toughness (Kreps et al. 1982) or out of a

moral sense of duty.

The third type of enforcement mechanism is based on quid pro quo: ‘‘I behave if

you behave’’ (e.g., Axelrod 1984). It is the threat of retaliation that induces compli-

ance with contractual obligations. For such a mechanism to work, parties must in-

teract repeatedly over time. The simplest form of retaliation is the refusal to further

transact—what Greif (1993) calls bilateral punishment strategy. This form of pun-

ishment was first studied in the sovereign debt literature (e.g., Kletzer 1984; Eaton et

al. 1986; Grossman and Van Huyck 1988). For this punishment to deter breach, the

relationship must be worth preserving.

Retaliation may also be inflicted by a group of people who are not party to the

contract—what Greif (1993) calls multilateral punishment strategy. Any group pun-

ishment requires a coordination mechanism and the circulation of information about
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contract compliance within the group (e.g., Raub and Weesie 1990; Kandori 1992).

Reputation is that coordination and information-sharing device. Enforcement mech-

anisms based on reputation are vulnerable to disinformation: they do not operate

well unless a complementary mechanism ensures the accuracy and veracity of the

shared information.

2.2 A Formal Model of Contract Enforcement

The concepts introduced in the previous section are now illustrated formally. Con-

sider a contract by which an economic agent—called the debtor—promises to deliver

a quantity f at time 1 to another agent—called the creditor—in exchange for a

quantity k at time 0. This definition includes pure credit (k and f money), trade

credit (k good, f money), and advance payment (k money, f good). Placing an order

with a supplier fits in this general form as well: k then represents the inventory cost

saved by the supplier thanks to a better organization of production, and f is the

inventory cost saved by the buyer thanks to timely availability of raw materials.

Insurance and warranty can be accommodated by letting payment f be contingent

on a commonly observable event. Parties value k and f di¤erently so that potential

gains from trade exist: the debtor likes to receive k more than paying or delivering f ,

and vice versa.

The set of subgame perfect contracting equilibria—of contractual promises backed

by credible threats—is derived by backward induction. At time 1, the debtor decides

whether or not to comply with the contract. The cost of complying in general varies

with the debtor’s type and unanticipated shocks. For instance, a highly competent

craftsman (good type) will find it easier to deliver on time than an inexperienced

craftsman (bad type). Similarly a client may not pay because of cash flow problems

(bad shock). The cost to the debtor of delivering f can thus be written as pð f ; t; eÞ,
where t denotes the debtor’s type and e denotes the state of nature at time 1. Type

t A D is any characteristic of the debtor that is relevant to the contracting situation,

like his or her professional experience, technology, preferences, and honesty. The

state of nature e A S is any condition exogenous to the parties that was unknown at

time 0 and makes contract compliance harder or easier. If compliance is totally

impossible, we say that pð f ; t; eÞ ¼ y. How severely shocks a¤ect debtors’ ability to

fulfill the contract, in general, depends on their type: those who are less competent or

ill prepared have a high cost of compliance pð f ; t; eÞ for many states of nature. The

function pð f ; t; eÞ allows for these e¤ects as well. We assume that the sets of possible

types D and states of nature S are common knowledge but that only the debtor
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knows his or her type t. Some shocks are observable ex post by both parties; others

are known only to the debtor. As a result the debtor has better information about e

than the creditor.

In case of breach of contract, the debtor receives a payo¤ of 0 but incurs punish-

ment. We consider four types of punishments that correspond to the categories dis-

cussed above: guilt, whose utility cost to the debtor is denoted Gðt; eÞ; various forms

of coercive action including harassment, threats, and court action, whose cost to the

debtor is denoted Pðt; e;CÞ; and two types of punishments based on repeated inter-

action: the suspension of future trade with the creditor resulting in the loss EVðe; tÞ;
and damage to the debtor’s reputation with other potential trading partners leading

to a loss EWðe; tÞ. The term EVðe; tÞ represents the value of the relationship, that

is, the expected discounted value of future transactions with the creditor; EW ðe; tÞ is
the value of lost reputation, that is, the expected discounted value of future trans-

actions with all those who will refuse to transact with the debtor after a breach has

occurred. A rational debtor fulfills the contract if the cost of complying is smaller

than all penalties combined:

pð f ; t; eÞaGðt; eÞ þ Pðt; e;CÞ þ EVðt; eÞ þ EW ðt; eÞ: ð2:1Þ

Whenever pð f ; t; eÞ ¼ y, the debtor is unable to comply, and the contract is

breached. There are also situations where the debtor could in theory comply, that is,

pð f ; t; eÞ < y, but equation (2.1) is not satisfied. The debtor is then said able but

unwilling to pay.2 By definition, a debtor who is unable to pay is also unwilling to

pay. Penalties, in general, depend on the debtor’s type t and on the realized state

of nature e. For instance, some agents are unscrupulous and have a low Gðt; eÞ.
Others are hard to harass and coerce into paying their debts through legal (or illegal)

means and have a low Pðt; e;CÞ. Others yet, like fly-by-night operators or firms on

the verge of bankruptcy, have a short horizon and little interest in preserving their

reputation—low EWðe; tÞ—and their relationship with the creditor—low EVðe; tÞ.
All these e¤ects are accounted for in equation (2.1). The strength of harassment and

threats also depends on the form of the contract C, such as on whether formal guar-

antees were provided or whether contractual obligations were put down in writing to

ease the burden of proof.

Now consider time 0. The creditor is asked to part with k in exchange for a

future promise of f . Let PðkÞ and Pð f Þ be the value of k and f to the creditor. By

2. The distinction between inability and unwillingness to repay is blurred in practice. For equity reasons,
debtors often are regarded as unable to repay when compliance would be unduly costly, that is, when
pð�f ; t; eÞ falls below a socially unacceptable level B < y.
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assumption, there are gains from trade: PðkÞ > Pð f Þ. In forming beliefs about

the likelihood of receiving f , a rational creditor evaluates the chances of being paid;

that is, the probability that equation (2.1) will be satisfied. In evaluating this proba-

bility, the creditor uses all the information, denoted W, available at time 0: prior

knowledge about the distribution of potential debtor types, information gathered

over time through direct interaction with the debtor, and information conveyed by

others about the debtor. Formally, let Fðt; e jWÞ be the joint cumulative distribution

over t and e that captures the creditor’s beliefs given information W. Rank states of

the world so that, for any debtor type t, pð f ; t; eÞ is decreasing in e: it is easier to

comply in good states. Further assume that each of the four penalties listed in equa-

tion (2.1) is nondecreasing in e, meaning that the debtor has more to lose in good

than in bad states. We can then define the function hðtÞ as the level of shock e at

which equation (2.1) is exactly satisfied and a debtor of type t is just indi¤erent

between compliance and breach; that is, hðtÞ ¼ e� such that

pð f ; t; e�Þ ¼ Gðt; e�Þ þ Pðt; e�;CÞ þ EVðt; e�Þ þ EW ðt; e�Þ: ð2:2Þ

For notational simplicity, let us ignore the possibility of partial payment. Then, for

any shock e above hðtÞ, the debtor pays; for any shock below hðtÞ, no payment is

made. Let ðt; tÞ and ðe; eÞ be the lowest and highest values that t and e can take. A

rational creditor agrees to a contract ðk; f Þ if and only if what he or she expects to

receive is greater than what is given:

PðkÞaEðPð f Þ jWÞ ¼ Pð f Þ PrðpaymentÞ ¼ Pð f Þ
ðt
t

ðe
hðtÞ

dF ðt; e jWÞ: ð2:3Þ

Equation (2.3) can be understood as follows. If the debtor’s type were known to be,

say, t, the probability of being paid would be equal to the probability that the exog-

enous shock e is greater than hðtÞ, that is, to
Ð e
hðt 0Þ dFðe; t jWÞ. Since the creditor does

not know the debtor’s type, the probability of being paid must be computed over all

possible types, hence the double integral in equation (2.3).

The creditor may be able to a¤ect the probability of repayment by a¤ecting the

form C of the contract. For instance, the creditor may request that the debtor mort-

gage real assets to service the debt in case the debtor goes bankrupt. Arranging legal

security is costly and time-consuming, however. Say there are N possible forms the

contract Cn can take, each with its own cost Bn. The creditor then must choose a

contractual form Cn such that the value of the transaction net of transaction cost

EðPð f Þ jWÞ �PðkÞ � Bn is maximized. The solution to this optimization problem

may be to bypass formal guarantees if contract enforcement mechanisms other than
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Pðt; e;CÞ are su‰cient. If commercial transactions can be enforced through repeated

interaction alone, namely through EVðe; tÞ and EWðe; tÞ, one expects them to make

little or no use of formal guarantees and of the court system. Similarly one expects

legal institutions providing a lot of security at a high cost Bn to be most relevant for

large anonymous transactions. There may also be situations where, for all possible

contractual forms Cn, the net value of the transaction is negative. In those cases the

creditor refuses to trade. Imperfect enforcement then results in rationing. Small

transactions, for instance, are di‰cult to enforce through courts and, if they are

anonymous, cannot rely much on expected future trade. As a result one expects small

anonymous transactions to be self-liquidating, with immediate cash payment and no

delayed obligations.

The debtor also must agree with the contract ex ante. A rational debtor will do so

if and only if he or she expects to derive a benefit from the contract. The debtor

knows his or her type, say, t 0. Let then pðk; t 0Þ denote the value of receiving k for

the debtor and, again for notational simplicity, ignore partial payments. In period 1,

either the debtor pays and incurs a cost pð f ; t 0; eÞ or does not pay and incurs the

punishments listed in equation (2.1). Given the debtor’s type, payment occurs with

probability
Ð e
hðt 0Þ dF ðe j t 0Þ. The debtor therefore agrees to the contract if and only if

pðk; t 0Þb
ð e
hðt 0Þ

pð f ; t 0; eÞ dF ðe j t 0Þ

þ
ð hðt 0Þ
e

½Gðt 0; eÞ þ Pðt 0; e;CÞ þ EVðt 0; eÞ þ EWðt 0; eÞ� dF ðe j t 0Þ: ð2:4Þ

Equation (2.4) states that the debtor’s gain from the contract (first term) must be

greater than the expected cost of complying when compliance occurs (second term)

plus the expected cost of punishment when compliance does not occur (third term).

Equations (2.3) and (2.4) illustrate the tension inherent to any contract. If enforce-

ment is too lenient, debtors will promise anything knowing that they will not be

penalized if they breach their promise. At the limit, if enforcement is zero, hðtÞ ¼ e,

the creditor expects no payment at all, and no contract is concluded. Similarly, if

enforcement is very harsh, say infinite, and even the best debtors are occasionally

unable to comply, then the expected cost of punishment y is larger than the gain

from any contract. As a result the debtor refuses to promise something he or she is

not sure to deliver. In both cases no contract is concluded, even though there may be

significant gains from trade. For trade to occur, enforcement must be su‰ciently

strong to deter opportunistic breaches but not so strong that it scares away all po-

tential debtors (see Zame 1993 for a similar argument applied to insurance contracts).
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2.3 Recourse to Legal Institutions

To see how legal institutions might su‰ce to protect property rights and prevent

opportunistic breach of contract, we must first understand what leads individuals to

use these institution to obtain remedy for malfeasance (e.g., Becker 1968; Cooter and

Ulen 1988; Johnson et al. 2002). Formal legal institutions are powerless to deter

malfeasance unless victims voluntarily seek their protection by reporting crime to

authorities and by bringing legal suit against opportunistic breach of contract. If

victims fail to seek redress from the law, the threat of formal sanction is not credible

and legal deterrence is void (Becker and Stigler 1974).3

For a victim to involve legal institutions in the resolution of crimes and contrac-

tual disputes, the anticipated benefits from legal action must outweigh the costs. At

least four economic factors a¤ect the net expected utility gain from legal recourse: (1)

the full cost of legal action, including lawyer’s fees, bribes to agents of authority,

and the opportunity cost of the plainti¤ ’s time; (2) the expected time delay before

compensation is received, which in turn depends on the speed with which legal insti-

tutions handle their case load; (3) the uncertainty surrounding expected compensa-

tion, which is a function of the ease with which perpetrators can be brought to

justice, the complexity of the case, the availability of evidence, the impartiality of

judges and police o‰cers, and the imprecision of the law and jurisprudence; and (4)

the fear of reprisal from the other party, which itself depends on the e¤ectiveness of

the incarceration system and the state’s zeal in punishing reprisal. Other important

but perhaps less rational motivations for legal action include emotions such as the

anger or shame that victims may experience as a result of malfeasance and that may

induce or refrain them from seeking legal redress.

It should be clear that no actual legal system, even the most e‰cient, can ever be

exempt of all these problems. Adjudicating justice takes time and e¤ort as outsiders

have to be informed of the circumstances of the case and strict procedures have to be

followed to ensure that both parties are treated fairly. There will therefore always be

situations where victims of malfeasance choose not to call upon the law. Conse-

quently it is illusory to expect legal institutions to ever perfectly deter all opportu-

nistic behavior.4

3. Except for its possible e¤ect on ethical standards and social norms.

4. Ignoring other information issues relative to detection and collection of evidence. In the United States
the legal doctrine of e‰cient contractual penalties argues that victims of a contractual breach should be
awarded compensation high enough to ensure that the other party has just enough incentive not to behave
opportunistically (Craswell 1995).
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Keeping these caveats in mind, the state of legal institutions often appears unsat-

isfactory in sub-Saharan Africa. For instance, a recent attitudinal survey conducted

under the auspices of the Ministry of Justice of Madagascar shows that Malagasy

people have little confidence in their justice system (Ministère de la Justice 1999).

They are also have little understanding of how courts operate, which may lead them to

blame the respect of legal procedures on corruption and incompetence. Moreover the

report notes the existence of sizable side payments required by police to pursue thieves

and by court clerks to issue copies of court judgment (e.g., La Lettre de l’Ocean

Indien 31/07/1999; see Ministère de la Justice 1999). Other documented forms of

corruption include that of judges, although the frequency of occurrence remains

unclear. In addition the justice system is slow, and the outcome of legal action un-

certain due to conflicting laws and occasional interference from public authorities.

To summarize, the existing literature unanimously finds African legal institutions

wanting. Much of the available evidence, however, is in the form of anecdotes and

horror stories, so on this basis it is notoriously dangerous to generalize. For instance,

the attitudinal survey results presented for Madagascar in Ministère de la Justice

(1999) tell a dismal tale of distrust in the legal system, but they only report popular

beliefs, not actual fact. Hard evidence on recourse to legal institutions by victims of

malfeasance is missing. One purpose of this book is to fill this lacuna.

The ine¤ectiveness of legal institutions, if true, is likely to have two e¤ects: pre-

ventive action, and recourse to alternative contract enforcement institutions. Alter-

native contract enforcement mechanisms are discussed below. Prevention can take

many forms—guarding goods against theft, avoiding contractual practices that leave

room for opportunistic breach, building up inventories—but it is costly. Costs can be

direct—a guardian’s wage—or indirect—inconvenient business practices. A rational

agent would engage in preventive action only if the expected utility loss from mal-

feasance exceeds the costs of prevention. The actual cost of preventive action thus

provides a lower bound estimate of the expected utility loss from malfeasance.5 In

other words, if we observe that economic agents go to great lengths to reduce their

exposure to opportunistic behavior, this constitutes prima facie evidence that the risk

of malfeasance is high.6 This is true even if prevention keeps the actual frequency of

malfeasance low. These issues are discussed in detail in part II.

5. Ignoring possible negative externalities, namely prevention by one agent diverts malfeasance toward
other agents.

6. Whenever the risk of malfeasance is very high and/or the cost of prevention is prohibitive, particular
activities may not take place at all—the corner solution. Traders, for instance, may refrain from buying
and selling in insecure regions altogether, and farming in remote areas may be totally discouraged if
farmers are incapable of protecting crops in the field. Fear of theft has been suggested to account for lack
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2.4 Adverse Selection, Statistical Discrimination, and Moral Hazard

Equations (2.1), (2.3), and (2.4) raise a wide range of information and incentive

issues, many of which are analyzed in the economics literature on contracts.7 We

briefly discuss a few relevant results from that literature, beginning with adverse

selection. Potential debtors di¤er in how likely they are to comply with a particular

contract. Whenever their characteristics cannot be readily assessed, the potential for

adverse selection arises: debtors of the wrong type may enter into a contract knowing

that they are unlikely to satisfy their obligations but cannot be forced to comply.

As a result creditors may refuse to contract even at terms (trade credit, delivery

date, promised quality) that appear very favorable because they fear attracting

bad types. Transactions then typically become rationed (Stiglitz and Weiss 1981).

Evidence of rationing is expected to take various forms: clients turned down for

supplier credit and other payment facilities, clients unable to place orders without

paying a deposit, clients not allowed to pay by check, and payment made only after

the goods have been thoroughly inspected. Rationing can occur even in the absence

of asymmetric information: firms may refuse to contract, not because they do not

know the other party’s type but because they know too well that the other party is

not reliable.

Rationing is not the only possible response to the dangers of adverse selection:

investigating the other party’s type is another. Here our framework comes particu-

larly useful because it makes predictions as to the type of information economic

agents will collect on each other. Firms will want to know whether trade partners are

competent in their business, an indicator that they will be able to repay. Firms will

want to know whether trade partners are committed to their business and interested

in establishing a long-term relationship. This can be achieved, for instance, by

observing the other firm’s pattern of purchases or sales over a period of time. They

of trade, the poor maintenance of plantations, and the early harvesting of co¤ee in certain regions of
Madagascar (e.g., Minten et al. 1998; World Bank 1999).

7. Readers unfamiliar with the literature on contracts may refer to Hart and Holmstrom (1987) and Kreps
(1990) for a survey. Moral hazard refers to a situation in which one party to a contract, called the princi-
pal, cannot observe the action of the other party, called the agent. As a result the agent is tempted to cheat
the principal and must be given incentives to exert proper care. Adverse selection refers to a di¤erent situ-
ation in which the agent is a type that is not observable by the principal. An undi¤erentiated contract may
then attract the wrong types of agents. A possible solution is for the principal to o¤er a menu of contracts
and hope that agents of di¤erent types select themselves into di¤erent contracts. Alternatively, the princi-
pal may elect to ration supply and refuse to transact at certain terms. Singh (1989) presents two simple
models of sharecropping, one with moral hazard and the other with adverse selection. These concepts have
been extended in a variety of directions, generating an enormous literature that it would be too fastidious
to list here.
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may also ask around if the other party has been in business for long and, if yes,

whether other firms have encountered problems with that party. They will want to

find out if trade partners are honest, for example, by selling small amounts on credit

or placing small orders to test them. Firms may wish to know if the other party has a

house or a permanent workshop, if it can easily be traced, if their spouse has a steady

job, and other ways by which harassment and legal pressure can be brought to bear.

They may even socialize with each other to get to know the other party better and

keep abreast of how their business is doing.

Collecting information on potential trading partners is costly. To economize on

screening costs, firms may simply infer each other’s type from easily observable

characteristics like sex, race, or ethnicity. Small di¤erences in average type across

populations with di¤erent observable characteristics can then lead to discrimination

(Coate and Loury 1993). To see why, say that many members of a particular group

are familiar with a certain trade. Now suppose that a member of that group is o¤ered

the choice to do business with an unknown member of the group or with an outsider.

The transaction is small, so it is not worthwhile to spend resources investigating

the other party. But because of di¤erences in population averages, chances are the

insider knows more about the trade than the outsider. It is then safer to deal with the

insider. Statistical discrimination can, in the long run, induce the monopoly of a

group over a particular sector of activity (e.g., Macharia 1988). We revisit these

issues in part VI.

In anticipation of statistical discrimination, debtors may even seek to artificially

di¤erentiate themselves by acquiring a costly signal that is correlated with their true

type t. For instance, they may join a religious groups simply to persuade creditors

that they have a heightened moral sense and business probity (e.g., Cohen 1969;

Geertz et al. 1979). Although it is perilous to interpret people’s religious motives,

there is some evidence that Islam penetrated Africa in this manner (e.g., Hopkins

1973; Shillington 1989; Ensminger 1992).

Moral hazard is another type of incentive problem that is likely to occur in com-

mercial contracts. Success in business is influenced by the diligence and care with

which firms conduct their operations. A debtor’s ability to pay or deliver f typically

depends on what the debtor does after having received k. Moral hazard can arise

even if the creditor perfectly observes the actions of the debtor; the fact that a con-

tract is not perfectly and costlessly enforceable is su‰cient. Moral hazard can be

formally captured by making the realized state of nature e depend on an action a

taken by the debtor between time 0 and time 1, and by making the debtor’s payo¤

depend negatively on a. In this situation the debtor must be given incentives to apply

proper care and e¤ort (Stiglitz 1974). In commercial contracts, the most common
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form of incentive is the implicit promise of continued transactions as long as perfor-

mance is satisfactory and foul play is not suspected (La¤ont and Tirole 1988). From

the point of view of the creditor, it is hard to disentangle (and largely irrelevant)

whether breach of contract occurs because the other party is basically incompetent or

does not apply enough care. As we will see, in practice, moral hazard gets mingled

with the other party’s type.

Whether or not the creditor should spend resources monitoring the debtor’s

actions depends on details of the transaction that are not formally captured in

equations (2.1) to (2.4). Our framework nevertheless provides insights as to when

monitoring may be useful. For instance, realizing early on that a debtor is facing

di‰culties often enables the creditor to take conservative measures that increase

expected repayment. This is particularly true for large loans secured by assets that

could be dilapidated should the debtor go bankrupt, or when acting early enables

one creditor to get ahead of others. Given the costs involved, however, continuous

monitoring is probably not profitable for small, repeated commercial transactions; ex

post monitoring is more likely. To this issue we now turn.

2.5 Excusable Breach, Risk Sharing, and Implicit Contracts

Because of moral hazard and adverse selection, the boundary between inability and

unwillingness to comply with contractual obligations, while somewhat precise ex

post, is blurred ex ante: a debtor may be unable to comply because she promised

something she could not deliver or was careless in executing the contract. Using

harsh punishments can deter bad types from making empty promises and provide

debtors with incentives to exert proper care and e¤ort. But, as we argued earlier,

punishments that are too harsh also discourage bona fide parties who cannot be

totally sure they can honor the contract. Extreme sanctions get rid of moral hazard

and adverse selection altogether, but they also eliminate bona fide trade.

To discourage opportunistic behavior while allowing enough flexibility for bona

fide trade, creditors should assess whether breach of contract was due to unantici-

pated events or to carelessness and incompetence. If it appears the debtor was at

fault (insu‰cient e¤ort) or incompetent (bad type) the creditor may decide to termi-

nate the relationship and seek reparation. On the other hand, if breach was due

to events beyond the control of the debtor, the creditor may prefer to renegotiate

the contract and continue the relationship. Making punishment depend on the cause

of breach improves e‰ciency because it deters opportunistic behavior but allows ex-

cusable default.

Market Transactions as Contracts 33



Businesses around the world, but particularly in Africa, are subject to shocks (e.g.,

Little et al. 1987; Cortes et al. 1987; Steel and Webster 1991). Circumstances arise in

which firms are unable to comply with a contract: a power outage may delay pro-

duction, civil strife may interfere with delivery, or the central bank may not release

the foreign exchange on time. Cash flows too vary in unpredictable ways, and firms

with insu‰cient access to insurance and credit from other sources often find them-

selves unable to honor precise deadlines for payment and delivery (Stone et al. 1992).

If these circumstances are purely temporary, it would be silly to abandon the rela-

tionship simply because one of the partners is temporarily unable to perform. Intui-

tively, it is in the interest of the two parties to work things out until the di‰culty is

over. Empirical evidence indeed suggests that market transactions, far from being

rigid contracts, exhibit an unexpected degree of flexibility (e.g., Lorenz 1988 for

France and Bigsten et al. 2000a for Africa).

To fully understand how markets operate in practice, we need to conceptually

understand what flexibility means and why it exists. Flexibility arises when contrac-

tual performance is made explicitly or implicitly contingent upon external events

a¤ecting one of the parties. The idea is that a supplier who cannot deliver or a client

who cannot pay is allowed to renegotiate the contract and default from his or her

original obligations. Theory suggests that it is optimal in this case for the parties to

recognize that exogenous circumstances may prevent them from honoring their obli-

gations and to build flexibility into the contract. When exchange is relational, flexi-

bility is facilitated by the implicit agreement that binds the parties: if one party feels

cheated, it can decide to break the relationship and force the other party to look for

another supplier or client. In addition the aggrieved party may seek reparation by

enlisting the help of an external contract enforcement agency. The existence of an

implicit threat to seek outside reparation only if trust has been broken helps the

parties to economize on writing the contract. There is no need to write all contin-

gencies down; all that is required is that parties apply the contract in good faith, that

is, to the best of their capacity. These theoretical arguments are clear and have been

formalized elsewhere (Hart and Holmstrom 1987). What is unclear is whether they

are relevant in practice. Too strict a stance on contract enforcement is particularly

counterproductive when all bona fide firms have recurrent di‰culties fulfilling their

contractual obligations. One would therefore expect a lot of contractual flexibility in

high-risk environments. Allowing excusable default is then a way of sharing risk

among firms.

From a theoretical point of view, there are several ways in which risk sharing can

be incorporated in business transactions. One way is to assume that parties write ex-

plicit state-contingent contracts in which payment varies with the state of the world e
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(e.g., Kletzer 1984; Eaton et al. 1986; Grossman and Van Huyck 1988; Udry 1990).

In practice, such contracts are too cumbersome to be practical. Furthermore e is sel-

dom observed perfectly by the creditor and is rarely observable by judges. Parties are

therefore likely to opt for other solutions. One is to leave the contract deliberately

‘‘incomplete’’ in the sense of Hart and Holmstrom (1987), for instance, by stating

that the debtor will pay ‘‘when he can.’’ Enforcement then relies on the force of the

relationship: as long as payment delays are reasonable, parties continue their rela-

tionship; when the creditor suspects foul play, the relationship ends (Fafchamps and

Gubert 2002). Another way to share risk is to specify fully the respective obligations

of the parties but implicitly agree that these obligations can be renegotiated in good

faith should one party find compliance unexpectedly di‰cult and costly. The advan-

tage of the third approach over the second is that contracts with clearly specified

obligations are easier to argue in court. Explicit contractual obligations can then be

seen as a way to influence the bargaining power of each party during the renegotia-

tion process, and thus the functioning of the underlying implicit contract.

To distinguish between excusable and nonexcusable default, creditors must be able

to infer e; otherwise, any recalcitrant debtor could falsely pretend to be unable to

pay. Costly monitoring of e and a is often required for risk sharing to take place

(Townsend 1979). Relative performance can also be used to assess the likelihood that

the debtor is telling the truth and worked hard enough (Radner 1985). If e and

a are observed indirectly or with a delay, misrepresentation and carelessness can

be deterred by increasing the severity of the punishment once cheating is suspected.

Finally, false claims and insu‰cient e¤ort can be discouraged by limiting the number

of times the creditor is prepared to be patient. The debtor is like the shepherd boy of

the story who he cries ‘‘wolf ’’ too many times; when the wolf is really there, no one

comes to help.

If recourse to legal institutions is entirely irrelevant, an alternative interpretation of

flexibility arises, resulting from the fact that disputes need not be resolved according

to legal principles at all. Contract law typically calls for one party to compensate

the other in case of breach. In other words, breach of contract is regarded as a fault

that requires reparation. Parties to a long-term relationship may find such approach

incompatible with the need to maintain goodwill and friendship because assigning

fault to one party and calling for compensation is antagonistic and may endanger the

relationship. Consequently cases of contractual breach resolved through informal

enforcement are expected to yield di¤erent outcomes from those enforced by courts.

For one thing, parties will probably show more understanding for each other’s di‰-

culties and be more willing to implicitly insure each other for unanticipated con-

tingencies. By the same token, cases of breach among acquaintances are more likely
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to be resolved to the satisfaction of the parties and less likely to sever the relation-

ship. If this is correct, the flexibility made possible by long-term relationships might

lead to the apparent contradiction that breach of contract is more frequent among

parties who know each other well. The reason is that parties to such relationships

lower their guard, hence making more room for breach while at the same time

ensuring that most cases of breach are handled in a flexible and relation-preserving

manner. In such cases noncompliance with contract terms should not be regarded as

evidence of opportunistic behavior but rather as a manifestation of flexibility and

complicity between trusting partners. We revisit these issues in part II.

2.6 Trust and Reputation

Not only is the promise of future transactions an important incentive for contract

compliance, repeated interaction plays an important role in screening and monitor-

ing. As economic agents learn about each other and revise their prior knowledge W,

they come to trust each other (Gambetta 1988). Trust can thus be thought of as a

form of social capital: it accumulates through ‘‘good’’ actions and dissipates through

‘‘bad’’ actions (e.g., Granovetter 1985; Coleman 1988). The importance of trust in

business leads to personalized transactions. To see why, consider a risk-averse firm

that has identified a few reliable business partners. The information W the firm has

begun accumulating on its partners is more precise than D, the information it has

on the general population of potential trading partners. Reliable partners are also

probably better than the average population D because they are the result of a selec-

tion process. Therefore W stochastically dominates D: because the firm is risk averse,

it prefers to deal with known partners than with unknown firms (Arrow 1971). As the

firm continues to trade with the same partners, it collects more information about

them, which makes it even more likely to deal with them in the future.

In this regard recent theoretical developments provide a fertile source of inspira-

tion. Kranton (1996a) and Ghosh and Ray (1996) formally show that a decentralized

market can discipline itself if cheating is interpreted as a sign of incompetence. The

mechanism by which opportunism is deterred, however, leads to markets that di¤er

significantly from those described in economic textbooks. For one thing, exchange is

not anonymous but relational: firms economize on screening incompetent partners by

establishing long-term relationships with other firms they have learned to trust. As in

the Shapiro and Stiglitz (1984) model of unemployment as a disciplining device, cheat-

ing by competent agents is deterred by the fear of having to search for a new partner.

Trust-based exchange is thus self-reinforcing and favors the establishment of

fairly rigid business networks (Meillassoux 1971). Relational contracting can there-
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fore become an impediment to fully e‰cient exchange because it makes it costly for

firms to switch partners. This may be all right in stable economic environments in

which patterns of exchange are constant over time. But, if firms must respond to

rapidly changing economic conditions by constantly seeking new partners, being

stuck with the same partner forever is not optimal. The reluctance to deal with new-

comers in the same way (trade credit, checks, orders) as old partners stifles firm entry

and competition (Lorenz 1988). In this case Greif (1993) has shown that information

sharing can theoretically increase the fluidity of exchange by reducing the penalty for

switching partner.8

There exist two types of contract enforcement mechanisms that eliminate the need

for personalized relationships: legal enforcement and reputation. Both enable firms

to operate within a large group and to rapidly establish business relations with new

partners. Thanks to legal institutions, security can be found in unmovable collateral

and other formal guarantees without prior acquaintance. Collateral-based enforce-

ment is particularly important for large transactions like bank loans. Even banks,

however, seldom rely exclusively on collateral and often seek to assess the trustwor-

thiness of potential borrowers. Reputation is a form of social collateral that can

guarantee contract performance without prior acquaintance. Economic agents who

belong to an information-sharing group may rely each on other’s reputation when

initiating business contacts. Reputable firms have a high EW ðe; tÞ with all the firms

in that group, regardless of whether they have dealt with them in the past or not.

Concern for one’s reputation may be su‰cient to ensure compliance and to enable

firms to o¤er credit or take large orders without knowing each other personally (e.g.,

Milgrom et al. 1991; Greif 1993). Firms within an information-sharing group are at

an advantage relative to firms who are outside of it because they can reach further,

expand faster, and spread risk more easily. The larger the group among which repu-

tation is shared, the larger is the group of potential business partners, and the more

access firms have to a safe business environment.

2.7 Empirical Relevance

Despite its generality the conceptual framework we developed in this chapter gen-

erates a number of qualitative predictions that serve as a starting point for our

8. To achieve this purpose, however, the stigmatization of cheaters may be necessary; see Milgrom et al.
(1991) and Fafchamps (2002b) for details. Firms may also seek to economize on screening costs by relying
on statistical discrimination or by refusing to deal with firms outside their network. Empirical evidence on
these issues is presented in Greif (1994) and Fafchamps (2000). These issues are discussed in detail in the
remainder of this book.
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empirical work. The model predicts that contract flexibility is required for exchange

to take place. To test this proposition, we investigate in part II whether contractual

obligations in commercial transactions are ever breached and what happens if they

are. Breach is expected to be excusable only if compliance is made unexpectedly

costly by an external shock. To verify this proposition, we identify the reasons why

breaches occur. The conceptual framework predicts that enforcement should be more

flexible if the environment is more risky. We therefore examine whether contractual

flexibility varies in a systematic fashion according to the types of transaction firms

are involved in. Finally, the model suggests that harassment may be resorted to as a

form of debt collection and ex post monitoring device. To investigate this prediction,

we examine how firms deal with breach of contract and what procedures they follow

to get paid.

In the presence of imperfect information, the conceptual framework stipulates that

creditors will screen potential debtors. What they screen for is expected to depend on

the type of enforcement mechanism they ultimately intend to rely on. Parties that

rely on courts and legal securities should screen for collateral. Parties to relational

transactions primarily should assess whether the debtor is a bona fide firm and is

committed to maintaining a business relationship. To do so, they may test potential

debtors over a period of time and visit their shop or factory. We explore these

issues as well by investigating how firms screen suppliers and clients and what specific

information they seek to acquire. The theory predicts that groups of firms or indi-

viduals that are able to organize the truthful dissemination of contractual informa-

tion may be at an advantage relative to other firms or individuals. In the absence of

reputation mechanism, business transactions are expected to become heavily person-

alized; mutual trust must be established before contractual obligations are accepted.

To investigate these predictions, in part III we examine the extent to which business

relations are personalized. In part IV we look for evidence of reputation mechanisms

and information-sharing devices. The model says that without enforcement at all,

creditors should refuse to contract: there should be rationing. Small, anonymous

transactions are expected to be self-liquidating, with instantaneous payment and

no delayed obligations. To verify these propositions, we examine whether firms are

willing to grant credit or place orders from anyone, and whether some assurances

must be provided first. Finally, the model predicts that repeated commercial inter-

actions can enforce contracts with little or no recourse to formal guarantees and the

court system. Legal institutions are expected to be most useful for large anonymous

transactions. To address these issues, we study whether firms grant credit to regular

customers and place orders from regular suppliers only, and what use firms make of

formal legal institutions.
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3 The Data

We use data from three sources: (1) a series of panel surveys of manufacturing firms

in several African countries, (2) complementary case studies of manufacturing and

trading firms in Ghana, Kenya, and Zimbabwe, and (3) surveys of agricultural

traders in Benin, Madagascar, and Malawi.

3.1 The Manufacturing Panel Surveys

Industrial data used in this book come from surveys of manufacturing firms. Surveys

were conducted in nine countries of sub-Saharan Africa: Burundi, Cameroon, Côte

d’Ivoire, Ghana, Ethiopia, Kenya, Tanzania, Zambia, and Zimbabwe. Except for

Ethiopia, the surveys were conducted by a variety of national teams coordinated

by the Regional Program of Enterprise Development (RPED) of the World Bank.

Although the data are generally comparable, occasional discrepancies occur and

some data are not available for certain countries.

In each of the nine countries, random samples were drawn among manufacturing

firms in four sectors of economic activity: food processing, textile and garments,

woodworking and furniture making, and metalworking. These sectors were chosen

because these light industries are present throughout the continent and are potential

candidates for export growth. Most survey teams sought to divide the sample equally

between the four industries. Survey teams in Zimbabwe and Ethiopia, however, sim-

ply drew a random sample of manufacturing firms in the four covered sectors.1 This

is reflected in the sectoral composition of the sample, as shown in table 3.1. Country

data without stratified sampling tend to be dominated by textile and garment firms.

Sampling frames were typically constructed on the basis of an existing census of

manufacturing enterprises, occasionally supplemented by a census of small firms.

Samples sizes vary from 120 firms in Burundi to 264 firms in Cameroon. Firms with

fewer than 5 employees were, in general, excluded from the sample. Daniels (1994),

for instance, reports that, in Zimbabwe, enterprises of less than 5 employees repre-

sent around 95 percent of all enterprises of 50 employees or less; the corresponding

ratio is 44 percent in the RPED Zimbabwe sample. The data thus represent the small

to large-scale manufacturing sector in Africa; microenterprises are ignored.

In most countries sample firms were visited three times at one-year interval: in

1993, 1994, and 1995.2 Questions were asked on a wide variety of issues. In addition

1. The sample design for Zimbabwe is discussed in detail in Bade and Gunning (1994).

2. Ghana and Côte d’Ivoire did not follow this timing: Ghana was surveyed in 1992, 1993, and 1994; Côte
d’Ivoire was surveyed in 1995 and 1996. Plans to conduct an additional round of survey in Côte d’Ivoire
fell through due to lack of funding. Subsequent rounds in Burundi were canceled due to the rapid deterio-
ration of the political situation in the country and neighboring Rwanda. Two more rounds exist for
Ethiopia, but we were not granted access to the data.



Table 3.1
Composition of the RPED samples

All Burundi
Camer-
oon

Côte
d’Ivoire Ethiopia Ghana Kenya

Tan-
zania Zambia

Zim-
babwe

Sectoral composition

Food processing 23% 33% 27% 25% 15% 25% 22% 16% 28% 24%

Textile and garments 30% 26% 20% 25% 52% 25% 26% 24% 31% 45%

Woodworking and
furniture

22% 21% 24% 26% 18% 26% 26% 29% 19% 12%

Metalworking 24% 20% 30% 24% 16% 25% 25% 31% 22% 18%

Firm’s characteristics

Total employment 140 90 162 116 149 43 117 122 109 324

Age of firm 17 11 12 16 17 15 19 16 18 24

Legal status

Limited liability 54% 38% 62% 55% 19% 45% 51% 66% 72% 74%

Sole proprietor 39% 48% 37% 45% 76% 46% 34% 23% 23% 22%

Partnership 7% 13% 1% 0% 5% 10% 15% 11% 5% 4%

Ownership

Partial or complete
foreign ownership

22% 30% 32% 45% 3% 18% 18% 12% 13% 23%

Partial or complete
state ownership

10% 19% 10% 16% 13% 8% 2% 16% 8% 5%

Ethnicity

African 66% 82% 81% 60% 83% 91% 42% 73% 59% 33%

Asian 14% 3% 2% 0% 0% 0% 51% 24% 26% 13%

European 13% 6% 14% 23% 1% 1% 4% 0% 13% 47%

Mideastern 2% 0% 1% 7% 0% 8% 2% 2% 2% 0%

Other 5% 1% 3% 10% 15% 0% 2% 1% 0% 7%

Number of observa-
tions in round 1

1,866 120 240 264 214 200 223 217 215 203

Number of rounds
available

1 3 2 1 3 3 3 3 3

Note: Computed using wave 1 data only. The actual number of observations varies depending on missing values.
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to standard information on finance, employment, capital stock, investment and sales,

data were collected on relationships with clients and suppliers, contractual disputes,

and contractual risk (e.g., late deliveries, deliveries of deficient quality deliveries, and

late and nonpayment). The latter questions, however, were only asked in the first

survey round.

E¤orts to design a questionnaire that would work in many di¤erent countries and

would apply to large and small firms alike led to some compromises. In particular,

the questionnaire had to be understood by all respondents, including those with little

formal education, no accounting, and unsophisticated business practices. This led to

the elimination of questions that required proper accounts or a thorough under-

standing of standard business practices such as invoicing, payment date, and finance

charges. As a result the data collected are at time a bit fuzzy as they involve value

judgments by respondents, such as on what constitutes a ‘‘late payment.’’

Despite these shortcomings the RPED data are probably the best available source

of information on manufacturing in sub-Saharan Africa today. They also contain an

unusual amount of information on relationships among firms and their clients and

suppliers.

The main characteristics of sample firms are summarized in table 3.1. The average

number of employees for the nine country sample is 140; sample firms are largest in

Zimbabwe (324 workers on average), and smallest in Ghana (43). The largest sample

firm is in Cameroon with 13,500 employees in 1993. The average age of sample firms

is 17 years. The Zimbabwe sample is made of older firms with an average age of 24

years; younger firms are found in Burundi and Cameroon. Most surveyed firms—54

percent—have a limited liability status; other firms are held either in sole proprie-

torship or in partnership. Some 22 percent of surveyed firms operate under partial or

complete foreign ownership, with a high of 45 percent in Côte d’Ivoire and a low of

3 percent in Ethiopia. Partial or complete state ownership occurs in 10 percent of

sample firms.

The ethnic makeup of the sample firms varies dramatically among countries. In

two of the nine countries, less than half of the sample firms have ethnic Africans

as owners. Ethnic Europeans are predominant in Zimbabwe and maintain a strong

presence in Cameroon, Zambia, and Côte d’Ivoire. Asians occupy a dominant posi-

tion in Kenyan manufacturing and are present in Zambia, Tanzania, and Zimbabwe

as well (Himbara 1994).3 In the other countries, entrepreneurs in the manufacturing

sector are predominantly of African origin.

3. Recent evidence of the role of ethnicity in African manufacturing is provided, for instance, by
Fafchamps (2000), Fisman (2002), and Raturi and Swamy (1999).
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3.2 The Case Study Surveys

The RPED surveys were complemented with case study surveys of enterprise finance

and dispute resolution methods. Surveys were conducted in Ghana, Kenya, and

Zimbabwe under the auspices of the World Bank. They too were coordinated by the

Regional Program for Enterprise Development. These surveys cover a small num-

ber of firms in great depth. Questionnaires and survey design vary somewhat for the

three countries, especially for Ghana, on one hand, and Kenya and Zimbabwe, on

the other.

Ghanaian firms were interviewed in January 1993 by a team of Ghanaian and

World Bank researchers (see Cuevas et al. 1993 for details). The Kenya case study

survey was undertaken in September 1993 in Nairobi, Kenya (see Fafchamps et al.

1994 for details). The Zimbabwe survey took place in August 1994 in Harare, Zim-

babwe (see Fafchamps et al. 1995 for details). Close to 60 firms were interviewed in

each country, two-thirds of which were randomly selected from the first wave RPED

panel. In Ghana, 58 firms were interviewed, 39 of which were randomly selected

from the RPED 1992 sample—around ten firms in each of the four sectors. In Zim-

babwe, 40 firms were randomly selected among the 114 RPED panel firms located in

Harare. Of the initial 40 firms, 16 declined to be interviewed and 15 replacements

were interviewed in their stead, resulting in a sample of 39 manufacturing firms.

To get a sense of how manufacturing firms interact with traders, a number of

suppliers and clients of manufacturing firms were also interviewed. The purpose of

this sampling design was to investigate whether traders play a bu¤er role between

various manufacturers or between manufacturers and consumers, and to check

whether their views and experiences regarding contract enforcement di¤er from those

of manufacturers. Trading firms were selected among wholesalers and retailers oper-

ating in the same four sectors of activity—food processing, textile and garments,

wood products, and metal products—as the manufacturing firms. Some were active

in several sectors at the same time. Most surveyed traders are primarily in the retail

business; the others are involved in wholesaling.

In the absence of a readily available census of trading enterprises, these firms were

not randomly selected from an existing census or sample of firms. The sample selec-

tion approach was essentially ad hoc and the (small) sample of traders who were

interviewed is probably not representative of the population of trading firms in each

country. An e¤ort was nevertheless made to include trading firms of all sizes and

ethnic origin. How successful the case study surveys were in this endeavor varies

across the three countries. In Ghana the trader sample covers primarily small traders
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in and around markets. The Kenya trader sample is composed partly of shops and

wholesalers in the commercial district, partly of stalls on the main market. In Zim-

babwe the trader sample is dominated by chains of retail outlets. The di¤erences in

the three samples reflect di¤erences in the domestic organization of trade in the three

countries and their capital city.

Data were collected on a variety of issues pertaining to enterprise finance and

trade credit. Questions were also asked about the problems and di‰culties firms

encounter with suppliers and clients. The questionnaire included many qualitative

questions as well as open-ended questions intended to stimulate discussion and ex-

plore issues that could not be anticipated. Respondent were quizzed, for instance, on

how they screen customers before granting trade credit, how they respond to late

payment by clients, and how they seek enforcement of contractual obligations. Their

responses were later coded into consistent categories. The section of the question-

naire dealing with contracts was mostly used as a conversational guide. Respondents

were quizzed on their motivations and beliefs regarding suppliers and clients. Past

contractual problems were discussed in detail. To avoid biases resulting from firms’

reluctance to speak about contractual problems in which they were at fault, questions

were limited to nondelivery or late delivery by suppliers, deficient quality of supplied

goods, and nonpayment or late payment by customers. Given the nature of the

issues raised, body language was an important part of respondents’ answers. Several

laughed or shrugged, for instance, when asked why some of their clients had not paid

them, thereby implying a suspicion of carelessness even if their verbal answer did not

mention it. In the discussion of the results in the remainder of this book, we build

upon the rich body of qualitative information gathered during interviews.

The data su¤er from a number of shortcomings: the coverage and wording of

individual questions vary somewhat in the three surveys, many observations are

missing, and certain important pieces of information were not collected. Given the

small size and partially nonrandom nature of the case study samples, results should

be viewed as suggestive rather than definitive. The strength of a case study approach,

however, lies not as much in the ability to draw statistically significant or fully gen-

eralizable findings as in the ability to gain a deeper insight into the phenomena being

studied. The imperfect coverage of the data is compensated by the detailed qualita-

tive information gathered during interviews. Albeit tentative, findings based on

these surveys provide a useful assessment, given the near total absence of data in this

area.

In the three countries, all sample firms are urban. In Ghana, a dozen firms are

from Kumasi. The rest comes from the capital city, Accra, and its industrial satellite,
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Tema. In Kenya and Zimbabwe, all firms come from the capital city. Sample char-

acteristics are summarized in table 3.2. The samples include firms of all sizes. Trad-

ing firms account for roughly one-third of the sample. Many surveyed firms are in

the textile and garments sector—a reflection of the important of the sector in African

manufacturing.

The average number of employees is larger in the Zimbabwean sample—474

compared to 82 and 77. Trading firms in the sample tend to be smaller than manu-

facturing firms. The largest sample firm has 5,505 workers. A handful of sample

firms are parastatals or government agencies. Most of the smaller firms would typi-

cally be considered part of the higher echelons of the informal sector: they all have a

stable place of work and they have at least one or two employees. The smallest and

most ephemeral microenterprises are not captured in the sample.4 The average age of

surveyed firms varies between 15 years in Ghana and 28 years in Zimbabwe. Trading

firms tend to be older than manufacturing firms.

The ethnic composition of the Kenya and Zimbabwe samples is also given in table

3.2.5 In both countries owners and managers of medium to large firm predominantly

Table 3.2
Composition of the case study samples

Ghana Kenya Zimbabwe

Manufacturers and traders

Share of traders in sample 33% 38% 32%

Sectoral composition

Food processing 26% 17% 29%

Textile and garments 26% 38% 38%

Woodworking and furniture 26% 22% 16%

Metalworking 23% 22% 18%

Firm characteristics

Total employment 82 77 474

Age of firm 15 19 28

Ethnicity

African na 42% 23%

Asian na 46% 5%

European na 5% 61%

Other na 7% 11%

Number of observations 58 58 57

4. See Hart (1988) for a discussion of contractual issues among very small firms.

5. Similar data were not collected in Ghana.

44 Issues and Data



belong to a minority ethnic group. The ethnicity of the dominant business group,

however, varies between the two countries. In Kenya, the bulk of surveyed firms are

in the hands of ethnic Asians; in Zimbabwe, they are mostly managed by whites.6

In both cases these communities represent around 1 percent of the country’s popula-

tion. Such degree of ethnic concentration in medium- to large-scale enterprises is not

unusual in Africa, although dominant business communities are not always of for-

eign origin (Bigsten et al. 2000a). In contrast, the overwhelming majority of micro-

enterprises in Kenya and Zimbabwe are in the hands of ethnic Africans (Daniels

1994). These issues are revisited in part VI.

3.3 The Agricultural Trader Surveys

The RPED surveys cover manufacturing firms and, to a small extent, the traders who

sell trade with them. The picture of market institutions that they present is thus pri-

marily urban. It largely ignores rural markets. To complement it, data were also

collected on traders of agricultural products. Three countries are covered: Benin,

Malawi, and Madagascar.

The first survey of agricultural traders was conducted in Madagascar in a joint

project between IFPRI (the International Food Policy Research Institute) and the

local Ministry of Scientific Research (FOFIFA). The survey consisted of two visits

(for a detailed description, see Fafchamps and Minten 1999). The first visit took

place between May and August 1997. The questionnaire on the first visit contained

mainly questions dealing with the individual characteristics of the traders and with

the structure, conduct, and performance of the trading sector. The second visit was

conducted between September and November 1997. The same traders were asked

about the nature of their relationships with other traders, clients, and suppliers. A

total number of 850 traders were surveyed in the first round, 739 of whom were sur-

veyed again in the second round. To facilitate comparison, the analysis presented

here is based on traders that could be located in the two rounds.7

Similar surveys were subsequently conducted in Malawi and Benin in collabora-

tion between the World Bank, Oxford University, and IFPRI. The main di¤erence is

6. Why it is Asians who dominate in Kenya and whites in Zimbabwe is undoubtedly the result of past
policies that favored these two groups. These policies, however, have been discontinued since independence
(1964 for Kenya, and 1979 for Zimbabwe after 15 years under Ian Smith’s white government).

7. Not surprisingly, the category of traders that was hardest to trace during the second survey round was
that of traders who are least formal and have the least permanent form of operation. As a result small
itinerant traders tend to be underrepresented in the results reported for Madagascar.
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that information was collected in a single visit. Samples of 663 and 738 traders were

interviewed in Benin and Malawi, respectively. Data collection took place between

August and September 1999 for Benin and between August 1999 and February 2000

for Malawi.

The sample design was constructed so as to be as representative as possible of all

the traders involved in the whole food marketing chain from producer to consumer,

wherever located. In all three countries the survey sites are market towns where

agricultural traders are active. These market towns were selected on the basis of their

importance in the agricultural economy of the country, in terms of flows and vol-

umes of the three types of products: major food crops, cash crops, and agricultural

inputs.

Due to the absence of reliable census information on the population of traders

in both countries, the first step in drawing a random sample was to conduct a census

of traders in the selected markets. For Madagascar, traders were surveyed in three

di¤erent types of location: traders operating in big and small urban markets (these

are mostly wholesalers, semi-wholesalers, and retailers), urban traders located out-

side regular markets (bigger traders, processors, and wholesalers), and traders oper-

ating on rural markets (assemblers and itinerant traders). Rural firaisanas were

selected through stratified sampling based on agro-ecological characteristics so as to

be representative of the various kind of marketed products and marketing seasons.

For Benin, lists of traders were first obtained from ONASA (O‰ce National d’Appui

à la Sécurité Alimentaire), and the regional bureaus of Ministry of Commerce. In

addition to these lists, the survey team undertook a count of traders present on the

market day, and used these three sources of information to construct a census from

which a sample was randomly draw. In Malawi, a reconnaissance survey of traders

was conducted in July through August 1999 in order to count and identify traders

according to their status (independent, buying agent, or selling agent), their level

(retail or wholesale), and the types of products they traded. Information on the

name, type, and location of traders from the reconnaissance survey was then used to

draw a random sample of traders.

The survey focused on traders who market locally consumed staples such as cere-

als, roots and tubers, legumes, and oilseeds. The di¤erent forms in which these

products are marketed were taken into consideration (paddy and milled rice, maize

and maize flour, etc.). Traders involved primarily in fruits, vegetables, and minor

crops were excluded. In Malawi, a small number of tobacco buyers are included in

the survey. Most surveyed traders focus on main staple foods such as rice (in Mada-

gascar) or maize (in Benin and Malawi).
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The Benin and Malawi used the same questionnaire, but the questionnaire used

in Madagascar was slightly di¤erent. In all three cases the coverage of the survey

instrument was not only very broad but also innovative in the type of information

gathered. The questionnaires covered the following main areas: (1) defining the

trading enterprise, (2) trader characteristics, (3) factors of productions and operating

costs, (4) trading activities and marketing costs, and (5) relationships and coordi-

nation costs. Data were collected on search behavior and costs, quality inspec-

tion, contract enforcement and dispute settlement, information, and property rights

enforcement.

The main characteristics of surveyed traders are summarized in table 3.3. Surveyed

businesses are fairly small and unsophisticated. Few of the traders possess their own

means of transport, and for the overwhelming majority of traders, investment in

equipment is low compared to working capital. For most traders, working capital is

tied up in the product itself. A small number of surveyed traders nevertheless possess

large fleets of vehicles, resulting in a large average value of equipment. The size dis-

tribution of firms is quite large. In Madagascar, for instance, Fafchamps and Minten

(1999) show that traders in the upper tercile of the firm size distribution use fifteen

times more working capital and two times more labor, but they obtain almost fifty

times more value added than traders in the lower tercile. Hence large traders have

much higher total factor productivity than the small ones. Women represent the

majority of sampled traders—46 percent of the sample in Madagascar, 36 percent in

Malawi, and 81 percent in Benin. Retailers constitute the bulk of the samples.

3.4 Conclusion

The empirical evidence used in this book comes from a wide variety of surveys taken

in twelve sub-Saharan African countries. Despite some shortcomings the data are

Table 3.3
Composition of agricultural traders samples

Benin Malawi Madagascar

Total employment (including trader) 2.2 1.5 4.3

Age of firm 15 7 6

Working capital in $ 1,471 560 2,061

Storage capacity in MT 7 12 26

Equipment value in $ 3,391 501 399

Number of observations 663 738 739

Note: MT ¼ metric tons.
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roughly comparable across countries and provide a unique comparative perspective.

The author was directly involved in many of the surveys and has interpreted the

collected data with an eye on local custom. By covering manufacturers as well as

traders, the data generate a more complete picture of market institutions than what

could be obtained by looking at firms or traders alone. Armed with these data, we

are now ready to delve into the data analysis.
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II CONTRACT ENFORCEMENT





We saw in chapter 2 that there are many mechanisms economic agents can poten-

tially use to enforce mutually beneficial agreements. This part examines the evidence

on the mechanisms used in practice in sub-Saharan Africa.

We begin in chapter 4 with detailed evidence collected from a series of case studies

in Ghana, Kenya, and Zimbabwe. The few samples are complemented by informal

discussions between the author and some 175 African firms, and thus these data

constitute a useful starting point. Results show that courts and lawyers are not the

primary contract enforcement mechanism on which African firms rely.

Chapter 5 combines quantitative evidence from manufacturing surveys conducted

in nine countries. Results show that reliance on legal institutions is infrequent and

that contracts are flexible. Evidence from surveys of agricultural traders is presented

next in chapter 6. Results confirms previous studies and further stresses the impor-

tance of risk avoidance as a rational firm response to imperfect contract enforce-

ment. The e¤ect of imperfect contract enforcement on firm behavior is illustrated

in chapter 7. We show that firms facing more delivery problems tend to build up

larger inventories.

Many of the findings reported here are similar to those described in other parts of

the world. This is particularly true of the importance of relational contracting, which

has been described in very similar terms in transitional economies where legal insti-

tutions to support market are embryonic (e.g., McMillan and Woodru¤ 1999b;

Johnson et al. 2000, 2002). Relational contracting—or personal exchange as North

(2001) calls it—appears related with the underdevelopment of markets. This is a

point that we explore in detail in the remainder of the book.





4 Evidence from Case Studies in Ghana, Kenya, and Zimbabwe

This chapter investigates the contractual practices of African manufacturing firms and

examines whether economic agents use long-term relationships to make contractual

performance contingent upon external shocks. Evidence to this e¤ect has already been

uncovered in credit transactions among villagers (e.g., Udry 1990, 1994; Fafchamps

and Lund 2002) and fishermen (Platteau and Abraham 1987). In contrast to these ear-

lier works that focused on small individual transactions in a rural setting, in this chap-

ter we analyze the extent of contractual flexibility among large manufacturing firms.

Very little is known about how African markets operate in practice. Although

some modicum of contractual flexibility is prevalent the world over, casual observa-

tion and anthropological accounts (e.g., Cohen 1969; Meillassoux 1971; Amselle

1977; Geertz et al. 1979) suggest that African firms have a more elastic definition of

flexibility—to the point where it may have become a source of misunderstanding and

cultural prejudice. In their dealings with Africans, for instance, foreigners are often

taken by surprise by contractual delays and calls for contractual renegotiation, from

which they are quick to conclude that African firms (and Africans in general) are

unreliable and opportunistic. This is true not only of the occasional traveler but also

of Western firms wishing to source products from Africa (Biggs et al. 1994). This

may explain why foreign firms find it di‰cult to deal with Africans and why African

manufacturers have a hard time breaking into export markets. If confirmed by rig-

orous analysis, this interpretation opens avenues for export promotion other than

structural adjustment and devaluation.

This chapter answers some of these questions using the case study data set de-

scribed in chapter 3. We show that contracts between African manufacturers and

their suppliers and clients often are renegotiated: supplies occasionally arrive late or

their quality is di¤erent from what was ordered, and clients sometimes pay late.

Prevention in the form of risk avoidance plays an important role in reducing the

occurrence of opportunistic breach. We first discuss evidence from three case studies

of manufacturers and traders in Ghana, Kenya, and Zimbabwe. In the next chapter

we use panel data on manufacturing firms in nine African countries to examine con-

tract enforcement practices among suppliers and clients. In chapter 6, we report evi-

dence based on cross-sectional surveys of agricultural traders in Benin, Madagascar,

and Malawi. Throughout these three chapters we follow two main themes: incidence

(frequency of problems) and remedy (action taken).

4.1 Case Studies in Ghana and Kenya

Given the lack of prior information on contractual issues in sub-Saharan Africa, a

case study approach was initially adopted. Contract enforcement was studied in two



countries, Ghana and Kenya. The small size of the samples (58 firms each) is com-

pensated by the richness of the data collected during in-depth discussions with

respondents. Interviews were guided by the conceptual framework outlined in chap-

ter 2. We present survey results in su‰cient detail for the reader to realize that the

correspondence between our theory and the facts is not superficial but deep-seated.

Contractual relations between firms and their clients are reviewed first. Relations

with suppliers come next. Strategies used to prevent problems are then discussed. The

use of legal institutions is presented at the end. Although the small size and diversity

of the sample makes it di‰cult to draw statistically significant inferences, a detailed

even if preliminary picture of contract enforcement in African manufacturing is

obtained.

4.1.1 Payment Problems

Firms were asked about nonpayment and late payment problems encountered with

clients. Their answers are summarized in table 4.1. Firms were also asked to com-

Table 4.1
Payment problems with clients

Nonpayment Late payment

Ghana Kenya Ghana Kenya

Percentage of respondents citing problems 58% 60% 82% 81%

Average number of cases per month 0.2 0.7 5.2 1.3

Time elapsed since last case, in months 14.2 20 na 11

Average duration of payment delay, in days 72 142

Percentage of cases that occurred after full
delivery

87% 90% 90% 84%

Percentage of cases with partial payment 47% 63% 14% 56%

Percentage of cases involving bounced checks na 30% 19% 11%

Reason given for nonpayment:

Client faced financial di‰culties 23% 32% 69% 25%

Client was unable to collect payment from
own customer

17% 4% 3% 12%

Client had to travel or left the business 14% 11% 7% 14%

Client was dishonest 27% 32% 2% 14%

Mistake or oversight by client 0% 7% 10% 6%

Other 20% 14% 9% 20%

Action taken by respondent:

Wait, do very little 23% 43% 21% 45%

Harass client 63% 46% 38% 45%

Negotiate a rescheduling of payment 13% 11% 40% 11%

Source: Ghana and Kenya case studies.
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ment on the most recent problem they had experienced with a client; answers are

these questions presented in table 4.2.

More than half of the firms had ever experienced nonpayment by a client; all were

familiar with late payment. In line with the theory, all credit sales seem to implicitly

allow late payment: delays of a few days are so common that they are not mentioned

by respondents unless specifically prompted. In one-fifth of all Ghanaian credit sales,

no specific term is even set for payment: the contract is incomplete. For those

instances when respondents considered clients had paid late, the average delay in

Ghana ranges from 6 weeks for manufacturing firms up to 20 weeks for traders. This

compares to an average payment term of 3 to 4 weeks for those contracts where a

payment term is specified. The allowed delay in Kenya similarly goes up to 4 months.

In three-fourths of the late payment cases, the transaction with the problematic client

was not the first: on average, parties had been doing business for an average of 4 to 6

years (table 4.2). The percentage of firms with nonpayment is higher among large

firms, probably because they sell more and are therefore more likely to ever have

experienced nonpayment.

Late payment or nonpayment can only occur when an element of credit has

entered the transaction. Credit often is voluntary, but it is occasionally forced upon

the respondent. Payment problems are often associated with a bounced check, for

instance. In a number of nonpayment cases, respondents said they were ‘‘conned’’ by

Table 4.2
Most recent payment problem with clients

Ghana Kenya

Percentage of respondents citing problems 76% 100%

Most recent problem was:

Nonpayment 18% 36%

Late payment 82% 64%

Client was:

Individual 25% 39%

Firm 62% 46%

Government agency 7% 13%

Other 5% 1%

First sale to client 27% 22%

Years of business with client 4.1 6.3

Direct bargaining was used 82% 72%

Case was settled 63% na

Respondent is satisfied of outcome 69% 84%

Respondent resumed business with client 67% 43%

Source: Ghana and Kenya case studies.
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customers into delivering the goods on the promise of prompt payment. The cir-

cumstances of each case vary, but the result is the same: firms were reluctantly, but

somewhat knowingly, dragged into a situation of extending credit to a customer. In

half of the cases, partial or advance payment was made so that the loss from non-

payment was limited to part of the sale. In Kenya where the information was col-

lected, the percentage of problems occurring with people from the same ethnic group

is not significantly di¤erent from the proportion of trade credit recipients from the

same ethnic group.

Reasons for nonpayment fall into two broad categories: upstream transfer of risk

(excusable default), and dishonesty (table 4.1). Half of the respondents mention

business di‰culties as the major reason for the client’s nonpayment. In one case out

of five, firms specifically state that clients were unable to sell the goods supplied by or

made from goods supplied by the respondent, or that they were unable to collect

payment for such goods. Clients thus share commercial risk with their supplier. In a

third of the cases, respondents blame dishonesty as the reason for nonpayment.

Spurious reasons, such as ‘‘the client made a mistake,’’ ‘‘the client had to travel,’’ or

‘‘the client left that line of business’’ are also advanced by respondents, often with

suspicion, if not of dishonesty, at least of carelessness.

Late payment, on the other hand, is mostly a way of sharing commercial risk with

the supplier. It is overwhelmingly blamed on temporary business di‰culties experi-

enced by clients. In one-fourth to one-fifth of the cases, these financial di‰culties are

specifically associated with the client’s inability to sell goods supplied by, or manu-

factured with goods supplied by, the respondent. Firms’ answers suggest that in some

cases the seller is implicitly providing a warranty that the good will resell well. Fam-

ily events are also invoked by clients to excuse late payment. Deliberate dishonesty is

cited by a few firms, most of them in Kenya. Mistakes and oversights are cited in a

few cases, particularly in connection with bounced checks. Whether these were gen-

uine mistakes remains questionable, as a few smiles and shrugs reminded us. But

respondents readily accept the excuse in exchange for prompt payment.

Contractual flexibility varies with the risk faced by parties. Nonpayment, for in-

stance, is more prevalent among textile and garment manufacturers, a likely reflec-

tion of the economic hardship the industry is facing as a result of trade liberalization.

Discussions with respondents indicate that late payment by public firms or agencies

is the rule; it is blamed on the financial di‰culties experienced by the govern-

ment. Late payment and nonpayment are also more common the closer firms get

to the final consumer: downstream firms, traders, and manufacturing firms dealing

directly with customers are more a¤ected than firms dealing mostly with other firms
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or traders. Half of the payment problems, for instance, happen with an individual

consumer or a small firm and in a third of the cases with a trader—often a small

retailer or itinerant peddler. Payment problems are thus influenced by what happens

at the end of the manufacturing–wholesale–retail chain, probably because flexibil-

ity is most needed by poor consumers and microenterprises starved of working

capital.

4.1.2 Response to Payment Delays

Firms take di¤erent attitudes toward problems that arise. Some, mostly manu-

facturers, insist they must show flexibility and understanding toward payment di‰-

culties, an attitude that is consistent with the idea of excusable default and the implicit

sharing of risk. Others, mostly traders, suspend credit to bad payers and insist on the

settlement of old debt before granting new credit, thereby inflicting penalty. Few

respondents insisted they actively maintain a reputation of being strict about pay-

ment deadlines. The nature of the dilemma faced by an unpaid supplier is best illus-

trated by the following example, coming from one of the respondents: A woman

wholesaler had sold cloth to a retailer. The cloth, however, did not retail well and the

retailer was unable to pay the supplier. Refusing the retailer further credit meant that

she would remain stuck with slow-selling textiles, her business would go down, and

the wholesaler may never recover her money. If, on the other hand, the retailer was

given new, hot-selling textiles, her business may regain impetus. In the process, the

slow-moving textiles may find buyers and the wholesaler may recoup her money.

This example is illustration of the classical creditor’s dilemma: throwing good money

after bad may be the only way to get both back (Gale and Hellwig 1985). Sharing

business risk may be required to recover a commercial debt.

The most likely course of action taken by respondents when faced with nonpay-

ment is to wait for some time then start harassing the client. Discussions with

respondents indicate that they initially display understanding when clients invoke

plausible excuses to delay payment. As the delay lengthens, however, they become

more suspicious and increase their pressure: state contingent monitoring thus appears

to be the rule. Direct bargaining is the favored method of conflict resolution (table

4.2) with a steady progression in the pressure applied by the creditor: letters are

sent, repeated visits are made to the workplace or the home, strong words are

exchanged between respondent and client, screams are heard, and third parties

and messengers are involved, and in a few cases, court action is initiated. As a

result of these renegotiations, a large proportion of firms, particularly among traders,

agree to reschedule payments and to let the client pay in installments. But the
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boundary between voluntary rescheduling and coerced delay in collection is hard to

draw precisely.

Harassment and repeated visits, respondents argue, serve several purposes. First,

they are annoying and make the debtor want to find the money. Second, they

increase the likelihood that the respondent is there when the debtor gets money. For

that reason, visits are mostly made on pay day or market day, or when the debtor

collects from its own customers. Third, they enable the creditor to evaluate whether

or not the client was hit by a shock. This information can be used to infer the client’s

type and riskiness, and decide whether to continue the relationship or not. This is

akin to state-contingent monitoring. Respondents only give up trying to get their

money back either when they have physically lost track of a recalcitrant client and

no longer know where to find him or her, or when it has become clear that they are

unable to force the client to pay. The ability to impose repayment depends both on

the clients’ financial ability to repay and on their continued practice of business:

respondents appear at a loss trying to recoup from clients who have left their line of

business and thus lost interest in the relationship and their reputation, even if they

hold other assets, like a home. Those who hold the client’s goods as guarantee (e.g.,

tailors who receive material from their client) eventually sell them.

Harassment methods are adapted to circumstances. One Kenyan respondent, for

instance, reported sending his collection agent to debtors at opening time because, in

the Hindu tradition, it is bad omen to be asked for money first thing in the morning.

More detailed information was collected in Kenya. There, half of the firms also stop

credit and deliveries upon payment delay. Most firms declare that their willingness to

wait depends on the situation of the debtor. A quarter of the firms use their past ex-

perience with the debtor as a basis for evaluation. Some visit their client or observe

his consumption pattern. Half of the firms are informed by others or know the client

intimately because he or she has a neighboring business or is a family member.

Kenyan respondents seem to find out more about their customers than they think

their suppliers know about them. A third of them cannot, however, judge whether

the excuse made by the client is founded or not. This is particularly true with ‘‘up-

country’’ clients whose business is located too far to allow a visual assessment of

their situation. It is therefore little surprise that the bad repayment record of up-

country customers is a frequent object of complaint among Kenyan respondents.

Payment collection appears e¤ective: in two-thirds of the cases the dispute is

resolved satisfactorily and business is resumed. This implies that the ability to re-

negotiate the contract in case of excusable default is implicitly present in most

credit sales. But it imposes a serious debt collection burden on firms. Those who deal
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mostly with public agencies, the worst payer of all according to respondents, even

have a full-time sta¤ member entirely devoted to that task. Respondents who either

have collected a substantial advance or have not yet delivered a custom-made good

constitute an important exception: they simply hang onto their output until the cus-

tomer comes to pick it up and pay.

Exports are a special case because parties rely much more on legal institutions, the

letter of credit in particular. Exporters who receive an irrevocable letter of credit

from their foreign buyer are seldom paid late since payment is automatic after

presentation of transport documents. Banks, however, are accused of delaying the

transfer of international funds so as to benefit from the accruing interest. In the case

of standard letters of credit, the situation is di¤erent, since payment can be delayed

if the client challenges the quality of the delivery. The few exporting firms in the

sample invariably run into such problems. The absence of SGS-like inspection for

goods leaving Ghana, for instance, makes it easy for foreign clients to reject goods

after delivery and to extort discounts from Ghanaian exporters. Exports to neigh-

boring African countries are also a source of di‰culty. Respondents indicate that

red tape is pervasive despite regional trade agreements, and that border duties are

an opportunity for custom o‰cers and other o‰cials to extract rents. For those

who try to follow legal procedures, the extra cost of paying taxes and bribes and of

getting the required paperwork jeopardizes the profitability of the transaction and

makes payment to the exporter less likely. As a result trade across African borders

is mostly informal and bypasses the institutional setup—of letter of credit and bill of

lading, for example—that governs international trade with the developed world. This

deprives firms of legal protection against bad payers and poor quality supplies. Most

respondents declare avoiding direct import or export with neighboring countries.

4.1.3 Delivery Problems

To contrast how payment issues compare with the placement of orders and the

quality of deliveries, firms were asked about late and nondelivery by suppliers and

deficient quality of inputs. Their answers are summarized in table 4.3. Results indi-

cate that delivery and quality problems with suppliers are less of a concern than

payment problems with clients. We first look at delivery problems, and then at

quality deficiencies.

There are more cases of late delivery than of nondelivery in both countries. In

Ghana, the frequency of reported late delivery cases is five times higher than cases of

nondelivery. The frequency of nondelivery cases in higher in Kenya, but this is driven

by outliers; the median number of nondeliveries is 0.2—once every five months. The
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average delivery delay is 20 days. Late delivery a¿icts large firms more than small

firms. In a fifth to half of the cases, partial or total payment was made before deliv-

ery, which indicates that respondents may have incurred a loss beyond the inconve-

nience of a failed order. In Kenya, trading firms and non–Kenyan-African firms

are more likely to place orders and to incur failed delivery than manufacturing and

Kenyan-African firms.

As with trade credit, contractual flexibility varies with the risk faced by parties. In

Ghana, delivery problems are most frequent in the wood sectors, for instance. Com-

petition with exports for good quality timber, we were told, is a major explanation

for these di‰culties. Before trade liberalization, lumber was implicitly subsidized as

a result of the overvalued exchange rate. The devaluation of the Ghanaian cur-

rency has led to an increase in the domestic price for timber. To remain competitive,

domestic wood industries now rely on low-quality timber, either rejects from exports

or timber harvested by small operators with inferior equipment. The supply of this

Table 4.3
Problems with suppliers

Nondelivery Late delivery Deficient quality

Ghana Kenya Ghana Kenya Ghana Kenya

Percentage of respondents citing problems 25% 52% 51% 67% 57% 82%

Average number of cases per month 0.1 7.1 0.6 3.8 0.3 1.6

Time elapsed since last occurrence, in
months

2.5 6.7 na 4.1 na na

Duration of the delay, in days 19 20

Percentage of cases involving imports 29% 8% 29% 7% 13% 2%

Percentage of cases involving government
enterprises

7% 32% 18% 7% 11% 11%

Percentage of cases with full or partial
prepayment

43% 17% 30% 20% 57% 40%

Percentage of cases with partial delivery 29% 67% na 17% na na

Reason

Normal manufacturing, storage, or
handling defect

na na na na 54% 50%

Supplier was unable to find inputs 29% 52% 25% 47% 32% 0%

Supplier faced equipment breakdown or
transport delay

35% 8% 14% 10% 0% 8%

Transport or bureaucratic problem 7% 0% 32% 20% 6% 0%

Supplier could not satisfy all customers 7% 26% 25% 13% 0% 0%

Mistake or oversight 7% 0% 0% 10% 10% 16%

Supplier’s costs changed dramatically 14% 13% 0% 0% 0% 0%

Supplier was dishonest 0% 0% 4% 0% 16% 21%

Source: Ghana and Kenya case studies.
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lumber category is particularly erratic. The food sector is also a¤ected by late deliv-

ery problems, but the average delay is comparatively short. In other sectors the fail-

ure of foreign firms to satisfy orders is the major reason for nondelivery. In Ghana,

imports also account for a large proportion of late deliveries with an average delay of

6 to 15 weeks. Kenyan case study firms, being located far from the ocean port of

Mombasa, seldom import directly and are thus less likely to incur problems with

foreign suppliers. Public firms are notable for late delivery, especially in Kenya, but

the delays involved are usually very short.

In all cases, delivery problems are blamed on shocks a¤ecting suppliers and are

treated by respondents as cases of excusable default. First on the list of reasons for

failed and late delivery are transportation hazards and the inability of suppliers to

satisfy all demand. In Kenya, the most common reasons for delivery problems is that

the supplier was unable to find suitable inputs, had insu‰cient capacity to satisfy all,

or was delayed by transportation problems. In a few cases, orders were not satisfied

by suppliers when cost conditions changed dramatically and prices went up. Equip-

ment breakdown and the supplier’s inability to secure essential inputs come next

and are most frequently blamed in the wood and metal sectors. Given frequent and

unpredictable delays in production, suppliers are unable to guarantee delivery on a

given date without holding inventories of finished products. Delays in delivery are

thus a way of shifting production risk and a part of commercial risk to the buyer.

Discussions with respondents indicate that certain suppliers, particularly public

firms, sell at a low price with the implicit understanding that late deliveries are fre-

quent and that the burden of production risk and the cost of holding inventories are

transferred onto buyers. Su‰ciently low prices induce buyers to put up with late

delivery.

The action taken by respondent firms depends whether advance payment has been

made or not. When no advance payment was made, firms initially react by waiting or

sending an occasional reminder. If delays get too long, they cancel the order. When

payment has already been made, firms typically complain and harass the supplier. In

a handful of cases, nondelivery was attributed to a drastic change in the supplier’s

opportunity cost. When only a small portion of the order has not been supplied,

firms typically carry over the unfulfilled portion of the contract onto their subsequent

order. While traders prefer to wait or cancel their order if the delay gets too long,

manufacturing firms are more likely to pursue suppliers and insist on timely delivery.

The reason is that manufacturing firms require inputs to operate. Traders told us

they have alternative ways of using their funds and can a¤ord to wait.

Firms facing frequent delivery problems indicated during interviews that they

minimize the impact on their production activities by overordering, ordering early,
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building up inventories, or securing supplies from other sources. Although e¤ective,

these strategies impose a cost on the firm. We revisit this issue in chapter 14. Fur-

thermore these strategies are not available to firms with insu‰cient working capital,

particularly microenterprises. Firms unable to stockpile inputs must stop production

when deliveries are delayed. Traders appear to serve as bu¤er between manufacturers

and suppliers of raw materials: those who operate in industries where nondelivery is

frequent face more such cases per year than do manufacturing firms.

4.1.4 Input Quality Problems

Defective quality is a common occurrence, particularly in the wood and food sectors.

But it rarely a¤ects more than a small portion of the quantities delivered. The me-

dian frequency of occurrence in Kenya is once every five months. Defective quality

a¿icts large firms 70 percent more than small firms. An advantage of supplier credit

is that it enables the client to verify the goods before payment. The credit relation-

ship thus helps enforce quality because the client can threaten to hold up payment

until the problem is solved. In 40 percent of the cases, however, payment was made

before discovering the defect.

Imports in Ghana are responsible for a large percentage of non- and late deliveries,

but they account for few defective quality cases. Respondents attribute this achieve-

ment to the inspection of every shipment to Ghana by SGS, an independent Swiss

company, at the port of origin. Yet, despite inspection, a number of foreign firms

manage to deliver deficient goods. One can only wonder at what might occur without

inspection.

Most cases of defective quality are treated by respondents as excusable default

and are solved through bilateral negotiations. Half of the respondents attributed the

deficient quality to normal manufacturing or handling defect. Occurrences are usu-

ally blamed on suppliers’ inadequate equipment or on their inability to find inputs of

good quality. More than one-third of the firms, however, estimated that the supplier

had made a mistake or had been careless or dishonest. A few respondents felt

cheated by a supplier who had willfully misrepresented the quality of the good

delivered.

The most frequent action taken in case of deficient quality is to return or exchange

the goods. The second most frequent action is to negotiate a discount on the next

consignment. Two-thirds of the Kenyan respondent were able to exchange the goods;

a few got a refund. A fifth of Kenyan firms, however, had to take a loss. These often

were small, cash buying firms. A few traders mention that insurance against defective

quality is built into the contract, either through an explicit insurance policy against

transportation damages, or by supplying a few extra items to compensate for defi-
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ciencies. To summarize, the risk of defective quality is mostly borne by the supplier.

Buyers, however, assume part of the cost of quality screening.

4.1.5 Dealing with Problematic Suppliers

Respondents were asked about their most recent problem with a supplier (table

4.4). Deficient quality is most frequently cited, followed by late delivery; non-

delivery comes last. Traders complain most of deficient quality and manufacturers

of late delivery. Manufacturing firms have problems mostly with traders, and traders

mostly with manufacturers. This is consistent with the role of traders as inter-

mediaries between manufacturing firms, and between domestic firms and foreign

suppliers.

The problematic supplier was mostly a large manufacturer, seldom the sole source

of supply, never a friend or relative, and (in Kenya) a third of the time from the same

ethnic group. In the overwhelming majority of the cases, the respondent had dealt

with that supplier before, on average for 6.1 years in Ghana and 9.9 years in Kenya.

Sample sizes are too small, however, to conclude whether the di¤erence is significant.

As respondents emphasized throughout the interview and as is clear from the next

section, few problems are recorded with casual suppliers because firms do not take

the chance of a problem happening: such transactions often are of the ‘‘inspect-then-

Table 4.4
Most recent problem with suppliers

Ghana Kenya

Percentage of respondents citing problems 67% 100%

Most recent problem was:

Nondelivery 11% 0%

Late delivery 38% 43%

Deficient quality 51% 57%

Client was:

Individual 0% 15%

Firm 72% 71%

Government agency 10% 7%

Other 18% 7%

First purchase from supplier 5% 6%

Years of business with supplier 6.1 9.9

Direct bargaining was used 74% 65%

Case was settled 87% 67%

Respondent is satisfied of outcome 83% 86%

Respondent resumed business with client 92% 87%

Source: Ghana and Kenya case studies.
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pay-cash-and-carry’’ type and do not involve delayed obligations that make breach

of contract possible.

In two-thirds to three-fourths of the cases, direct bargaining with suppliers is used

to solve the problem. In the remaining cases, the problem essentially resolves itself.

The di‰culty is nearly always settled to the satisfaction of the respondent and

business continues as before, a feature that is consistent with the idea of excusable

default. Exceptions involve distant foreign firms who have failed to supply or have

delivered grossly inadequate products. Firms dealing with chronically late suppliers

constitute a special case. They rarely find it useful to pester the supplier and prefer to

wait. Eventually supplies are delivered and a new order is placed. But the entire sit-

uation could hardly be described as satisfactory. Late and erratic deliveries place a

strain on the receiving firm, forcing it to build up inventories or wait in line at the

factory gate. They may also delay the firm’s production and damage its reputation

vis-à-vis its own customers. As argued earlier, lower prices often are what induce

respondents to put up with poor contractual performance. In a few cases low con-

tractual discipline is attributable to monopolistic firms abusing their position.

4.1.6 Payment to Suppliers (Kenya Only)

Kenyan case study firms were also interviewed about payments to suppliers. Ninety

percent of the surveyed firms have ever experienced di‰culties repaying suppliers.

They estimate that they can delay payment for one month without incurring sanc-

tions. On average, they can stretch repayment to suppliers about three times a year.

More than half of the firms seek a direct contact with their supplier whenever they

are unable to make one of their payments on time. A fourth of the surveyed firms

decide unilaterally when to repay and wait for their supplier to call them up. Those

few firms that have given postdated checks or bills of exchange to their suppliers

must plead with them to delay presenting them for payment. This is particularly de-

licate with bills because they can be discounted and are normally collected by banks.

Probit analysis indicates that there are no noticeable di¤erences in repayment dif-

ficulties between firm categories. The only exception is that textile and garment firms

are significantly more likely to experience problems, a possible reflection of the di‰-

culties encountered in that sector as a result of trade liberalization and competition

from imported secondhand clothing.

The great majority of Kenyan suppliers do not attempt to verify the excuse the

respondents gives them to delay payment. The most suppliers do is to use their

knowledge of general business conditions to assess whether delayed payment is out

of line or not with the general situation faced by other firms. Suppliers thus use rela-
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tive performance evaluation: to assess the di‰culties faced by their client, they rely

on common knowledge information that is correlated with the hidden shock a¤ect-

ing their client. A few respondents volunteer evidence to their suppliers whenever

available—like a bounced check from one of their customers, for instance.

There is a clear implicit understanding that repeated delays hurt the relationship

with the supplier. A firm’s past payment history influences how compassionate and

responsive suppliers are to a firm’s payment problems. If past payments have been

regular, an occasional delay is accepted without question. If several payments su¤er

unusual delays, however, the firm is less likely to be given the benefit of the doubt.

The supplier’s trust is eroded and the firm’s reputation will su¤er. In most cases the

fear of loosing the supplier-creditor’s trust and of damaging one’s reputation in the

community is su‰cient to guarantee repayment. Repeated interaction thus sub-

stitutes for gathering costly information on the idiosyncratic shocks a¤ecting the

debtor.

In the majority of cases there is no explicit guarantee for repayment. The primary

punishment is to reduce or cut trade credit; that is, the usual sanction firms incur if

they delay beyond reason is suspension of credit or deliveries. Only a few firms cited

penalties and legal sanctions as likely sanctions. A couple mentioned debt forgive-

ness. Detailed discussions with respondents indicate that suppliers’ sanctions are

subtle and progressive. Suppliers appear to have a preference ordering of their clients

that gets revised on the basis of the performance of each. Best deals—such as timely

deliveries and preferential access to hard-to-get items—are o¤ered to those clients

highest in the ranking. Bad payers have lower priority and won’t get anything if the

firm has insu‰cient stock to satisfy the market. A client who has completely fallen

out of favor will not be able to place an order and will be politely be turned down,

usually on the pretext that the supplier is out of stock. We could not help thinking

that certain suppliers, particularly those with market power, deliberately set their

selling price just low enough so as to ration their output, then use rationing to disci-

pline their clients.

The overwhelming majority of Kenyan firms said that the supplier’s willingness to

wait depends on the respondent’s situation. Half of the suppliers, however, have no

way of verifying what they are told. Some use their knowledge of general business

conditions, others observe the respondent’s business by themselves, a few exchange

information with other businesses. The attitude of respondents during this part of

the interview—giggles, smiles, rolling eyes—suggests that most respondents actually

play games with their suppliers and use delayed payment as an easy access to cheap

credit. The more outspoken respondents actually told us so quite plainly. Everybody
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knows the nature of the game and no one takes payment delays seriously unless they

go beyond what is considered acceptable.

4.1.7 Recourse to Legal Institutions

To help ascertain the role that legal institutions play in the enforcement of contracts,

surveyed firms were asked about their use of lawyers and courts. Answers, summa-

rized in table 4.5, indicate that Ghanaian and Kenyan firms make little use of legal

procedures. Only a handful of Ghanaian case study firms ever consulted a lawyer.

The propensity to consult lawyers is much higher in Kenya, however, especially

regarding clients. Virtually no Kenyan firm had ever consulted a lawyer regarding

one of their suppliers; none of them had brought a supplier to court. Large firms are

much more likely to call upon lawyers than small firms, probably because the size of

the transactions would not justify the lawyer’s fee. Kenyan-African firms hardly ever

use lawyers; nearly half of the non–Kenyan-African ones do.

Most respondents find the assistance of a lawyer useful and e¤ective. One, how-

ever, emphasized that sending a lawyer’s letter to his most important customers had

destroyed the relationship and led the firm to bankruptcy. We also find a sharp dif-

ference between the two countries in the propensity to go to court. In Ghana, only

four respondents ever went to court with clients or suppliers, one of them several

times. Two of the cases were still pending in court at the time of the survey, one of

them in a foreign country. For the two firms that got judgment, the outcome was

favorable, but the plainti¤s chose not to execute the judgment: a textile wholesaler

Table 4.5
Recourse to legal institutions

Ghana Kenya

Following a dispute with a supplier:

Ever saw a lawyer 13% 6%

Ever went to court 2% 0%

Ever used arbitration 4% 0%

Threatened to call the police 5% 2%

Ever called the police 5% 0%

Following a dispute with a client:

Ever saw a lawyer 8% 38%

Ever went to court 6% 21%

Ever used arbitration 4% 6%

Threatened to call the police 14% 4%

Ever called the police 5% 4%

Source: Ghana and Kenya case studies.
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had second thoughts about throwing an elderly couple out of their home, and a large

trading firm hesitated to foreclose because it would have meant putting 500 people

out of work and raising political turmoil during an election year. Although Kenyan

firms also complain about the unpredictability of court proceedings, the reliance on

legal institutions appears more widespread. Although the sample is too small to be

conclusive, the use of lawyers and legal institutions appears to be a function of firm

size and transaction size. Informality did not seem to be a problem, at least among

surveyed firms: no respondent stated that they did not use the legal system because

they did not have access to it on account of their lack of legal status.

In Ghana a few respondents expressed concerns that in cases involving the state,

courts and tribunals are occasionally subject to political pressure, but not in com-

mercial disputes. Several Kenyan respondents say they have not taken legal action

because they perceive the legal system as being both expensive and subject to

manipulation—courts, they say, can be bribed by both sides. They claim that the

settlements amount to little more than a rescheduling of payments, which does not

compensate them for their trouble. Some add that court rulings are not enforceable

against ‘‘judgment-proof ’’ debtors, that is, debtors without any asset that can be

seized. Several respondents also expressed anxiety at having their name muddied by

the publicity of a contractual dispute and did not want to acquire a reputation for

undue toughness. Private resolution of contractual matters is deemed preferable.

A few surveyed firms made use of arbitration, mostly through a common friend.

In one case, independent auditors resolved a dispute between supplier and client

by checking both firms’ accounts. In another, a lumber trader sought the mediation

of the Loggers’ Association. In one case in Ghana the respondent obtained the

mediation of local Committees for the Defense of the Revolution (CDR) in resolving

disputes with suppliers. He nevertheless expressed regrets for involving politically

charged paramilitary groups in business matters. As these examples illustrate,

reported cases of arbitration are largely informal.

A handful of respondents, many of them traders, involved the police in a dispute

with a supplier or client. A few more threatened to do so, principally in Ghana. But,

by their own account, they would have refrained if the client had called their blu¤.

Only a couple of Kenyan firms involved the police or used harsh language with

a client. They were not boisterous about it. Involving the police in business problems

is a tricky process. The police do not investigate contractual matters; evidence has

to be provided by the plainti¤. Moreover the police provides its services in exchange

for a bribe. Who gives the highest bribe may gather the most support for his cause.

Most respondents expressed a profound dislike for involving the police in contractual

disputes.
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4.1.8 Responses to Contractual Risk

Despite the survey’s limited character, the results we have just presented provide

evidence that the lack of contractual discipline is real: Ghanaian and Kenyan firms

face regular delivery and payment delays. Imperfect compliance with contractual

obligations does not, however, appear to spring from a cultural failure to recognize

the need for business predictability: all interviewed firms are quite aware of the eco-

nomic costs and disruptions caused by delays in payment and delivery, but they rec-

ognize that perfect compliance is an ideal out of the reach of their clients and

suppliers as well as themselves. Lack of contractual discipline is thus largely a corol-

lary of the prevailing level of economic development. Contract enforcement consid-

erations have profound e¤ects on the way firms deal with each other and with final

consumers.

Contract Enforcement and Repeated Interaction

The method most firms use to avoid or minimize problems with suppliers is to

inspect goods at delivery and give precise orders well in advance. Firms prefer to deal

with suppliers they have had no problem with in the past, or to place their orders on

the basis of reputation or brand name. Firms also cultivate good relationships with

their suppliers through business lunches and visits, and by paying them on time.

Formal proofs and procedures were hardly ever cited as a way of avoiding contrac-

tual problems. Kenyan-African firms are much more numerous in citing repeated

interaction, reputation, and good relations as ways of avoiding problems. Non–

Kenyan-African firms, on the other hand, privilege repeated interaction and attribute

more weight to reputation and good relations. Large firms seem to rely more on legal

proofs than small firms.

The most e¤ective way of avoiding problems with clients is to insist on complete

payment upon delivery. Case study interviews indeed indicate that when firms feel

uncertain about the reliability of a client or supplier, they fall back on a flea market

mode of transacting: inspect the good on the spot, pay cash, and walk away with it.

This way of conducting business is unwieldy for all but the smallest of firms. Better

still, one could ask for an advance or down payment when placing the order.

To operate with any degree of predictability, firms must be able to take and place

orders, arrange the future delivery of goods and services, dissociate payment from

the physical delivery of goods, and seek and provide warranty. In Ghana and Kenya

this is achieved mainly through the establishment of long term, personalized rela-

tionships. On average, surveyed firms have bought from their credit suppliers for 8 to

9 years, and sold to their credit clients for 6 years. Firms express an overwhelming

preference to do business with people they already know, even if it means dealing
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with a few people only. Showing flexibility and avoiding misunderstanding also help

smooth things out.

The main motivation behind contract performance is the desire to preserve profit-

able, long-term relationships and to maintain sources of supply and demand: firms

pay their suppliers because they need more goods in the future; they deliver on time

to keep their customers. The business relation itself is the creditor’s best collateral.

Other forms of contract enforcement are secondary. Harassment is the major form of

debt collection strategy, but it is costly to pursue and some debtors appear able to

hide from their creditors or to discourage them through delaying tactics.

With the exception of a few Muslim traders, respondents place no emphasis on

ethics and religion. Little e¤ort is made to assess the honesty of potential clients or

suppliers independently from their interest in establishing a business relationship.

The threat of court action is seldom credible because of the costs and long delays

involved. Even if court action is successful, respondents hesitate to implement judg-

ments, especially in Ghana. Reputation mechanisms are weak, especially in Ghana.

Information about bad payers or unreliable suppliers is not shared among firms.

Business transactions are seldom initiated on the sole basis of reputation. Several

respondents, when asked whether they pay any attention to their clients’ reputation

among the business community, indicated that gossip seldom is reliable. A number of

firms, principally in Kenya, cited credit checks as a way of assessing potential cus-

tomers. In Ghana personal recommendation is the only way by which economic

agents can capitalize on their good behavior with others. Few firms, however, o¤er

credit to clients on this sole basis.

The value of the relationship to the other party is also what firms focus on when

they screen customers and suppliers. One of their main concerns is to establish the

other party’s business horizon. They know that if the debtor is a fly-by-night concern,

the likelihood of breach of contract is high. Firms therefore focus on establishing

that a prospective business partner is a bona fide enterprise. They visit their cus-

tomer’s workshop or ask questions about other firms. A few respondents even extend

credit on this sole basis. The horizon and degree of commitment of other parties

are also assessed indirectly by observing their pattern of cash purchases over time.

Losses due to nonpayment by customers or nondelivery by suppliers are part of a

constant learning process. Discussions with respondents suggest that inexperienced

firms are more prone to credit recovery problems. Even experienced firms may en-

dure painful consequences when they explore new markets and sources of supply.

One of the costs of firm expansion and reorganization of activities is the identifica-

tion of new reliable business partners through careful screening and trial and error.

In the absence of a mechanism to circulate information about firms’ contract per-
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formance record, experimentation is necessarily slow and perilous. We suspect that it

constitutes a hindrance to the restructuring of the Ghanaian and Kenyan economies.

Flexible Contracts, Risk Sharing, and Opportunistic Behavior

The need for contractual flexibility is shared by businesses around the world. But it

is probably accentuated in Africa by the low level of economic development. All

respondents indicate that the respect of contractual terms regarding consistent qual-

ity, rapid delivery, and timely payment is di‰cult. Final consumers are mostly poor,

vulnerable to economic shocks, and consequently bad payers. Markets for raw

materials, intermediate goods, specialized services, and capital equipment are thin or

nonexistent. Alternative sources of supply often do not exist. Whenever technical

di‰culties or shortages of imported goods arise, they cannot easily be circumvented

and tend to ripple through downstream economic activities.

These factors combine to create delivery, payment, and quality problems. Sur-

veyed businesses adapt to the situation by displaying a high degree of contractual

flexibility. Indeed, most of the reasons invoked for contract noncompliance involve

the sharing of risk. The fact that parties agree to reschedule deliveries and payments

and to continue business suggests that risk sharing is implicitly built into most com-

mercial transactions.

The genuine need for contract flexibility nevertheless opens avenues for opportu-

nistic behavior. Debtors can delay payment by claiming they were hit by a large

negative shock. Firms can delay delivery by claiming they could not find suitable

inputs. Because such claims are hard to verify, respondents express the concern that

contractual flexibility may be abused. They are suspicious of excuses given and

attempt to verify them whenever possible and convenient. The most widely used

strategy to discourage opportunistic claims is to harass recalcitrant debtors and sup-

pliers. Harassment is a way of penalizing false claims; it also enables creditors to

observe the business activities and consumption pattern of their debtors for evidence

on their ability to pay.

Several reported cases of nonpayment involve clients who left the business. These

cases can be interpreted as situations where the debtor initially had an interest in the

business relationship and behaved accordingly for some time. But eventually that

interest was lost: business conditions changed; other opportunities arose and interest

in the relationship was reduced. Although these experiences could be construed as

risk sharing, they were typically not perceived as such by respondents. The following

anecdote is a good illustration. A Ghanaian fish trader purchased a quantity of fish

on credit with the intent of selling it in villages. Later she discovered that the fish was

not selling because farmers were having a bad year. She therefore decided to leave
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the fish business altogether and to reorient her trading activities to textiles. To start a

textile operation she needed funds. She was currently unknown to textile suppliers

and could only purchase goods on a cash-and-carry basis. All of her working capital

was tied up in fish, which she did not sell well. So the only way for her to get started

in textiles was to not pay for the fish she had bought on credit. The sum she owed

was not large enough to justify court action. Since she was not intending to reenter

the fish business, she did not mind angering fishmongers. She thus carried on with

her plan, hoping never to be found. Cases like these are hard to prevent when the

main incentive for contract compliance is the preservation of personal relationships

and when information about contractual performance does not circulate. The only

protection respondent firms have is to make sure they know where to find debtors in

case they need to harass them.

Relational Contracting and Trade Intermediation

The institutional response surveyed firms have found to enforcement problems is

to deal with a handful of suppliers and clients that they have known for years. This

response, although e¤ective in enabling business to develop and firms to gain access

to trade credit, leads to the fragmentation of the economy into networks. It limits the

range of commercial partners a firm may possibly deal with in a businesslike fashion.

Because the economic reach of firms is reduced, one expects specialization and firm

growth to be restricted.

Local and foreign institutions have emerged that partly redress the loss of e‰-

ciency due to fragmentation. Trade intermediation appears to be one of them. The

function of traders, it seems, is essentially to transcend barriers to exchange and to

build links between firms that would not otherwise be able to do business with each

other. An Accra carpenter who needs wood, for instance, cannot, like his American

counterpart, send a fax to a distant lumber company and reasonably expect the wood

to show up. He must rely on a trader who has developed a personal relationship with

that lumber company. The plethora of commercial intermediaries that characterizes

Africa as well as many developing countries can thus be interpreted as a consequence

of the high level of contract enforcement di‰culties in an undeveloped economy. The

replacement of telephones, telexes, and faxes by the ubiquitous trader, however, may

represent an additional cost of doing business in Africa because the time and capi-

tal traders spend cajoling and policing suppliers and clients must be compensated

(Geertz et al. 1979). E¤orts to reduce the cost of trade intermediation could therefore

be directed at improving the enforcement of commercial contracts.

When trading with the developed world, African importers and exporters rely

on a di¤erent set of institutions (letter of credit, bill or lading, transport insurance)
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and intermediaries (banks, insurance companies, SGS), all of foreign origin or inspi-

ration. The main function of these institutions and intermediaries is to ensure

the respect of contractual obligations. International banks, in particular, are used to

ensure that payment is made upon delivery. These institutions and intermediaries

owe their existence to the high cost of inspecting goods at the port of departure and

of collecting payment in an alien country. The fact that disputes occur despite their

presence is the best illustration of the universal prevalence of contract enforcement

problems. Their e¤ectiveness nevertheless indicates that putting in place institutions

for the enforcement of contracts can make a di¤erence: thanks to these institutions,

African firms can deal with foreign firms they know little about and with whom the

enforcement mechanisms on which they rely locally would fail because of the cost of

monitoring each other.

4.2 Case Study in Zimbabwe

These issues were revisited during the case study survey of manufacturing firms in

Zimbabwe. The survey was devised along the same lines as the Ghana and Kenya

case study surveys but focused on a slightly di¤erent set of issues. Many results

are similar to those for Ghana and Kenya and need not be repeated. More de-

tailed information was collected on what happens in practice when people do not

pay.

4.2.1 Contract Compliance

Contracts compliance is no more perfect in Zimbabwe than it was in Ghana and

Kenya. Most firms experience problems of late and nonpayment by customers. Large

firms are more likely to run into such problems and face a larger number of prob-

lematic cases than small firms, a possible reflection of the larger number of clients

that large firms have. As one would expect, cases of late payment are much more

frequent than cases of nonpayment.

Firms were first asked to imagine what would happen should they or their clients

fail to pay. In contrast with Ghana and Kenya, legal action is the most often cited

response. Rescheduling is often cited in connection with clients. The interruption of

deliveries is seen as a possible sanction against nonpayment in commercial trans-

actions. This finding is consistent with the idea that the threat to discontinue the

trade relationship is part of the enforcement mechanism. Firm behavior when faced

with an actual contractual problem is somewhat di¤erent, however. Firms’ initial

response when faced with a payment problem is to seek an amiable resolution
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through direct negotiation. Should these negotiations fail, firms hire a lawyer and

threaten to go to court, more frequently so if the client is not paying at all. Private

arbitration is rare. Few firms ever threaten clients to call upon the police. The

majority of late payment disputes are settled and business resumed. Nonpayment is

more likely to sever the commercial relationship, a finding in line with what intuition

would suggest. Except for the emphasis on courts and lawyers, these results are sim-

ilar to those for Ghana and Kenya.

4.2.2 Payment Delays

Interviews further indicate that it is common for firms to delay payment beyond the

agreed term. One-third of the sample firms stated that they normally pay after the

term, in most cases within a month of the due date. Over 80 percent of the case study

firms have delayed payment at least once (table 4.6). Contrary to the idea that con-

tractual behavior is a matter of ‘‘culture,’’ we find no significant di¤erence between

ethnic groups in their propensity to delay payment to supplier. A somewhat smaller

fraction of white firms report paying normally after the term, but a larger fraction of

white firms report having delayed payment at least once. Few microenterprises pay

after term, partly because they often do not receive trade credit, and when they do,

they are afraid to lose it. African firms and microenterprises are less likely to delay

for more than one month when they do delay, and are less likely to be charged

interest penalties for late payment.

In order to disentangle the e¤ects of race, firm size, and other factors, we ran a

probit analysis of whether firms normally or ever pay late. Results shows that food

and wood sector firms are less likely to pay late (table 4.7); other firm characteristics

are not significant. These results have limited statistical power due to the small

number of observations, but they do not support the hypothesis that African firms

Table 4.6
Repayment of supplier credit

All African White Other

Pay after term?

Normally 33% 40% 30% 38%

Ever 82% 73% 79% 100%

When payment to supplier was delayed:

Penalties charged 59% 33% 64% 67%

Penalties paid 42% 13% 50% 44%

Delay > 30 days 27% 0% 30% 33%

Source: Zimbabwe case study.
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and microenterprises receive less trade credit because they are less reliable in repay-

ing loans.

Similarly over 40 percent of the case study firms report that their customers nor-

mally pay late, and nearly all firms have had customers pay late at least once (table

4.8). Microenterprises are less likely to have customers pay late and to charge interest

penalties; when customers delay payment to microenterprises, they also are less likely

to pay more than 30 days late. The reason for these findings undoubtedly is that

microenterprises are typically so liquidity constrained that they could not a¤ord

having their customers pay late. Whenever they give credit, which tends to be less

frequent, it is for a shorter duration and delays are kept short. Interviews with

respondents indicated that microentrepreneurs take the time necessary to harass their

client until they get their money. They could not survive otherwise. Firms owned by

Africans and other non-white ethnic groups also appear less likely to have customers

pay late or delay for a long time. A probit regression shows no statistically significant

coe‰cients, however.

4.2.3 Penalties for Late Payment

Next we investigate whether there are significant di¤erences among firms in the inci-

dence of financial penalties for late payment. Probit regressions show that larger

Table 4.7
Probit regression on whether the firm pays suppliers late

Normally pays late Ever pays late

Coe‰cient p-value Coe‰cient p-value

Firm’s characteristics

Age of firm, in years �0.02 0.227 �0.01 0.459

Number of employees, in log 0.50 0.144 0.28 0.524

Subsidiary dummy 0.36 0.516 �0.97 0.160

Manufacturer dummy 0.30 0.625 �1.37 0.108

Ethnicity (white is omitted category)

African owner dummy 0.87 0.119 �0.13 0.832

Other owner dummy 0.78 0.241 4.85 0.926

Sector (metal sector is omitted category)

Food processing sector dummy �1.49 0.022 �1.83 0.039

Textile and garments sector dummy �0.91 0.112 �0.89 0.274

Wood sector dummy �1.44 0.085 �3.23 0.007

Intercept �0.66 0.509 3.47 0.023

Number of observations 49 52

Source: Zimbabwe case study.
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firms are both more likely to be charged financial penalties by their suppliers and

to charge financial penalties to their customers (table 4.9). Penalties are thus more

standard for larger firms that operate with their suppliers and customers in a less

personalized manner. Asian-owned firms, on the other hand, are less likely to charge

financial penalties than other firms, indicating that they rely more on informal means

of enforcing credit terms. This is consistent with the way Asian firms were found to

operate in Kenya (Fafchamps et al. 1994) and stresses the importance of relation-

specific capital (i.e., trust) in enforcing trade credit transactions. Several firms, how-

ever, indicated that they do not pay financial penalties. Large firms, for instance,

Table 4.8
Repayment of credit by clients

All African White Other

Pay after term?

Normally 44% 25% 53% 25%

Ever 96% 82% 100% 100%

When payment by client was delayed:

Penalties charged 55% 56% 63% 25%

Delay > 30 days 36% 14% 46% 20%

Source: Zimbabwe case study.

Table 4.9
Probit regression on whether financial penalties are charged

By suppliers To clients

Coe‰cient p-value Coe‰cient p-value

Firm’s characteristics

Age of firm, in years �0.01 0.599 �0.01 0.310

Number of employees, in log 0.62 0.095 0.94 0.030

Manufacturer dummy �0.92 0.136 0.62 0.498

Ethnicity (white is omitted category)

African owner dummy �0.29 0.623 0.66 �1.294

Other owner dummy 0.41 0.498 �1.29 0.030

Sector (metal sector is omitted category)

Food processing sector dummy �0.34 0.610 0.43 0.520

Textile and garments sector dummy �0.22 0.711 �0.39 0.510

Wood sector dummy �0.11 0.896 0.13 0.860

Intercept 0.11 0.905 �0.98 0.290

Number of observations 43 47

Source: Zimbabwe case study.
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though more likely to be charged interest for late payment, are no more likely than

other firms to pay financial penalties.

Respondents were also quizzed on what happens when they pay suppliers late or

when their clients delay payment to them (table 4.10). Most firms view repayment

delays of less than one month as part of doing business. It is understood that cus-

tomers sometimes face temporary cash flow problems that prevent them from paying

on time. Such delays are not cause for major concern, especially if the customer

has a good track record. Firms get more annoyed, and begin taking action beyond

30 days. Many firms nevertheless indicate that what action they take depends on

their relationship with the customer and on the extent of communication between the

two. Firms repeatedly stated that if a customer comes forward saying he is facing a

short-term problem, and then demonstrates a good faith e¤ort to pay, no action is

taken beyond, perhaps, the imposition of interest penalties. If the suppliers feels

that the customer is not behaving responsibly, however, or if the customer is not

valued, the supplier may stop deliveries and, in extreme cases, take the client to

court. Firms typically have a hierarchy or sequence of responses when a client fails to

pay, beginning with contacting the debtor to find out what the problem is, then using

repeated requests, perhaps coupled with threats to stop supplying the customer, then

stopping supplies, then sending the customer a final notice, and finally turning the

matter over to an attorney. There is some variation among firms, as large, mono-

polistic firms are quicker to stop deliveries, while others appear at a loss to prevent

payment delays on the part of large or monopsonistic buyers, including govern-

ment agencies. Conversations with respondents indicate that flexibility appears to

have diminished in recent years as inflation and tighter monetary conditions have led

to much higher nominal interest rates, increasing incentives to pay late and making

default more likely. Firms are now more anxious to receive payment on time and

willing to impose penalties for late payment than they used to. In many cases they

Table 4.10
Repayment of credit by clients

All African White Other

When delay payment to suppliers, eventually:

Deliveries are stopped 74% 83% 75% 67%

Legal action is taken 72% 100% 67% 67%

When a client delays payment, firm eventually:

Stops deliveries 88% 71% 93% 88%

Takes legal action 82% 75% 85% 67%

Source: Zimbabwe case study.
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even have reduced the repayment period or stopped providing trade credit alto-

gether.

Most sample firms expect that their suppliers will eventually stop supplying them

if they delay payment very long (table 4.10); nearly all of them feel that this would

occur within 90 days. Most also feel that suppliers would eventually initiate legal

action, though they expect this to take up to 180 days. African and microenterprises

appear more likely to expect such actions than other firms, and they expect supply

cuto¤s to occur sooner than other firms, a possible reflection of their weak economic

position. That microenterprises fear legal action more than larger firms is contrary to

our initial expectations. We had indeed thought that microenterprises would feel

sheltered from judicial action by the high cost of suing them relative to the debts they

may have. It may be that microenterprises have wrong expectations and that the

threat of court action is not credible. Discussions with attorneys and credit recovery

agencies, however, suggest otherwise: Zimbabwean courts seem to deal with uncon-

tested delinquent debts expeditiously, to the point that debt recovery has become

routinized and that transaction costs are lower than we had anticipated (see Faf-

champs et al. 1995, ch. 3). As a result summons are filed for relatively moderate

sums: the threat of court action is, indeed, real. Irrespective of whether debtors’

expectations are ‘‘rational’’ or not, the fact remains that they expect to be punished,

and this is su‰cient inducement not to delay beyond reason.

The great majority of case study firms stop deliveries if their customers are 90 days

late in their payments. They also are very likely to take legal action if payments are

180 days late. Among microenterprises, however, only one stated it would stop

deliveries if payments were delayed very long. The others said the question was not

applicable to their situation because they do not make regular deliveries. Probit

analysis further indicates that larger firms are more likely to stop deliveries to their

clients (table 4.11). It also confirm that larger firms are less likely to fear interrupted

deliveries or legal action should they delay payment for long. Older firms also are less

likely to perceive legal action as a potential threat. These findings suggest that rela-

tionships and market power are important factors in the enforcement of trade credit

contracts: older firms are likely have well established relationships with suppliers,

and suppliers have more to lose by attempting to punish a larger firm.

4.3 Conclusion

Using small qualitative surveys with in-depth interviews by the researchers, we have

identified many of the processes discussed in chapter 2. For most of the surveyed
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Table 4.11
Probit regression on action taken in case of delayed payment

Suppliers stop
deliveries

Suppliers take legal
action

Stop deliveries to
clients

Take legal action
against client

Coe‰cient p-value Coe‰cient p-value Coe‰cient p-value Coe‰cient p-value

Firm’s characteristics

Age of firm, in years �0.02 0.185 �0.08 0.068 �0.03 0.439 0.02 0.495

Number of employees, in log �1.16 0.032 �1.20 0.074 5.03 0.043 �0.08 0.876

Manufacturer dummy 0.64 0.320 �3.11 0.093 6.97 0.474 �6.73 1.000

Ethnicity (white is omitted category)

African owner dummy �0.39 0.723 7.73 1.000 4.99 0.141 �0.59 0.400

Other owner dummy 0.16 0.805 1.71 0.148 1.77 0.279 �1.31 0.156

Sector (metal sector is omitted category)

Food processing sector dummy 1.56 0.123 1.47 0.269 7.07 1.000 �0.87 0.424

Textile and garments sector dummy 1.52 0.055 �1.60 0.255 �5.14 0.158 �0.95 0.274

Wood sector dummy 0.27 0.753 �5.20 0.069 �5.51 0.126 5.58 1.000

Intercept 2.37 0.054 8.31 0.022 �4.88 0.071 8.14 1.000

Number of observations 41 35 41 44

Source: Zimbabwe case study.
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firms, legal institutions are a secondary instrument. Contract enforcement is organ-

ized primarily around relationships and reputation—what Greif (1993) calls bilateral

and multilateral enforcement strategies. Exchange is largely personalized and trust is

the dominant concept in respondents’ view of contractual issues. Screening clients

and suppliers is an important concern for entrepreneurs. Harassment is the dominant

form of debt collection.

In adopting a qualitative approach at the onset of this research agenda, we had the

advantage of hearing respondents explain what they see as important. As a result we

did not impose on the data a conceptual framework that was too restrictive.

Having clarified the issues surrounding contract enforcement in Africa, we are now

ready for a broader but more quantitative approach comparing contract enforcement

in several countries. To this we next turn.
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5 Evidence from African Manufacturers

A more ambitious exercise was conducted using a panel of African manufacturers.

Because of the nature of the panel surveys, less detailed information was collected on

contract enforcement practices. Nevertheless, the large number of countries repre-

sented and the large number of observations facilitated economic analysis. The em-

pirical analysis presented in this chapter tests simple theoretical predictions regarding

the incidence of contractual problems and the way contractual disputes are resolved.

The results provide good evidence on the extent of contractual nonperformance in

African manufacturing and the local remedies.

5.1 Descriptive Analysis of Relationships with Suppliers and Clients

The way African manufacturers deal with clients and suppliers is depicted in table

5.1. Most surveyed firms sell at least part of their output to end-users of their prod-

ucts such as manufacturers and consumers; the rest is sold primarily to wholesalers

and retailers. About a quarter of surveyed firms do at least some of their business

with publicly owned entities. On average, sample firms export 8 percent of their out-

put; this proportion is highest in Côte d’Ivoire and lowest in Ethiopia. Some form of

written agreement—such as a signed invoice—is used in less than half the sales to

clients. The explanation lies in the length of the relationship that binds firms with

their clients. Data on the number of years firms have dealt with their clients are not

available but the data show that firms have, on average, dealt for seven years with

their problematic customers, that is, those that recently failed to pay or paid late.

Problematic customers are primarily individual consumers. Roughly one-tenth of

late and nonpayment cases occur with relatives or kin.1

More detailed information is available on firms’ suppliers (see the second part of

table 5.1). A quarter of the firms deals with at least one monopolist among their

major suppliers, that is, a firm that is the sole available source of a particular input.

Monopolies appear more commonplace in Zimbabwe, a feature already noted by

Gunning and Mumbengegwi (1995) and a possible heritage of the Unilateral Decla-

ration of Independence (UDI) period during which an international embargo forced

the country to be self-su‰cient. At the time of the RPED surveys, firms in Ethiopia

1. Respondents were asked to mention whether the problematic client was (1) a relative or family member,
(2) a member of the same tribe or ethnic group, or (3) none of the above. They seem to have interpreted the
question of ethnicity in the narrower sense of kinship. For instance, even in a country such as Burundi
where 82 percent of respondents are Africans and where Hutus constitute close to 90 percent of the popu-
lation, only 7 percent of the respondents said that the problematic client was from the same ethnic group.
This could not have occurred if respondents had interpreted ethnicity as a broad categorization into Hutu,
Tutsi, or white, for instance.



Table 5.1
Relationships with clients and suppliers

Total sample Burundi Cameroon Côte d’Ivoire

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

With clients:

Type of client:

Sells to end-users 1,528 77% 119 92% 185 73% 191 70%

Sells to public firms 1,528 27% 119 46% 185 14% 191 17%

Share of exported output 1,771 8% 119 4% 202 10% 224 22%

Formalism:

Written agreement/invoice 1,528 41% 119 50% 185 53% 191 34%

Characteristics of problematic clients:

Length of relation (years) 803 7.0 70 2.7 135 3.9 109 19.5

Individual consumer 843 41% 78 71% 149 38% 110 58%

Public firm 843 13% 78 13% 149 15% 110 13%

Relative or kin 690 11% 70 7% 132 14% 93 8%

With suppliers:

Market power:

One supplier monopolistic 1,754 24% 113 30% 204 15% 204 28%

One supplier public firm 1,744 29% 110 21% 204 24% 199 18%

Share of imported inputs 1,696 27% 115 42% 189 46% 203 22%

Loyalty to supplier:

% inputs from one supplier 1,453 73% 79 77% 198 70% 173 78%

Length of relationship (years) 1,551 9.1 88 7.0 188 7.5 204 7.9

Orders infrequent 1,546 23% 113 37% 201 21% 201 22%

Social network capital:

One supplier friend or family 1,754 5% 113 6% 204 7% 204 3%

One supplier same ethnicity 1,298 10% 0 196 14% 201 4%

Credit terms:

Receives supplier credit 1,754 33% 113 28% 204 45% 204 33%

Payment terms (days) 1,754 17.0 113 15.3 204 28.5 204 21.6

Gives advance payment 1,754 5% 113 3% 204 12% 204 4%

Characteristics of problematic suppliers:

First-time supplier 605 10% 41 22% 103 10% 59 8%

Length of relationship (years) 592 8.9 34 2.7 98 5.3 67 11.4

Individual consumer 611 10% 44 0% 101 2% 61 3%

Public firm 611 14% 44 23% 101 9% 61 33%

Source: RPED panel surveys.
Note: Percentages refer to the proportion of responding firms in the category. Otherwise, the mean response is reported.
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Ethiopia Ghana Kenya Tanzania Zambia Zimbabwe

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

181 71% 0 221 77% 217 88% 213 83% 201 68%

181 29% 0 221 17% 217 46% 213 31% 201 24%

214 1% 171 3% 222 7% 215 4% 214 6% 190 12%

181 26% 0 221 45% 217 30% 213 44% 201 52%

0 0 138 5.0 58 6.6 152 7.3 141 4.5

0 0 142 39% 59 32% 156 35% 149 25%

0 0 142 11% 59 42% 156 13% 149 3%

0 0 117 20% 33 9% 136 4% 109 14%

201 19% 197 8% 212 18% 213 25% 213 32% 197 40%

201 46% 196 15% 212 15% 212 49% 213 38% 197 29%

194 48% 171 15% 218 21% 208 13% 213 23% 185 16%

196 81% 0 213 61% 193 78% 211 65% 190 78%

180 8.3 120 7.3 201 9.3 203 8.6 176 9.5 191 14.6

199 27% 0 211 17% 212 33% 212 16% 197 15%

201 4% 197 6% 212 10% 213 3% 213 5% 197 6%

182 4% 0 179 20% 208 7% 211 7% 121 18%

201 11% 197 47% 212 44% 213 11% 213 20% 197 55%

201 5.5 197 20.2 212 22.1 213 4.4 213 9.7 197 26.0

201 6% 197 7% 212 5% 213 5% 213 4% 197 2%

0 0 120 5% 47 23% 117 8% 118 8%

0 0 118 7.1 47 6.9 116 9.2 112 14.9

0 0 121 8% 47 43% 117 9% 120 12%

0 0 121 15% 47 28% 117 11% 120 3%
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and Tanzania were much more likely to obtain their inputs from public firms. A

quarter of surveyed firms’ inputs are imported; the rest is bought locally, possibly

from importers. Firms in Burundi, Cameroon, and Ethiopia are more likely to im-

port their inputs than firms in the other six countries.

Firms are extremely loyal to their suppliers. They purchase, on average, close to

three-quarters of their most important inputs from the same suppliers, whom they

have known for 9.1 years, on average. Only one-quarter of the firms place infrequent

orders; others have regular relationships with suppliers. These relationships, how-

ever, are primarily based on business acquaintances, and not on family or ethnicity.

Only 5 percent of the surveyed firms mention that one of their regular suppliers is a

relative or personal friend; only 10 percent have a supplier who is from the same

‘‘ethnic group.’’

Only one-third of the surveyed firms receive credit from their suppliers; this pro-

portion is highest in Zimbabwe and lowest in Ethiopia and Tanzania (the two coun-

tries where firms purchase inputs largely from public firms). The average payment

term for all sample firms is two and a half weeks; it is of course higher for those who

receive supplier credit. Trade credit among African manufacturing firms is discussed

in detail in Cuevas et al. (1993), Fafchamps et al. (1994, 1995), and Fafchamps

(1997c). In contrast, only 5 percent of the surveyed firms resort to advance payment,

often because the supplier insists on it.

Table 5.1 also reports the characteristics of problematic suppliers, that is, those

who fail to deliver on time or who deliver deficient quality.2 Around 10 percent of all

cases of breach occur with first-time suppliers, possibly because firms do little busi-

ness with unfamiliar suppliers.3 On average, firms have known problematic suppliers

for 8.9 years—only marginally less than the length of time they have known their

suppliers in general. Problematic suppliers are primarily other firms; some 14 percent

of recent cases of contract nonperformance were with public firms.

Next we turn to the incidence of contractual disputes with clients (table 5.2). The

data show that some 56 percent of the sample firms experienced cases of late pay-

2. In the RPED surveys the definition of what constitutes late delivery or deficient quality was de facto left
to individual respondents. Surveyed firms were simply asked whether they experienced cases of late
delivery and deficient quality over the 12 months preceding the survey, and if yes, how many times this
occurred. Attempts to collect data on the number of days elapsed between promised delivery date and
actual delivery failed: most respondents simply do not remember. Besides, the concept of promised delivery
date is an ambiguous one in a world where firms do not truly expect contractual dates to be complied with.
Respondents’ response should thus be understood as referring to cases in which delivery occurred later
than they expected.

3. Another possibility is that first-time suppliers make more e¤ort if they wish to establish a relationship.

84 Contract Enforcement



ment by clients during the twelve months preceding the survey; over one-third faced

cases of nonpayment.4 With 16.2 occurrences of late payment per year, the annual

average of late payment cases is about eight times the average number of nonpay-

ment cases: as could be expected, late payment is a more common phenomenon than

nonpayment.

In the great majority of cases of late and nonpayment, firms attempt to resolve the

problem through direct negotiations with the client. This proportion is highest in

Cameroon and Zambia, lowest in Zimbabwe and Tanzania. A small number of firms

resort to private arbitration loosely defined.5 Some 9 percent of sampled firms ever

called the police for help, or threatened to do so. In one-fourth of the problematic

cases, the dispute was either brought to the attention of lawyers, and ended up in

court, or the threat of legal action was resorted to by the parties. Sharp di¤erences

exist among countries: Zimbabwean firms were much more likely to go (or threaten

to go) to court than those in Burundi—a possible reflection on the relative reliability

of their court systems and the size of surveyed firms in each country. Nearly one-half

the cases of late and nonpayment had been settled at the time of the survey. Most of

the respondents were satisfied with the terms of the settlement, with little di¤erence

across countries. Parties continued to trade in 48 percent of the cases—more in

Tanzania, Zambia, and Burundi, less in Zimbabwe—suggesting that dispute resolu-

tion methods are moderately successful in solving disputes and bringing parties back

together.

Contractual disputes with suppliers are less frequent and less dramatic (see second

part of table 5.2). A third of the surveyed firms experienced a late delivery in the year

preceding the survey. Untimely delivery was complained about most often in Zim-

babwe and least often in Tanzania. The number of reported cases is also much higher

in Zimbabwe than elsewhere, suggesting that input delivery risk is particularly prob-

lematic in Zimbabwe. Cases of deficient quality are also reported by one-third of the

surveyed firms. As with clients, the most commonly used dispute resolution method

4. As in the case of late delivery, the definition of what constitutes a late payment was left to respondents.
The reason for doing so is the same: most respondents do not keep track of the length of time elapsed
between due date and actual payment date. Besides, given that African banks take several days to clear
checks, and that many checks bounce, the actual payment date is a blurred concept. A late payment is thus
a payment that is considered delinquent by the respondent, meaning the payment occurred after the date at
which the respondent expected payment to be made.

5. Strictly defined, private arbitration is a process by which parties to a contract agree to grant authority
to a third party to legally resolve a dispute between them. The arbitrator has the power to adjudicate the
dispute and his or her judgment is, in many developed countries, granted the full protection of the law, at
par with other judgments. It unlikely that all respondents were acquainted with this legal definition; their
answers probably lump together formal arbitrators and informal mediators with no power of adjudication.
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Table 5.2
Contractual disputes with clients and suppliers

Total sample Burundi Cameroon Côte d’Ivoire

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

With clients:

Incidence of disputes:

Late payment 1,828 56% 119 53% 208 72% 234 42%

Number of cases per year 1,512 16.2 107 3.1 0 234 2.4

Nonpayment 1,819 37% 118 41% 202 63% 234 33%

Number of cases per year 1,387 2.0 114 1.5 0 234 1.5

Conflict resolution method :1

Direct bargaining 839 78% 78 86% 149 91% 108 85%

Private arbitration 836 7% 78 5% 147 12% 108 9%

Police 826 9% 78 14% 141 13% 104 13%

Lawyer 837 24% 78 4% 147 24% 108 15%

Courts 837 26% 78 15% 147 22% 108 18%

Outcome of dispute:1

Dispute settled 834 50% 76 39% 145 34% 108 44%

Satisfied with outcome2 411 82% 30 80% 50 84% 48 77%

Continue to trade 820 48% 73 59% 142 44% 104 46%

With suppliers:

Incidence of disputes:

Late delivery 1,824 30% 118 19% 207 38% 234 22%

Number of cases per year 1,563 4.4 113 0.3 0 234 1.4

Deficient quality 1,820 34% 118 28% 206 44% 234 17%

Number of cases per year 1,369 2.9 115 0.9 0 234 0.4

Conflict resolution method :1

Direct bargaining 486 73% 44 80% 102 84% 59 81%

Private arbitration 591 4% 43 5% 101 2% 56 9%

Police 597 1% 44 2% 96 1% 57 2%

Lawyer 598 4% 44 0% 99 5% 58 3%

Courts 595 3% 44 0% 99 5% 57 0%

Outcome of dispute:1

Dispute settled 471 72% 43 86% 99 78% 57 75%

Satisfied with outcome2 332 80% 36 64% 75 85% 41 85%

Continue to trade 495 81% 41 78% 0 59 90%

Notes: (1) Conditional on a dispute having occurred; (2) conditional on the dispute being settled. na: data not available.
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Ethiopia Ghana Kenya Tanzania Zambia Zimbabwe

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

214 43% 197 59% 222 60% 217 25% 215 68% 202 81%

154 0.5 191 7.7 220 5.9 215 3.1 213 18.7 178 90.5

214 23% 195 36% 222 36% 217 12% 214 40% 203 59%

0 193 1.9 221 1.3 216 0.6 213 1.4 196 5.8

0 0 142 73% 58 64% 157 89% 147 54%

0 0 141 4% 59 7% 157 6% 146 5%

0 0 141 4% 59 7% 157 7% 146 5%

0 0 141 30% 59 15% 157 18% 147 48%

0 0 141 28% 59 32% 157 20% 147 44%

0 0 141 50% 59 61% 158 64% 147 54%

0 0 69 88% 36 89% 100 82% 78 73%

0 0 140 43% 59 63% 158 60% 144 35%

214 37% 194 21% 222 38% 217 15% 215 27% 203 52%

176 0.9 188 1.0 221 6.8 215 0.7 213 2.9 203 19.3

214 33% 192 24% 222 42% 217 14% 215 48% 202 54%

0 185 1.5 218 4.0 214 0.5 210 5.4 193 7.5

0 0 0 47 68% 116 77% 118 57%

0 0 112 10% 47 0% 116 3% 116 2%

0 0 120 3% 47 0% 116 1% 117 0%

0 0 121 5% 47 0% 116 4% 113 3%

0 0 119 3% 47 2% 116 4% 113 4%

0 0 0 46 78% 116 61% 110 66%

0 0 0 36 81% 71 85% 73 77%

0 0 119 67% 47 87% 117 79% 112 91%
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is direct bargaining. Recourse to other dispute resolution methods is extremely rare:

only 4 percent of the surveyed firms went to see a lawyer following disputes regard-

ing late delivery or deficient quality. Most disputes with suppliers are settled and

firms continue to trade, even if they are not fully satisfied with the outcome.

To summarize, the surveyed firms have long-term, and quite loyal, relationships

with their clients and suppliers. These relationships are primarily grounded in busi-

ness acquaintances; family, friendships, and ethnicity have little influence in fostering

business practices. The data indicate that contractual disputes occur frequently and

that most firms experience them. Without equivalent data from other parts of the

world, however, we cannot say whether contractual disputes are more frequent in

Africa than elsewhere. The majority of contractual disputes are resolved amicably

and trade is often resumed. Direct negotiation is the preferred dispute resolution

strategy. Detailed examination of the data reveals that outside parties such as arbi-

trators, lawyers, or the police are called upon only in more serious instances of con-

tractual breach mainly involving nonpayment. Taken together, these results are

consistent with the importance of contractual flexibility in helping firms deal with

risk, and with the role of long-term relationships is helping firms resolve contractual

disputes through face-to-face negotiation. The results are very similar to those of the

case study discussed in the first part of this chapter.

5.2 An Econometric Analysis of the Frequency of Contractual Breach

We have seen that countries di¤er in the frequency of reported cases of breach of

contract and in the outcome of contractual disputes. These intercountry di¤erences

could, however, arise simply because firms located in separate countries are di¤erent.

To investigate whether there exist firm characteristics that systematically a¤ect dis-

pute resolution and can account for some of the intercountry di¤erences, we turn to a

multivariate econometric analysis of the pooled data. Given the total absence of

previous work on these issues in sub-Saharan Africa and elsewhere, we proceed with

caution and refrain from imposing too much structure on the estimation. We seek to

identify possible determinants of three basic processes: (1) the incidence and fre-

quency of contractual disputes, (2) the choice of dispute resolution method, given

that a dispute has arisen, and (3) the outcome of the dispute. We examine these three

issues in turn.

We begin with an investigation of the determinants of the frequency of contractual

breach. To this e¤ect, we estimate logit regressions on whether or not a firm has

experienced at least one case of breach with a supplier or a client over the twelve
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months preceding the survey. Regressions are run for the pooled sample of nine

countries. Country dummies are included.6

Theory suggests a variety of forces that may influence the incidence of non-

compliance and, hence, the kind of regressors that have to be included in the right-

hand side of the regressions. Following our discussion of the theoretical literature in

chapter 3, we first expect noncompliance to reflect the environment in which firms

operate: enterprises that buy and sell in countries or sectors in which breach of

contract is frequent should face more problems than firms that operate in a more

disciplined environment. Three sets of variables are used to control for market envi-

ronment e¤ects: country dummies, sectoral dummies, and the average frequency of

contractual disputes and threat of court action faced by firms similar to the respon-

dent.7 Country and sectoral dummies control for a variety of forces that operate at

the local or sectoral level. Their expected e¤ect is as follows.

As we discussed in chapter 2, theory predicts that dispute resolution methods play

an important deterrence role. If this understanding is correct, contractual breach

should be less prevalent in countries with good legal institutions. Given that Zim-

babwe has (or at least had at the time of the survey) a more developed manufactur-

ing sector and legal institutions generally responsive to business needs (Fafchamps

et al. 1995), we would expect Zimbabwean manufacturers to encounter fewer cases of

breach.

There is, however, another possibility, namely that good legal institutions en-

courage firms to take more risk because they can obtain reparation from courts.

In this case we would expect contractual breach to be more prevalent in countries

o¤ering better legal protection. Either way, the presence of good institutions would

raise economic e‰ciency by facilitating exchange, but the source of e‰ciency gains

would be di¤erent. In the standard case, e‰ciency is increased because fewer cases of

breach occur; in the alternative case, e‰ciency rises because trade takes place be-

tween parties that would otherwise not trade—or trade di¤erently (e.g., without grant-

ing supplier credit or without placing orders). Which e‰ciency gains are larger is an

empirical issue.

6. Bigsten et al. (2000a) reports country-level regressions as well. They are omitted here for lack of space.

7. These averages are constructed by country and sector; that is, a textile firm in Kenya has a di¤erent
average from a metal firm in Kenya or a textile firm in Cameroon. In addition each observation is omitted
from its own average to avoid endogeneity bias. Because of high multicollinearity across average frequency
measures, a single frequency measure is used in the regression analysis: the frequency of late payment in
regressions involving clients, and the frequency of late deliveries in regressions involving suppliers. In all
regressions, the average frequency of threat of court action refers to payment disputes with clients—the
type of contractual breach that is most likely to result in legal proceedings.
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Food processing is the omitted sector and sector dummy coe‰cients are relative to

the food sector. Given that food products are perishable and their quality variable,

we expect more delivery and quality problems in the food sector. Finally, to the

extent that business environment a¤ects the incidence of contractual disputes, we ex-

pect the average frequency of noncompliance to have a positive and significant e¤ect

on the incidence of breach as firms adjust their expectations.

The incidence of contractual noncompliance is also likely to vary with character-

istics of the firm. Larger firms, for instance, conduct more transactions and are thus

expected to encounter more problems than small firms.8 Older firms may have iden-

tified more reliable clients and suppliers and thus face fewer problems with unreliable

firms.9 The trust they have in their clients and suppliers, however, may induce them

to accept delayed deliveries and payment because they believe contractual obliga-

tions will eventually be satisfied. The net e¤ect of firm age is thus ambiguous. Firms

with a limited liability status may be more willing to take risk with clients and sup-

pliers and are thus expected to face more cases of noncompliance. Regressors for

firm size, age, and legal status are included in the regression to control for these

possible influences.

Given the existence of business network e¤ects in African manufacturing, as

shown by Fafchamps (2000), Barr (2000, 2002b), and Fisman (2002), one also expects

better connected firm managers to screen clients and suppliers more easily and thus

experience fewer cases of breach. Although RPED surveys did not, as a rule, ask

questions on membership in business networks, Fafchamps (2000) and Raturi and

Swamy (1999) have shown that the ethnicity of the owner/manager is an important

predictor of network membership (see also Fisman 2002). The available evidence

suggests that ethnic African manufacturers are, in general, less well connected and,

as a result, disadvantaged in access to supplier credit—see part VI for a detailed

analysis. We also suspect that foreign- or state-owned firms are better connected to

other manufacturers, either through their mother company or through the state. We

therefore include a dummy for ethnic African and ethnic European management;

Asian management is the omitted category. For the same reason we include dummies

for firms that have some foreign or state ownership. If business networks mitigate

noncompliance, we expect better connected firms—typically foreign firms, state

8. The number of transactions in which a firm is engaged over a set period of time is not proportional to
size, however, since larger firms typically engage in larger transactions. Moreover firms may di¤er in what
they mean by a transaction. For a small firm selling purely on a cash basis, a transaction is a single sale or
purchase; for a large firm, a transaction can be an order or an invoice, depending on the context. These
di¤erences complicate the collection of data across firms of di¤erent sizes.

9. Bade and Chifamba (1994) and Fafchamps (1997c, 2000), for instance, provide evidence to this e¤ect.
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firms, and respondents of Asian or European ascent—to encounter fewer cases of

noncompliance.

It is also possible that the attitude of firms vis-à-vis contracts reflects cultural

values that are shaped by ethnic identification, as argued by Greif (1993, 1994) in

the case of medieval traders. Certain groups may have higher standards of contrac-

tual compliance and thus be quicker to classify an incident as breach. In the African

case this may be relevant for foreign owned firms or managers of European ascent.

If cultural expectations are important, we would expect these firms to report more

cases of breach. Note that the network and culture e¤ects operate in opposite direc-

tions in the case of European and foreign owned firms.

The nature of the relationships that firms maintain with clients and suppliers could

also a¤ect the incidence of contractual problems. Here we are constrained by the

nature of the information collected in the surveys. For clients, we include the share of

exports in total sales, as well as dummies for whether the firm sells to individual end-

users and whether it sells to public entities. Although payment delays in export mar-

kets are longer (Fafchamps 1997c), the institutional mechanism of the letter of credit

should reduce the incidence of nonpayment in exports since payment by the buyer’s

bank is automatic upon presentation of the transport documents. Selling to traders

(the omitted category) is generally perceived to be safer than selling to individual

end-users such as manufacturers and final consumers. The reason is that traders are

in general more liquid and have a faster cash turn-around (Fafchamps and Minten

2002b). Selling to public entities is expected to raise the incidence of payment prob-

lems because governments everywhere, but particularly in Africa, are notorious for

paying late.

For suppliers, more information is available. We include indicators of market

power (share of imported inputs plus dummies for whether the firm faces a monop-

olistic supplier or a public supplier for at least one of its inputs), indicators of social

capital (length of relationship with suppliers, percentage of purchases from main

suppliers, and dummies whether firm buys from family and friends and whether firm

only makes infrequent purchases), and indicators of credit terms (dummies for

whether the firm receives supplier credit and whether it gives advance payment). We

expect market power to raise the incidence of contractual problems since monopo-

lists can more easily get away with breach. In contrast, we anticipate stronger rela-

tionships with suppliers to reduce the frequency of problems. Finally, we expect that

contracts involving credit open more room for breach and thus should raise the

frequency of noncompliance. Because the nature of the relationships that firms

maintain with clients and suppliers is potentially endogenous, results should only be

interpreted as indicative of empirical regularities.
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We now investigate whether the data support the above conjectures. Logit regres-

sions on the incidence of contractual noncompliance by clients and suppliers are

presented in tables 5.3 and 5.4. Two sets of results are presented. The first set

includes fewer regressors but all nine countries; the second set includes more regres-

sors but fewer countries due to missing information. Coe‰cients are reported in the

form of odds ratio to improve readability: an odds ratio greater (smaller) than one

means that the regressor raises (reduces) the probability of a contractual problem.10

Results indicate that there are significant di¤erences across countries and sectors

but also that these di¤erences are not well captured by contract environment vari-

ables.11 After controlling for firm characteristics and sector dummies, Zimbabwe still

has the highest incidence of problems with clients and suppliers. Since Zimbabwe

also is the country in our sample with the most advanced manufacturing sector and

the most developed legal system, these results cast doubt on the idea that a high

incidence of contractual breach is synonymous with lack of market sophistication. If

anything, contract noncompliance appears more likely in better developed economies

where contracts are more complex and the potential for disputes larger. For instance,

the likelihood of late payment is higher if an element of credit has entered the con-

tract; similarly late delivery is more likely if the client firm has placed an order for

future delivery.

As expected, the incidence of late payment is highest among large firms; for non-

payment, firm size is not significant. Large firms also incur a lot more problems with

suppliers. Older firms appear to face more nonpayment problems, not less, but they

face fewer problems with suppliers. African-managed firms face more cases of non-

payment than other firms. They are also more likely to complain about deficient

quality. These findings are inconsistent with the hypothesis that entrepreneurs of

foreign origin operating in Africa cultivate higher standards of contractual behavior

than indigenous entrepreneurs.

Regarding the e¤ect of relation-specific variables, we find that selling to or buying

from public firms raises the probability of disputes; the e¤ect is significant only for

late payment, however. In contrast, selling in export markets reduces the incidence of

10. More specifically, an odds ratio measures the e¤ect of a one unit change in a regressor on the proba-
bility of experiencing at least a dispute per year, computed at the average value of all regressors. For
instance, an odds ratio coe‰cient of 1.41 for Cameroon (table 5.4) means that manufacturers in Cameroon
are 41 percent times more likely than manufacturers in Burundi (the omitted category) to experience at
least one late payment problem in the survey year.

11. Unreported regression results show that when country and sectoral dummies are omitted, environment
variables are very significant. Once country and sector dummies are included, however, they are no longer
significant. This may be due to multicollinearity, given the way environment variables are constructed.
This issue deserves more research.
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Table 5.3
Logit regression on the incidence of contractual noncompliance by clients

Late payment Nonpayment

Odds ratio z-statistic Odds ratio z-statistic Odds ratio z-statistic Odds ratio z-statistic

Country dummies:1

Cameroon 1.41 2.17 2.29 2.43 2.15 2.58 3.61 3.41

Côte d’Ivoire 0.64 �2.27 0.78 �0.94 0.78 �1.28 0.73 �1.52

Ethiopia 0.65 �2.45 0.43 �2.85

Ghana 1.06 1.29 1.04 0.28

Kenya 0.99 �0.18 1.34 1.62 0.87 �0.78 0.79 �1.41

Tanzania 0.27 �3.55 0.23 �3.27 0.19 �3.02 0.11 �3.96

Zambia 1.10 0.82 1.49 1.58 0.80 �1.25 0.80 �1.23

Zimbabwe 1.68 3.02 3.09 2.14 2.31 2.02 1.75 1.11

Sectoral dummies:

Textile 1.81 2.58 2.05 3.94 1.58 1.67 2.00 2.39

Metal 1.81 1.92 1.77 1.70 1.52 1.32 1.72 1.24

Wood 1.65 1.88 1.86 1.96 1.40 1.22 1.86 2.20

Contractual environment:

Incidence of payment problems 3.35 1.30 1.64 0.34 2.21 0.53 0.34 �0.65

Recourse to legal system 0.55 �0.80 0.78 �0.31

Firm’s characteristics:

Size2 1.17 2.81 1.15 1.78 1.07 0.76 1.10 0.89

Age3 1.14 1.29 1.18 1.29 1.14 1.32 1.21 2.42

Limited liability status 1.41 2.24 1.32 1.86 1.05 0.22 1.02 0.09

Some state ownership 0.60 �2.70 0.82 �0.75 0.97 �0.15 1.22 1.25

Some foreign ownership 1.01 0.06 0.95 �0.24 1.04 0.21 1.09 0.49

African owner/manager 1.29 1.36 1.14 0.64 1.40 3.08 1.23 2.34

European owner/manager 1.17 1.11 1.14 0.64 1.37 1.01 1.25 0.70

Relationship with clients:

Sell to manufacturers/consumers 1.08 0.42 1.16 1.38

Sell to public firms 2.10 2.48 1.23 1.55

Share of exports in sales 0.67 �0.72 0.74 �1.01 0.34 �3.69 0.34 �3.58

Number of observations 1,564 1,200 1,554 1,193

Pseudo R-squared 0.1126 0.1450 0.1018 0.1157

Correctly classified observations 66% 68% 67% 68%

Notes: Robust standard errors reported using country-level clustering. (1) Burundi is the omitted country; (2) firm’s size ¼ log(number of
employeesþ 1); (3) firm’s age ¼ log(survey year� year of inception).
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Table 5.4
Logit regression on the incidence of contractual noncompliance by suppliers

Late delivery Deficient quality

Odds ratio z-statistic Odds ratio z-statistic Odds ratio z-statistic Odds ratio z-statistic

Country dummies:1

Cameroon 2.58 4.44 3.40 3.73 1.90 2.25 1.71 0.90

Côte d’Ivoire 1.61 4.74 1.47 2.38 0.59 �1.62 0.57 �1.13

Ethiopia 4.36 4.28 1.23 0.80

Ghana 1.16 0.94 0.64 �1.95

Kenya 3.15 3.80 4.18 3.68 2.33 4.55 2.13 1.78

Tanzania 0.79 �0.71 0.74 �0.65 0.39 �2.31 0.42 �1.54

Zambia 1.48 1.13 1.47 1.25 2.58 2.63 2.60 1.72

Zimbabwe 3.38 5.72 4.50 3.12 2.35 2.17 2.78 0.93

Sectoral dummies:

Textile 0.85 �0.45 0.61 �1.26 0.74 �1.04 0.62 �1.30

Metal 0.96 �0.17 0.72 �1.46 0.60 �1.23 0.46 �1.40

Wood 0.79 �0.76 0.53 �1.53 0.84 �0.55 0.67 �1.06

Contractual environment:

Incidence of supplier problems 0.86 �0.10 0.25 �0.60 0.60 �0.26 0.55 �0.19

Recourse to legal system 0.45 �0.84 0.55 �0.43

Firm’s characteristics:

Size2 1.41 6.51 1.45 6.18 1.27 6.03 1.29 6.33

Age3 0.83 �1.66 0.85 �1.01 0.84 �2.35 0.81 �1.74

Limited liability status 1.43 1.41 1.32 1.55 1.16 1.22 1.17 1.18

Some state ownership 0.57 �2.22 0.61 �1.29 0.75 �1.19 0.65 �1.64

Some foreign ownership 0.95 �0.29 1.06 0.36 0.71 �1.43 0.75 �1.17

African owner/manager 0.81 �0.60 0.73 �0.77 1.37 1.67 1.53 2.00

European owner/manager 1.11 0.64 0.99 �0.08 1.46 1.18 1.38 1.10

Relationship with suppliers:

One supplier monopolistic 1.28 1.16 1.29 1.27 0.97 �0.15 0.97 �0.22

One supplier public firm 1.24 1.18 1.14 0.54 1.13 0.75 1.21 1.29

Share of imported inputs 1.34 1.49 1.83 3.30 0.83 �0.57 0.87 �0.47

% purchases from main supplier 0.87 �0.33 0.53 �1.72

Average length of relationship4 1.02 0.21 0.99 �0.12 0.96 �0.55 1.01 0.06
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One supplier friend or family 1.86 2.54 2.05 3.39 1.08 0.43 1.12 0.57

Dummy for infrequent purchases 0.77 �1.07 0.71 �1.98

Receives supplier credit 1.44 1.83 1.27 1.03 1.36 1.71 1.52 2.55

Gives advance payment 1.35 1.08 1.20 0.78 1.69 1.70 1.97 1.92

Number of observations 1,289 1,010 1,286 1,009

Pseudo R-squared 0.1428 0.1683 0.0946 0.1169

Correctly classified observations 73% 74% 69% 68%

Notes: Robust standard errors reported using country-level clustering. (1) Burundi is the omitted country; (2) firm’s size ¼ log(number of
employeesþ 1); (3) firm’s age ¼ log(survey year� year of inception); (4) log of average length of relationship with suppliers in yearsþ 1.
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payment problems. The e¤ect is large: a firm that exports all its output is 1.5 (2.9)

times less likely to experience a late (non) payment problem than a firm that exports

nothing. This may be due to increased reliance on institutional mechanisms such

as the letter of credit rather than exemplary behavior on the part of international

buyers.12 On the supplier side, late delivery is more frequent among firms that im-

port their raw materials, a likely reflection of the vagaries of African transportation

and port systems. There is much variation across individual countries, however. We

revisit this issue in chapter 7 when we discuss the relationship between inventories

and contractual risk.

On the supplier side, we find that monopolistic suppliers do not, in general, take

advantage of market power to lower contract performance: the coe‰cient is not

significant.13 Surprisingly, firms that make infrequent purchases encounter fewer

problems. One likely explanation is that these firms are very small and operate on a

cash-and-carry basis only—what Fafchamps and Minten (2001a) call the flea market

economy. Another surprising result is that firms that buy from family and friends

encounter many more late delivery problems. One possible interpretation is that it is

harder to put pressure on family and friends than on regular suppliers. Finally, as

expected, problems are much more frequent among firms that receive or give credit

to their suppliers, a result consistent with the idea that contractual breach is more

likely in more complex contracts.

So far we have only a single piece of information, namely whether respondent

firms reported having experience contractual noncompliance. We now examine the

reported number of cases of noncompliance using a simple tobit regression.14 Results

are presented sections 5.5 and 5.6. They confirm that the incidence of payment

problems is much larger in Zimbabwe than in the other surveyed countries, and that

large firms unmistakably face more contractual problems than smaller firms—hardly

a surprise since they are involved in more transactions. Payment problems are more

frequent in the textile, garment, and wood sectors. For textile and garments, this

12. The survey did not collect data on recourse to the letter of credit system, but informal discussions with
respondents in Ghana, Kenya, and Zimbabwe indicate that letters of credit are used in most imports and
exports from outside of Africa. Because of the informal nature of much intra-African trade, respondents
seldom export or import within Africa themselves and prefer to rely on intermediaries. The only possible
exception is trade with South Africa.

13. To recall, firms with monopolistic suppliers are defined as those who report that at least one of their
main suppliers is the sole available source of a particular input.

14. Tobit regression is the appropriate estimator in this case because it corrects for the fact that the
dependent variable is censored at zero, namely that a large proportion of firms report zero problems with
clients or suppliers. Data on the number of breaches were not collected in Cameroon; this country is
dropped from the tobit regressions.
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Table 5.5
Tobit regression on the incidence of contractual breach by clients

Late payment Nonpayment

Coe‰cient t-statistic Coe‰cient t-statistic

Country dummies:1

Côte d’Ivoire �0.75 �2.26 �0.17 �0.60

Kenya 0.66 2.10 �0.01 �0.05

Tanzania �1.32 �2.87 �1.68 �3.41

Zambia 0.92 2.81 0.06 0.24

Zimbabwe 1.66 3.06 0.99 2.12

Sectoral dummies:

Textile 0.79 3.25 0.41 1.99

Metal 0.44 1.64 0.17 0.82

Wood 0.43 1.73 0.36 1.66

Contractual environment:

Incidence of payment problems 0.43 0.41 �0.69 �0.55

Recourse to legal system �0.32 �0.41 �0.61 �0.88

Firm’s characteristics:

Size2 0.23 3.64 0.14 2.46

Age3 0.16 1.63 0.15 1.68

Limited liability status 0.24 1.22 �0.16 �0.93

Some state ownership �0.45 �1.35 0.27 0.97

Some foreign ownership 0.08 0.41 0.30 1.70

African owner/manager 0.19 0.98 0.19 1.08

European owner/manager 0.38 1.54 0.11 0.49

Relationship with clients:

Sell to manufacturers/consumers 0.25 1.24 0.19 1.06

Sell to public firms 0.62 3.48 0.18 1.13

Share of exports in sales �0.06 �0.29 �0.89 �2.49

Intercept �2.38 �3.35 �1.38 �2.16

Number of observations
of which are zero

1,000

498

1,011

655

Pseudo R-squared 0.1014 0.0672

Notes: Dependent variable is the log of the number of problems per year þ 1. (1) Burundi is the omitted
country; (2) firm’s size ¼ log(number of employeesþ 1); (3) firm’s age ¼ log(survey year� year of
inception).
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Table 5.6
Tobit regression on the incidence of contractual breach by suppliers

Late delivery Deficient quality

Coe‰cient t-statistic Coe‰cient t-statistic

Country dummies:1

Côte d’Ivoire �0.07 �0.12 �1.02 �2.32

Kenya 2.14 3.13 0.92 2.00

Tanzania 0.26 0.37 �0.84 �1.62

Zambia 1.13 1.77 1.54 2.90

Zimbabwe 2.67 3.64 1.05 1.54

Sectoral dummies:

Textile �0.63 �1.74 �0.82 �2.66

Metal �0.25 �0.72 �1.18 �3.04

Wood �0.32 �0.85 �0.50 �1.71

Contractual environment:

Incidence of supplier problems �0.34 �0.15 �1.17 �0.78

Recourse to legal system �1.25 �1.13 0.03 0.04

Firm’s characteristics:

Size2 0.47 4.78 0.27 3.70

Age3 �0.22 �1.33 �0.27 �2.24

Limited liability status 0.29 0.99 �0.05 �0.23

Some state ownership 0.08 0.17 0.01 0.02

Some foreign ownership 0.01 0.05 �0.09 �0.38

African owner/manager �0.43 �1.53 0.15 0.69

European owner/manager 0.14 0.44 0.61 2.37

Relationship with suppliers:

One supplier monopolistic 0.33 1.33 �0.04 �0.22

One supplier public firm �0.01 �0.06 0.12 0.62

Share of imported inputs 0.97 2.60 �0.38 �1.30

% purchases from main supplier 0.04 0.09 �0.41 �1.33

Average length of relationship4 0.01 0.05 0.04 0.43

One supplier friend or family 1.15 3.01 0.02 0.07

Dummy for infrequent purchases �0.61 �2.10 �0.16 �0.77

Receives supplier credit 0.31 1.28 0.52 2.85

Gives advance payment �0.20 �0.34 0.47 1.14

Intercept �3.18 �3.02 �0.32 �0.36

Number of observations
of which are zero

844

605

843

551

Pseudo R-squared 0.1314 0.1028

Notes: Dependent variable is the log of the number of problems per yearþ 1. (1) Burundi is the omitted
country; (2) firm’s size ¼ log(number of employeesþ 1); (3) firm’s age ¼ log(survey year� year of incep-
tion); (4) log of average length of relationship with suppliers in yearsþ 1.
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probably reflects the di‰culties of the industry in the wake of trade liberalization.

Older firms seem to do better with suppliers, a result in agreement with the idea that

there are returns to experience in choosing and dealing with suppliers. Tobit regres-

sion results also confirm that exporters experience fewer payment problems, probably

thanks to the letter of credit system. Other characteristics are, in general, not signifi-

cant, possibly because of endogeneity or omitted variable bias. A thorough investi-

gation of the causality between these various factors requires instruments that are not

available in these data and is left fur future research.

5.3 An Econometric Analysis of Dispute Resolution Methods

According to our current understanding of market institutions (e.g., North 1990;

Greif 1993; Platteau 1994a, b), the fear of sanction is what induces agents to comply

with contractual obligations. These sanctions can take several forms, as were dis-

cussed in chapter 2: guilt, harassment, loss of relationship and reputation, legal action

involving courts and lawyers, private arbitration, and, more commonly, enlisting the

police. We focus here on legal recourse and loss of relationship as these are impor-

tant sanctions in practice.15

Simple theoretical models of relationships, such as the models presented by Kan-

dori (1992), Greif (1993), Ghosh and Ray (1996), Kranton (1996a), Kali (1999), and

Fafchamps (2002b), predict that sanctions are applied as soon as breach of contract

occurs.16 Which type of sanction is chosen depends on its relative cost and e¤ective-

ness. Given the existence of fixed costs in legal proceedings, the threat of legal action

is seldom credible for small size transactions. Suing a poor individual with no assets

is rarely cost e¤ective: the chance of recovering anything by legal means is slim so

that it is not worth incurring lawyers and court fees. Suing may also be unattractive

if the contractual dispute is complex and the evidence hard to verify, so that the

outcome of the court process is uncertain. In contrast, breaking a relationship is

likely to be counterproductive if the other party is sole buyer or seller. Legal sanc-

tions may not work either; harassment may be the only viable alternative.

15. Evidence of reputational sanctions in developed economies is presented, for instance, by Fukuyama
(1995), Lorenz (1988), and Bernstein (1992, 1996). Hart (1988), Banerjee and Duflo (2000), McMillan and
Woodru¤ (1999a), McMillan and Naughton (1996), Banerjee and Munshi (1999), Fafchamps and Minten
(2002b), and Fafchamps (1996, 1997c, 2000) present evidence for Africa and Asia. Historical evidence is
provided, for instance, by Ensminger (1992) and Greif (1993, 1994).

16. This is but an application of the optimal penal code principle of Abreu (1988): gradual sanctions are
unnecessary; optimal deterrence is obtained when harsh sanctions are used to punish all deviations from
cooperation.
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Whenever there exists uncertainty regarding the cause of contract noncompliance,

immediate sanctions may not be optimal; a more gradual approach may be needed.

To see why, suppose that agents can be hit by two types of shocks, one temporary

and the other permanent. In a temporary shock the agents cannot comply with their

contractual obligations for a single period; a permanent shock would make the

agents forever unable to comply (e.g., bankruptcy). Intuitively, applying harsh sanc-

tions is appropriate only when the other party has been hit by a permanent shock. If

the shock is temporary, both parties are better o¤ renegotiating the contract and

preserving their relationship. In these circumstances the natural response to a breach

of contract is for both parties to negotiate until it becomes clear that the shock is

permanent, at which point hard sanctions are applied.

The negotiation subgame is itself fraught with problems, however. Waiting for too

long before suing may enable the breaching party to hide assets and evade legal

sanctions. The negotiation process is thus likely to be limited in time. The possibility

of renegotiation introduces an insurance dimension that can be abused. By analogy

with the benefits agents can obtain by filing false insurance claims, parties may profit

by calling for undue renegotiation, thereby abusing the other party’s willingness to

renegotiate contract terms. Agents unable to monitor the situation of the other party

may optimally refuse to renegotiate for fear of abuse and may opt for hard sanctions

instead.

Although, as argued by Benson (1990), market exchange would become impossible

in the total absence of sanctions for breach of contract, punishment of all breach of

contract is not required; it is su‰cient that breach of contract be punished with a

su‰ciently high probability. Consequently some agents may be able to free-ride the

system by doing nothing in case of breach. In so doing, they do not incur any of the

costs associated with dispute resolution and yet they may expect a low probability of

breach. By the same token, agents may choose to randomize, namely to punish only

a certain percentage of breach they incur. In these cases, or when it is clear that

pursuing the breaching party is futile, doing nothing may be the optimal strategy.

This brief, heuristic discussion leads us to expect firms to di¤er in the way they

seek to resolve breach of contract. First, we expect to observe across countries and

sectors some di¤erences in reliance on legal institutions that reflect the cost and pre-

dictability of legal action. We control for such e¤ects via country and sectoral dum-

mies and the average incidence of contractual disputes. Second, large firms are more

likely to engage in large transactions and thus more likely to find legal action cost

e¤ective. Third, older firms may have acquired better negotiation and monitoring

skills, and may be more familiar with legal institutions. We therefore expect them to
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be less likely to do nothing when faced with contractual problems. To the extent that

limited liability status creates a moral hazard problem and weakens incentives, we

expect such firms to be more casual about contractual breach and hence to be more

likely to do nothing. Firms may also use their business contacts to monitor contract

renegotiation; as a result we expect ethnic Africans to be more likely to either do

nothing or use legal recourses given that they have fewer business connections in

several of the countries we study, such as Ghana, Kenya, and Zimbabwe (e.g., Faf-

champs 2000; Barr 2002b; Fisman 2002). We also include dummy variables indicat-

ing whether the firm has some foreign or state ownership. Next firms that value

relationships ought to put more emphasis on direct bargaining once problems occur.

In contrast, firms that face monopolistic sellers may find it di‰cult to seek legal rep-

aration. Finally, firms receiving or granting credit to their suppliers ought not to

remain inactive when faced with contractual problems. We control for all these fac-

tors with the variables listed in the previous subsection. Again, some of these vari-

ables are potentially subject to endogeneity bias, a bias we cannot correct for because

we do not have good instruments for relationships and network capital. Results

should thus be interpreted as suggestive only.

We first examine the probability with which firms seek to negotiate and threaten

court action conditional on having encountered a contractual breach. For clients we

divide respondents’ actions into four categories: (1) do nothing, (2) only negotiate,

(3) only use legal institutions, and (4) use both bargaining and legal institutions.17

For suppliers, the third and fourth categories are merged given the small number of

observations in each of them. Since the frequency of late delivery and deficient qual-

ity is much lower than that of recovery problems, there are much fewer observations

on the supplier side.

Since firms’ actions are divided into more than two categories—four for disputes

with clients, three for disputes with suppliers—logit is no longer adequate and a

multinomial regression approach is required. In the interest of simplicity, we opt for

multinomial logit estimation.18 By construction, the analysis is confined to the firms

that experienced contractual breach. Given the small sample size, we limit ourselves

to pooled sample regressions. Results are presented in tables 5.7 and 5.8 for clients

17. In practice, the former typically precedes the latter, but we have no data on the sequence of firms’
actions.

18. Multinomial logit has been criticized for imposing certain restrictions on agents’ choices—the so-called
independence of irrelevant alternatives assumption. Given the exploratory nature of our analysis, the sub-
stantial extra cost of estimating a more general model is not justified. Qualitatively similar results are
obtained using logit regressions on each action separately.
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Table 5.7
Multinomial logit regression on conflict resolution method with clients

Doing nothing
Legal institutions
only6

Bargainingþ legal
institutions

Coe‰cient z-statistic Coe‰cient z-statistic Coe‰cient z-statistic

Country dummies:1

Cameroon �0.33 �0.37 0.62 0.38 1.03 1.54

Côte d’Ivoire �0.06 �0.09 �0.34 �0.22 �0.17 �0.27

Kenya 0.74 1.18 1.38 1.12 0.57 1.03

Tanzania 2.23 1.80 1.23 0.58 0.09 0.08

Zambia 0.02 0.03 �0.21 �0.17 �0.22 �0.43

Zimbabwe 1.57 1.57 2.51 1.49 0.72 0.88

Sectoral dummies:

Textile �0.52 �1.09 0.18 0.29 �0.34 �0.86

Metal �0.15 �0.29 �0.09 �0.13 0.28 0.68

Wood �1.01 �1.94 �0.61 �0.93 �0.37 �0.92

Average incidence of problems: 0.86 0.29 �2.71 �0.52 �0.19 �0.08

Firm’s characteristics:

Size2 0.11 0.68 0.53 2.93 0.46 3.89

Age3 �0.07 �0.36 0.61 2.01 0.44 2.49

Limited liability status �0.37 �0.86 1.01 1.64 0.54 1.60

Some state ownership �0.70 �0.63 �1.82 �1.45 0.21 0.44

Some foreign ownership �0.51 �1.09 0.03 0.06 �0.56 �1.79

African owner/manager �0.78 �1.75 �0.39 �0.68 �0.05 �0.15

European owner/manager �0.43 �0.69 �1.16 �1.77 �0.32 �0.72

Relationship with clients:

Sell to manufacturers/consumers 0.29 0.56 0.08 0.16 0.06 0.19

Sell to public firms �0.60 �1.35 �0.27 �0.52 0.02 0.08

Share of exports in sales �0.79 �0.71 �2.59 �1.75 �1.09 �1.45

Characteristics of problematic clients:

Individual 1.06 2.51 0.47 0.99 0.35 1.20

Relative or same ethnicity �0.55 �1.10 �0.36 �0.59 �0.37 �0.97

Length of relationship4 �0.18 �1.06 �0.47 �2.27 �0.35 �2.74

Dispute is about nonpayment:5 0.22 0.69 1.69 3.89 0.89 3.57

Intercept �1.71 �1.06 �5.94 �2.25 �3.83 �3.18

Number of observations 528

Pseudo R-squared 0.2094

Notes: Direct bargaining only is the omitted category. (1) Burundi is the omitted country; (2) firm’s
size ¼ log(number of employeesþ 1); (3) firm’s age ¼ log(survey year� year of inception); (4) length of
relationship ¼ log(years of acquaintance with problematic clientþ 1); (5) as opposed to late payment; (6)
recourse to one or more of the following: private arbitration, police, lawyers, courts. Threats of recourse to
police and courts are included.
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Table 5.8
Multinomial logit regression on conflict resolution method with suppliers

Doing nothing Some use of legal institutions7

Coe‰cient z-statistic Coe‰cient z-statistic

Country dummies:1

Cameroon 0.66 0.68 1.61 1.03

Côte d’Ivoire �0.52 �0.59 1.48 1.11

Tanzania �0.94 �0.86 �37.19 0.00

Zambia �0.64 �0.64 0.85 0.54

Zimbabwe 1.16 1.35 0.01 0.01

Sectoral dummies:

Textile �0.82 �1.55 �1.77 �1.86

Metal �0.39 �0.78 �1.28 �1.70

Wood �1.32 �2.03 �1.35 �1.26

Average incidence of problems: �2.60 �0.83 �5.74 �1.18

Firm’s characteristics:

Size2 0.04 0.23 0.61 2.51

Age3 0.44 1.81 0.16 0.39

Limited liability status �0.52 �1.33 �0.11 �0.14

Some state ownership �0.21 �0.33 �0.30 �0.34

Some foreign ownership �0.30 �0.64 �0.05 �0.07

African owner/manager �0.43 �1.05 0.81 1.11

European owner/manager �0.70 �1.57 �0.37 �0.42

Relationship with suppliers:

One supplier monopolistic �0.55 �1.45 �0.35 �0.51

One supplier public firm 0.37 1.05 �0.80 �1.24

Share of imported inputs �0.87 �1.56 0.83 0.97

% purchases from main supplier 1.92 2.64 �0.08 �0.07

Average length of relationship4 �0.36 �1.52 �0.34 �1.01

One supplier friend or family 0.61 1.16 �0.43 �0.38

Dummy for infrequent purchases 0.37 0.90 0.17 0.26

Receives supplier credit 0.01 0.03 0.33 0.56

Gives advance payment �0.63 �0.76 �0.07 �0.08

Characteristics of problematic supplier:

Length of relationship5 �0.18 �0.82 0.15 0.50

Dummy if public firm 1.39 2.32 2.53 2.29

Dummy if individual consumer 0.94 1.61 0.04 0.03

Dispute about deficient quality:6 �1.25 �1.68 1.53 1.59

Intercept �0.29 �0.19 �3.34 �1.55

Number of observations 325

Pseudo R-squared 0.1704

Notes: Direct bargaining only is the omitted category. (1) Burundi is the omitted country; (2) firm’s size ¼
log(number of employeesþ 1); (3) firm’s age ¼ log(survey year� year of inception); (4) log of average
length of relationship with suppliers in yearsþ 1; (5) length of relationship ¼ log(years of acquaintance
with problematic supplierþ 1); (6) as opposed to late or nondelivery; (7) some recourse to one of the fol-
lowing: private arbitration, police, lawyers, courts. Threats of recourse to police and courts are included.
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and suppliers, respectively. In both tables, bargaining with the delinquent client or

supplier is the omitted choice category, Estimated coe‰cients must therefore be

interpreted as di¤erences relative to ‘‘bargaining only.’’19

By far the strongest result emanating from table 5.7 is that large firms are more

likely to threaten court action against delinquent clients or suppliers. The e¤ect is

large and significant in both tables. Large firms probably have easier access to courts

given that the costs of legal proceedings are easier to amortize on larger transactions.

Results from tables 5.7 and 5.8 therefore suggest that firms with better access to

courts make more use of them.

This conclusion only takes all its meaning if it is combined with the finding that

large manufacturers face more cases of contract breach. Indeed, these two findings

combined imply that better access to legal institutions raises both usage of legal

institutions and the frequency of breach. This flies in the face of the commonly held

view that strong legal institutions serve to deter contractual opportunism. Our pre-

ferred interpretation is that firms operating under the protection of an e¤ective legal

system take more risk with clients and suppliers and thus face more problems that

they handle through legal channels. The outcome is the same—legal institutions

favor exchange—but the channel through which this occurs is not that usually sur-

mised: exchange expands not so much because breach is deterred directly but because

firms become more daring in their choice of clients and suppliers.

Among smaller firms, direct negotiation in delinquent payment cases seems to be

the method of choice, especially for African owners. This may reflect a cultural

preference for nonconfrontational methods of dispute resolution. The length of the

relationship between parties is seen to reduce the likelihood of going to court, but the

e¤ect is significant only in payment cases. This result is consistent with the idea that

valuable relationships serve to discipline contractual behavior without recourse to

external enforcement mechanisms. This issue is revisited in part III. The severity of

the conflict also influences the dispute resolution method: disputes about nonpay-

ment are less likely to be dealt with via bargaining, and more likely to trigger threats

of court action. In contrast, disputes about deficient quality are more likely to be

dealt with by negotiating with the supplier.

19. For instance, a significantly positive coe‰cient for Tanzania in the ‘‘doing nothing’’ column of table
5.8 means that Tanzanian manufacturers are much more likely than Burundian to respond to late payment
by doing nothing. Since the coe‰cient of the Tanzania dummy is nonsignificant in the other two columns,
it means that Tanzanian manufacturers are less likely than other manufacturers to deal with delinquent
clients through negotiations only—the omitted category. The reason is that since probabilities sum to one
(manufacturers must take one of the four possible actions), an increase in the probability of undertaking
one action—doing nothing—must translate into a decrease in the probability of taking another—here the
omitted category, bargaining.
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Contrary to expectations, loyalty to suppliers as measured by the percentage of

purchases made from main suppliers increases the likelihood of taking no action:

loyalty implies trust and hence should facilitate negotiations. Discussions with

respondents nevertheless suggest that when parties are extremely well acquainted

with each other, minor contractual problems such as late deliveries and quality

problems are handled so easily and expeditiously that respondents do not perceive

negotiation as taking place at all: ‘‘problems take care of themselves,’’ as many

respondents put it. Whenever the problematic supplier is a public firm, direct bar-

gaining is less frequent, possibly because it is unlikely to be successful: public

agencies are notorious for being unreliable suppliers so that negotiating with them

for late deliveries and poor quality is probably seen as a waste of time.

5.4 Outcome of Contractual Dispute

We conclude with an analysis of the outcome of contractual disputes. What happens

after a dispute has arisen does shape firms’ expectations regarding the outcome

of disputes: if all disputes end with sour grapes and broken relationships, it would

be optimal for firms to minimize the incidence of disputes. If, in contrast, problems

with clients and suppliers are successfully resolved through bargaining or any other

means, firms might be more inclined to take chances and less likely to insist on rig-

orous performance of contracts.

To throw light on these issues, survey respondents were asked to comment on ‘‘the

most recent case’’ of contractual breach they had encountered. Responses are there-

fore subject to truncation since some of the most recent contractual disputes have not

been settled yet. We do not, however, have information on when the dispute began,

so that we cannot correct for di¤erences in the duration of disputes. The data never-

theless enable us to examine two issues: first, whether the contractual dispute was

settled at the time of the interview and, in particular, whether the respondent was

satisfied with the outcome,20 and second, whether the trade relationship continued

after the dispute. Regressors are the same as in previous regressions, except that we

also control for the method of dispute resolution used by respondents.21 Results

must be interpreted with caution because both the outcome of the dispute and the

choice of dispute resolution method are likely to be correlated with the severity of

20. The small number of disputes with suppliers that are not settled satisfactorily prevented the estimation
of the satisfactory settlement regression in the supplier case.

21. Small sample size prevented the inclusion of dispute resolution methods in the trade continuation
regression for supplier disputes.
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the dispute, which is unobserved. For instance, respondents are unlikely to call upon

the police unless they feel that it is their only hope of getting satisfaction. The coef-

ficients of dispute resolution methods are thus subject to omitted variable bias and

should be interpreted in this light.

With these words of warning, results are presented in tables 5.9 and 5.10 for clients

and suppliers respectively. They indicate that direct bargaining is strongly associated

with the settlement of disputes and the resumption of trade. In contrast, recourse to

legal institutions such as lawyers, courts, and police result in a much higher proba-

bility of severed business relationship. The use of lawyers and threats of court action

is also associated with less satisfactory resolution of those disputes that are settled

(the e¤ect is only marginally significant, however). This is consistent with the idea

that firms seek the protection of legal institutions only when they lose confidence

in the other party. Conversations with respondents indeed suggest that lawyers and

legal threats are not set in motion as long as firms believe the other party is acting in

good faith, trying to comply but is prevented from doing so due to circumstances

beyond its control.

Among other results of interest, we note that African-managed firms are more

likely to settle payment disputes and to do so satisfactorily after controlling for firm

size, age, country, and sector of activity. Combined with evidence that shared eth-

nicity has a positive e¤ect on the settlement of disputes (the positive and significant

coe‰cient of the ‘‘relative or same ethnicity’’ dummy variable), this can be inter-

preted as limited evidence of a more lenient attitudes toward payment disputes and a

deeper emphasis on flexibility and negotiation among African entrepreneurs. This

issue deserves more research.

5.5 Conclusion

We have presented evidence that African manufacturers operate in an environment

characterized by contractual nonperformance risk. Results are consistent with the

idea that contractual flexibility is a rational response to risk. Expectations regarding

contractual performance are thus likely to reflect the environment in which firms

operate: the riskier the environment, the higher the need for flexibility, the higher the

incidence of contract nonperformance, and the higher the expectation of renego-

tiation. Large firms face more cases of noncompliance across the board, possibly

because they conduct more transactions.

Of the nine countries studied, incidence of contractual breach is much larger in

Zimbabwe despite the fact that this country is also the one with the most developed
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Table 5.9
Logit regressions on settlement of contractual disputes with clients

Dispute settled
Settlement
satisfactory6

Trade relation
continues

Odds
ratio

z-
statistic

Odds
ratio

z-
statistic

Odds
ratio

z-
statistic

Country dummies:1

Cameroon 0.38 �2.29 2.76 1.07 0.36 �3.37

Côte d’Ivoire 1.31 1.35 4.62 2.91 0.34 �11.39

Kenya 1.74 2.49 14.04 7.56 0.35 �4.71

Tanzania 16.04 4.26 17.01 2.76 0.85 �0.59

Zambia 2.86 5.23 5.31 5.42 0.70 �1.63

Zimbabwe 5.23 4.62 36.64 3.61 0.53 �2.78

Sectoral dummies:

Textile 0.51 �2.24 0.50 �1.38 0.82 �0.63

Metal 0.25 �10.57 0.52 �1.53 0.76 �3.23

Wood 0.60 �2.89 0.57 �0.92 0.73 �0.97

Average incidence of problems: 21.71 1.72 133.08 1.25 2.44 1.08

Firm’s characteristics:

Size2 1.12 1.85 0.65 �2.78 1.06 0.89

Age3 1.31 1.38 1.18 1.48 1.11 0.75

Limited liability status 1.04 0.12 2.78 1.11 0.64 �1.52

Some state ownership 0.93 �0.12 4.47 2.65 0.92 �0.16

Some foreign ownership 0.89 �0.60 2.68 3.71 1.39 0.81

African owner/manager 1.96 2.23 2.21 1.76 0.98 �0.05

European owner/manager 1.70 1.26 0.47 �1.70 0.95 �0.12

Relationship with clients:

Sell to manufacturers/consumers 1.44 1.09 0.88 �0.36 2.00 3.84

Sell to public firms 0.69 �1.46 1.76 0.88 0.97 �0.12

Share of exports in sales 1.13 0.46 1.65 0.67 1.09 0.61

Characteristics of problematic clients:

Individual 0.63 �1.09 1.07 0.10 0.61 �1.00

Relative or same ethnicity 2.15 3.32 0.57 �0.91 1.09 0.41

Length of relationship4 1.17 1.54 0.78 �1.51 1.37 2.58

Dispute is about nonpayment:5 0.20 �7.68 0.17 �3.77 0.20 �9.90

Conflict resolution method:

Direct negociations 2.11 5.33 0.88 �0.21 1.54 1.68

Private arbitration 1.73 1.15 1.31 0.17 1.82 0.84

Police 0.39 �2.02 0.67 �0.38 0.27 �7.64

Lawyers and courts 0.73 �0.95 0.62 �1.63 0.35 �16.24

Number of observations 525 253 519

Pseudo R-squared 0.2271 0.2217 0.2395

Correctly classified 74% 85% 76%

Notes: Robust standard errors reported using country-level clustering. (1) Burundi is the omitted country;
(2) firm’s size ¼ log(number of employeesþ 1); (3) firm’s age ¼ log(survey year� year of inception);
(4) length of relationship ¼ log(years of acquaintance with problematic clientþ 1); (5) as opposed to
late payment; (6) conditional on the dispute being settled.
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Table 5.10
Logit regressions on settlement of contractual disputes with suppliers

Dispute settled
Trade relationship
continues

Odds ratio z-statistic Odds ratio z-statistic

Country dummies:1

Cameroon 0.63 �1.07 na na

Côte d’Ivoire 0.86 �0.33 0.72 �0.86

Kenya na na 0.24 �2.07

Tanzania 4.30 1.86 0.33 �1.61

Zambia 0.78 �0.34 0.31 �2.57

Zimbabwe 0.77 �0.45 0.93 �0.15

Sectoral dummies:

Textile 2.27 2.35 0.89 �0.29

Metal 1.48 1.94 0.79 �0.66

Wood 1.53 0.75 0.57 �0.96

Average incidence of problems: 22.71 2.19 0.02 �1.23

Firm’s characteristics:

Size2 1.01 0.03 1.12 1.29

Age3 0.85 �0.61 1.36 1.93

Limited liability status 1.03 0.05 1.14 0.21

Some state ownership 1.80 0.75 0.71 �0.29

Some foreign ownership 1.03 0.04 1.15 0.47

African owner/manager 0.77 �0.29 0.83 �0.67

European owner/manager 0.92 �0.12 0.59 �1.25

Relationship with suppliers:

One supplier monopolistic 0.89 �0.64 1.05 0.09

One supplier public firm 1.31 1.05 1.94 1.73

Share of imported inputs 1.36 0.47 0.69 �1.38

% purchases from main supplier 1.06 0.08 1.36 0.62

Average length of relationship4 1.42 1.46 0.93 �0.60

One supplier friend or family 0.61 �0.74 0.54 �1.06

Dummy for infrequent purchases 0.48 �3.46 0.77 �0.95

Receives supplier credit 0.75 �0.55 1.38 0.71

Gives advance payment 1.58 0.80 1.99 0.72

Characteristics of problematic supplier:

Dummy if first time supplier 0.92 �0.14 0.25 �2.47

Length of relationship5 0.93 �0.37 0.95 �0.13

Dummy if public firm 0.26 �5.97 0.61 �1.14

Dummy if individual 1.67 1.31 1.64 0.83

Conflict resolution method:

Direct negociations 3.57 7.43 Not included6

Use of legal institutions 2.17 1.13 Not included6

Number of observations 320 360

Pseudo R-squared 0.1343 0.1366

Correctly classified 75% 83%

Notes: Robust standard errors reported using country-level clustering. (1) Burundi is the omitted country;
(2) firm’s size ¼ log(number of employeesþ 1); (3) firm’s age ¼ log(survey year� year of inception); (4)
log of average length of relationship with suppliers in yearsþ 1; (5) length of relationship ¼ log(years of
acquaintance with problematic supplierþ 1); (6) these variables could not be included in the regression due
to insu‰cient number of observations.



manufacturing sector as well as a good legal and court system. Since Zimbabwe is

probably the country in the sample where legal institutions best support business

(Fafchamps et al. 1995), this finding contradicts the idea that a high frequency of

contract noncompliance is a sign of imperfect legal institutions and unsophisticated

business practices. We similarly find that large firms are both more likely to encoun-

ter contract noncompliance and to make use of lawyers and courts. Taken together,

these results suggest that access to supportive legal institutions incite firms to take

more chances with suppliers and clients, thereby encouraging trade while at the same

time resulting in more cases of breach and more recourse to courts and lawyers. In

contrast, firms that have little or no access to courts must rely on alternative institu-

tions such as business relationships and social networks, and adopt cruder business

practices to minimize their exposure to contractual risk.

A corollary of the above is that, unless firms feel su‰ciently protected, they choose

to avoid situations in which problems may arise. As a result the incidence of prob-

lems is lower when legal institutions are less developed and the manufacturing sector

unsophisticated. This may also explain why large firms, which are more likely to call

upon the legal system, are also those who face more problems. Similar conclusions

are reached in the next chapter regarding agricultural traders in Madagascar. The

role of institutions is further brought to light by the fact that exporting firms face

fewer payment problems, despite having to collect payment from firms located

in other countries. We interpreted this result as a consequence of the letter of credit

mechanism whereby banks located abroad collect payment in the name of the

exporting firm. In contrast, importing firms face more late deliveries, probably

because of transport and customs delays.

Our results are in line with the idea that African manufacturers expect supply

contracts to be flexible. Our findings indicate that contract nonperformance is han-

dled primarily through direct negotiation. Only if negotiation is unsuccessful do firms

turn to outsiders such as lawyers and courts and, in certain cases, the police. When

this happens, the parties are extremely unlikely to resume their relationship. The

existence of long-term relationships with clients and suppliers appears to serve as

a facilitator in these disputes, raising the probability that the dispute is settled and

that the outcome is judged satisfactory. Relations based on family, friendship, or

ethnicity/kinship make it easier for firms to solve disputes but also raises the inci-

dence of contract nonperformance, the two issues being possibly linked.

The chapter contributes to the literature in two ways. First, it demonstrates that

regarding contracts as rigid is not only inaccurate, it also fails to recognize that

contractual flexibility is necessary for market exchange to take place. This finding is

essential for a proper understanding of how markets operate in practice. Second,
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although the data did not allow us to ascertain the direction of causality between

participation in international markets and contractual practices, the evidence pre-

sented nevertheless suggest that the relation between the two is strong and deserves

further study. What this chapter was able to show is that African manufacturers

operate in an environment where contractual disputes are frequent but are mostly

dealt with through direct negotiation. The great majority of disputes regarding late

deliveries are resolved to the satisfaction of the parties and trade is resumed

thereafter. The same is true for many disputes regarding late payment. More work

is needed to assess whether African firms exposed to outside influences through trade

adopt Western-style contractual practices in their local operations or rather take

advantage of local tolerance for late payment and delivery to meet their stricter

obligations towards international suppliers and clients.

Taken together with evidence that entrepreneurs who are ethnic Africans seek the

resolution of disputes primarily through nonconfrontational means, these results

suggests that there may be reasons other than rent seeking and erroneous policies

for why Africa trades so little with the rest of the world, namely that foreign firms

find it di‰cult to deal with African firms and find them generally unreliable. In par-

ticular, attempts by African entrepreneurs to renegotiate delivery and payment terms

ex post—a relatively common practice in local transactions according to the data

presented here—are likely to be misinterpreted as opportunistic. While it would be ill

advised to overplay the idea—other obstacles to trade remain formidable—it never-

theless opens the door to another way of conceiving and, hence, promoting relations

between African and foreign firms, namely trust and network building. This issue

deserves further investigation.
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6 Evidence from Agricultural Traders

Having looked at manufacturing, we now turn to agricultural trade. Three countries

were surveyed: Madagascar, Benin, and Malawi. All three are particularly suitable

places to study market institutions at early stages of development because, until

recently, their agricultural trade was subject to various forms of government control

(e.g., Berg 1989; Dorosh and Bernier 1994; Barrett 1997a, b). All three countries

have kept much of the French or English legal code and judicial system they inher-

ited from colonization. Their commercial law may be a little dated, not having been

overhauled since independence (e.g., Root 1993; World Bank 1995). But it is likely to

be superior to the legal environment that prevails in most transitional economies.

Liberalized grain trade in sub-Saharan Africa thus constitutes an interesting test case

of the role of law in the development of e‰cient markets, and it provides a unique

window on the early development of markets when laws were not entirely inade-

quate1 but their implementation left much to be desired. The analysis presented here

should supply useful insights on the likely e¤ect of legal reform in transition econo-

mies at a similar level of development.

Using data from three trader surveys, we show that the incidence of theft and

breach of contract is low among agricultural traders and that the losses resulting

from such instances are small. Prima facie these results suggest that market institu-

tions work well. A closer look at the evidence, however, reveals that low incidence of

theft and contractual breach is achieved essentially through low exposure. Theft is

rare because many traders do not stock the goods they sell, and if they do, they go to

great length in ensuring that their stocks are protected—such as by sleeping in their

store. Econometric analysis confirms that overnight storage is a significant risk factor

in theft incidence in Madagascar. Among those who transport grain from town to

town, payment of protection money and travel in convoy are common—presumably

against the risk of ambush that is endemic in certain parts of Africa. A number of

surveyed traders even declare refraining from hiring additional workers for fear of

employee-related theft. This is particularly true in Madagascar.

The situation regarding contract compliance is similar. Traders limit their expo-

sure to potential breach of contract by adopting commercial practices that leave little

room for abuse. Most transactions take a simple cash-and-carry form. Supplier credit

is infrequent, and the placement of orders is uncommon. Payment by check and

invoicing are virtually unheard of. Traders personally inspect the quality of goods

purchased in nearly all transactions. Econometric analysis indicates that exposure is

a dominant risk factor in all cases of contractual breach.

1. Even if somewhat outdated and contradictory.



Survey results from Madagascar further show that recourse to legal institutions

is rare, but that it increases with the severity of the dispute. The use of police and

courts is indeed highest in theft cases and lowest in late delivery and deficient quality

cases, with nonpayment by clients in between. Direct negotiation with the other

party is the dominant conflict resolution method in contractual disputes. Traders’

propensity to solve disputes and to resume trade with each other is shown to depend

critically on the use of direct negotiations with the other party. Recourse to negotia-

tions in turn depends on the strength of the relationship between trading partners.

These results are broadly similar to those reported in the previous chapter. They also

resemble the findings of Bernstein (1996) about grain traders in the United States,

albeit with even less reliance of formal institutions.

6.1 Incidence of Theft and Breach of Contract

Table 6.1 summarizes the incidence of theft and breach of contract in the twelve

months preceding the survey. The proportion of traders who were victim of theft

in the previous twelve months varies from 8 percent in Madagascar to 33 percent

in Malawi. The total value of stolen goods is small: it accounts for between 0.3 to

0.6 percent of total annual sales. Incidence appears much higher for a handful of

respondents, but we cannot rule out the possibility of error in data collection. Of

56 instances of thefts reported in Madagascar, 23 took place at the trader’s store

during the day, 23 took place at night, 7 during transport, and 3 while the goods

were in the hands of third parties (table 6.2). Not all thefts are equally costly, how-

ever: the average value of stolen goods is on average nine times higher for thefts at

night or during transport. In a third to three-quarters of theft cases, respondents are

confident that employees were not responsible; in the rest of the cases, respondents

either suspected employees or are unsure. Suspicion toward employees is much

higher in Madagascar, where the security situation is known to be bad (e.g., Root

1993; Ministere de la Justice 1999; Fafchamps and Minten 2001a). Not surprisingly,

Malagasy traders who suspect employees are those with more employees—7.7 as

opposed to 3.4 among respondents who do not suspect their workforce. Theft by

employees (or with their assistance) is thus is a concern of surveyed traders, espe-

cially large ones located in Madagascar.

Breaches of contract are somewhat more prevalent, but they a¤ect a minority of

survey respondents (table 6.2). Except for quality problems, the proportion of sales

and purchases a¤ected by breach of contract is less than 5 percent on average. It is

much higher for some traders, though. In Benin and Malawi, information is also
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available on whether the supplier or client tried to renegotiate the agreed-upon price

after the deal. Depending on the circumstances, this can also be conceived as breach

of contract. Survey responses suggest that renegotiation occurs fairly often, especially

with suppliers, and that it a¤ects a significant volume of purchases. The typical situ-

ation is one in which a trader scouts a village in search of produce. A seller is found

and a price agreed. The trader then arranges transport and comes back a few hours

or days later to pick up and pay. Farmers occasionally take advantage of the situa-

tion to raise the price. This is akin to a standard holdup problem.

Deficient quality and late payment are the most often cited problems. But their

implied cost is only a fraction of the value of the transaction—such as loss in value

due to inferior quality and opportunity cost of capital in case of late payment.

The same is true for late delivery. Nonpayment, a much more severe form of

Table 6.1
Incidence of theft and breach of contract

Madagascar Benin Malawi

Theft

Traders who experienced theft in last 12 months 7.7% 16.4% 33.2%

Value of stolen goods relative to annual sales 0.3% 0.6% 0.3%

Maximum value of stolen goods relative to annual sales 93.0% 70.5% 42.1%

Late delivery by suppliers

Traders who experienced late delivery in last 12 months 8.8% 1.4% 16.4%

Proportion of late deliveries in total transactions 1.6% 0.2% 0.1%

Deficient quality of deliveries by suppliers

Traders who experienced deficient quality in last 12 months 20.6% 2.7% 40.8%

Proportion of deficient quality deliveries in total transactions1 4.4% 6.3% 9.6%

Attempt to renegotiate the agreed-upon price with suppliers

Traders who experienced an attempt to renegotiate the price na 12.3% 24.8%

Proportion of such purchases in total transactions1 na 10.5% 8.5%

Late payment by clients

Traders who experienced late payment in last 12 months 30.8% 24.4% 42.1%

Proportion of late payments in total transactions 1.9% 2.0% 2.2%

Nonpayment by clients

Traders who experienced non payment in last 12 months 6.8% 19.9% 25.1%

Proportion of non payments in total transactions 0.0% 0.6% 0.6%

Attempt to renegotiate the agreed-upon price with clients

Traders who experienced an attempt to renegotiate the price na 5.7% 20.2%

Proportion of such sales in total transactions1 na 0.1% 4.4%

Number of observations 733 640 731

Notes: The exact number of valid observations varies somewhat from question to question. (1) For Benin,
this figure is only available for traders who place orders with suppliers.
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breach of contract, is quite rare and a¤ects only 0.1 to 0.6 percent of all transactions.

These findings are similar, though more pronounced, to those reported in earlier

chapters.

Judging from these numbers, the direct costs of theft and breach of contract are

quite small—less than one or two percents of annual sales on average.2 Some traders

occasionally su¤er more severe losses, however, especially when goods are stolen

at night or during transport. On the basis of these numbers, one may be tempted to

conclude that the rule of law prevails in rural Africa and that malfeasance is ade-

quately deterred by existing legal institutions. This is in apparent contradiction with

Table 6.2
Exposure to theft and prevention

Madagascar Benin Malawi

Traders who experienced a theft in last 12 months 8% 16% 33%

Of those who experienced a theft:

% who experienced theft at store during the day 42% na na

% who experienced theft from storage at night 40% na na

% who experienced theft during transport/consignment 18% na na

Of those who experienced a theft:

% who think theft was not due to employee 32% 61% 72%

% who suspect an employee 37% 5% 9%

% who do not know 26% 33% 18%

Traders who refrain from hiring workers for fear of theft 37% 2% 11%

Traders who stock overnight 72% 86% 95%

Of those who stock overnight:

% with lock on storage location 99% 75% 87%

% who sleep on premices 64% 18% 48%

% who hire a guard 52% 40% 27%

% who either sleep on premices or hire a guard 95% 55% 64%

Traders who transport goods from one town to another 41% 84% 73%

Of those who transport:

% who avoid certain locations for fear of theft during
transport

4% 8% 17%

% who pay someone for protecting goods in transport 14% 4% 17%

% who travel in convoy 30% 10% 19%

% who either pay for protection or travel in convoy 43% 14% 34%

2. Estimated from table 6.2 assuming that losses from late delivery and late payment account for at most
10 percent of the value of sales and that losses from deficient quality account for at most 5 percent of
sales value. With these generous assumptions, total losses amount to 0.89 percent of total sales—0.28
percent from theft, 0.04 percent from nonpayment, 0.16 percent from late delivery, 0.22 percent from de-
ficient quality, and 0.19 percent from late payment. Recovered goods are not subtracted from loss from
theft.
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the fact that 64 percent of the 364 individuals interviewed in Madagascar by the

Ministère de la Justice (1999) listed theft as their number one public safety concern,

and that the majority of them did not trust police and courts to provide su‰cient

protection. A closer inspection of the evidence suggests, however, a possible recon-

ciliation: the low incidence of malfeasance owes more to prevention by traders than

to legal deterrence. Surveyed traders indeed go to great lengths to minimize the risk

of theft and breach of contract.

Table 6.2 lists some of the measures surveyed traders take to minimize theft. Over

a third of Malagasy respondents declared refraining from hiring additional workers

for fear of employee theft. The magnitude of this figure—and its likely welfare cost

in an economy where underemployment is rampant and trade is a major source of

employment—perfectly illustrates the idea that the indirect costs of malfeasance are

potentially much larger than its direct costs (see Hart 1988 for a similar observation).

Table 6.2 also shows that among traders who stock agricultural products, a large

proportion sleep on the premises, especially in Malawi and Madagascar. Most over-

night storage is both locked and guarded. Of those traders who transport goods

from one town to another, a significant minority either pay for protection or travel

in convoy.3 In addition a number of traders declare avoiding certain routes for fear

of bandits. Finally, we note that a much smaller proportion of surveyed traders

transport agricultural products in Madagascar where the safety situation is the least

satisfactory.

A similar picture of limited exposure emerges for quality control. Table 6.3 indi-

cates that, in Madagascar, the price di¤erential between the two most traded rice

qualities oscillate between 8 and 9 percent in the capital city. Some of this quality

variation is due to di¤erences in traditional crop varieties across regions.4 This

source of quality variation can presumably be controlled by traders simply by ver-

ifying the geographical origin of the goods they buy. Some of the variation in qual-

ity, however, does not come from regional di¤erences but from improper handling5

and from natural variation in traditional seed material, thereby making it harder to

ascertain. Taken together, the evidence indicates that price varies with quality and

that quality cannot be perfectly inferred by a product’s region of origin.

3. Interestingly, only two traders report doing both.

4. Unlike in advanced economies where most food is produced from a handful of highly homogeneous
improved seeds, farmers in Madagascar as well as in much of the tropics rely on their own output for
seeds. This process results in widespread dispersion in genetic traits and output characteristics across
regions and even villages.

5. For instance, high moisture content, fungus and pest damage, brokens ( jargon for grain trader), and
presence of stones and sand.
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Table 6.3
Variation of quality and inspection by trader

Madagascar

Traders’ assessment of quality variation

Whether prices vary with product quality:

A lot 33%

A little bit 61%

Not at all 7%

Whether product quality varies by region of origin

A lot 37%

A little bit 57%

Not at all 6%

Whether product quality varies within region of origin:

Always 5%

Often 14%

Sometimes 37%

Seldom 36%

Never 7%

Average price di¤erential between C1 and C2 quality rice1

Retail price 9%

Wholesale price 8%

Verification of quality before purchase

Trader verifies quality:

Always 84%

Often 13%

Sometimes 2%

Never 1%

The person who verifies quality is:

Trader himself/herself 93%

Family helper 4%

Employee or collecting agent 2%

Nobody 1%

Client verifies quality:

Always 85%

Often 11%

Sometimes 2%

Never 2%

Note: (1) The market price data on rice was collected by the IFPRI-FOFIFA project in Antananarivo
(1997).
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As table 6.3 shows, the overwhelming majority of surveyed Malagasy traders

and their clients respond to quality risk by inspecting each and every purchase. The

importance of quality inspection is further underscored by the fact that the task is

virtually never delegated to family helpers, employees, or collecting agents. Although

we did not attempt to measure the time actually spent on quality verification by

Malagasy traders, casual observation suggests that the process can be very time-

consuming. Furthermore it requires that the trader be present at each purchase,

thereby complicating the conduct of business and requiring extensive travel on the

part of the trader.

Slightly di¤erent information was collected in Benin and Malawi. It is summarized

in table 6.4. We see that virtually all respondents assess the type and quality of what

they purchase via direct inspection. Only a handful of traders rely on what the sup-

plier tells them. Prices vary significantly with quality, particularly in wetter Benin

where humid grain an tubers spoil rapidly.

Reduced exposure is also observed with respect to other sources of breach of con-

tract. Most surveyed traders never place orders from suppliers (85 percent in Mada-

gascar, 94 percent in Benin, and 68 percent in Malawi). Most never give credit

to customers (54 percent in Madagascar, 75 percent in Benin, and 64 percent in

Malawi). In addition payment by check is unheard of; all transactions are strictly

cash.6 Although such practices presumably reduce contractual risk, they complicate

transactions and the planning of business.

Table 6.4
Assessment of type and quality

Benin Malawi

Traders reporting the existence of di¤erent types or varieties 79% 76%

Method used to assess type or variety:

Direct inspection by trader 99% 100%

Rely on supplier/other 1% 0%

Traders reporting the existence of di¤erent qualities 67% 62%

Method used to assess quality:

Direct inspection by trader 99% 99%

Rely on supplier/other 1% 1%

Price variation due to quality:

Coe‰cient of variation of price 14% 10%

Price gap between high and low price as % of mean price 27% 18%

6. The use of check is absent even of credit transactions, presumably because Malagasy banks are notori-
ously slow in processing payments and transfers. At the time of the survey, it allegedly took two to three
weeks for banks to transfer funds from agencies of the same bank located in two di¤erent towns.
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6.2 Risk and Limited Exposure

However costly, e¤orts at minimizing the incidence of malfeasance are in general ef-

fective. As indicated by table 6.5, simple t-tests indicate that not storing overnight

virtually eliminates the risk of theft in Madagascar. In the other two countries, stor-

age in not significant, probably because the risk of theft is lower. Not placing orders

cancels the risk of late delivery, and not giving credit to clients dramatically reduces

the risks of late and nonpayment. The results reported in table 6.5 may, however, be

unreliable because they ignore the e¤ects of other possible determinants of malfea-

sance, such as di¤erences in firm size, managerial quality, and regional di¤erences in

incidence. They also fail to control for the possibility that prevention is endogenous.

We therefore complement the bivariate analysis reported in table 6.5 with a mul-

tivariate regression analysis that controls for possible endogeneity. Results regarding

theft are presented in table 6.6. The dependent variable is a binary variable equal to

one if the respondent has incurred a theft in the previous twelve months. Explanatory

variables include total sales (to control for size), human capital (measured by years of

schooling and the log of years of trade experience), and location dummies. Presum-

ably larger firms may experience more theft because they process a larger volume of

goods and find it harder to control their employees. Total sales are instrumented to

control for the possible feedback e¤ect that theft may have on sales.7 Human capital

is included to control for the possibility that smarter, more experienced traders might

be better able to prevent theft. Location variables control for general crime environ-

ment and other spatial e¤ects.

Risk factors such as overnight storage and storage capacity are included as regres-

sors as well, to assess their e¤ect on risk (model 1). As expected, results show that

Malagasy traders who store overnight are more at risk. The magnitude of the coe‰-

cient is very large. Storage capacity has the expected sign, but its t value is below

standard levels of significance. The risk of theft is also highest in regions where in-

security is generally perceived to be highest. In Benin, storage appears to reduce the

risk of theft, perhaps because the much better security situation induces some traders

to keep their goods in unprotected areas, with some increase in the risk of theft. A

similar e¤ect is observed in Malawi, but it is not significant.

To control for possible endogeneity of risk factors, we then instrument risky be-

havior variables and replace them by their predicted value.8Results with instrumented

7. Instruments include various measures of physical and working capital, labor and management, social
network capital, and family background.

8. Instruments include personal wealth, age, and sex of the owner, social network capital, personal traits,
and family background.
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Table 6.5
Exposure and incidence

Madagascar Benin Malawi

Theft and storage

Value of stolen goods relative to annual sales:

Trader does not stock overnight 0.00% 1.46% 0.23%

Trader stocks overnight 0.38% 0.51% 0.29%

t-test �1.9016 1.0542 �0.5020

p-value 0.0578 0.2946 0.6170

Theft and transport

Value of stolen goods relative to annual sales:

Trader does not transport 0.28% 1.89% 0.20%

Trader transports goods 0.28% 0.40% 0.32%

t-test �0.0268 1.5741 �1.1019

p-value 0.9786 0.1186 0.2709

Late delivery by suppliers

Proportion of transactions with late delivery:

Trader does not place orders with suppliers 0.00% 0.00% 0.00%

Trader places orders with suppliers 10.55% 3.53% 0.29%

t-test �5.8100 �2.1748 �4.7968

p-value 0.0000 0.0365 0.0000

Deficient quality of deliveries by suppliers

Proportion of transactions with deficient quality:

Trader does not always inspect the quality of
supplies

5.76% na na

Trader always inspects quality of supplies 4.19% na na

t-test 0.9070

p-value 0.3660

Late payment by clients

Proportion of transactions with late payment:

Trader does not grant credit to clients 0.33% 0.00% 1.29%

Trader grants credit to at least some clients 3.77% 3.30% 2.66%

t-test �4.3800 �2.4724 �1.6694

p-value 0.0000 0.0149 0.0956

Nonpayment by clients

Proportion of transactions with nonpayment:

Trader does not grant credit to clients 0.00% 0.01% 0.01%

Trader grants credit to at least some clients 0.08% 0.96% 0.88%

t-test �3.1191 �1.0807 �2.6071

p-value 0.0200 0.2822 0.0094

Note: Test of equality of variance rejected in all cases. All t-tests conducted without assuming equality of
variance. For Benin, tests for late payment and nonpayment are based on a small number of observations
because few traders stated how many transactions they undertake per month.
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exposure factors are presented under the column model 2 of table 6.6. They confirm

that storage raises the incidence of theft in Madagascar but reduces it in Benin.

We run similar regressions for various forms of breach of contract. To control for

relationships, we include additional regressors such as the (log of the) number of

close relatives in agricultural trade and the number of suppliers and clients known

personally by the respondent. Fafchamps and Minten (2002b) indeed demonstrate

that better connected traders not only make more profits but also are more likely to

place orders and to give and receive trade credit. Following much of the literature

(e.g., North 1990; Greif 1993; Fukuyama 1995; Kranton 1996a), they hypothesize

that social connections mitigate opportunism. Regional dummies are included to

capture possible di¤erences in road infrastructure, climate, and other location spe-

cific factors. To the extent that late delivery is due to problems during transport,

we would therefore expect late delivery to more prevalent in isolated regions. Since

deficient quality is often related to imperfect drying, we would expect quality to be

more problematic in humid regions.

Regression results are presented in tables 6.7 to 6.10. Since late delivery cannot

occur unless an order has been placed, late delivery regressions are presented only for

model 2 with instrumented exposure factor. Estimated coe‰cients of exposure fac-

tors have the right sign and most are significant. This confirms that risk avoidance

explains low-risk incidence in the studied countries.

Table 6.6
Determinants of the incidence of theft

Madagascar

Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic

Exposure factors

Night storage at sales location Yes ¼ 1 22.612 12.46 4.968 2.83

Storage capacity Logðxþ 1Þ 0.156 1.01 0.504 2.60

Trader’s characteristics

Total sales (predicted) Value 0.151 0.81 0.237 1.57

Years of schooling Number �0.041 �0.74 �0.077 �1.43

Years of experience Logðxþ 1Þ �0.220 �0.81 �0.418 �1.60

Location dummies

Intercept �25.905 �9.211 �4.60

Number of observations 674 674

Pseudo R-squared 0.210 0.111

Note: Logit estimates reported. Model 1: actual value of exposure factors. Model 2: predicted values of
exposure factors.
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Other results are worth commenting as well. Traders with more business contacts

and family members in agricultural trade appear to face a higher incidence of con-

tractual breach. The e¤ect is not always significant, however. In a number of cases

the pattern is reversed for Malawi where better social ties reduces contractual risk.

These contradictory findings probably result from two conflicting forces: reduced

risk and increased risk taking. In some cases, risk reduction dominates—and the

coe‰cient is negative. In others, the risk taking e¤ect dominates—and the coe‰cient

is positive. We revisit this issue below. Fafchamps and Minten (2002b) find that

respondents with more relatives in agricultural trade get significantly lower profits

after controlling for all factors and inputs.

To summarize, we have shown that the incidence of theft and contractual breach is

low but also that Malagasy grain traders go to great length to reduce their exposure

to malfeasance. Regression analysis demonstrated that prevention is e¤ective in the

sense that traders who opt for more risky trading practices face a higher incidence of

malfeasance. The question remains of why prevention is the dominant method grain

traders use to reduce risk. To answer this question, we now examine what happens

when a theft or a breach of contract actually occurs.

6.3 Legal Institutions and Deterrence

Questions regarding legal institutions and deterrence were only asked to Malagasy

traders. They are summarized in tables 6.11 to 6.14. We see that recourse to the

Benin Malawi

Model 1 Model 2 Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

�1.388 �4.15 �2.005 �2.94 �0.103 �0.26 �1.103 �1.34

�0.016 �0.50 0.007 0.06 0.008 0.33 0.008 0.10

0.127 1.07 0.148 0.68 0.058 0.78 0.083 0.72

0.040 1.10 0.032 0.86 0.011 0.42 0.009 0.35

0.514 2.33 0.426 1.69 0.050 0.40 0.046 0.32

Included but not shown

�2.835 �3.22 �2.298 �2.25 �1.218 �1.72 �0.488 �0.53

551 567 698 712

0.065 0.040 0.005 0.008
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Table 6.7
Determinants of the incidence of late delivery by suppliers

Madagascar
Model 2

Benin
Model 2

Malawi
Model 2

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Exposure factors

Respondent places orders Yes ¼ 1 5.900 4.38 4.155 0.82 1.625 2.06

Trader’s characteristics

Total sales Value 0.008 0.05 0.414 0.57 0.046 0.47

Years of schooling Value 0.005 0.09 0.098 0.78 0.029 0.85

Years of experience Logðxþ 1Þ �0.178 �0.74 0.384 0.38 �0.276 �1.67

Number of relatives in agricultural trade Logðxþ 1Þ 0.310 1.07 �0.196 �0.29 �0.343 �1.84

Number of suppliers known personally Logðxþ 1Þ �0.087 �0.36 �0.292 �0.80 0.323 2.97

Location dummies Included but not shown

Intercept �2.637 �1.59 �9.109 �1.60 �2.909 �3.49

Number of observations 673 563 717

Pseudo R-squared 0.219 0.188 0.058

Note: Logit estimates reported. Model 1: cannot be estimated because late delivery does not occur unless an order has been placed. Model 2:
predicted values of exposure factors.
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police is relatively frequent in cases of theft: as shown in table 6.11, one-third of theft

cases were reported to the police, and respondents went to court—presumably as

witnesses—in 10 percent of the theft cases. This finding is consistent with the results

from the attitudinal survey reported in Ministère de la Justice (1999), where 31 per-

cent of respondents stated they would contact the police if they were a victim of theft.

Calling upon the police had no noticeable e¤ect on the probability of recovering

stolen items, however: of those traders who went to the police, 24 percent retrieved

all or part of their stolen goods; of those who did not, 34 percent retrieved some-

thing. The di¤erence is not statistically significant (t value of 0.81). The small number

of observations (57 cases of theft) precludes further analysis.9

We have a little more information on contractual disputes with suppliers and

clients. Surveyed traders were asked whether they ever called upon an intermediary

to mediate their contractual disputes with suppliers or clients, and whether they ever

went to the police, a lawyer, or a court in relation with a purchase or sales dispute.

Their responses, listed in table 6.11, show that apart from an occasional recourse

to the police, the use of legal institutions by Malagasy grain traders is extremely low

in contractual disputes with suppliers and clients. These results are consistent with

results from an attitudinal survey reported in Ministère de la Justice (1999).

One conceivable interpretation of these numbers is that legal enforcement in

Madagascar is so e¤ective and predictable that parties rationally anticipate the out-

come and prefer to settle beforehand to avoid litigation costs. Table 6.11 indeed

indicates that direct negotiations are the instrument of choice to resolve contractual

disputes. Mediators are used occasionally as well. But the data also show that the

threat of recourse to the police or to courts is extremely rare. In addition these

threats tend to be used only in desperate circumstances. Of the eight cases in which

a threat of police action was mentioned, for instance, five were for nonpayment by

a client. Finally, surveyed traders hardly ever seek the advice of a lawyer. Taken

together, these observations suggest that the threat of court action is not an impor-

tant deterrent of contractual opportunism in the Malagasy grain market. Yet lack of

familiarity with courts and legal institutions does not seem to be the main reason for

lack of usage: the fact that one-third of robbed traders went to the police and 11

percent went to court does not suggest reluctance for legal institutions per se. What

the data therefore indicates is that contractual obligations are largely seen as outside

the purview of the law—with the possible exception of nonpayment.

9. With such a small number of observations and no suitable instruments, it is impossible to control for
self-selection bias in the sense that traders may only go to the police if they cannot solve the theft on their
own. The lack of statistical di¤erence in the resolution of cases brought to the police and those handled by
traders themselves does not alone constitute su‰cient evidence that the police is ine¤ective.
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Table 6.8
Determinants of the incidence of deficient quality deliveries by suppliers

Madagascar

Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic

Exposure factors

Owner never verifies quality Code1 0.061 0.30 0.058 0.30

Number of persons authorized to buy LogðxÞ
Trader’s characteristics

Total sales Value �0.029 �0.25 �0.029 �0.24

Years of schooling Number �0.023 �0.65 �0.024 �0.67

Years of experience Logðxþ 1Þ �0.195 �1.10 �0.196 �1.10

Number of relatives in agricultural
trade

Logðxþ 1Þ 0.784 3.71 0.819 3.14

Number of suppliers known
personally

Logðxþ 1Þ 0.197 1.19 0.206 1.23

Location dummies

Intercept �0.573 �0.47 �0.437 �0.34

Number of observations 670 673

Pseudo R-squared 0.272 0.273

Note: Logit estimates reported. Model 1: actual value of exposure factors. Model 2: predicted values of
exposure factors. (1) Variable coded from 1 ¼ always verify to 5 ¼ never verify.

Table 6.9
Determinants of the incidence of late payment by clients

Madagascar

Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic

Exposure factors

Credit sales in total sales Share 5.045 8.41 2.394 3.67

Trader’s characteristics

Total sales Value 0.024 0.23 0.186 1.95

Years of schooling Number �0.012 �0.36 �0.037 �1.16

Years of experience Logðxþ 1Þ �0.010 �0.06 �0.064 �0.37

Number of relatives in agricultural
trade

Logðxþ 1Þ 0.423 2.12 0.379 2.06

Number of clients known personally Logðxþ 1Þ 0.235 1.85 �0.001 �0.01

Location dummies

Intercept �1.572 �1.43 �3.148 �3.19

Number of observations 673 673

Pseudo R-squared 0.227 0.138

Note: Logit estimates reported. Model 1: actual value of exposure factors. Model 2: predicted values of
exposure factors.
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Benin Malawi

Model 1 Model 2 Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

0.795 1.41 0.110 0.08 0.609 2.98 0.684 1.08

0.164 0.49 0.297 0.86 0.145 1.99 0.133 1.37

0.102 1.45 0.115 1.64 0.011 0.41 0.009 0.36

�0.347 �0.64 �0.259 �0.47 �0.321 �2.62 �0.324 �2.64

0.692 1.78 0.747 1.91 0.000 0.00 0.010 0.07

0.060 0.24 �0.016 �0.07 0.292 3.67 0.268 3.16

Included but not shown

�6.526 �2.91 �7.210 �3.17 �2.088 �3.23 �2.014 �2.69

566 568 718 718

0.133 0.118 0.068 0.060

Benin Malawi

Model 1 Model 2 Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

1.378 2.58 5.323 3.40 8.340 9.55 1.351 0.68

0.187 1.43 �0.038 �0.25 0.034 0.45 0.004 0.06

�0.049 �1.36 �0.063 �1.72 0.036 1.30 0.038 1.44

�0.641 �3.05 �0.869 �3.82 0.083 0.64 0.060 0.51

0.721 4.25 0.644 3.74 �0.141 �0.93 �0.266 �1.91

0.112 1.20 0.106 1.14 �0.310 �3.47 �0.293 �3.28

Included but not shown

�3.900 �4.28 �1.772 �1.54 �0.780 �1.13 0.302 0.46

563 566 716 716

0.240 0.252 0.159 0.031
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This interpretation begs the question of what is the alternative contract enforce-

ment mechanism: if legal institutions o¤er little or no protection against opportunis-

tic breach, why do surveyed traders bother to place orders and grant credit at all?

One thing that is quite clear from interviews is that coercion is not seen as a common

or even correct way of resolving contractual disputes. If anything, recourse to courts

and police is low because traders perceive these institutions to be too antagonistic

and conflictual. Reference to ‘‘trust’’ is the most common answer when traders are

asked why contracts are honored. To understand what ‘‘trust’’ means to Malagasy

traders, we investigate what happens in dispute cases. The first striking finding is that

most contractual disputes are resolved (85 percent of supplier cases and 79 percent

of client cases) and trade is resumed in most cases (91 percent of supplier cases and

78 percent of client cases). In addition dispute resolution and resumption of trade

are highly correlated; 79 percent of disputes with suppliers and 73 percent of disputes

with clients are resolved and trade resumed. These findings are similar to those

reported in the two previous chapters.

This suggests that breach of contract, although unwelcome and costly for respon-

dents, occurs within the context of long-term relationships. A reasonable in-

terpretation, largely confirmed by informal discussions with respondents and casual

Table 6.10
Determinants of the incidence of nonpayment by clients

Madagascar

Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic

Exposure factors

Credit sales in total sales Share 1.818 2.11 0.519 0.45

Trader’s characteristics

Total sales Value 0.170 0.94 0.294 1.74

Years of schooling Value 0.108 2.03 0.095 1.82

Years of experience Logðxþ 1Þ �0.087 �0.33 �0.072 �0.25

Number of relatives in agricultural
trade

Logðxþ 1Þ 0.701 2.39 0.707 2.45

Number of clients known personally Logðxþ 1Þ �0.245 �1.18 �0.324 �1.33

Location dummies

Intercept �4.238 �2.28 �5.314 �3.02

Number of observations 673 673

Pseudo R-squared 0.184 0.172

Note: Logit estimates reported. Model 1: actual value of exposure factors. Model 2: predicted values of
exposure factors.
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observation, is that parties implicitly agree to continue trading with each other as

long as contractual breach remains infrequent and provided that, when it occurs, a

good faith e¤ort is made to resolve the situation. If these conditions are satisfied, the

relationship continues; otherwise, it is severed. In other words, relational contracting

as modeled, for instance, by Ghosh and Ray (1996) is the key contract enforcement

mechanism. We explore this idea more in detail in the next chapter.

This interpretation is confirmed by regression analysis. Table 6.12, for instance,

shows that more personalized relations and longer acquaintance with suppliers and

clients is associated with e¤orts to resolve contractual disputes through direct nego-

tiation and, in the case of clients, through mediators. Regression results also indicate

that respondents with relatives in agricultural trade are much less likely to negotiate

payment problems with clients. Although a priori surprising, this finding is consistent

with the idea that disciplining relatives is di‰cult: if so, why bother waste time

negotiating with them. Tables 6.13 and 6.14 further illustrate that direct negotiations

have a strong positive e¤ect on the probability of resolving the dispute and resuming

trade. In other words, good faith e¤orts to iron out di‰culties are essential to the

preservation of trust and relationships. Results again show that payment problems

are less likely to be resolved for respondents who have relatives in agricultural

trade—and who presumably buy and sell from them.

Benin Malawi

Model 1 Model 2 Model 1 Model 2

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

1.687 2.95 5.190 3.08 3.609 5.56 6.815 2.94

�0.140 �1.00 �0.315 �1.93 �0.122 �1.49 �0.081 �1.01

�0.040 �1.05 �0.048 �1.27 0.042 1.42 0.017 0.55

0.060 0.26 �0.179 �0.73 0.223 1.61 0.186 1.36

0.440 2.52 0.340 1.93 �0.178 �1.12 �0.249 �1.59

0.198 2.00 0.189 1.92 0.198 2.07 0.250 2.45

Included but not shown

�3.425 �3.53 �1.551 �1.26 �1.422 �1.94 �1.639 �2.20

563 566 715 715

0.254 0.254 0.057 0.027
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The reader may want to know whether relational contracting as enforcement

mechanism is complemented by information sharing on cheaters and by collusion to

exclude them from future trade, as suggested, for instance, by Kandori (1992), Greif

(1993), and others. Table 6.15 provides some useful information in this respect. We

see that of those traders who obtain supplier credit, less than one-fifth come recom-

mended by other traders. The dominant credit screening procedure is to purchase

several times from the same trader, thereby establishing mutual trust. The most

common action taken in response to nonpayment is to stop deliveries. Similar find-

ings are reported by Fafchamps (1996) for Ghana. Very few respondents expect to

involve the police or the courts in debt collection, hence confirming that the trade

relationship constitutes its own collateral. There is some information sharing about

clients who do not pay, but its reach is limited: a majority of respondents estimate

that a client who does not pay is either unlikely or very unlikely to lose credit from

Table 6.11
Recourse to legal institutions in Madagascar only

Theft

Trader sought help of the police 37.5%

Trader went to court 10.7%

Number of observations: 57

Disputes with clients and suppliers

Traders who ever used the following in a dispute with client or supplier:

A third party as mediator or arbitrator 14.0%

The police 4.0%

A lawyer 0.6%

A court 0.7%

Number of observations 729

Conflict resolution methods used during the last incidence of:

1. Breach of contract by supplier:

Trader negotiated directly with supplier 86.0%

Trader sought help of mediator 3.4%

Trader sought help of lawyer 0.0%

Trader threatened to go to the police 0.0%

Trader threatened to go to court 0.6%

Number of observations: 178

2. Breach of contract by client:

Trader negotiated directly with client 93.6%

Trader sought help of mediator 9.1%

Trader sought help of lawyer 0.5%

Trader threatened to go to the police 3.6%

Trader threatened to go to court 0.9%

Number of observations: 220
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Table 6.12
Determinants of choice of dispute resolution method in Madagascar

Dispute with supplier
Direct negotiation
Yes ¼ 1

Dispute with client
Direct negotiation
Yes ¼ 1

Use of mediator
Yes ¼ 1

Coe‰cient z-statistic Coe‰cient z-statistic Coe‰cient z-statistic

Dependent variable

Value

Characteristics of transaction

Case of deficient quality Yes ¼ 1 0.196 0.616 na na

Length of relationship Logðxþ 1Þ 0.216 4.418 0.072 1.185 0.738 3.273

Amount paid (supplier)/due (client) Logðxþ 1Þ 0.055 1.991 0.227 4.974 �0.094 �0.968

Characteristic of trader

Total sales LogðxÞ �0.118 �0.961 0.132 1.057 0.231 1.991

Number of relatives in agricultural trade Logðxþ 1Þ �0.234 �1.058 �0.792 �3.457 �0.505 �1.927

Number of suppliers/clients known personally Logðxþ 1Þ 0.332 1.729 0.383 1.846 0.104 0.531

Intercept 0.918 0.666 �3.163 �2.147 �7.512 �3.849

Number of observations 180 246 246

Pseudo R-squared 0.229 0.522 0.215

Note: Probit estimates reported.
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Table 6.13
Determinants of conflict resolution with suppliers

Dispute is resolved (Yes ¼ 1) Trade is resumed (Yes ¼ 1)

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Method of dispute resolution

Direct negotiations with supplier Yes ¼ 1 2.805 4.585 0.793 1.887

Characteristics of transaction

Dispute is about quality Yes ¼ 1 �0.711 �1.912 �0.538 �1.335 0.191 0.596 0.232 0.706

Days of trade with supplier Logðxþ 1Þ 0.036 0.751 �0.011 �0.185 �0.021 �0.414 �0.053 �0.962

Amount already paid to supplier Logðxþ 1Þ �0.037 �1.454 �0.040 �1.363 �0.025 �0.933 �0.027 �1.022

Characteristics of trader

Total annual sales Value 0.299 2.177 0.458 2.747 0.259 1.798 0.304 1.982

Number of relatives in agricultural trade Logðxþ 1Þ �0.333 �1.623 �0.326 �1.311 0.054 0.230 0.076 0.328

Number of suppliers known personally Logðxþ 1Þ 0.364 1.680 0.175 0.663 0.129 0.639 0.060 0.286

Intercept �2.012 �1.278 �5.879 �2.861 �1.696 �1.068 �2.645 �1.523

Number of observations 167 167 171 171

Pseudo R-squared 0.177 0.412 0.049 0.081

Note: Probit estimates reported. Results give the outcome of a contractual dispute conditional on a dispute having occurred.
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Table 6.14
Determinants of conflict resolution with clients

Dispute is resolved (Yes ¼ 1) Trade is resumed (Yes ¼ 1)

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Method of dispute resolution

Direct negotiations with supplier 2.375 3.851 1.680 3.743

Recourse to third-party mediator �1.042 �2.943 �0.925 �2.650

Recourse to lawyer �0.536 �0.968 �2.014 �2.805

Characteristics of transaction

Days of trade with client Logðxþ 1Þ �0.028 �0.586 �0.016 �0.299 �0.064 �1.366 �0.065 �1.227

Value of the sales transaction Logðxþ 1Þ 0.048 0.783 0.052 0.758 �0.056 �1.381 �0.136 �2.864

Characteristics of trader

Total annual sales Value 0.040 0.457 0.031 0.313 0.033 0.413 0.079 0.913

Number of relatives in agricultural trade Logðxþ 1Þ �0.614 �3.555 �0.571 �2.696 �0.481 �2.937 �0.501 �2.604

Number of clients known personally Logðxþ 1Þ 0.603 3.697 0.713 3.781 0.397 2.617 0.491 2.810

Intercept �0.975 �0.923 �3.288 �2.589 0.746 0.792 �0.402 �0.393

Number of observations 223 222 235 231

Pseudo R-squared 0.122 0.286 0.077 0.244

Note: Probit estimates reported. Results give the outcome of a contractual dispute conditional on a dispute having occurred.
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other suppliers. Exclusion from future trade credit is thus not the dominant form of

contract enforcement, although it plays a secondary role.

These findings are further confirmed by table 6.16. Clients themselves are the main

source of information on which suppliers rely before granting credit. For two-thirds

of the respondents, this is the only source of information on which they rely for

screening trade credit applicants. Only a quarter of the respondents obtain informa-

tion from other traders; 14 percent obtain information from other sources. There

appears to be no systematic e¤ort to share information on clients who do not pay:

only 13 percent of credit givers discuss bad clients with other traders once of month

or more; one-quarter never discuss bad clients at all.

Why there is not more information sharing is unclear. One may be tempted to

assume that the ethnic origin of traders is too heterogeneous to allow a fluid ex-

change of information (e.g., Cornell and Welch 1996; La Ferrara 1997). This is not

borne out by the data, however. First, all surveyed traders—like all inhabitants of

Madagascar—speak a single common language. Second, traders operate predom-

inantly in their region of origin: over 85 percent of traders operate in the district

(Fivondronana) of their birth, and the coe‰cient of correlation between the postal

code of their place of birth and the location of their trading activity is as high as 0.76.

Only nine traders in the sample are of foreign origin—mostly from Asia. Finally, the

overwhelming majority of respondents (91 percent) share a common religion. The

Table 6.15
Trade credit

Procedure to obtain/grant supplier credit With suppliers With clients

Purchase several times
in which case, how many times

83.0%
7

72.4%
9

Be referred by another trader 11.3% 17.1%

Provide a bank guarantee or give a deposit 1.5% 2.4%

Fill in forms 0.5% 1.8%

Action taken in case of nonpayment Supplier Client

Stop deliveries 77.7% 88.9%

Go to the police 1.6% 4.4%

Go to court 0.5% 1.8%

Loss of credit with other suppliers Supplier Client

Very unlikely 11.3% 20.9%

Unlikely 40.2% 58.7%

Likely 31.4% 15.4%

Very likely 17.0% 4.9%

Number of observations 195 342

Note: Data collected only from respondents who receive or give supplier credit.

132 Contract Enforcement



idea that linguistic, ethnic, or religious barriers prevent the circulation of information

cannot therefore be sustained.

One item of information that is worth pointing out is that riots against traders

took place in the late 1980s. According to Lonely Planet (1994), ‘‘Indo-Pakistani

traders . . . bore the brunt of Malagasy violence in the 1987 riots. [T]he Indian

premises on either sides [of the main street in Tulear] along with most of the central

area were gutted’’ (p. 220). Blanchy (1995) reports that in five major cities, Asian-

owned shops were looted and burned; many Asians feared for their life and fled the

country, if only temporarily. Barrett (1997a) reports that Asian traders refused to be

interviewed by Malagasy enumerators and writes that ‘‘[it] is di‰cult to overstate the

sensitivity of ethnic Asian food marketing intermediaries to the political risks of their

trade.’’ Judging from Blanchy’s (1995) account of Asian businesses in Madagascar,

ethnic Asian business networks prior to the riots resembled their counterparts in

Kenya (e.g., Marris 1971; Himbara 1994; Fafchamps et al. 1995; Fafchamps 2000).

If, as it is likely, Asian traders have pulled out of grain markets to reduce their ex-

posure to political risk, the resulting disruption in existing business networks

could explain the current lack of sophistication of grain trade in the country. Still this

does not explain why indigenous networks of information sharing have not formed

to replace Asian networks. These issues deserve more research.

6.4 Conclusion

As this chapter has shown, in liberalized grain markets property rights are protected

and contracts are enforced among agricultural traders. We found that among traders

Table 6.16
Screening of potential trade credit recipients

Source of information on client

Obtain information from client himself/herself 95.9%

Obtain information from other traders 24.0%

Obtain information from other sources 12.3%

Obtain information from client’s bank 1.2%

Information sharing with other traders about bad clients

Once a day 1.5%

Once a week 1.7%

Once a month 10.1%

Occasionally 62.6%

Never 24.1%

Number of observations 344

Note: Data collected only from respondents who give credit to clients.
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the incidence of theft and breach of contract is low and that the losses resulting

from such instances are small. This, however, does not result from reliance on legal

institutions—actual recourse to police and courts is fairly rare, except in cases of

theft—but from traders’ reluctance to expose themselves to opportunism. Judging

from the evidence collected, the indirect costs of malfeasance prevention are likely to

be much higher than the direct costs of theft and breach of contract.

Grain trade in the three countries studied has little in common with the sophisti-

cated business world that proponents of market liberalization typically envision.

With little or no forward contracting, no brand recognition, and no returns to scale

in distribution, it resembles more the occasional flea markets of Californian cities

than the organized grain markets of the American midwest. Although the direct costs

of theft and contractual breach appear low, the methods that surveyed traders use

to minimize risk exposure can but add to transactions costs. The need for traders to

personally inspect quality on each delivery, combined with their unwillingness to

delegate quality control to subordinates and with their reluctance to hire additional

workers for fear of theft, undoubtedly restricts firm size and firm growth. The need

to guard stocks in person, the total absence of payment by check (that adds to the

risk of theft), the infrequent use of trade credit, and the di‰culty of placing orders

complicate the conduct of business and make trade very labor and management

intensive.

The transactions costs of trade are ultimately paid by producers and consumers

in the form of a larger spread between farm-gate and retail price (IFPRI 1998). The

welfare cost of imperfect markets is thus not negligible. In addition, judging from

the extreme dispersion in firm size (Gini coe‰cient of total sales around 0.75) and the

fact that better connected traders economize on transactions costs and reap higher

sales and profits (Fafchamps and Minten 2002b), it is far from clear that competition

yields e‰ciency. Indeed, the finding of Fafchamps and Minten (2002b) that traders

with better social network capital make more profits suggest that they do not take

advantage of their lower costs to drive out small, unconnected traders. In other

words, in a flea market economy, the coexistence of a large number of atomistic

firms with a small number of large, well-connected traders should not be taken as an

indication that competitive forces are su‰cient to eliminate rents (see Barrett 1997a

for a similar observation). This is because, among other things, small traders’ e¤orts

to protect their property rights and avoid being cheated leads to high transactions

costs. This issue is examine in more detail in Fafchamps et al. (2002).

Results indicate that grain traders make very little use of the justice system. For

policy purposes it would be important to know whether this situation arises because

they lack access to the law (cost issue) or because they wish to avoid legal delays and
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uncertainties (time and risk issues). Cost issues could in principle be handled through

a subsidy or small claims courts system,10 while reducing judicial delays and legal

uncertainty probably requires hiring more judges and changing the law.11 Existing

reports on African justice systems (e.g., Root 1993; World Bank 1995; Ministère de

la Justice 1999) fail to identify which types of policy intervention should receive pri-

ority.12 Unfortunately, given the extremely small number of legal recourses recorded

in the survey, the data cannot distinguish among issues that really matter for African

traders.13 Based on the available secondary evidence, we suspect that the cost of the

justice system is more problematic for grain traders than legal risk and delays, which

are likely to be small for simple cases of theft or nonpayment. This interpretation

finds additional support in the fact that recourse to the law is much more likely in

cases of theft than commercial disputes: criminal proceedings are typically cheaper

for plainti¤s than commercial cases because police and public prosecutors bear much

if not all of the costs of collecting evidence and arguing the legality of the case.

Speculation should not, however, hide the fact that our limited data do not clearly

establish what kind of judicial reform Africa needs most.

Finding that legal institutions do not play an important role in the enforcement of

contracts begs the question of which alternative mechanism is used by agricultural

traders. Our analysis suggest that trust-based relationships are the dominant contract

enforcement mechanism among grain traders. Trust is established primarily through

repeated interaction with little role for referral by other traders. Information on bad

clients does not circulate widely, hence severely limiting group punishments for non-

payment. We revisit this issue in subsequent chapters.

10. Another possibility is to expand the current Malagasy system of itinerant judges called audiences
foraines, as discussed in the World Bank (1995) and Ministère de la Justice (1999).

11. Thanks to an anonymous referee for pointing this out. Judging by the alleged prevalence of corruption
in the Malagasy justice system and police, and the suspicion that much of it is a kind of fee for service,
perhaps the simplest subsidy would be to pay judges, legal clerks, and policemen better—a recommenda-
tion that is already made by Root (1993) and the World Bank (1995).

12. Ministère de la Justice (1999) reports that 20 and 56 percent of the respondents blamed high costs for
not going to court and not hiring lawyers, respectively. Respondents also unanimously praised itinerant
audience foraines whereby judges travel to market towns to administer justice—a system that singularly
reduces travel costs for plainti¤s. But the report also documents respondents’ concerns about judicial
delays, legal uncertainty, and fear of reprisal.

13. With enough data and with suitable instruments for wealth (cost issue), time preference (delays), and
risk preference (uncertainty issue), regression analysis should, in principle, be able disentangle which of the
three main issues a¤ect traders’ propensity to use the justice system.
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7 Inventories and Contractual Risk

In chapter 6 we observed the various ways that agricultural traders aim at reducing

their exposure to contractual risk. We now revisit the manufacturing panel surveys

and look for similar evidence. The specific exposure-reducing behavior that we in-

vestigate is the holding of inventories.

According to economic theory, a good reason for firms to hold inventories and

liquid assets is the presence of risk. This idea is best exemplified by stockout inven-

tory models (e.g., Holt et al. 1960; Blinder 1982, 1986; Eichenbaum 1989) whereby

firms build up inventories to avoid stocking out when faced with demand shocks or

late input delivery. The same reasoning applied to liquid assets predicts that firms

will build up cash reserves to deal with market fluctuations and late payment by cli-

ents (Tsiang 1969). The stockout motive is but an application of the precautionary

savings idea (e.g., Zeldes 1989; Deaton 1991) to inventories and cash reserves. In this

chapter we test the stockout motive by investigating whether contractual risk (late

payment or inadequate input deliveries) a¤ects the inventories and cash reserves held

by African manufacturers.

We find that the risk of delayed deliveries and payments explains much of the

inventory and liquidity reserve behavior of manufacturers. Our results therefore

support recent e¤orts to explain inventory accumulation from the stockout motive

(e.g., Abel 1985; Kahn 1987; Krane 1994). But while the literature has focused

almost exclusively on market fluctuations (see Blinder and Maccini 1991 for refer-

ences), our results highlight the importance of contractual risk, that is, of imperfect

contract compliance by clients and suppliers.

The econometric analysis presented here agrees with qualitative information

collected during the case study survey. Conversations with Zimbabwean survey

respondents, for instance, indicated that one of the major benefits of the structural

adjustment program adopted there in 1991 was to increase the reliability of input

deliveries. This has led, according to respondents, to a drastic reduction in inven-

tories of inputs and to the gradual disappearance of the practice of input sharing

(e.g., Free University of Amsterdam 1995; Fafchamps et al. 1995).1 Results also

agree with the fears of contractual risk often expressed by respondents who tried or

considered exporting their products. Similar concerns were expressed by manufac-

1. Prior to the liberalization of foreign exchange and international trade in the early 1990s, Zimbabwean
manufacturers used to informally borrow inputs and equipment from each other. This practice seem to
have developed during the Unilateral Declaration of Independence period (1965–1979) as a result of the
economic embargo imposed on Zimbabwe. The extreme shortages of inputs and the spirit of defiance
prevalent at the time helped the emergence of this unusual risk-sharing institution reminiscent of village
solidarity mechanisms (e.g., Fafchamps 1992; Coate and Ravallion 1993). The presence of this institution
constitutes further confirmation of the role that risk plays in inventory management.



turers in other African countries (e.g., Fafchamps et al. 1994; Fafchamps 1996)

and by American and European firms trying to source products from Africa (Biggs

et al. 1994). Concerns about contractual risk across national boundaries may thus

be a serious hindrance to manufacturing exports from Africa.

7.1 Descriptive Analysis

The literature has basically considered three motives for firms to hold inventories

and liquidity reserves: minimization of transactions and switching costs, production

smoothing, and stockout risk (e.g., Holt et al. 1960; Blinder and Maccini 1991;

Ramey 1991; Bental and Eden 1993). Of these three, only the stockout motive relates

to firms holding inventories to protect themselves against the risk of late or deficient

deliveries. Similar reasoning would apply to firms that hold financial reserves to

protect their liquidity position against the risk of late payment by clients. For a

detailed discussion, see Fafchamps et al. (2000).

We investigate these relationships using the RPED data set on manufacturers in

nine African countries. We begin by taking a look at the data. The general charac-

teristics of the sample are detailed in table 7.1. On the particular survey waves in

table 7.1, for Burundi and Ethiopia, we only have wave 1 data. There were only two

survey waves in Côte d’Ivoire. As is apparent from the table, some data were not

collected in certain countries during the waves: no information on inventories were

collected in Cameroon; information on overdraft ceiling was not collected in the first

wave. For most waves and countries, information is available on three categories of

inventories—inputs, semifinished products, and finished products. For some coun-

tries, however, no information is available on the smallest category of the three—

inventories of semifinished products.

Despite these shortcomings the data provide a clear and instructive picture of

inventory holdings in African manufacturing. In general, firms hold large inventories

relative to sales—21 percent of annual sales on average. These figures are high given

that all surveyed industries have a fast production time—inventories of semifinished

products account for only 14 percent of all inventories, or the equivalent of ten days

of production. Of the three categories, inventories of inputs are by far the largest: 13

percent of the value of annual sales on average. This stands in sharp contrast with

developed economies where inventories of finished products tend to dominate. If we

assume that inputs represents roughly half of the value of the finished product, Afri-

can manufacturing firms hold, on average, the equivalent to three months of input

needs. This inventory is unusually large and suggests a concern with input availability.
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There are large di¤erences among countries. Ethiopian firms carry by far the

largest inventories, a possible reflection of the landlocked nature of the economy and

uncertainties surrounding supply routes through Eritrea. We also note a tendency for

inventory averages to ‘‘revert to the mean’’ in waves 2 and 3, suggesting that data

from wave 1 may be of inferior quality.

Turning to liquidity, we construct a measure of financial reserves as the di¤erence

between the firm’s overdraft ceiling and its current overdraft level. This unused por-

tion of the overdraft line of credit can be used to absorb late payment by clients.

Since, during the study period, the interest rate on overdraft credit was quite a bit

higher than the return on cash balances, firms were unlikely to hold positive balances

on other accounts while at the same time paying interest on their overdrafts. Our

measure is thus a reasonable measure of cash reserves, at least for those firms with

negative balances.

On average, African manufacturers keep 45 percent of their overdraft facility

unused. This does not appear to be an excessive figure, as it falls within usual bank

guidelines for setting overdraft ceilings. There is some variation across countries,

possibly a result of di¤erences in interest rate or availability of credit. Compared to

annual sales, firms hold a relatively small financial reserve: on average, 3.7 percent of

annual sales, or the equivalent of two weeks of sales. Tanzanian firms appear to ex-

perience a dramatic drop in overdraft ceiling between waves 2 and 3, possibly due to

a nationwide credit crunch. As a result their average financial reserves are virtually

nonexistent in wave 3.

We also report measures of openness to international trade. African manufacturers

import, on average, a quarter of their inputs. Imports are lowest in Tanzania. They

are highest in Burundi, Cameroon, and Ethiopia. Strangely, two of these three

countries are landlocked. They also are among the poorest countries in Africa with

largely undeveloped manufacturing sectors. In terms of exports, we see that African

manufacturers export little—7 percent of output on average. Some countries export

more—notably Côte d’Ivoire and, to less extent, Zimbabwe and Cameroon. In the

other surveyed countries, manufacturing exports are extremely limited.

Table 7.1A also reports three measures of contractual risk: whether the firm expe-

rienced a case of late payment, late delivery, and deficient quality in the twelve

months preceding the wave 1 interview. Contractual dispute questions were not

asked in subsequent waves. Results are similar to those reported in chapter 5, with

over half of the surveyed firms experiencing at least one case of late payment, one-

quarter experiencing a late delivery, and one-third complaining of deficient quality of

purchased inputs.
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Table 7.1
Inventories and liquidity

Burundi Cameroon Côte d’Ivoire Ethiopia

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

A. Wave 1

1. Inventories

Annual sales 117 389,694 225 3,952 213 4,886 174 4,857

Inventory of inputs 111 28,862 203 196 166 1,289

Inventory of semifinished goods

Inventory of finished products 115 26,962 206 171 175 787

Total inventory 110 57,286 199 373 162 2,061

Inventory of inputs/annual
sales

7% 4% 27%

Inventory of semifinished/
annual sales

Inventory of finished products/
annual sales

7% 4% 16%

Total inventory/annual sales 15% 8% 42%

2. Liquidity

Overdraft amount 115 8,580 199 87 228 97 193 541

3. Foreign trade

Mean % of imported inputs 115 42% 225 46% 220 20% 189 47%

Mean % of exported output 119 4% 242 10% 232 21% 209 1%

4. Contractual risk

% firms experiencing late
payment

119 53% 208 72% 234 42% 209 43%

% firms experiencing late
delivery

118 19% 207 38% 234 22% 209 37%

% firms experiencing deficient
quality

118 28% 206 44% 234 17% 209 33%

B. Wave 2

1. Inventories

Annual sales 196 4,483 187 3,814

Inventory of inputs 158 459

Inventory of semifinished goods

Inventory of finished products 169 266

Total inventory 153 763

Inventory of inputs/annual
sales

12%

Inventory of semifinished/
annual sales

Inventory of finished products/
annual sales

7%

Total inventory/annual sales 20%
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Ghana Kenya Tanzania Zambia Zimbabwe

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

191 167,242 215 41,275 201 274,354 205 304,309 202 25,556

217 5,575 207 30,897 211 30,207 182 4,063

154 1,148 128 16,815 161 4,438 170 1,083

172 12,225 162 2,184 207 33,193 213 24,653 200 2,296

152 6,521 128 88,883 161 72,663 167 7,583

14% 11% 10% 16%

3% 6% 1% 4%

7% 5% 12% 8% 9%

16% 32% 24% 30%

151 0 217 4,083 217 60,323 214 15,467 183 1,881

171 15% 222 19% 211 11% 214 24% 199 17%

209 4% 223 7% 216 4% 214 2% 199 11%

197 59% 222 60% 217 25% 215 68% 202 81%

194 21% 222 38% 217 15% 215 27% 203 17%

192 24% 222 42% 217 14% 215 48% 202 54%

194 209,186 196 47,739 123 507,234 191 442,231 198 30,386

124 36,525 201 10,083 186 22,824 199 55,338 200 4,085

113 6,171 198 1,713 174 14,319 196 5,239 197 1,072

117 11,725 202 2,630 186 24,212 197 24,132 201 1,818

109 46,871 194 12,103 171 51,710 195 86,111 197 6,716

17% 21% 4% 13% 13%

3% 4% 3% 1% 4%

6% 6% 5% 5% 6%

22% 25% 10% 19% 22%
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Table 7.1
(continued)

Cameroon Côte d’Ivoire Ghana

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

2. Liquidity

Overdraft ceiling 194 126 186 142 187 30,745

Overdraft amount 195 70 194 78 187 15,090

Overdraft reserve (ceiling-level) 191 57 183 83 183 6,197

Reserve/ceiling 45% 59% 20%

Reserve/annual sales 1% 2% 3%

3. Foreign trade

Mean % of imported inputs 198 49% 196 20% 171 15%

Mean % of exported output 202 10% 200 23% 209 4%

C. Wave 3

1. Inventories

Annual sales 183 4,783 182 294,557

Inventory of inputs 125 64,108

Inventory of semifinished goods 116 13,980

Inventory of finished products 118 18,221

Total inventory 112 91,150

Inventory of inputs/annual
sales

22%

Inventory of semifinished/
annual sales

5%

Inventory of finished products/
annual sales

6%

Total inventory/annual sales 31%

2. Liquidity

Overdraft ceiling 187 142 176 28,327

Overdraft amount 191 46 178 15,666

Overdraft reserve (ceiling-level) 184 96 176 12,851

Reserve/ceiling 67% 45%

Reserve/annual sales 2% 4%

3. Foreign trade

Mean % of imported inputs 184 49% 171 15%

Mean % of exported output 199 12% 209 4%

Note: All values given in thousands of local currency units, except in Cameroon and Côte d’Ivoire where
they are given in millions of CFA francs. All inventories given in value. No data on inventories were col-
lected in Cameroon. In wave 1, information on the overdraft ceiling was not collected. For Burundi, Côte
d’Ivoire, and Ethiopia, total inventory does not include semi-finished goods on which information was not
collected. Contractual risk data were collected only in wave 1.
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Kenya Tanzania Zambia Zimbabwe

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

203 5,893 201 73,841 198 23,555 199 3,395

206 3,720 200 20,997 202 15,078 200 1,954

202 2,672 199 53,122 198 8,852 198 1,439

45% 72% 38% 42%

6% 10% 2% 5%

214 16% 209 11% 203 24% 199 17%

194 6% 201 4% 173 3% 199 11%

202 76,072 138 527,067 196 759,392 183 39,619

205 8,093 120 46,186 196 63,135 178 4,401

196 1,552 113 14,057 196 12,567 176 820

204 3,174 119 10,150 196 32,759 182 2,330

191 12,081 110 55,907 196 108,461 174 7,084

11% 9% 8% 11%

2% 3% 2% 2%

4% 2% 4% 6%

16% 11% 14% 18%

211 11,410 145 11,384 196 97,798 188 2,996

211 8,255 145 10,033 197 61,814 188 1,715

211 3,166 145 2,610 195 37,521 187 1,314

28% 23% 38% 44%

4% 0% 5% 3%

189 17% 149 10% 167 27% 199 17%

172 7% 152 3% 148 3% 199 11%
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7.2 Inventories and Contractual Risk

Having described the data, we now turn to multivariate analysis. We wish to inves-

tigate whether firms that are more exposed to the risk of late delivery or deficient

quality hold more inventories. Let the inventory of firm i in sector s, country c, and

time t be written Hi; s; c; t. Let input delivery risk be written Rd
i; s; c (we omit the time

subscript since the data are available only for wave 1).2 We are interested in the

relationship between Hi; s; c; t and Rd
i; s; c:

Hi; s; c; t ¼ f ðRd
i; s; cÞ:

To assess this relationship, we need to control for other factors likely to influence

inventory holdings. The first is simply total sales Si; s; c; t: other things being equal,

inventories should be roughly proportional to firm sales. Delivery risk also depends

on whether inputs are imported or not. To allow for this possibility, we include the

share of imported inputs Ii; s; c in the regression.3 We also need to control for di¤er-

ences in production cycle between sectors and for di¤erences in market environment,

and interest rates across countries. Because the e¤ect of macroeconomic conditions

might vary across sectors, we cross sectoral dummies with country dummies—

resulting in some 4� 9 ¼ 36 fixed e¤ects us; c; t.4 Finally, to control for di¤erences in

economic conditions and in survey design, we estimate the relationship separately for

each wave. The estimated regression is thus of the form

Hi; s; c; t ¼ S as
i; s; c; te

a0þarR
d
i; s; cþaiIi; s; cþus; c; tþei; s; c; t ; ð7:1Þ

log Hi; s; c; t ¼ a0 þ as log Si; s; c; t þ arR
d
i; s; c þ aiIi; s; c þ us; c; t þ ei; s; c; t:

The results are summarized in table 7.2. The first three columns correspond to

inventories of inputs, semifinished products, and finished products. In the last column

the dependent variable is the total of all three. Fixed e¤ects are significant in all

regressions but firm-varying regressors explain a large proportion of the variation in

inventories—‘‘within’’ R2’s oscillate between 0.136 and 0.454.

As expected, inventories increase with firm size. Firms that import a larger pro-

portion of their inputs tend to hold more inventories. The e¤ect is most pronounced

2. We cannot do firm-level fixed e¤ects since our main variable of interest—contractual risk—was col-
lected only once.

3. Data on the share of imported inputs in total purchases contain many missing values. To minimize the
loss of observations, we use the average share over three waves as the regressor. In case of missing data for
one year, the average is computed over the other two waves.

4. The actual number of dummies varies depending on the availabilty of country data.
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on inventories of inputs, but it carries through to other inventories as well—probably

because firm figure that if they have the inputs, they might as well process them. The

magnitude of the e¤ect is very large: compared to a firm that uses only domestic

inputs, a firm that imports all its inputs holds 4 to 6 times more input inventories. A

1 percent point increase in the imported input share raises total inventories by 3 to

4.7 percent. These large e¤ects constitute initial evidence that delivery risk a¤ect in-

ventory practices. But they may be biased if imported inputs tend to be more expen-

sive than domestic ones.

More direct evidence comes from the estimated coe‰cient on the two contractual

risk variables—late delivery and deficient quality. In 11 of the 12 regressions, the late

delivery variable has a significantly positive coe‰cient. The magnitude of the esti-

mated coe‰cient is large: compared to a firm who always receives supplies on time, a

firm experiencing late deliveries holds, on average, 133 to 198 percent more inven-

tories of inputs and 130 to 147 percent more total inventories. A similar albeit weaker

e¤ect is shown for deficient quality risk. The variable is significantly positive in five

of the twelve regressions, and the magnitude of the e¤ect remains large—87 percent

more input inventories in wave 1, 116 percent more in wave 3. Taken together, these

results constitute strong evidence that contractual risk a¤ects inventory practices.

To test for robustness, we re-estimated equation (7.1) using tobit regressions with

sector-country dummies (some firms do not hold inventories). The model was also

estimated using a Heckman selection regression. The results are very similar and are

not reported here for the sake of brevity. Contractual risk remains as significant as in

table 7.2, often with a larger coe‰cient. The reported results are more easily inter-

pretable, since they give the e¤ect of contractual risk on average inventory holdings.

7.3 Liquidity and Contractual Risk

We have seen that African manufacturers hold more inventories if they face delivery

risk. We now investigate whether they hold financial reserves if they face late pay-

ment risk by clients. The reasoning is the same: late payment by clients may lead

firms to ‘‘stock out’’ on liquidity, making it di‰cult for them to pay banks, workers,

and suppliers. To protect themselves against liquidity risk, firms may thus hold ex-

cess finance in the form of unused lines of credit. The most common such reserve is

unused overdraft facility Li; s; c; t.

We follow the same approach as in the previous section and regress the log of

Li; s; c; t on the log of total sales, late payment risk, and the share of exported output.

The latter variable is included to allow for possible delays in processing international
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Table 7.2
Inventories and contractual risk

Inputs Semifinished products Finished products Total inventories

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Wave 1

Annual sales (in logs) 1.437 21.71 0.818 7.11 1.388 17.89 1.429 22.51

Imported inputs (share) 0.041 7.53 0.033 3.28 0.019 3.06 0.030 5.80

Experienced late delivery (yes ¼ 1) 1.327 3.31 1.500 2.25 1.275 2.76 1.303 3.37

Experienced deficient quality (yes ¼ 1) 0.874 2.49 0.424 0.79 �0.254 �0.63 0.657 1.93

Intercept �14.703 �14.40 �7.159 �4.12 �15.450 �12.83 �12.612 �12.80

Number of observations

R-squared:

1,214 595 1,341 1,017

Within 0.422 0.184 0.270 0.454

Between 0.271 0.211 0.183 0.310

Overall 0.382 0.082 0.221 0.405

Fraction of variance due to fixed e¤ects 0.187 0.264 0.145 0.216

Wave 2

Annual sales (in logs) 0.890 15.01 0.491 6.74 0.796 11.33 0.829 14.90

Imported inputs (share) 0.057 8.01 0.034 3.95 0.043 5.17 0.047 6.93

Experienced late delivery (yes ¼ 1) 1.614 3.24 1.771 2.90 1.870 3.17 1.379 2.92

Experienced deficient quality (yes ¼ 1) 0.405 0.95 �0.353 �0.71 �0.710 �1.41 0.531 1.32

Intercept �5.166 �5.43 �2.244 �2.01 �5.637 �5.00 �2.391 �2.68

Number of observations

R-squared:

891 716 895 356

Within 0.350 0.136 0.220 0.338

Between 0.191 0.021 0.018 0.186

Overall 0.315 0.071 0.172 0.303

Fraction of variance due to fixed e¤ects 0.156 0.265 0.160 0.136

Wave 3

Annual sales (in logs) 0.704 13.07 0.416 6.74 0.448 7.07 0.611 11.63

Imported inputs (share) 0.055 7.73 0.035 4.27 0.053 6.33 0.047 6.77

Experienced late delivery (yes ¼ 1) 1.975 3.84 1.498 2.52 0.821 1.36 1.468 2.90

Experienced deficient quality (yes ¼ 1) 1.158 2.78 �0.065 �0.13 1.282 2.65 0.871 2.13

Intercept �3.926 �4.62 �1.812 �1.87 �1.460 �1.47 �0.836 �1.01
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Number of observations

R-squared:

676 653 675 644

Within 0.381 0.146 0.191 0.326

Between 0.020 0.020 0.052 0.023

Overall 0.234 0.067 0.101 0.173

Fraction of variance due to fixed e¤ects 0.334 0.291 0.245 0.349

Note: Dependent variable is value of inventories (in logs). Estimator is OLS with country-sector fixed e¤ects. Late delivery and deficient quality
variable from wave 1. Imported input share is average of all three waves.
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payments. Since overdraft ceiling information is only available for waves 2 and 3, we

cannot estimate the relationship for wave 1. The estimated regression is thus of the

form

log Li; s; c; t ¼ a0 þ as log Si; s; c; t þ arR
p
i; s; c þ axXi; s; c þ us; c; t þ ei; s; c; t; ð7:2Þ

where R
p
i; s; c denotes payment risk and Xi; s; c is the share of exported output.

The results are summarized in table 7.3. As before, we find that larger firms hold

more financial reserves—albeit the increase is not proportional to firm size. As

anticipated, exporters tend to hold larger reserves. The e¤ect is significant in both

waves. It is also large in magnitude: a firm that exports all of its output holds, on

average, 1.6 to 2.5 times more financial reserves than a firm that exports nothing.

Again this suggests that exporting firms hold more of a financial bu¤er.

Contractual risk has the expected positive e¤ect on financial reserves but the co-

e‰cient of the late payment variable is only significant in the wave 2 regression. In

the latter case the e¤ect again appears to be large: a firm experiencing late payment

problems holds, on average, 1.2 times more reserve than one without problems.

To check for robustness, we re-estimate equation (7.2) using tobit, Heckman

selection regression, and conditional logit. We also experiment with a two-limit cen-

sored regression, using data on the overdraft ceiling as upper limit on the (measured)

reserve and omitting firms without overdraft facility. The results, not reported here

for the sake of brevity, are by and large similar to those reported in table 7.3.

Table 7.3
Liquidity and contractual risk

Wave 2 Wave 3

Coe‰cient t-statistic Coe‰cient t-statistic

Annual sales (in logs) 0.798 12.68 0.715 11.55

Exported production (share) 0.016 1.77 0.025 2.04

Experienced late payment (yes ¼ 1) 1.199 2.92 0.261 0.56

Intercept �9.937 �9.39 �7.690 �7.37

Number of observations

R-squared:

1117 893

Within 0.161 0.153

Between 0.022 0.006

Overall 0.121 0.106

Fraction of variance due to fixed e¤ects 0.140 0.162

Note: Dependent variable is value of overdraft reserve (ceiling-level) (in logs). Estimator is OLS with
country-sector fixed e¤ects. Late payment variable from wave 1. Exported production share is average of
all three waves.
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7.4 Conclusion

In earlier chapters we saw that contractual risk a¤ects the way African firms conduct

business. We saw that the incidence of contractual breach is reduced by preventive

action such as firms’ reluctance to grant supplier credit or their insistence on direct

quality control.

In this chapter we investigated another form of preventive action, namely the

holding of inventories and liquidity reserves. We found that African manufacturers

hold large inventories, especially of inputs. We found that those firms that import

their inputs from abroad tend to keep much larger inventories, a finding consistent

with the idea that importing is more risky. More direct evidence that contractual risk

matters was also found using data on experiences of late delivery and deficient qual-

ity. We found that firms facing delivery problems hold significantly larger inven-

tories. This is particularly true for late delivery, less so for deficient quality (which

typically a¤ects only a portion of the supplies). The e¤ect is large in magnitude.

Together, regressors explain a large proportion of the variation in inventory holdings

across firms after controlling for sectoral and country fixed e¤ects.

A similar analysis was conducted on payment risk and financial reserve. We found

that exporting firms hold a much larger liquidity bu¤er, probably because of the

uncertainties surrounding international financial transfers to Africa. Late payment

risk also has a positive, albeit weaker, e¤ect on liquidity.

Taken together, these results are consistent with the idea that imperfect market

institutions have real costs. Not only do they force firms to operate in a more cum-

bersome manner but also compel them to pile up inventories and liquidity reserves

that they then need to protect from theft.
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III TRUST AND RELATIONSHIPS





In part II we saw that legal institutions play only a marginal role in the enforcement

of commercial contracts. This is particularly true for small transactions among small

firms and agricultural traders. Of the twelve countries studied, only among Zimbab-

wean manufacturers is reliance on courts and lawyers strong—partly because firms

are larger, partly because the legal system is better. Elsewhere the enforcement of

contracts is primarily based on trust and relationships.

Part III is devoted to a more detailed analysis of the formation of trust and its

various roles in fostering market exchange. In chapter 8 a model of trust is devel-

oped in which agents test or screen other agents by tempting them to breach small

contracts—such as by o¤ering them a small amount of credit and observing whether

they repay. How long it takes to screen out undesirable agents depends on the screen-

ing technology and the distribution of agents.

We then turn to data and uncover ample evidence that African firms screen their

suppliers and clients before trusting them. The trial period required for an unknown

firm to ‘‘graduate’’ into the ‘‘trusted’’ category is fairly long—usually several months.

But once a relationship is formed, it lasts for a long period. Much of exchange thus

takes the form of relational contracting.





8 The Formation of Trust

Sociologists have long emphasized the crucial role that interpersonal relationships

play in the life and professional success of individuals and groups (e.g., Granovetter

1985; Coleman 1988; Putnam et al. 1993). Research by anthropologists, sociologists,

historians, political scientists, and economists has brought to light the nearly univer-

sal reliance on interpersonal relations at early stages of market development (e.g.,

Bauer 1954; Jones 1959; Meillassoux 1971; Sahlins 1972; Hopkins 1973; Amselle

1977; North 1990; Greif 1993; Landa 1994). In recent years economists too have

begun to recognize that economic exchange is influenced by the level of familiarity

and trust that exists between agents (e.g., Gambetta 1988; Fukuyama 1995; Greif

1993, 1994; Platteau 1994b; Tadelis 1999; Horner 2002). Recent work has similarly

noted the widespread existence of long-term relationships between manufacturers

and their suppliers and clients in developed (e.g., Lorenz 1988; Aoki 1988; Dore

1987; Fukuyama 1995) and developing economies alike (Stone et al. 1992). The

prevalence of long-term personalized relationships is also the norm in employment

contracts.

In a world characterized by imperfect information and enforcement, it has been

shown both theoretically and empirically that personalized relationships can facil-

itate the circulation of information on new technologies (Barr 2000) and market

opportunities (Kranton 1996a), the screening of job and credit applicants (e.g.,

Montgomery 1991; Cornell and Welch 1996), the sharing of risk (e.g., Fafchamps

1992; Coate and Ravallion 1993; Fafchamps and Lund 2002), and the punishment of

cheaters (e.g., Kandori 1992; Fafchamps 2002b). Much of this work remains con-

fined to markets such as credit or labor in which moral hazard issues are severe.

Applications to markets for commodities have so far been few (see, however, Bern-

stein 1996; Kranton 1996b; Gabre-Madhin 1997).

In this chapter we focus on trust. By ‘‘trust’’ we mean the willingness of two or

more individuals to enter in a negotiated agreement with each other, to incur obliga-

tions, and to acquire rights that have only imperfect legal protection. Legal protection

may be absent, imperfect, or insu‰cient for the reasons listed earlier. Certain forms

of economic exchange are less demanding in terms of trust in this sense. If legal

enforcement of contracts is insu‰cient and trust is absent, trade can only take simple

forms, such as the instantaneous sale or barter of homogeneous commodities—grain,

salt, or milk—or of low-quality/low-price goods—second-hand consumer items.

Whenever trust is absent, the only types of economic exchange one can reasonably

hope for are garage sales, flea markets, and the rural markets of pre-industrial soci-

eties. And even these simple forms of economic exchange demand that civil peace be

assured and that the property rights of trading partners be protected. There are still

places in this world where mutually beneficial trade is made di‰cult by suspicion and



lack of trust between di¤erent tribes and ethnic groups (e.g., pastoralists vs. farmers)

and where local authorities must use all their skill and patience in order to prevent

the resentment generated by sour deals to turn into open feuds and bloodshed.

This chapter formalizes the formation or creation of trust through repeated inter-

action. The focus is not on the structure of trust-based markets, an issue that we

revisit at length in chapter 11, but rather on the gradual process by which trust is

built over time. The question we ask here is thus similar to the work of Datta (1996),

Rauch and Watson (1999), and Watson (1999). After contrasting di¤erent contract

enforcement mechanisms, a formal model of trust-based exchange is developed. We

investigate the interface between trust and legal institutions and show that the pro-

vision of legal protection to private contracts, although imperfect, can help support

exchange particularly if parties can simultaneously rely on mutual trust. This point

has been made, among others, by Bernstein (1992). The role of a reliable currency

in minimizing transaction risks and improving Pareto e‰ciency is discussed at the

end.

8.1 The Origin of Trust

If trust is indeed an essential ingredient for the successful development of economic

exchange, where does it come from? What can motivate a person A to trust another

person B? The approach adopted in most of the industrial organization literature so

far has been to emphasize the role of reputation, namely A trusts B because so far B

has been nice to A and others (Kreps et al. 1982). Certainly reputation is important,

but there is more to trust than reputation. Thieves are a case in point here: while

thieves may be deplored by society at large, the trust among thieves may be su‰cient

for gangs to form and even organized crime to develop. One could argue that repu-

tation is group specific, and that criminals need only to prove to be trustworthy

among their peers. However, it seems unlikely that trust can develop on the sole basis

of something as tenuous as reputation among persons who are largely disen-

franchised and spend a good part of their lives in jail. Trust must rest on something

else. We propose that this something else is personal acquaintance.

The importance of personal acquaintance in the matter of trust is often recognized

in the way people talk about it: ‘‘Only trust someone you know.’’ Granting one’s

trust without previous acquaintance is referred to as blind trust and often condemned

as being foolish. But in what sense is acquaintance a possible source of trust?

What is there to be known about others? Essentially four things: (1) the type and

quality of goods and services that they are able to provide and willing to accept, (2)
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their motivations for conducting business, (3) their propensity for self-punishment,

and (4) their ability to dissimulate. The first refers to the technology and endow-

ments, the second to preferences and payo¤s, the third to morality, and the fourth to

hypocrisy.

The importance of a proper understanding of what the other party can provide is

illustrated by the common practice of testing a potential supplier with a limited order

before placing a complete order (e.g., Arrow 1974; Lorenz 1988). Indeed, the intrin-

sic qualities of goods and services are often hard to assess accurately from simple

observation. Extensive testing is required. Furthermore timeliness of delivery, con-

sistency of products and services, ability of the supplier to modify or improve prod-

ucts to suit the buyer’s needs, and many other circumstances surrounding the actual

implementation of economic exchange often are of crucial importance to the buyer.

This is particularly true whenever the economic performance of the buyer and

his relationship with his own customers are critically dependent on the timeliness

and consistent quality of supplies, that is, whenever the buyer is an industrial firm.

Indeed, mechanization implies standardized inputs, and mass production requires

consumer confidence. Industrialization thus demands a more rigorous organization

of supplies of raw materials and intermediate inputs, something many poor countries

have di‰culties to come to grasp with.

Trust is also reinforced by adequate knowledge of the other party’s payo¤s and

preferences. It is important for parties to an exchange to know what the other’s

motivations for trading are. Indeed, such understanding is essential in order to assess

the risks of opportunistic behavior. Of particular importance is whether or not the

other party is genuinely interested in doing business not only today but also in the

future, and is therefore keen on establishing a continuing relationship—or whether

what is being proposed is just a side deal, a way of unloading unwanted materials,

or a suspicious o¤er by a fly-by-night firm. Only a proper knowledge of the other’s

payo¤ function can provide an answer, thus the importance of assessing the other

party’s exact situation, for instance, by visiting his workshop or warehouse.

The propensity for self-punishment, although not necessarily required for trade

to take place, can nevertheless help parties to achieve a higher level of trust and

therefore sustain more e‰cient trade practices. It is remarkable, for example, that

members of trading networks in pre-industrial societies often share a common reli-

gion or are members of the same sect or fraternity, and that their religious authorities

are called upon to condemn opportunistic business practices (e.g., Cohen 1969;

Meillassoux 1971; Geertz et al. 1979). In these circumstances, ethical behavior in

non-business-related activities may be used to infer someone’s religious faith and

capacity to live up to his own moral code. Church attendance, womanizing, or pro-
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fessed opinions can be thus used as signal of good or bad ethics and influence one’s

business opportunities.

Finally, trust is easier to establish if parties are in personal contact. Thus the

importance of various forms of socialization with business partners, from golf

courses to business lunches. Indeed, human beings are usually endowed with only

limited capabilities for deceit, and hypocrisy can seldom withstand the close scrutiny

that socialization entails, particularly if ‘‘truthtelling devices’’ are used, like alcohol

or the excitement induced by sport. Human beings also have a propensity to betray

their emotions and feelings in subtle ways, even when they are trying to suppress

them (e.g., blushing). Socialization enables people to learn each others’ ways of

betraying their feelings and to read in their facial expressions messages that an

unacquainted person would fail to recognize. It takes an unusual talent to bypass

such scrutiny and mimic sincerity for an extended period of time.

Mutual knowledge is thus essential for the establishment of trust. But where does

A’s knowledge of B come from? Essentially from three sources: (1) direct observation

of B by A, (2) information provided by B himself, and (3) information provided by

others. Information provided by B, of course, is subject to suspicion, but it is actively

sought, if only to allow crosschecking. Information provided by others is what repu-

tation is all about. Clearly, in the absence of previous personal contact, B’s repu-

tation will shape A’s expectations about B’s technology, motivations, and ethics.

Whenever it is clear that (1) B’s reputation is good, (2) B’s loss of reputation would

do him great harm, and (3) A is able to significantly hurt B’s reputation, and vice

versa, then the level of initial trust may be su‰cient to allow economic exchange

to take place between A and B. When these conditions are not satisfied, however,

direct observation is required and mutual acquaintance is necessary before trade can

take place.

8.2 A Model of Trust

We now formalize the gradual process of trust building. Consider a stationary ex-

change economy with s A S nonstorable commodities. Each individual i is infinitely

lived and is endowed with a vector of goods ½esi � that is constant over time. We ini-

tially assume that no monetary instrument is available and that all trade takes place

through bilateral barter. This assumption will be dispensed with in the next section.

We also initially ignore monitoring and search costs.

A transfer of good s from individual i to individual j in period t is denoted gs
ijðtÞ.

Only net transfers are considered; thus gij 1�gji always. What individual i consumes

of good s is denoted ys
i ðtÞ. Therefore
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ys
i ðtÞ ¼ esi þ

X
j

gs
jiðtÞ: ð8:1Þ

Each individual is risk neutral and has a time-separable utility function defined

over the consumption of all goods. The welfare of each individual at time t is thus

given by

W t
i ¼

Xy
q¼t

dqUðy1i ðqÞ; . . . ; yS
i ðqÞ; aÞ: ð8:2Þ

For each agent, a vector of individual characteristics gi A G is constructed that con-

tains endowments, discount factor, and utility parameters:

gi ¼ fe1i ; . . . ; eSi ; d; ag: ð8:3Þ

Each agent’s characteristics are imperfectly observable by others. Beliefs satisfy the

common knowledge assumption required to construct a well-defined Bayesian game:

there exist a joint distribution f ðg1; . . . ; gNÞ such that f ð. . . ; gi�1; giþ1; . . . j giÞ is agent
i ’s initial belief about the distribution of other agents’ characteristics. Note that sub-

jective beliefs need not satisfy rational expectations. Agents update their beliefs using

a Bayesian rule.

The economy above can be treated as a dynamic Bayesian game. Consider the set

of equilibria that can be sustained by trigger strategies: if i cheats j, j will never

contract with i again. Given that information about cheating remains local, however,

i may still be able to contract (and cheat) other players. To prevent any player i from

cheating his or her partner j, the instantaneous gain from cheating must be smaller

than the long-term gain from a continuing relationship with j.

8.2.1 A Two-Person Economy

First consider an economy in which N ¼ 2. The long-term payo¤ to any of the two

players after cheating is his or her autarchy payo¤:1

V a
i ¼

Xy
t¼0

d tUðe1i ; . . . ; eSi ; aÞ ¼
1

d
Uðe1i ; . . . ; eSi ; aÞ: ð8:4Þ

1. Of course, with only two players, permanent reversion to autarky is not a renegotiation-proof punish-
ment, since both players would be better o¤ resuming trade. When the game is later extended to a large
number of players, however, this shortcoming will be less compelling, at least as long as no player has a
monopoly on an essential commodity.
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Let ½gs
12ðtÞ� be a vector of economic exchange at time t; it is assumed to be feasible:

�es2 a gs
12 a es1. Let G ¼ f½gs

12ðtÞ�g be a feasible path of future exchange that realizes

at least some of the mutual gains from trade. We want to verify whether this path

satisfies individual rationality. To do so, we look for equilibria that would survive in

the worst possible circumstances, that is, for the maximum possible short-term gains

from cheating. Indeed, if cheating can be prevented when opportunistic gains are

large, then surely it can be prevented when they are small. Consequently we assume

that if one player cheats the other, he or she gets all the positive transfers but avoids

the negative ones. This obviously constitutes an upper limit on the short-term gains

from cheating in the sense that more careful sequencing of transactions within each

period may, in itself, put a lower limit on the gains from cheating.

Thus let the vector ½gs
jiðtÞ� be defined as ½maxf0; gs

jiðtÞg�. By construction, gs
ijðtÞ ¼

�gs
jiðtÞ. Then two sets of recursive equations need to be satisfied. The first set, equa-

tion (8.5) below, determines whether a player i would decide to cheat on a deal with

player j and incur the penalty, or meet his or her obligations to player j. The second,

equation (8.6) below, determines whether the corresponding player j would decide to

accept a deal with player i in the first place, given updated beliefs regarding player i ’s

characteristics and what they imply in terms of player i ’s likelihood of cheating.

Viðt; giÞ ¼ maxfUð½esi þ gs
ijðtÞ�; giÞ þ dV a

i ðgiÞ;Uð½esi þ gs
ijðtÞ�; giÞ

þ dEi½Viðtþ 1; giÞ�g ð8:5Þ

Vjðt; gjÞ ¼ maxfV a
j ðgjÞ; pjiðtÞðUð½esj þ gs

jiðtÞ�; gjÞ þ dV a
j ðgjÞÞ

þ ð1� pjiðtÞÞðUð½esj þ gs
jiðtÞ�; gjÞ þ dEj½Viðtþ 1; gjÞ�Þg; ð8:6Þ

where pjiðtÞ is the probability, as perceived by j, that player i would fail to perform

his or her part of the deal.2

Partition the set of characteristics G into two subsets. The first subset contains

all the parameter vectors for which player i would cheat at time t, that is, such that

the first maximand term of equation (8.5) is larger than the second. Denote it as

Gcði; t;GÞ. The other subset contains all the other parameter vectors: Gdði; t;GÞ ¼
GnGcði; t;GÞ. These sets are defined with respect to a certain path G. Let hijðtÞ be the
history of play between players i and j from beginning of play until time t. Define

fjðgi j htÞ to be the subjective probability distribution that player j has about player

2. Note that we have implicitly assumed that if players do not find it in their interest to trade now, they
will never do so in the future. The reason is that when players do not trade, they do not collect any infor-
mation about each other. Consequently their priors do not change. Thus, if it is in one player’s interest not
to trade now, then it should remain so forever.
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i ’s characteristics after having observed history of play ht starting from some arbi-

trary priors and using Bayesian updating. By definition, the updated priors of player

j after play tþ 1 are given by

fjðgi j htþ1Þ ¼
fjðgi j htÞ f ðatþ1 j gi; htÞÐ

Gi
f ðatþ1; gi j htÞ

; ð8:7Þ

where atþ1 refers to the action of player i at time tþ 1. Then

pjiðtÞ ¼
ð
G cði; t;GÞ

fjðgi j htÞ dgi: ð8:8Þ

The information conveyed by a player’s action has essentially two related compo-

nents: what transaction was agreed upon, and whether the player cheated or not on

that transaction.

proposition 8.1 (Folk Theorem) For the economy depicted in equations (8.5) to

(8.8), there exists a discount factor d < 1 such that Pareto e‰ciency in trade can be

sustained by trust-based exchange.

Proof Similar to other proofs of folk theorem (Fudenberg and Maskin 1986). 9

The system of recursive equations (8.5) to (8.8) involves complex analysis. There

are nevertheless some general and intuitive comments that can be made. First, players

who have successfully traded in the past are more likely to trade in the future.

This simply results from the fact that successful exchange conveys flattering infor-

mation about the characteristics of players. Second, other things being equal, an

increase in a transfer gs
jiðtÞ for player i at time t increases that player’s incentive

to cheat. In other words, being overly trusting creates temptations that self-interested

players may find irresistible. Consequently it increases the probability of being

cheated.

Third, other things being equal, players are more likely to cheat at the first trans-

action if (1) they are very impatient and/or if (2) they do not possess su‰cient

endowments to meet their obligations. This means that simple crooks that are char-

acterized by short horizon and/or insu‰cient endowments tend to reveal themselves

immediately. Fourth, other things being equal, optimal G paths specify increasing

transactions over time. This is quite intuitive: players will ‘‘test’’ each other for a

certain period of time before trusting each other. Fifth, other things being equal,

players are more likely to cheat at a subsequent transaction if (1) they are relatively

patient and (2) the path G specifies transactions that increase quickly over time.

Thus, whether or not embezzlement and other forms of long-term deception occur
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depends on how fast mutual exchange increases over time. Finally, depending on

the shape of the common knowledge distribution function, embezzlement and other

forms of long-term deception cannot, in general, be entirely prevented. Prevention

requires a structure of beliefs and information revelation such that ‘‘information

grows slower than exchange,’’ meaning that trust does not grow too fast.

8.2.2 A Multiple-Player Economy

Let us extend the preceding setup to more than N > 2 players. Each player i is now

assumed to trade with a subset mi of other players, with the cardinality of that subset

being at most N � 1. We leave aside the issue of how these sets mi are determined.3

Each player now faces 2mi decisions of whether to cheat partners in mi, and similarly

2mi decisions of whether to accept deals with players in that subset. First consider the

decisions to cheat or not. Each decision l consists of a vector of players i A Ml who

are cheated, and a complement vector of players i A minMl who are not. By as-

sumption, any cheated players forever suspend trade with the untrustworthy player

but do not share information about untrustworthiness with others.4 Denote by

Ei½VMl

i ðtþ 1; giÞ� the expected future payo¤ of player i after having cheated the

players in Ml . The following recursive equations are the individual rationality con-

straints corresponding to the decision to cheat others, and to the decision to deal with

them, respectively:

Viðt; giÞ ¼ max
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þ dEi½Viðtþ 1; giÞ�

)
; ð8:9Þ

3. The determination of these subsets raises complicated coordination problem; see chapter 14.

4. Players may still try to infer someone’s untrustworthiness in other deals from the commodities he or she
is trying to acquire. For instance, suppose that certain types of commodities can only be obtained from
certain sources, and consider an economy that has been running for some time. In these circumstances,
someone’s sudden desire to acquire a particular commodity, even at unfavorable conditions, may signal
that a previous deal with the primary source of that commodity has turned sour. In other words the
pressing desire to acquire a certain commodity may in itself be su‰cient to inspire caution to potential
partners. Such complications are left for further research.
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Vjðt; gjÞ ¼ max
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)
: ð8:10Þ

The updating of priors is defined in a manner similar to equation (8.7):5

fjðg�j j htþ1Þ ¼
fjðg�j j htÞ f ðatþ1 j g�j; htÞÐ

G�j
f ðatþ1; g�j j htÞ

; ð8:11Þ

where g�j refers to the vector of characteristics for players other than j.

Equations (8.9) to (8.11) define a system of recursive equations that a path G must

satisfy in order to be individually rational. The following proposition is an extension

of the folk theorem of repeated games to trust-based exchange.

proposition 8.2 (Folk Theorem) For the economy depicted in equations (8.9) to

(8.11), there exists a discount factor d < 1 such that Pareto e‰ciency in trade can be

sustained by trust-based exchange.

Proof Similar to the proof of proposition 8.1. 9

The absence of a contract enforcement mechanism based on commonly observable

reputation makes economic exchange more perilous, however. As a consequence the

level of Pareto e‰ciency that can be achieved must be lower than the one that could

be achieved if information about cheaters were publicly available.

proposition 8.3 Other things being equal, the level of Pareto e‰ciency achieved

via trust-based exchange is lower than that achieved with the help of a reputation

mechanism.

Proof By extension of the proofs in Kandori (1992) and Raub and Weesie (1990).

9

proposition 8.4 Other things being equal, the level of Pareto e‰ciency achieved via

trust-based exchange is increased if it is combined with first-party enforcement (guilt,

remorse, etc.).

5. When the economy contains more than two players, there are many subtle ways in which information is
conveyed. For instance, the mere fact that a player proposes to transact at period t > 0 may constitute an
indication that he or she has already cheated others and is now looking for new targets. For the sake of
simplicity, these complications are ignored here.
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Proof The penalty for cheating is increased in equations (8.5) and (8.9). Conse-

quently a smaller set of individuals with characteristics gi will find it in their interest

to cheat. The probability for a noncheater to trade with a cheater decreases in equa-

tions (8.6) and (8.10), and thus economic exchange becomes a more attractive to

noncheaters. 9

proposition 8.5 Other things being equal, the level of Pareto e‰ciency achieved via

trust-based exchange is increased if it is combined with a reputation mechanism, even

if the latter is imperfect (e.g., transmission of information that is delayed, noisy,

partial, or local).

Proof Same as that of proposition 8.4. 9

Propositions 8.4 and 8.5 state that trust-based exchange is naturally reinforced by

mechanisms of first-party as well as third-party enforcement. In other words, these

various forms of enforcement mechanisms mutually reinforce each other and are

complementary. An interesting point to make is that these other forms of enforce-

ment may be crucial in inducing a noncheater to try out a new partner. In other

words, in the absence of any specific information, the willingness of economic agents

to engage in trade with strangers depends heavily on their priors. These priors, in

turns, are likely to be shaped at least partially by the reputation that agents enjoy,

either individually or as a group, as well as by the ethical standards in vigor in soci-

ety at large.

Whenever someone’s reputation is hard to assess, for instance, when a person

does not belong to the same information sharing network (e.g., Mitchell 1969;

Laumann and Pappi 1976), or when someone’s ethical code is reputed to disregard

certain types of promises, for instance, promises to people belonging to a di¤erent

ethnic group or religion, then transactions may never be initiated. In these circum-

stances, priors never get updated and trust never has an opportunity to grow. In

other words, whenever the initial reputation is su‰ciently bad, communities or in-

dividuals become locked into Pareto-inferior equilibria. Interestingly, whenever

this happens, exogenously modifying people’s expectations, for instance, through

actions geared toward building confidence across communities, may increase Pareto

e‰ciency.

8.3 Trust and Incomplete Contracts

We now allow the parties to a trust-based exchange economy to sign legally en-

forceable contracts. If complete contracts could be negotiated costlessly and could be
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perfectly and costlessly verifiable and enforceable by perfectly impartial courts, op-

portunistic behavior would no longer be a problem. As we have argued in the first

section, however, this ideal is not likely to be met in practice and the possibility of

opportunistic behavior remains a hindrance to economic exchange.

It is important to recognize, however, that the institution of legally enforceable

contracts, although in an imperfect fashion, can significantly contribute to reduce

opportunistic behavior and to increase the level of Pareto e‰ciency achieved in the

economy. To see why, consider the following example.

Suppose that the parties to the trust-based exchange can conclude private agree-

ments that have legality, in the sense that the agreements can be admitted as a basis

for legal proceedings in a court. Call such agreements legal contracts. Based on the

remarks of section 8.1, legal contracts are assumed to be imperfect: complete specifi-

cations of their contents may be di‰cult and costly to do, their enforcement in court

is not entirely predictable, court costs may a¤ect both parties, and there may be

restrictions as to what kinds of legal contracts are allowed and verifiable (i.e.,

involving mutual obligations for which evidence can be brought in court). We will

show, however, that despite all of these shortcomings, legal contracts usefully com-

plement trust-based exchange, provided that some reasonable conditions are fulfilled.

Before we do so, it is crucial to make a fundamental distinction between the

implicit agreement that the parties have formed and the legal contract they could

conclude. This is because, although the two are not the same, legal contracts are

useful in a wide variety of situations. Indeed, the best way to view the legal contract

is as an instrument that defines the legal battleground on which the parties will have

to fight, should they disagree about their implicit agreement. It is their legal contract,

not their implicit agreement, that shapes their respective chances of achieving a suc-

cessful outcome in court. In other words, the legal contract is essentially a way of

a¤ecting the probability of various legal outcomes, should the parties decide to litigate.

However, while this may be a proper way of thinking about legal contracts, the

fact is that courts hardly ever enforce the legal contract itself. All they can typically

do is to specify that damages be paid to the plainti¤. In other words, if a legal con-

tract specified that $1,000 had to be paid on January 1, 2005, and it is not paid on

time, the best that courts can o¤er is delayed payment with interest. In a world where

credit constraints are prevalent, the delay in payment may make a tremendous dif-

ference to the plainti¤. Similarly, if a legal contract specified that a certain item had

to be delivered on a certain date, and it is not, the best that courts can o¤er is some

form of financial reparation. In most cases (with the possible exception of real estate

cases) the courts are unable to force the defendant to deliver the said item, and the

plainti¤ has to be satisfied with some form of financial compensation.
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In order to provide useful support to the implicit agreement between parties, the

legal contract must satisfy certain conditions, which we formalize below. Let L be the

number of parties (usually two) to an implicit trust-based agreement A and to a

legal contract C, and let oi stand for the outcome of the litigation process for indi-

vidual i. The oi’s are net of litigation costs, gðo1; . . . ; oLjCÞ is the joint probability

distribution function of legal outcomes for all parties, and giðoijCÞ is the marginal

probability distribution for individual i. We define oi as the money value of the

future expected gain from trade for individual i from tþ 1 to y if the actual agree-

ment A is carried through at time t. Then we set up the possible outcomes in the form

of a proposition:

proposition 8.6 The maximum Pareto e‰ciency that can be achieved by parties

to the agreement A is increased by any legal contract C that satisfies the following

properties:

i. For all i A L who did not comply with their obligations in A, E½oijC � < 0.

ii. For all i A L who did comply with their obligations in A while others did not,

E½oj jC � > 0.

iii. For all i A L, E½oijC �aoi if all complied with their obligations in A.

Proof Insert E½oijC � into equations (8.9) and (8.10). For the sake of clarity of pre-

sentation, we show the equations in the case where L ¼ 2:

Viðt; giÞ ¼ maxfUð½esi þ gs
ijðtÞ þ E½oijC ��; giÞ þ dV a

i ðgiÞ;

Uð½esi þ gs
ijðtÞ�; giÞ þ dEi½Viðtþ 1; giÞ�g; ð8:12Þ

Vjðt; gjÞ ¼ maxfV a
j ðgjÞ; pjiðtÞðUð½esj þ gs

jiðtÞ þ E½oijC ��; gjÞ þ dV a
j ðgjÞÞ

þ ð1� pjiðtÞÞðUð½esj þ gs
jiðtÞ�; gjÞ þ dEj½Viðtþ 1; gjÞ�Þg: ð8:13Þ

By condition i, the payo¤ from cheating (the first element at the left-hand side of

equation 8.12) has decreased for all i ’s, which makes it easier to deter cheating. This

means that for any given distribution of population characteristics, and for any terms

of the agreement A, cheating is deterred for a larger proportion of the population.

Simultaneously the payo¤ from trusting an untrustworthy partner has increased (the

pi term at the left-hand side of equation 8.13). Furthermore the probability pi of

facing a cheater has also decreased since equation (8.12) has changed. Consequently

the minimum level of trust required for transacting is also easier to establish. Thus

the e¤ect on both equation (8.12) and equation (8.13) is to expand the frontier of

Pareto-e‰cient transactions that satisfy individual rationality.
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Condition ii ensures that it is in the interest of the cheated to initiate legal litiga-

tion, while condition iii prevents parties from opportunistically initiating legal

litigation. Indeed, as long as the gains from future trade are larger than the short-

term expected gain from going to court, opportunistically initiating legal suit is

prevented. 9

Together these conditions require that there be some conformity between the

obligations outlined by agreement A and the outcome of legal litigation. In general,

the conformity is achieved by matching as closely as possible the implicit agreement

with the legal contract. There are exceptions, of course, as the practice of antedated

checks and letters suggests.

proposition 8.7 Let zi stand for the expected loss in court to player i if he or she

cheats: �E½oijC; i has cheated on A�1 zi > 0. Then the higher is the vector ½zi�, the
higher is the maximum Pareto e‰ciency that can be achieved by parties to agreement

A with a legal contract C satisfying the three conditions of proposition 8.4.

Proof Similar to that of proposition 8.4. 9

proposition 8.8 Let yi stand for the expected gain in court to player i if he or she is

cheated: E½oijC; i has cheated on A�1 yi > 0. Then the higher is the vector ½yi�, the
higher is the maximum Pareto e‰ciency that can be achieved by parties to agreement

A with a legal contract C satisfying the three conditions of proposition 8.4.

Proof Similar to that of proposition 8.4. 9

Proposition 8.5 and 8.6 are intuitive corollaries of proposition 8.4. They state that

a larger penalty for cheaters z or a more generous indemnization of the cheated y

increases e‰ciency in economic exchange.

It may be of interest to know which of the two, z or y, has the largest e¤ect on

e‰ciency. An examination of equations (8.12) and (8.13) indicates that penalizing the

cheater more heavily deters cheating directly (equation 8.12), and thus also a¤ects

the probability of being cheated that appears in equation (8.13). On the other hand,

compensating the cheated induces more transactions only by reducing the cost of

being cheated (equation 8.13). This simple observation suggests that penalizing

potential cheaters ought to have a larger e¤ect on e‰ciency than compensating the

cheated. If true, this observation would be in agreement with observed legal practices

(penalty clauses in contracts; large legal fees imposed by the legal system and often

borne by the defendant, etc.). Proving this rigorously, however, requires imposing

more structure on the equations (utility function, probability distribution function,

priors, etc.). It is left for further research.
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8.4 Instantaneous Exchange and the Usefulness of Money

Finally, we turn to the role that money can fulfill in economies characterized by

trust-based exchange. To understand the importance of a reliable currency in mini-

mizing transaction risk, we must first figure what the alternatives are. From a purely

conceptual point of view, there are essentially three ways of organizing decentralized

exchange without resorting to any form of currency:6 instantaneous barter, delayed

barter, and gift exchange. In instantaneous barter no contractual obligations of ex-

change are carried forward in time. The resulting trade flows can become quite

complex, however, since there is no guarantee that the allocations of pairs of eco-

nomic agents match their needs at any point in time.

In delayed barter, one part of the exchange is conducted instantaneously in

the sense that one of the commodities exchanged is delivered immediately, but the

transfer of another commodity in payment is delayed. This potentially allows the

parties to better match their allocation of goods over time. A good example of this is

when a Third World laborer provides agricultural manpower to a farmer, only to be

paid at harvest time.

In a gift economy, goods are transferred unilaterally, without any explicit link to

a commensurate payment by the recipient of the gift. Reciprocity is crucial to the

functioning of such form of exchange, so, from an economist’s point of view, a gift

economy operates in a way similar to delayed barter. The only caveat is that, in a gift

economy, reciprocity need not be in direct line. In other words, if a gives something

to b and b gives something to c, reciprocity can be satisfied by c giving something to

a. Reciprocity can also be delayed in time. Thus, in terms of the number of trans-

actions involved, a gift economy is potentially the most e‰cient way of organizing

generalized barter.

In all three cases the usefulness of money is obvious. It reduces the complexity of

trade flows in the case of instantaneous barter,7 it allows delayed barter to be split

into separate instantaneous transactions, and it can replace the gift economy with a

much more transparent way of enforcing reciprocity, namely via individual budget

constraints.

Provided that falsified money be easily recognizable, and that the unit of currency

be a reliable temporary store of value, the existence of money also reduces many

(although not all) of the risks of noncompliance with contractual obligations that are

6. Note that for our purpose using an homogeneous commodity as a general mode of payment, such as
grain, is identical to using money.

7. Money flows, however, are added.
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associated with barter exchange. First of all, money makes instantaneous trans-

actions much easier to carry through. Indeed, the payment in cash for a commodity

or service delivered can be made literally at the exact time of delivery, and is very

easy to verify. This in itself very significantly reduces the possibilities for cheating.

Furthermore, by reducing the complexity of trade flows that instantaneous barter

would imply, money simplifies the movement of commodities between agents. This

too reduces opportunities for cheating. Last, money transforms delayed barter and

gift exchange from transactions with delayed obligations into instantaneous trans-

actions. In so doing, it tremendously reduces the scope for opportunistic behavior

and thus lessens the need for trust among parties.

The e¤ects of money on economic e‰ciency can be very easily shown in a stylized

formal way. Let the vector ½ĝgs
jiðtÞ� be the maximum short-term gain that a cheater can

achieve given that money is used as a medium of exchange. Following the discussion

above, assume that

Uð½esi þ gs
ijðtÞ�; giÞbUð½esi þ ĝgs

ijðtÞ�; giÞ ð8:14Þ

with a strict inequality for some i ’s. These assumptions lead to the following

proposition:

proposition 8.9 The existence of a reliable currency increases Pareto e‰ciency in

economic exchange.

Proof From equation (8.14) the gain from cheating has decreased, which makes it

easier to deter cheating in equations (8.5), (8.9), and (8.12). This reduces the set of

agent types gi who would find it in their interest to cheat, and thus decreases that

probability that a well-intentioned party would face cheating. Consequently it also

increases the return to any transaction from the point of view of a noncheater and

makes it easier to support exchange in equations (8.6), (8.10), and (8.13). 9

Monetization of the economy is thus essential whenever the size and number of

economic transactions increases beyond rudimentary types of exchange that can be

sustained through mutual trust and reciprocal gifts. The reliability of the currency,

however, is essential for monetization to take place. In particular, if the currency is

subject to a high inflation tax, then the use of money for conducting transactions

becomes costly, and this may discourage its use, inducing economic agents to revert

to various forms of barter. That this can indeed happen is suggested, for instance,

by the sad experience of Zaire in recent times, where hyperinflation and rapid ero-

sion of the currency is said to have pushed many rural communities back to ‘‘self-

su‰ciency.’’ In more developed economies, reversion to barter or gift economy may
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be impossible. Yet e¤orts by economic agents to avoid the inflation tax is likely to

induce them to switch to a di¤erent transaction technology. This chapter thus for-

malizes the common idea that the resulting diminished usefulness of money to con-

duct transactions may entail a very large e‰ciency cost.

8.5 Conclusion

This chapter has clarified the respective roles played by the legal system, reputation,

trust, and ethics in the enforcement of private contracts. It was argued that for a

variety of reasons, courts provide an imperfect way of enforcing contracts. As a

consequence economic agents resort to reputation and trust as mechanisms to

improve compliance with contractual arrangements. Reputation mechanisms have

been studied elsewhere (e.g., Kreps et al. 1982; Kandori 1992) and shown to be able

to generate Pareto-e‰ciency gains. Trust-based exchange was discussed at length in

section 8.2, and its e‰ciency compared to that achieved by reputation mechanisms.

We observed that when firms face a multiplicity of potential partners, weeding out

bad types is costly. The process by which agents screen out undesirable clients or

suppliers can be described as a trust-building process. The work of Watson (1999)

and Datta (1996) examines this process in further detail.

The study of reputation mechanism and trust-based exchange shows that a certain

level of economic e‰ciency in trade can be achieved by purely private, decentralized,

and informal means. This does not mean, however, that public authorities have no

role to play in helping the enforcement of private contracts. For instance, in section

8.3 it was shown that incomplete contracts can be a powerful way of modifying the

players’ payo¤s, should one of them fail to respect commonly agreed but unverifiable

obligations. In that event, incomplete contracts may enable parties to sustain unver-

ifiable agreements that in their absence would fail to satisfy the individual rationality

constraints of players. Similarly it was shown in section 8.4 how a reliable currency

can increase Pareto e‰ciency, even in the absence of legal enforcement of contracts.

The arguments presented in this chapter suggest that the ‘‘market,’’ taken for

granted by most economists, is in fact a fragile institution that can benefit from

careful nurturing by public authorities. In an age of market transition in sub-Saharan

Africa and elsewhere, the framework of this chapter helps cast the thorny issue of

market reform in previously socialist or interventionist economies, as the market

mechanism is closely related to the problems of commitment and trust in public

authorities.
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9 Trust and Business

The previous chapter has shown how market exchange can arise out of trust. It has

also discussed how the building of trust can be seen as the outcome of a progressive

weeding out process in which bad types are induced to reveal themselves, leaving

only good types. Part II has already provided ample evidence of relational contract-

ing. Using case study surveys in Kenya and Ghana, this chapter provides evidence on

trust in African business. We document how trust and business relationships arise

and what role they play in the conduct of business. A special emphasis is put on

screening procedures for supplier credit.

9.1 Case Study of Ghanaian and Kenyan Firms

We begin with evidence collected from a series of case studies among Ghanaian and

Kenyan manufacturers and traders. To assess where trust comes from, firms were

asked what strategies they follow to avoid problems with their clients and suppliers.

Multiple answers were encouraged. Discussions often followed. We summarize below

the information that was collected. Responses are largely consistent with our theo-

retical predictions regarding screening and the formation of relationships based on

mutual trust. They emphasize the dominant role of mechanisms based on repeated

interactions in the enforcement of commercial contracts.

9.1.1 Avoiding Problems with Clients

Responses regarding problems with clients are summarized on table 9.1. The most

expedient way of avoiding problems with clients is to insist on cash payment on

delivery, respondents say. Credit should be granted only to clients who have demon-

strated their ability and willingness to pay. These two fundamental, commonsense

principles account for most of the answers given. They also correspond to firms’

practices: in Ghana, respondents sell to 34 regular customers on average, but only

6.6 of them receive credit.

Relying on legal sanctions and institutions is not perceived as a practical way of

preventing problems. Many firms keep simple records of transactions and ask their

clients to sign invoices when they get credit. But these records are used more to

minimize discussion on the reality of the debt than to ensure payment through legal

recourse. Asking for an advance payment is presented by some manufacturing firms

as a way of committing customers and reducing problems. Taking an advance also

reduces exposure to default. Some respondents argue that requesting a large advance

is a way to make sure that the client can a¤ord the goods. This implies firms suspect

that some customers would be glad to increase their well-being but let their supplier



worry about how to pay for it. One firm out of six mentions keeping customers sat-

isfied as a way of avoiding problems. Respondents note that clients use small defects

as an excuse to delay payment or renegotiate prices. Good product quality is a way

of denying clients such excuses.

Granting credit only to clients who have paid in the past works well, on aver-

age. But how to identify trustworthy customers? One way is to rely on personal

recommendation, an unsophisticated form of the reputation mechanism.1 Clients

recommended by trustworthy people are more likely to be trustworthy themselves,

respondents argue. An implicit personal guarantee is often provided with the recom-

mendation as well. Although recommending people does not imply the obligation to

cover their debts, the guarantor is sure to be pestered by the creditor and asked to

intervene should a problem arise. Furthermore the reputation of the recommender

1. As opposed to a sophisticated form like the computerized files of Dun and Bradstreet.

Table 9.1
Methods used to avoid problems with clients

Ghana Kenya

Risk avoidance

Insist on immediate cash payment on delivery 68% 58%

Insist on downpayment, deposit, or advance 13% 32%

Keep as guarantee a good incorporating client’s materials 8% 6%

External contract enforcement

Rely on legal proofs and institutions 17% 11%

Trust and direct screening

Deal with clients with whom had satisfactory business 47% 40%

Assess clients through repeated interaction 19% 23%

Screen clients carefully 15% 17%

Reputation

Deal with clients recommended by people you know 23% 8%

Deal with clients who have a good reputation 9% 11%

Deal with clients who are nonbusiness acquaintances 6% 4%

Flexibility/rigidity

Show flexibility when di‰culties arise 25% 19%

Suspend new credit to bad payers 17% 17%

Other

Keep customer satisfied 15% 15%

Render clients captive of firm 8%

Maintain a reputation of toughness 4%

Number of valid answers 53 53

Source: Ghana and Kenya case studies.
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is tarnished if the new client proves unreliable. For all of these reasons people

hesitate to endanger their reputation by recommending someone who they believe

will cause problems. The process of personal recommendation, respondents say, is

therefore relatively safe. Nonbusiness relationships—with relatives, neighbors, and

church mates—play little role in identifying trustworthy clients. Several respondents

declared that selling on credit to relatives and neighbors amounts to ‘‘signing the

death warrant of the firm.’’ Payment problems, they argue, would be frequent

as friendship and family ties get in the way of pressurizing clients. Few, if any,

credit sales to relatives and family members were recorded in the survey. People

prefer to recommend relatives and friends for credit or preferential treatment from

suppliers.

Reputation per se, as distinct from interpersonal relations, seems to play little role

in identifying reliable clients. In Ghana, there seems to be no mechanism whereby

information about clients’ trustworthiness is shared among firms other than direct

recommendation by common acquaintances. When prompted directly, firms declare

that they never bother passing information about untrustworthy customers to other

firms. Sharing information would provide competitors with an undue advantage,

they say. In fact several respondents appeared to relish the idea that their com-

petitors have to deal with the same deadbeats by whom they had been burnt. The

only possible exception concerns Accra’s women fishmongers, but their situation is

somewhat peculiar. They all belong to a closely knit neighborhood, they share the

same ethnic background, their husbands go out to sea together, and they all sell in the

same market. These women greet bad payers on the main fish market with screams

and shouts, thereby sharing information instantly in a simple but e¤ective fashion.

Bad clients find it di‰cult to remain in the fish business because they get cut from the

major source of supply. The situation is di¤erent in Kenya, as we will learn in the

following section.

Some of the surveyed firms use more elaborate procedures to assess a client’s credit

worthiness. One-sixth of case study firms actively screen prospective trade credit

recipients. The simplest method consists of inspecting the client’s workplace. It is

important, respondents say, to make sure that the client is what he or she claims to

be. Simple inspection of the workplace also reveals whether goods are currently being

produced and whether the client’s business is prosperous. Similarly, when clients are

final consumers or itinerant traders, checking their residence and spouse’s workplace

provides information about their wealth and ability to pay. More elaborate screening

mechanisms are undertaken by a few firms. A couple of respondents boast they could

ask friends in the bank to run an informal credit check on their customers, thereby

revealing useful information about the existence and magnitude of lines of credit,
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the frequency of bounced checks, and the regularity of deposits and withdrawals.

Whether such procedure was licit remains unclear, but both respondents insisted that

their contacts among bank sta¤ were essential. Screening can also be done through

customer accreditation. In this process, prospective recipients of trade credit (and

people allowed to pay by check) provide information about their real and financial

assets and possibly put down a deposit as guarantee for payment. A more gradual

approach to screening relies on learning progressively about a client’s qualities and

business performance through repeated sales. Rare are the Ghanaian respondents

who are willing to extend trade credit to first-time buyers. Only the couple respond-

ents who are able, thanks to special relations, to run detailed credit checks indicated

their willingness to do so if the results of their investigation are satisfactory. The

situation in Kenya is discussed in more detail in the next section.

Despite all their sophistication these screening methods o¤er little protection

against good payers who, due to unforeseen circumstances or from their own voli-

tion, become bad payers. There is the fish lady who goes out with a bang, buying

large quantities on credit and then disappearing into thin air. There is the respected

textile trader who retires, leaving large bills unpaid. There is the customer who dies,

leaving behind debts that are disavowed by his heirs. There is the client who goes

bankrupt, the client who moves to another city, and the client who decides to take on

another business. In all of these cases a good business relationship suddenly turns

sour, leaving behind unpaid bills. Several reported cases of nonpayment loosely

belong to this category. They provide a contrario evidence of the importance of

expected future interaction as enforcement mechanism: when interest in preserving

the relationship is lost, so is enforcement. In all of these cases respondents were

caught unaware: whatever screening and monitoring mechanisms they had put in

place were fooled by their good-turned-mischievous client. When probed further,

respondents declared that despite screening and monitoring they still expect some

portion of their trade loans to be defaulted as a regular risk of doing business.

9.1.2 Avoiding Problems with Suppliers

Similar questions were asked regarding suppliers. Responses are summarized in

table 9.2. Again, risk avoidance dominates. More than a third of all the respondents

state that the best way to avoid problems is to inspect goods before payment instead

of taking them on faith and having to negotiate afterward if quality is deficient.

Traders are less likely to inspect goods than manufacturers, possibly because they do

not use the goods to produce something and quality is less of a problem. Several

Ghanaian firms mention third-party inspection of goods—in particular, inspection

of imports by SGS—as a useful protection against deficient quality. In terms of
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delivery, one-third of Ghanaian firms prefer to pay cash on delivery, thereby avoid-

ing late delivery problems. One-fifth of Kenyan firms stock up to protect themselves

against late delivery.

Trust again requires repeated interaction. One-third to two-fifths of the firms

declare that the best way to avoid problems is to deal with suppliers with whom they

have had satisfactory business in the past. Ghanaian firms indeed deal with as few as

5.2 regular suppliers on average, 2.9 of whom give them credit. They know suppliers

who give them credit for 7.9 years on average. Continuing business with reliable

suppliers is thus the dominant way of preventing problems. It is not a total insurance

against contractual di‰culties, but it guarantees that when problems occur, they are

more easily resolved. Respondents cite their willingness to show understanding when

di‰culties arise as a way of avoiding problems. This comment may, at first glance,

appear counterintuitive, but it reflects their desire to maintain a positive business

relationship with firms that are their major providers of credit and sources of supply.

Table 9.2
Methods used by Ghanaian firms to avoid problems with suppliers

Ghana Kenya

Risk avoidance

Inspect goods at delivery or before payment 38% 38%

Pay cash for goods delivered on the spot 36%

Order in advance, hold stocks, switch if problem, buy only what is available 21%

External contract enforcement

Negotiate well defined contract; give precise specifications 32% 28%

Rely on written proofs or formal accreditation 6%

Rely on third-party inspection 8%

Trust and direct screening

Deal with suppliers with whom had satisfactory business 34% 38%

Cultivate good relations through visits and lunches 11% 23%

Rely on accreditation and direct inspection of suppliers 6%

Reputation

Deal with suppliers on basis of reputation and brand name 11% 13%

Deal with suppliers recommended by people you know 4% 2%

Deal with suppliers who are nonbusiness acquaintances 4%

Flexibility

Show understanding when di‰culties arise 25% 17%

Other

Vertical integration; long-term contracts 9%

Other 4% 21%

Number of valid answers 53

Source: Ghana and Kenya case studies.
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In the case of traders this desire is complemented by deliberate e¤orts to cultivate

one’s image through personal visits and business lunches.

Firms are most likely to face serious contractual problems when they deal with

unknown suppliers. New manufacturing firms and firms reorienting their activities

toward new sectors and products, for instance, as a result of structural adjustment

and changes in relative prices, are most at risk. Traders run into contractual prob-

lems because success in commerce, respondents tell us, is based on the ability to take

advantage of ever-changing arbitrage opportunities, making it necessary to transact

with unknown firms. Firms screen potential suppliers in various ways. The first con-

sists in relying on the reputation of a supplier or on the brand name of the product

sold. This method is cited by one respondent out of ten, mostly in the textile and

garment industry. The second consists in dealing with suppliers that one knows per-

sonally as a result of nonbusiness relations. The third consists in dealing with sup-

pliers who are recommended by people the respondent knows and trusts. Only a

handful of respondents, mostly small firms, cite each of the latter two approaches. A

few trading firms screen suppliers in a more systematic fashion, using various tech-

niques to directly assess their reliability—credit check, inspection of their premises,

and formal process of accreditation.

9.2 Case Study of Kenyan Firms

More detailed follow-up questions were asked in the case study of Kenyan firms. To

abstract from risk avoidance, we focus on supplier credit and the conditions under

which firms extend trade credit to their clients and receive it from suppliers. We also

investigate whether entrepreneurs socialize with other firms.

9.2.1 Getting Trade Credit from Suppliers

We begin with methods by which respondents obtain trade credit from their suppli-

ers. Results are summarized in table 9.3. As we noted in the previous chapter, the

major strategy for establishing trade credit with suppliers is through repeated inter-

action. Two-fifths of the surveyed case study firms first buy goods on cash for a while

before qualifying for trade credit from their suppliers. This process is lengthy and

has to be repeated for each individual supplier. Three-fifths of the firms, however,

use personal contacts, credit acquaintances, and business reputation to secure trade

credit from the start. The ability to secure trade credit from the start significantly

facilitates launching a new business. One of the surveyed firms, for instance, was a

newly established food wholesale business. Thanks to previous acquaintance with
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suppliers, the respondent was able to fill his store with suppliers’ goods from the very

first day of operation. Similar stories were told by many other respondents.

Immediate access to trade credit enables firms to leverage their initial capital and

instantly achieve a viable size. Nearly 80 percent of Kenyan-African businesses had

to buy cash for a while before qualifying for trade credit (table 9.4). Only one-fifth of

them got credit from the start, and none used mutual contacts. In contrast, one-

fourth of non–Kenyan-African businesses had to buy cash for a while. There is no

strong relationship between firm size and access to trade credit, except perhaps that

very large firms get credit from the start on account of their large size and bureau-

cratic procedures.

Three-fourths of the respondents state that they established their reputation with

suppliers by being good payers. Most specified that a good reputation has to

be established with each supplier individually. More than half of the surveyed firms

believe their suppliers do not exchange information about their payment record and

that delaying payment to one of the suppliers does not a¤ect their reputation with

other suppliers. The other half perceive themselves as establishing a track record

within their business community. Of the 7 Kenyan-African business persons who

answered that question, 6 said their suppliers do not exchange information about

them; by contrast, two-thirds of the 15 non–Kenyan-African business persons who

Table 9.3
Establishment of a trade credit relationship with a supplier in Kenya

How was trade credit from your suppliers initiated?

First bought cash for a while 38%

Used mutual contacts to establish trust 13%

Knew supplier before as employee/partner of another firm 25%

Salesmen/supplier o¤ered credit right from the start 8%

Firm is (part of ) a well-known business with a good reputation 10%

Supplier is a subsidiary 3%

Practice continued from previous owner 5%

Number of observations 40

How is reputation established?

I establish my reputation by being a good paymaster 76%

Not only do I have to be a good paymaster, I must explain my problems 6%

I establish my reputation by never letting one of my checks bounce 2%

It is not a matter of reputation; to sell suppliers have to give me credit 2%

Since I do not get any credit from suppliers, reputation is not an issue 14%

Number of observations 50

Percent of respondents whose suppliers share information of repayment record 46%

Source: RPED Kenya case study survey.
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answered the question stressed that their suppliers do exchange information about

their payment record. Reputation looms larger among non–Kenyan-African than

among Kenyan-African businesses.

9.2.2 Granting Trade Credit to Customers

The relationship with clients receiving trade credit from the firm is virtually always

business only (table 9.5). Only 8 panel firms cite family and friends, mostly traders,

as credit customers. Only 16 percent of clients are from the same ethnic group. The

average length of the business relation is 9.7 years. It is slightly shorter with private

end users, 6.5 years, than with private traders, 11.5 years. Similarly, of 53 cases of

sales with advance payment reported by panel firms, 3 occurred with family and

friends. Only 4 transactions were with people of the same ethnic background. In 76

percent of the cases, however, the client was already known to the seller. The average

length of this relationship was 3 years.

Two-thirds of the case study firms describe a creditworthy customer as some-

one with whom they have had a long and successful business relation (table 9.5).

One-fourth of the firms associates creditworthiness with a good reputation among

others—other suppliers, community members, and so on. One firm out of ten men-

tions previous acquaintance, but not necessarily as a customer. Firms have various

strategies to collect information about potential recipients of trade credit. They can

be grouped into four categories: direct observation, asking around, repeated interac-

tion, and previous acquaintance. Direct observation is practiced in various forms.

Some respondents physically visit their client’s business and, in the course of the

conversation, observe how well their client is doing. They note how he or she is

dealing with customers and workers, the quality and amount of goods in stock, the

rapidity with which inventories circulate, and so on. Others rely on their ability to

judge a man through interview. One respondent, for instance, said he could judge a

Table 9.4
Establishment of trade credit relationships by ethnicity in Kenya

With suppliers All firms African Non-African

How trade credit was initiated

Bought cash for a while 38% 78% 26%

Used mutual contacts 15% 0% 19%

Knew supplier before 25% 11% 29%

Credit o¤ered from the start 23% 11% 26%

Number of observations 40 9 31

Source: RPED Kenya case study survey.
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Table 9.5
Establishment of a trade credit relationship with a client in Kenya

How does respondent assess the creditworthiness of customer?

A creditworthy debtor is one with whom I have had a long successful relation 60%

A creditworthy debtor is one who has a good reputation with others 26%

A creditworthy debtor is someone I know (friend, business acquaintance) 11%

A creditworthy debtor is one who satisfies my formal requirements 2%

Strategies to collect information about a potential debtor

I test the debtor by giving small loans first 33%

I assess the debtor on the basis of past cash transactions 22%

I ask around about the potential debtor from other suppliers and customers 33%

I ask the debtor to provide references, preferably among people I know 27%

I ask information from the debtor’s bank 20%

I visit the potential debtor and observe his business or place of work 31%

I carefully interview or screen the customer, ask him or her to fill a form 13%

I believe that large firms/institutions/wealthy consumers are better paymasters 9%

I use my knowledge of the debtor’s business and consumption pattern 7%

I knew the potential debtor before (friend, family, business acquaintance) 27%

I take the chance 9%

Strategies to verify information about a potential debtor

I make my own observations 28%

I rely on my ability to judge someone from his/her expression/behavior/attitude 8%

The information must cross-checked 28%

The source of information must be someone I know or from my community 23%

The source of information must be credible/is an institution 15%

I cannot/do not cross-check the information given 25%

The debtor is a family member/friend/churchmate 8%

Guarantees

Number of cases 5

Ask for advance 80%

Ask for guarantor 40%

Ask for postdated check or bill of exchange 40%

Retain ID card 20%

Can legally repossess 20%

Number of observations 45

Source: RPED Kenya case study survey.
Note: The exact number of valid answers varies slightly from one question to another.

Trust and Business 179



man’s creditworthiness by how he bargained. If the customer was willing to settle for

too high a price, he would suspect either that the client was not serious about repay-

ment, or that he knew little about the business and was unlikely to sell the items.

Either way, the respondent concluded that credit should not be given. A few firms

rely on their client’s wealth and consumption pattern as indicators of their ability

to repay.

Respondents ask information about a potential debtor from various sources. Some

firms ask the client to provide the names of people who can recommend them. Ref-

erences must preferably be among people known to the respondent. Most, however,

operate in a less direct and inquisitive way. They prefer to accept the client’s order

and inquire with their friends over the phone after the client has left. If they receive a

bad report, they subsequently use some excuse to turn the client down for credit. Of

course, no one is a dupe. Calling friends and business contacts is most often practiced

to screen ‘‘up-country’’ customers, that is, customers who do not reside in Nairobi

and whose business the respondent finds costly to visit. In a few cases we were sur-

prised to hear that respondents exchange client-related information with competing

suppliers. In a couple of textile firms, respondents even said they meet regularly with

other suppliers and discuss late payers and defaulters, thereby constituting what

could be called an information-sharing cartel. That firms that otherwise compete for

the same clients can agree to share such strategic information serves as a reminder of

the critical importance of information sharing to prevent and discourage contract

noncompliance.

One-fifth of the firms seek information from the client’s bank as well. Banker’s

opinions tell how the client is dealing with his or her bank and often state for how

much their client is ‘‘good,’’ that is, for how much credit they can be reasonably

counted on. Their main drawback is that they take a few weeks to come. The client

may not accept to wait for that long before finding out whether the respondent

accepts his or her order. The contrast between firms again confirms that Kenyan-

African businesses have fewer business contacts from which they can obtain infor-

mation about potential recipients of trade credit (table 9.6). They are much more

likely to rely on direct inspection of their client’s business. Large firms are also more

likely to ask around than small firms.

Repeated interaction with the client is another, more personalized way of estab-

lishing a trade credit relationship. The creditworthiness of a potential debtor is

assessed through his or her past record with the respondent. The regularity and

quantity of purchases, the business attitude, the reliability of check payments are all

factors that are taken into consideration. The most pressing concern of the trade

creditor is whether the debtor is a genuine going concern or a fly-by-night operator.
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Typically small loans are given first, and the promptitude with which they are repaid

is evaluated before larger, more regular trade loans are granted. The whole process

takes several months. A quarter of the firms also mention previous acquaintance as a

mean of assessing a client. Although family relationship or friendship are cited by a

few firms, most others refer to previous business acquaintance. Several respondents,

for instance, gave credit to clients who were previously working as employees or

partners in businesses they were supplying to. A few firms confessed they had no

screening process whatsoever; they just take the chance. Some firms cited taking

guarantees as a way of assessing truthfulness. Four firms explicitly saw requesting

advances from customers as a way of asserting the seriousness of the client’s intent.

The source of the information influences how it is evaluated. Respondents trust

more information that was cross-checked, and information that comes from people

they know or regard as impartial, like banks. Those who can cross-check the infor-

mation received usually do, especially if they are unsure about their source. Some

respondents are unable to cross-check, however; they must either rely on direct

observation or trust their single information source. A few respondents were willing

to elaborate further on the credibility of their sources. They see information exchange

as a quid pro quo. Information sources who deliberately circulate false informa-

tion hurt their reputation in the community. Credibility is but another aspect of

reputation.

9.3 Case Study of Zimbabwean Firms

Similar issues were investigated among Zimbabwean manufacturers and traders. In

particular, questions were asked on how firms screen and monitor credit applicants

and the role played by collateral.

Table 9.6
Establishment of trade credit relationships by ethnicity in Kenya

With customers All firms African Non-African

Strategies to collect information from potential trade debtor

Repeated interaction 56% 33% 67%

Ask around 80% 33% 100%

Visit and interview 73% 100% 53%

Previous acquaintance 13% 20% 10%

Take the chance 9% 7% 10%

Number of observations 45 15 30

Source: RPED Kenya case study survey.
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Case study firms were asked questions about how they obtain trade credit from

suppliers and what procedures they use to decide whom they give credit to. Responses

show that the most common procedure to solicit credit is to fill out a credit applica-

tion form and provide trade and bank references (table 9.7). In many cases the firm’s

relationship with the supplier or its reputation in the business is important. Reputa-

tion is used more by large firms; having a prior relationship with the supplier is more

important for micro and small firms. A few microenterprises or small-scale African-

headed firms were recommended directly to a supplier by a third party. This in itself

suggest that reliance on the formal credit reference system was insu‰cient to dispel

the supplier’s doubts. A few large firms used their market power to dictate their own

credit terms to their suppliers.

When dealing with their own customers, sample firms operate largely in the same

way (table 9.8). Only one respondent claimed that over the years he had developed

the ability to judge people and thus relied on his own judgment a great deal. Most

others require clients to fill a credit application form and to provide references. Many

also indicate that they take on customers on a trial basis to allow them to demon-

strate their reliability. Many firms collect information about their clients directly, by

Table 9.7
Establishment of a trade credit relationship with a supplier in Zimbabwe

How does the respondent receive credit from supplier?

Screening:

Fill forms with references and bank name 54%

Buy cash for a while 23%

Reputation:

Firm has a good reputation/credit is automatically o¤ered 37%

It’s all a matter of relationship/relationship was established first 13%

Firm was recommended by third party (guarantor) 4%

Other:

Firm is a monopsony/dictates its terms 10%

Returned favor 2%

Does respondent receive supplier credit from first purchase?

Yes 73%

Sometimes 6%

No 21%

Does the supplier investigate the respondent before granting credit?

Yes 43%

Sometimes 10%

No 47%

Number of valid responses 52

Source: RPED Zimbabwe case study survey.
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inspecting the client’s business premises or home, and by asking friends and others

about the client’s reliability. They also rely on previous acquaintances, on the repu-

tation of the client, and on any other knowledge they may have acquired of that

client over time. Several larger firms even require loan applicants to pass an inde-

pendent screening by Dun and Bradstreet, a credit insurance company, or by their

factor. When suppliers are not satisfied, they may request the credit applicant to

provide a deposit, a bank guarantee, or a personal guarantee to secure their line of

credit.

We ran probit analyses to test under what conditions firms are subjected to formal

screening and whether they obtain credit from the first purchase. The results revealed

that African firms are both less likely to be formally screened and less likely to ob-

tain credit from the first purchase (table 9.9). This seems to imply that some screen-

ing is done purely on the basis of the ethnicity of the applicant. Larger firms are

Table 9.8
Establishment of a trade credit relationship with a client in Zimbabwe

Does the respondent assess the client before granting credit or take a chance?

Assess 96%

Sometimes 2%

Take a chance 2%

How does the respondent grant credit to clients?

Legal guarantee:

Demands a deposit or bank guarantee from first-time customers 6%

Request client to sign a personnal guarantee form 4%

Screening:

Fill forms with references and bank name 74%

Inspect premices when assessing work to client’s home/investigate 17%

Rely on one’s ability to judge character 2%

Buy cash for a while/trial period 60%

Reputation:

Prospective clients are screened by credit insurance/Dunn & Bradstreet/agent 25%

Client was recommended 13%

Client had a prior relationship 6%

Rely on the client’s reputation/size 6%

Does respondent gives supplier credit from first purchase?

Yes 61%

Sometimes 4%

No 35%

Do clients who did not get credit from first purchase get credit later?

Yes 70%

No 30%

Source: RPED Zimbabwe case study survey.
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significantly more likely to receive credit from the first purchase, suggesting the im-

portance of reputation as a screening device. As providers of trade credit, large firms

are more likely to use formal screening mechanisms such as credit application forms,

and bank and trade references. Discussions with respondents suggest that there may

be economies of scale in establishing such formalized systems. Several respondents

also pointed out that a formal credit application process minimizes the risk of collu-

sion between employees and clients.

African firms are significantly less likely to provide credit to first-time customers.

Many plausible explanations for this result are ruled out by the regressions them-

selves. It is not because these firms are smaller or newer and thus more vulnerable to

risk: the coe‰cients on age and size are very small and entirely nonsignificant. It is

not because African firms do not use formal screening mechanisms: the third regres-

sion in table 9.9 shows that African firms, if anything, screen more (the coe‰cient

is not significant, however; only size matters in that regression). The most likely ex-

planation for this result is that it is a reflection of the liquidity constraints African

Table 9.9
Probit regressions on screening and ease of access to trade credit

Suppliers Clients

Formal screening From 1st purchase Formal screening From 1st purchase

Coe‰-
cient

z-
statistic

Coe‰-
cient

z-
statistic

Coe‰-
cient

z-
statistic

Coe‰-
cient

z-
statistic

Firm characteristics

Size of firm �0.100 0.780 1.534 0.021 1.829 0.007 �0.130 0.697

Age of firm 0.000 0.310 �0.010 0.555 �0.040 0.235 0.001 0.938

Manufacturing firm
dummy

0.400 0.430 �0.450 0.623 �5.690 0.932 0.788 0.174

Sudsidiary dummy �0.400 0.500 �0.440 0.590 4.940 0.945 1.330 0.046

Ethnicity (white is the omitted category)

African owner �1.120 0.070 �1.710 0.052 0.639 0.507 �1.230 0.031

Asian/other owner �0.100 0.810 �0.960 0.214 0.424 0.616 �0.680 0.186

Sectoral dummies (metal sector is the omitted category)

Food processing
dummy

�0.800 0.230 0.729 0.502 �1.030 0.320 1.170 0.098

Textile and garment
dummy

�0.100 0.920 �0.390 0.626 �1.570 0.070 0.590 0.339

Wood processiong
dummy

�0.200 0.750 �0.700 0.560 �0.210 0.862 0.730 0.326

Intercept 0.950 0.270 �0.920 0.460 3.956 0.953 �0.420 0.636

Number of
observations

49 48 51 52
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firms face. This interpretation is reinforced by the fact that subsidiaries, which as a

group are less credit constrained, on the contrary, are more likely to give credit on

the first purchase. Alternatively, it may be that African firms sell mostly to other

Africans, who, as a group, are poorer and therefore more risky debtors than non-

blacks, while subsidiaries sell mostly to other well-established firms, some of which

are within their own group. African firms thus must, on the top of having less access

to credit, show extra caution in dealing with their own customers. Both explanations

are consistent with the fact that black firms give less credit to their customers.

9.4 Conclusion

This chapter has shown that relationships play an important role in the allocation of

supplier credit and the avoidance of problems with clients and suppliers. For firms to

let clients take goods on credit, they must trust them. Trust originates primarily from

repeated interactions, in a way consistent with the model developed in the previous

chapter. The trial period can be understood as a simple way of identifying bona fide

clients and suppliers and of weeding out crooks and incompetent clients or suppliers.

Direct screening via inspection of the client’s or supplier’s workplace is also prac-

ticed, primarily by smaller firms who can a¤ord the time.

Reliance on legal institutions is limited, except in certain cases such as letters of

credit, SGS inspection of foreign imports, and legal guarantees. Various reputation

mechanisms are also used, with sharp di¤erences between the three countries. Repu-

tation issues are discussed in more detail in part IV.
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10 Relationships and Agricultural Trade

We have seen that relationships matter for the establishment of trust. In this chapter

we broaden our perspective somewhat and examine the role of relationships more in

detail. This chapter presents evidence on the extent to which relationships are used

by agricultural traders in Madagascar to serve a variety of purposes such as the cir-

culation of information about prices and market conditions, the provision of trade

credit, the prevention and handling of contractual di‰culties, the regularity of trade

flows, and the mitigation of risk. Results show that larger and more prosperous

traders are those with better relationships. The fact that larger, more successful

traders are better connected will hardly surprise anyone who is familiar with African

trade patterns (e.g., Bauer 1954; Jones 1959; Cohen 1969; Meillassoux 1971; Jones

1972; Amselle 1977). It is also in line with the new literature on social capital that

identifies networks of relationships as a productive asset from which individuals can

derive a return. But it runs somewhat contrary to the expectation of policy makers

and international agencies that often implicitly assume that larger traders are more

sophisticated and that sophistication is synonymous to arm’s-length, anonymous

exchange.

This is important because the common observations that large traders cultivate

close relationships with each other is often interpreted as evidence of collusion and

price rigging. Although we cannot comment directly on whether or not collusion is

present in Madagascar grain markets, our results indicate that there are many other

reasons why traders maintain a network of personal relations, such as access to

information, regular trade flows, trade credit, and risk sharing. Our results also indi-

cate that traders with better networks have higher productivity. By itself, this em-

pirical regularity does not, however, constitute evidence that networks contribute to

firm performance: relationships could be correlated with productivity simply because

they are an inessential by-product of economic success.1 To ascertain that relation-

ships help productivity, we investigate whether networks play any practical role

in the way firms deal with each other and show that relationships serve a useful

purpose. This can be regarded as preliminary evidence that relationships and net-

1. This issue is quite distinct from that of relation of causality between network capital and firm perfor-
mance: regardless of whether network capital is useful, its accumulation is at least partly an outcome of
past firm performance; it is similar, in this respect, to physical capital. The usefulness of network capital is
also a separate from the role of entrepreneurship in firm performance. If network capital is essential to firm
growth, at least in certain institutional environments, then smart entrepreneurs must accumulate it to be
successful—just like they need to accumulate machinery and equipment. The fact that network capital is
critical to firm performance thus does not subtract from the role that entrepreneurship plays in firm
development. Finally, the idea that networks are an irrelevant by-product of good entrepreneurship per se
can be dismissed o¤hand: if networks serve no purpose, it is hard to see why entrepreneurs who are, as a
rule, extremely busy would bother investing in the social interaction that is required for the formation of
networks.



works are more than an irrelevant by-product of market interaction. Fafchamps and

Minten (2002b) complement this approach with a rigorous empirical analysis of the

contribution of social (network) capital to firm performance.

10.1 Trade and Relationships

We begin with table 10.1, which illustrates the importance of relationships as per-

ceived by traders themselves. The table shows that relationships are by far the most

important factor for the success of a trader. Seventy-one percent of the respondents

regard reputation and relationships as very important for the success of their busi-

ness. This proportion is much higher than that for credit, price, or equipment. Access

to credit, which is typically presented as a major constraint by small businesses the

world over, ranks much lower than relationships: only 11 percent of the respondents

see it as a very important factor in business success; close to 40 percent of the

respondents think it is not important at all.

It is sometimes argued that relationships are important among the poor because

they need the support of their family and community to deal with the vagaries of life

while the rich can a¤ord to behave in a more individualistic fashion (Platteau 1996).

This is not the case here. Table 10.1 indeed shows that the importance given to rela-

tionships rises with firm size: while 62 percent of small firms think relationships are

very important, 77 percent of large traders do. It is therefore not the case that the

emphasis on relationships results from the presence in the sample of small, poor

traders who live in symbiosis with their community. If anything, larger and richer

traders put more emphasis on relationships than the poor, not less.

These results beg the question of why relationships are important. To try to answer

this question, we examine six possible roles that relationships may play in trade:

(1) business training and start-up support, (2) information sharing, (3) regularity of

demand and supply, (4) credit, (5) prevention of contractual breaches, and (6) risk

sharing.

10.2 Business Training and Start-up Support

Table 10.2 shows that a quarter of surveyed traders had either a father or a mother in

trade. Only 14 percent of respondents say they are in this business because of family

traditions, however. Half the traders were helped by family and friends at start-up

and close to half learned the business with a relative or a friend. The rest learned

business on their own. Larger traders seem to have had parents with more experience
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Table 10.1
Factors important for success as perceived by traders

Small Medium Large Total

Personal reputation and relationships

Not important 7% 6% 3% 5%

A little important 17% 19% 9% 15%

Important 38% 27% 23% 29%

Very important 100% 100% 100% 100%

Access to credit

Not important 64% 28% 28% 39%

A little important 84% 63% 65% 70%

Important 96% 89% 83% 89%

Very important 100% 100% 100% 100%

Granting credit

Not important 63% 46% 40% 50%

A little important 90% 82% 75% 82%

Important 98% 98% 94% 97%

Very important 100% 100% 100% 100%

Purchase price

Not important 7% 2% 5% 5%

A little important 27% 19% 33% 26%

Important 72% 67% 72% 70%

Very important 100% 100% 100% 100%

Sale price

Not important 1% 1% 1% 2%

A little important 21% 11% 18% 17%

Important 72% 59% 63% 65%

Very important 100% 100% 100% 100%

Transport equipment

Not important 37% 31% 27% 32%

A little important 56% 44% 46% 49%

Important 84% 69% 68% 73%

Very important 100% 100% 100% 100%

Number of observations 227 254 243 724

Source: Madagascar trader survey.
Note: To facilitate comparison, cumulative percentages of answers are reported.
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in trade but otherwise are similar to their smaller counterparts: if anything, they are

more likely to insist they learned the business on their own—a finding hardly con-

sistent with the idea that parents in trade is a condition for success. In addition the

bottom of table 10.2 shows that traders have typically outgrown their family base:

while on average they have about one relative in trade, they know close to ten traders

personally. Taken together, this evidence suggests that while, for some traders, fam-

ily relationships were important at start-up for capital and experience, they do not

seem to be strong determinants of business success. If anything, traders who learned

the business from their family appear less likely to be successful. In contrast, non-

family types of relationships that are initially unimportant seem to grow over time.

Table 10.2 also suggests that the number of traders that respondents know per-

sonally is unlikely to be an important determinant of business success: although the

numbers reported by small firms are smaller than those reported by medium and

large firms, the di¤erences are far from commensurate with variation in firm perfor-

mance. Furthermore there is no noticeable di¤erence between the answers given by

medium and large firms. If network capital matters, then it must be through a chan-

nel more specific than simply knowing other traders personally.

Table 10.2
Family and business

Small Medium Large Total

Family in trade

% with parent in trade 27.8% 24.0% 26.3% 25.8%

Number of years father in trade 3.4 3.8 5.1 4.1

Number of years mother in trade 4.1 3.3 5.1 4.1

% with parent in agricultural trade 22.9% 14.2% 17.7% 18.0%

Number of years father in agricultural trade 2.2 1.9 4.0 2.6

Number of years mother in agricultural trade 2.7 1.8 4.0 2.8

Help at start-up

% helped at start-up by family/friends 54.2% 48.8% 56.8% 53.2%

Learned working with parents/relative 39.2% 27.2% 25.1% 30.7%

Learned working with friend/partner 15.4% 15.8% 14.0% 14.8%

Learned as employee of trader 0.9% 1.2% 2.9% 2.2%

Learned alone 44.5% 55.9% 58.0% 52.2%

Contacts

Number of relatives with wage job 1.8 1.7 2.1 1.9

Number of relatives in trade 0.8 0.9 0.9 0.9

Number of relatives in agricultural trade 0.7 0.7 0.8 0.7

Number of traders known personally 6.3 10.3 10.0 8.8

Number of observations 227 254 243 724

Source: Madagascar trader survey.
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10.3 Information Sharing

In contrast with training and start-up support, nonfamily relationships appear criti-

cal for getting access to business-relevant information. Table 10.3 lists the sources

of information on prices, supply, and demand conditions used by surveyed traders.

The numbers bring to light the paramount importance of relationships as sources of

information: other traders and suppliers and clients are the major source of business

information. Public sources such as newspapers, radio, and public services play an

essentially marginal role. Larger traders rely more than small traders on messengers;

that is, individuals who are sent explicitly to collect information, but even among

large traders their role is dwarfed by relationships. Another interesting regularity

present in the data is that small traders are more likely than large traders to seek

information from other traders instead of getting information from suppliers and

clients. One explanation is that large traders have a closer relationship with their

suppliers and clients and so feel they can rely on the information they provide. Small

traders, by contrast, probably fear they will be cheated if they trust what suppliers

and clients tell them.

The frequency with which respondents share information with other traders

appears fairly low, as shown in table 10.4. While most respondents discuss quality

Table 10.3
Sources of information on market conditions

Small Medium Large Total

Prices

Other traders 81.1% 60.6% 39.9% 59.9%

Suppliers and clients 15.0% 31.1% 37.4% 28.3%

Messengers 3.5% 7.9% 22.6% 11.5%

Public sources 0.4% 0.4% 0.0% 0.3%

Supply conditions

Other traders 32.2% 19.7% 18.9% 23.2%

Suppliers and clients 64.8% 76.4% 68.3% 70.2%

Messengers 1.8% 3.5% 12.3% 5.9%

Public sources 1.3% 0.4% 0.4% 0.7%

Demand conditions

Other traders 30.0% 10.6% 10.3% 16.5%

Suppliers and clients 67.8% 85.8% 79.0% 77.5%

Messengers 0.9% 1.6% 8.6% 3.7%

Public sources 1.3% 2.0% 2.1% 2.3%

Number of observations 227 254 243 724

Source: Madagascar trader survey.
Note: Size categories are based on total sales.
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and prices with others at least once a year, the great majority of them do not discuss

these issues every week.2 Taken together, the evidence suggests that Malagasy grain

traders have not formed strong networks of information sharing based on trust.

Interpersonal relationships such as those formed with regular clients and suppliers

nevertheless serve as conduits for valuable information. This suggests that to the

extent that firms benefit from social capital for information gathering, they do not

get it for free; they must create it through business contacts and relationships.

10.4 Regularity of Supply and Demand

Another possible role that relationships play is in ensuring supply and demand.

Survey results indicate that finding a supplier or a client is a recurrent problem for

respondents: between 40 and 50 percent of them face di‰culties, at least occasion-

ally, in identifying potential buyers and sellers. As table 10.5 illustrates, traders who

experience lots of di‰culties are those who have the smallest numbers of regular

Table 10.4
Information sharing

Small Medium Large Total
Number of
observations

Discuss product quality with other traders

At least once a day 2% 2% 2% 2% 725

At least once a week 19% 11% 8% 13% 725

At least once a month 28% 27% 20% 25% 725

At least once a year 87% 73% 73% 78% 725

Never 100% 100% 100% 100% 725

Discuss prices with other traders1

At least once a day 2% 3% 4% 4% 339

At least once a week 40% 16% 14% 18% 339

At least once a month 47% 31% 28% 32% 339

At least once a year 87% 76% 80% 80% 339

Never 100% 100% 100% 100% 339

Source: Madagascar trader survey.
Notes: To facilitate comparison, cumulative percentages of answers are reported. (1) Asked of traders with
regular clients only.

2. Some caution should be used when interpreting the results, however. First, respondents seem to have
understood the questions relative to ‘‘other traders’’ as meaning ‘‘other traders who operate in a manner
similar to yours,’’ hence excluding suppliers and clients even if they are traders. Second, questions relative
to bad clients and prices were only asked to respondents who have regular clients, thereby introducing a
potential bias.
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suppliers and clients. In other words, traders with regular sources of supply and

demand are less likely to encounter problems. Relationships thus reduce search costs.

Table 10.6 indicates the existence of a strong relationship between firm size and the

emphasis on regular suppliers and clients: while large firms do between 40 and 45

percent of their business with regulars, this proportion is much smaller among small

traders. As a result larger traders economize on search costs relative to smaller

traders and probably have more secure sources of demand and supply. Results fur-

ther indicate that the ties respondents have with their regular suppliers and clients are

not based on family or ethnicity: the overwhelming majority of them (90 percent)

describe their ties as business only. This is not entirely surprising given that Mada-

gascar, unlike other developing countries (Bigsten et al. 2000a), shares a single lan-

guage and sense of ethnic homogeneity.3 The emphasis that larger traders place on

regular clients and suppliers is consistent with their use of suppliers and clients as

sources of information about prices and market conditions: the existence of long-

term relationships between them to ensure that the information provided is more

accurate than what would be conveyed to an unknown trader.

Table 10.5
Presence of regular partners and ease of search

Ever fail to find a supplier

Never Occasionally Often Total

Regular suppliers

% with regular suppliers 49.0% 59.8% 42.9% 51.2%

Number of regular suppliers 4.4 3.3 1.5 3.6

Number of observations 404 241 84 729

Percentage of sample 55.4% 33.1% 11.5% 100.0%

Ever fail to find a client

Never Occasionally Often Total

Regular clients

% with regular clients 76.0% 75.0% 47.0% 71.2%

Number of regular clients 6.5 5.9 2.8 5.8

Number of observations 451 162 116 729

Percentage of sample 61.9% 22.2% 15.9% 100.0%

Source: Madagascar trader survey.

3. Although Malagasy people do not distinguish themselves according to language or ethnicity, they do
pay attention to geographical origin. Unfortunately, no questions were asked about the geographical
origin of regular clients and suppliers.
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10.5 Trade Credit

Another reason why traders might value relationships is because they open access to

trade credit in the form of payment facilities with suppliers or advances paid by cus-

tomers. Results do show that respondents virtually never grant or receive trade credit

on the first transaction. Relationships thus play an important role in access to trade

credit as well.

Table 10.7 reports the proportion of purchases and sales made in cash, on credit,

and with advance payment. The overwhelming majority of transactions are cash

only. On average, respondents operate one-sixth of their business with some element

of credit. When credit is present, it floats predominantly downstream, that is, from

seller to buyer. The ratio of payables and receivables over monthly sales shows that

respondents are, on average, net givers of credit, not so much because they sell more

on credit than they buy but, on the contrary, because buyers take more time to pay.

10.6 Breaches of Contracts and Conflict Resolution

We saw in chapter 6 that agricultural traders seek minimizing their exposure to con-

tractual risk. Table 10.8 reminds us that the frequency of breach is higher among

firms that contract forward. Among firms that place orders, for instance, a problem

with supplies occurs, on average, in one-third of the purchases; the proportion is even

higher for large traders (table 10.8). Among firms that sell on credit, a case of late or

Table 10.6
Regular suppliers and clients

Small Medium Large Total

Regular suppliers

% with regular suppliers 33.0% 59.4% 62.6% 51.2%

Number of regular suppliers 1.4 3.4 6.2 3.6

% purchases from regular suppliers 22.8% 42.9% 45.6% 36.7%

Number of years known regular suppliers1 3.1 4.1 4.7 4.1

Regular clients

% with regular clients 52.0% 71.3% 88.9% 71.2%

Number of regular clients 3.0 5.8 8.3 5.8

% purchases to regulars 13.3% 26.1% 39.9% 26.8%

Number of years known regular clients2 2.3 4.0 4.2 3.8

Source: Madagascar trader survey.
Notes: (1) Computed for the respondents with regular suppliers only. (2) Computed for the respondents
with regular clients only.
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Table 10.7
Trade credit

Small Medium Large Total

Credit from and to suppliers

% purchases cash 90.8% 76.9% 79.4% 82.3%

% purchases on credit 9.1% 21.1% 17.2% 15.8%

% purchases advance payment 0.1% 2.0% 3.3% 1.8%

Ratio payables/monthly sales 2.7% 7.7% 5.7% 6.2%

Credit to and from clients

% sales cash 94.8% 86.1% 76.4% 85.8%

% sales on credit 5.2% 13.3% 22.4% 13.6%

% sales advance payment 0.0% 0.7% 1.2% 0.6%

Ratio receivables/monthly sales 6.6% 9.8% 16.1% 11.6%

Number of observations 227 254 243 724

Source: Madagascar trader survey.

Table 10.8
Frequency of contractual problems

Small Medium Large Total

With suppliers

Number of transactions per month 6.5 5.5 11.5 7.8

Number of cases deficient quality per month 0.07 0.30 0.48 0.28

Number of cases late deliveries per month 0.03 0.08 0.10 0.07

% traders who place orders 7.4% 17.8% 19.2% 14.8%

Average incidence of problems1:

Among firms that place orders 17.8% 28.3% 40.7% 31.7%

Among firms that do not place orders 2.4% 4.4% 3.9% 3.5%

Over all firms 3.6% 8.3% 10.7% 7.7%

With clients

Number of transactions per month 386 325 261 323

Number of cases of late payment per month 0.14 0.77 1.12 0.68

Number of cases of nonpayment per month 0.00 0.03 0.04 0.02

% sales on credit 5.2% 13.3% 22.4% 13.6%

Average incidence of problems1:

Among firms that sell on credit 2.1% 4.5% 5.4% 4.5%

Among firms that do not sell on credit 0.3% 0.3% 0.5% 0.3%

Over all firms 0.7% 2.3% 3.7% 2.2%

Source: Madagascar trader survey.
Note: (1) Computed as the average of the ratio of problems over number of transactions for each firm.
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nonpayment arises in one out of every 20 sales. Since these firms do not sell all their

output on credit, this translates into one case of late or nonpayment in 20 percent of

the credit sales. Fortunately, only one out of every 35 late payment cases turns into

nonpayment. What probably keeps this proportion low is the time traders spend

chasing late payers. To summarize, the incidence of contractual problems is espe-

cially high whenever traders contract forward, which explains why few of them do.

Traders’ desire to avoid the contractual problems created by forward contracting

singularly complicates exchange and is achieved at considerable cost. First of all,

as table 10.8 shows, most transactions take place without orders and without credit.

This means that virtually all trade in agricultural products in the entire island of

Madagascar takes the form of cash-and-carry transactions. This can hardly be

regarded as an e‰cient and convenient way of conducting trade. Very little, if any,

forward-looking transactions occur, and when they do, they are based on a strong

relationship of trust between buyer and seller. Since traders hardly ever pay by

check,4 this implies that search costs are higher than they should be, and that mas-

sive amounts of currency constantly circulate in the countryside—an invitation to

theft and a perfect target for an inflation tax. Not surprisingly, many surveyed

traders identify security as their number one problem (IFPRI 1998).

The prevention of problems also has its costs. Table 10.9 indicates that the over-

whelming majority of traders and their clients inspect quality before purchasing. In

other words, quality is inspected visually each time a product changes hands.5 Given

the multilayered nature of agricultural trade and thus the large number of trans-

actions involved in getting foodstu¤s from producers to consumers, we see that

inspecting quality alone must account for a significant proportion of the spread

between producer and consumer food prices.

Table 10.9 also demonstrates that quality inspection is a task that traders hardly

ever delegate: although they employ, on average, 3.3 people to assist with the busi-

ness, traders nearly always inspect quality themselves, presumably because conduct-

ing the task accurately is critical for business. In other words, so few cases of bad

deliveries are reported not because suppliers are truthful but because buyers go to

great lengths to ensure they are not cheated. Given the amount of energy they spend

on checking quality, it is surprising that bad deliveries occur at all. Traders’ inabil-

ity or unwillingness to delegate quality inspection also means that their volume of

4. The fact that Malagasy banks—according to what we have heard—take two to four weeks to clear
checks drawn on another town hardly incite traders to pay by check: doing so would tie up their working
capital for weeks on end.

5. Similar practices are described in Ethiopia by Gabre-Madhin (1997).
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activity is limited by the quantities that the owner can inspect in person. It also

implies numerous trips to supply areas, some of which are for nothing since traders

do not use telephones, cannot or will not place or take orders, and must search for

buyers or sellers once they are on location. Such a system can be but expensive to run

and in such an environment having close relationships with regular clients and sup-

pliers must singularly simplify one’s business—hence the emphasis put on relation-

ships as a factor of commercial success.

Similar di‰culties arise in the granting of trade credit. Table 10.10 shows that the

great majority of respondents check the credibility of clients before granting payment

facilities. Apart from information collected from the client directly or from a per-

sonal visit to the client’s shop, respondents rely primarily on information received

from traders and other sources such as friends and family. There too relationships

serve a role as facilitator of the screening of trade credit recipients. The relatively

small proportion of respondents who cite information collected from traders and

other sources, and the fact that this proportion diminishes with firm size, nevertheless

suggest that reputation mechanisms in agricultural trade in Madagascar can be

described as embryonic at best. This stands in stark contrast with the intense sharing

of information—and the much higher incidence of trade credit—that were found in

Kenya and Zimbabwe (e.g., Fafchamps et al. 1994, 1995; Fafchamps 1997c, 2000,

2002a). There firms were found to actively share information about bad payers,

Table 10.9
Verification of quality of products

Small Medium Large Total

Quality inspection by respondent

% always inspect quality before purchase 92% 83% 78% 84%

% owner inspects quality 99% 93% 89% 94%

% family helper inspects quality 0% 7% 6% 5%

% employee or agent inspects quality 0% 0% 5% 2%

Quality inspection by clients

% client always inspect quality 90% 86% 82% 86%

Action taken by respondent if supplies are of bad quality

None/quality is the buyer’s problem 69% 49% 46% 55%

Supplier provides a refund/replacement 18% 31% 36% 28%

Other 13% 21% 19% 17%

Action taken by client if supplies are of bad quality

None/quality is the buyer’s problem 77% 58% 52% 62%

Supplier provides a refund/replacement 13% 25% 26% 21%

Other 10% 17% 22% 17%

Source: Madagascar trader survey.
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either informally (Kenya) or via a credit reference bureau (Zimbabwe). The vetting

of clients was also widely practiced. Agricultural trade in Madagascar more closely

resembles the manufacturing sector in Ghana where little information sharing was

uncovered (Fafchamps 1996).

10.7 Risk Sharing

Relationships can also serve as an insurance mechanism. Business, in general, and

trade, in particular, are subject to all kinds of risks—theft, non- or late payment,

adverse price fluctuation, storage loss, and so on—each of which can easily cripple a

small trading business. In a world where trade credit is nonexistent or rare, a trader

without working capital cannot operate. Consequently a trader whose working capi-

tal is either lost or tied up in bad debt and unsold stocks loses his or her income. The

capacity to borrow from others therefore serves a crucial insurance purpose. Table

10.11 confirms that the overwhelming majority of respondents are involved in help-

ing and being helped by others. Assisting and being assisted can be interpreted as the

two sides of the same coin: people help each other because they expect to be helped

in return (e.g., Fafchamps 1992; Coate and Ravallion 1993; Fafchamps and Lund

2002). Interestingly, as the table shows, larger traders are as involved in solidarity

networks as their smaller competitors, and they have, in general, more friends they

can count on in times of trouble. This contradicts the idea that solidarity mecha-

Table 10.10
Credibility of clients

Small Medium Large Total

Respondent verifies credibility of client before sale1

Never 6% 7% 5% 6%

Seldom 8% 9% 9% 9%

Sometimes 38% 24% 30% 29%

Often 72% 37% 46% 47%

Always 100% 100% 100% 100%

Sources of information consulted before granting credit

% get information from client directly 98% 97% 94% 96%

% visit client’s shop 9% 28% 33% 27%

% obtain information from other traders 38% 15% 25% 24%

% get information from client’s bank 2% 0% 2% 1%

% get information from other sources 23% 11% 8% 12%

Source: Madagascar trader survey.
Notes: Questions were asked only to respondents who ever grant credit to clients. (1) Cumulative
percentages reported to facilitate comparison.
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nisms necessarily tax the rich and that, as a result, the rich are more individualistic

(Platteau 1996).

10.8 Conclusion on Madagascar

We have investigated the role that relationships play in the conduct of agricultural

trading businesses. We found that relationships play a wide variety of roles, such as

(1) business training and start-up support, (2) information sharing, (3) regularity of

demand and supply, (4) credit, (5) prevention of contractual breaches, and (6) risk

sharing. Of these, the regularity of supply and demand and risk sharing appear par-

ticularly important, in the sense that large traders enjoy a significantly larger pro-

portion of sales and purchases from regular partners and systematically emphasize

values and action consistent with risk sharing. Together with the circulation of

information, the capacity and willingness to get and give trade credit, place and take

orders, and simplify the inspection of quality are additional benefits traders derive

from good relationships. The value of relationships, not legal institutions, appears to

be what motivates Malagasy grain traders to honor contracts and seek the resolution

of conflicts through negotiation. These findings are consistent with the model pre-

sented in chapter 7.

The importance of relationships is partly due to the extreme lack of sophistication

in business practices: no payment by check, no invoicing, very little trade credit and

placement of orders, visual inspection of quality by the trader or a trusted associate

at each transaction, screening of clients through visual inspection of their shop and

repeated interaction, and little or no evidence of reputation mechanisms to punish

opportunistic breaches of contract. This lack of sophistication is not entirely un-

expected, as the Malagasy government has historically repressed grain exchange

and continues to provide very little, if any, support to private traders in agricultural

products. But more than a decade after the initiation of market reform in Madagas-

car, these findings are disturbing and serve as a sobering reminder that without

Table 10.11
Risk sharing and access to financial help

Small Medium Large Total

% who has ever helped others 72.2% 77.2% 80.2% 76.3%

% who has ever been helped by others 76.2% 75.6% 74.5% 75.0%

Number of people who can help 1.7 2.5 2.7 2.3

Number of observations 227 254 243 724

Source: Madagascar trader survey.
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development of supporting institutions, the free market remains nothing but a flea

market. Clearly, relationships alone do not provide a su‰cient basis for the devel-

opment of an e‰cient trading system. They help mitigate some problems but cer-

tainly not all, and they do not benefit all traders alike.

What precise institutions are required is not immediately clear from this work, but

results suggest two possible lines of attack. One approach consists in fostering the

faster and more widespread accumulation of social capital. This could, for instance,

be achieved by facilitating interaction and trust among traders by establishing a

Chamber of Commerce or by developing of informal clubs and other brotherhoods.6

A second approach would be to limit the need for social capital by reducing market

imperfections, for instance, by setting up institutions that facilitate payments (e.g.,

faster check clearing), expedite inspection of quality (e.g., grading), reduce insecurity

(e.g., police), circulate information (e.g., radio programs, credit reference bureau),

penalize cheaters (e.g., pursue fraud), and reduce risk (e.g., bank line of credit,

futures market).

The results presented here suggest that successful traders owe their success not so

much to individualism but rather to relationships. If anything, the evidence indicates

that it is those who can create and nurture relationships who prosper as traders.

Perhaps this is not original. After all, in the popular psyche, the trader is often por-

trayed as someone who is jovial and relates well with others. But the role of rela-

tionships is often overlooked in standard economic models that emphasize the

maximization of profit through the accumulation of capital and the command of

labor. There is also a social dimension to success, one that relies on the accumulation

of valuable business relationships, of social network capital. Among traders, this

accumulation process is one’s passport to prosperity because it gives better access to

information and risk sharing, and it reduces the costs of search, quality control, and

contract enforcement.

10.9 Relational Contracting and Trade

We have seen that in sub-Saharan markets, personal relationships have a variety of

valuable functions. We showed in this chapter that relationships facilitate the circu-

lation of information about prices and market conditions, the provision of trade

credit, the prevention and handling of contractual di‰culties, the regularity of trade

6. See, for instance, the description of the role that Muslim brotherhoods play in building up social capital
among traders in Geertz et al. (1979). The problem with brotherhoods is that they may restrict entry and
favor their members at the expense of outsiders (e.g., Taylor 2000; Fafchamps 2002b).
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flows, and the mitigation of risk. Of these, the regularity of supply and demand and

the sharing of risk appear to be particularly important.

Relationships can help economize on search costs. Using a stylized model of ex-

change, Kranton (1996b) illustrates how trade within networks reduces search costs

and can drive goods away from market exchange. Montgomery (1991) similarly

shows that firms can use employee referral to identify and hire high-quality workers.

There is plenty of evidence that networks and relationships perform a matching and

screening function in many developed as well as developing countries. Referral is

a common hiring procedure in the United States (Granovetter 1995b) as well as

in Africa (Velenchik 1995). Reportedly, employee referral is extensively used in the

Dacca garment sector (personal communication from Junaid Ahmed). Similar prac-

tices are found in commodity markets as well. In their description of livestock mar-

kets in West Africa, for instance, Eddy (1979) and Staatz (1979) document the role

that personal networks play in matching buyers and sellers. A similar function is

attributed to networks in the case of long-distance African trade by Meillassoux

(1971) and Amselle (1977). In a recent study of Ethiopian grain traders, Gabre-

Madhin (1997) describes in detail the role of brokers in bridging surplus and deficit

areas and in assisting traders screen grain quality and identify reliable buyers and

sellers.

Networks of personal relationships also serve to circulate information. Barr (2000),

for instance, demonstrates that Ghanaian manufacturers with better business con-

tacts perform better than less well connected firms. She interprets the evidence as

consistent with the idea that large firms use networks to access information about

new technologies and market opportunities while small firms rely on closely knit

networks of mutual insurance. In a related paper Barr (2002b) discusses other possi-

ble roles of information sharing. One such role that has received much emphasis

in the theoretical literature is reputation. Kandori (1992) formalizes the idea that if

information about breaches of contract circulates freely among economic agents,

breach can be deterred by excluding cheaters from future trade. Milgrom et al.

(1991) apply this idea to medieval trade in Europe. They argue that the law merchant

of Champagne Fairs served as the repository of information, making coordinated

exclusion of cheaters possible even among agents who did not know each other.

Using ancient correspondence among traders, Greif (1993, 1994) extends a similar

concept to medieval trade in the Mediterranean sea and argues that ethnic and reli-

gious networks served in information sharing and helped discipline trading agents

residing in distant cities.

Chapter 9 provided evidence regarding the role of reputation in enforcing con-

tracts among African manufacturers. Referral by other firms is used as an important
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screening mechanism, and clients who can provide reliable references get supplier

credit faster and more easily. This is not without consequences: Fisman (2001) shows

that African manufacturers who get trade credit have a significantly higher level

of capacity utilization. Not all firms are able to use referral to facilitate screening,

however, for lack of personal contacts with other firms. This is particularly true

among small firms and firms headed by individuals with loose ties to existing

businesses.

Long-term relationships facilitate interlinking. Lorenz (1988), for instance, explains

how relationship-based subcontracting among French manufacturers enables both

buyer and seller to make long-term investments in each other’s production process.

Hart (1995) generalizes this concept to all incomplete contracts and argues that rela-

tionships provide a possible solution to the well-known ‘‘hold-up’’ problem (Wil-

liamson 1985). Fafchamps et al. (1994, 1995) illustrate how these principles apply to

African manufacturing and enable parties to place orders, pay by check, provide

supplier credit, and obtain warranty. The typical supplier-client relationship is one in

which clients pay suppliers for fear that supplies will not be delivered, and suppliers

deliver for fear that clients will not pay.

Not only do relationships enable agents to enter in multifaceted transactions

involving various forms of forward contracting (e.g., order, credit, warranty), they

also facilitate insurance and finance. For instance, Barr (2000) argues that small

Ghanaian firms rely on their network of contacts to secure insurance against liquidity

crises. Similar findings are reported in Fafchamps et al. (1995) and Fafchamps and

Oostendorp (2002), who argue that access to quick credit is essential for firms to

survive liquidity crises. Fafchamps and Minten (2002b) further demonstrate that the

performance of Malagasy grain traders depends critically on the number of people

on which they can rely for assistance in financial emergencies. Relationships can also

facilitate credit and equity financing. Finally Fafchamps et al. (1995) document the

practice of shared inputs and machinery among competitors who belong to the same

network.

One form of interlinking that is important in di‰cult economic environments is

contractual flexibility. If penalties for breach of contract are too lenient, opportunis-

tic breach cannot be deterred and contracting cannot take place. At the same time,

rational economic agents should refuse to incur contractual obligations if the penalty

for breach of contract is too strict (Fafchamps 1996). The reason is that unforeseen,

yet unverifiable, events can occur that make compliance either very costly or outright

impossible. Consequently, if the cost of contractual compliance is hard to predict, it

may be impossible to find penalties that deter cheating without discouraging agents

from engaging their contractual responsibility. In this case trade does not occur
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unless agents can use relationships to provide su‰cient contractual flexibility, that is,

to insure parties against extreme compliance costs. Bigsten et al. (2000a) provide

evidence that contract flexibility is an essential feature of industrial input and output

markets in sub-Saharan Africa: most disputes with suppliers and clients are resolved

amicably through direct negotiations and trade is resumed between the parties. This

finding is in agreement with the inherent riskiness of manufacturing production in

poor countries (Collier and Gunning 1999). Fafchamps and Minten (2001a) report

similar findings for grain markets in Madagascar. Of course, contract flexibility

requires economic agents to anticipate delayed payments and deliveries by building

up inventories and liquidity reserves. Fafchamps et al. (2000) show, for instance, that

Zimbabwean industries accumulate inventories of inputs in response to late deliv-

ery risk.

There are yet other ways by which the coordinated and uncoordinated actions of

groups of individuals can a¤ect the development and functioning of markets. They

can also help individuals coordinate their actions to generate a variety of public

goods such as the provision of common infrastructure and institutions, and the lob-

bying of government and local authorities for preferential treatment and for sup-

portive laws and institutions.7

7. As has been amply demonstrated by sociologists, for agents to voluntarily contribute to the action of a
group, they need to identify with it. The process of group identification is not, however, central to this
chapter, so we will abstract from it and use the terms ‘‘group’’ and ‘‘community’’ interchangeably.
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IV INFORMATION SHARING





Part III has shown that trust among firms is based on relationships. Trust builds up

over time as firms interact with each other and learn about each other’s preferences

and technology. Before they trust each other, firms must screen each other.

In most cases this is done via a trial period. In some cases, however, firms manage

to bypass the trial period if they can be recommended by another firm. This assumes

the sharing of information among firms. This part investigates the role of informa-

tion sharing in the emergence and development of markets.

We begin with a formal model of relational contracting and derive conditions

under which contract enforcement can be based purely on relationships. We then

introduce information sharing, distinguishing between information on types and on

behavior. We show that di¤erent market equilibria emerge depending on the kind of

information that is transmitted.

Evidence on information sharing and reputation formation is then presented. We

find that better connected firms have an advantage over other firms. The evidence

suggests that this advantage comes from the reduction in transaction costs permitted

by trust.





11Markets and Information

Drawing insights from the survey work on enterprise finance reported in earlier

chapters, we now investigate the spontaneous emergence of markets in the presence

of heterogeneous agents and commitment failure. We ask a simple question: Can mar-

kets spontaneously emerge in the absence of external contract enforcement mecha-

nism, and if so, under what conditions and under what form? A defining feature

of market transactions is that they open the door to contractual abuse (e.g., non-

payment, deficient quality, late delivery). Unless opportunistic breach is e¤ectively

deterred, rational agents should refuse to transact, so exchange does not occur (Faf-

champs 1996). In contrast to much of the economic literature that implicitly assumes

that breaches of contract are prevented by the threat of court action, we focus here

on informal enforcement mechanisms based on trust and reputation, otherwise

known as relational contracting.

We show that for a relational contracting equilibrium to be fully decentralizable,

agents must be heterogeneous and search costly. We derive precise conditions

under which relational contracting can spontaneously emerge and deter opportunis-

tic breach, even in the absence of formal market institutions. Unlike in court-based

exchange where anonymous transactions are, in principle, feasible, personalized ex-

change is the rule and commercial relationships are long lasting. Exchange is not

anonymous but based on mutual trust and on the sharing of information among

agents; first best is not achieved because of breach is not fully deterred and switching

costs reduce market flexibility. Exclusion from trade for cheaters is not required for

markets to emerge. We also demonstrate that when the screening of potential com-

mercial partners is costly, newcomers may find themselves excluded from trade.

Business then becomes monopolized by a group, possibly sharing the same ethnic

identity.1 The relationship between ethnicity and markets is examined in Fafchamps

(2000, 2002a).

This chapter extends previous work by Greif (1993, 1994) and Milgrom, North,

and Weingast (1991) on medieval merchants and by Shapiro and Stiglitz (1984) and

Montgomery (1991) on labor markets. It complements previous work by Kranton

(1996b) who also considers the interaction between a reciprocal exchange market and

a monetary market exchange but focuses on the minimization of search costs instead

of commitment failure. Our analysis builds on the work of Ghosh and Ray (1996)

1. Historians have long noticed that business and trade often are in the hands of specific ethnic groups
such as Lombards and Genoese merchants in Western Europe, Jews in the Mediterranean, Armenians in
the Middle East; see, for instance, Braudel (1986), Geertz et al. (1979), Greif (1993), and Greif (1994). The
same appears to be true of many developing countries today, for example, Chinese in Singapore, Malaysia,
and Indonesia; Asians in East Africa (e.g., Marris 1971; Himbara 1994); Lebanese in West Africa; whites
in Southern Africa.



and Kranton (1996a) who showed that the presence of heterogeneity among agents

and the resulting need to screen agents before contracting can alone discipline market

participants.2 Unlike these papers, which rely on static or steady state models, we

o¤er a thorough treatment of equilibrium dynamics and examine how relational

contracting may foster the spontaneous emergence of markets. We also expand on

these previous works by allowing for the circulation of information among agents.

The literature on relational contracting is large and growing rapidly. It is impos-

sible to do justice to it all, so we limit ourselves to a few contributions that have

influenced our analysis. Granovetter’s (1985) and Platteau’s (1994a, 1994b) discus-

sions of norms and markets helped define market transactions as personal relation-

ships that are subject to abuse. Reputation mechanisms are discussed in Coleman

(1988), Kandori (1992), Ellison (1994), and Raub and Weesie (1990). Some of the

concepts used here first appeared in the literature on credit (e.g., McKinnon’s 1973

definition of strategic default) and on sovereign debt (e.g., Eaton and Gersovitz 1981;

Kletzer 1984; Eaton et al. 1986; Grossman and Van Huyck 1988) and have been

discussed in the literature on law and economics (e.g., Cooter and Ulen 1988; Cras-

well 1995; Bernstein 1992, 1996). Tadelis (1999) o¤ers a treatment of reputation as a

tradable asset. The originality of our contribution is in the formalization of market

emergence dynamics in a relational contracting setup.

The evidence presented in previous chapters suggests that the main reason why

firms enter in long-term trading relationships with their suppliers and clients is to

save on screening costs and minimize breaches of contract. Firms indeed realize that

suppliers and clients di¤er in competence and honesty; consequently finding reliable

commercial partners is di‰cult and costly. Empirical results further indicate that

firms that are able to share information about clients and suppliers save on screening

costs, identify reliable partners more easily, and can more readily switch among

potential suppliers and clients. The purpose of this chapter is to further our under-

standing of these phenomena by carefully analyzing a model that reproduces many

of the stylized features of manufacturing and agricultural markets in Africa.

11.1 Informal Contract Enforcement

We begin with a brief review of the literature on market exchange in the absence of

perfect contract enforcement. Consider a stylized economy comprised of an infinitely

2. A similar insight was already present in Shapiro and Stiglitz (1984) who demonstrated that unemploy-
ment deters shirking by workers.
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lived, constant population of agents who discount the future with a common factor d̂d.

Time is divided into trading periods during which agents either trade or do nothing,

in which case their instantaneous payo¤ is normalized to zero.3 Agents require one

unit of a homogeneous good per period. Gains from obtaining this good, denoted âa,

are divided equally among agents so that payo¤s are symmetrical.4 In the absence of

external contract enforcement, payo¤s from the stage game can be represented by the

following matrix:

Payo¤ matrix A Comply Breach

Comply âa; âa �1; 1

Breach 1;�1 0; 0

An agent’s payo¤ in case of breach is þ1; the other agent then incurs a loss of

1. With this normalization, âa can be thought of as the profit margin agents make on

the exchange if they comply with their contractual obligations—for instance, supply

their clients, pay their suppliers. As is well known, the contractual situation resem-

bles the familiar Prisoner’s Dilemma (Milgrom et al. 1991). The unique Nash equi-

librium payo¤ of the one-period trading game is f0; 0g: in the absence of an external

enforcement mechanism, gains from trade are not realized.

Economies such as this one have been extensively studied in the literature. If the

economy comprises only two agents, a standard repeated game argument can be

used to show that cooperation can be achieved by the threat of future noncoopera-

tion (Fudenberg and Maskin 1986). Trade is self-enforcing if the short-term gain

from cheating 1� âa is smaller than the long-term loss from punishment d̂dâa=ð1� d̂dÞ.
Trade thus requires that both âab 1� d̂d.

The repeated game argument has been extended to groups of randomly matched

agents by postulating the existence of a reputation mechanism whereby agents refuse

to cooperate with known cheaters (Kandori 1992).5 The fear to lose one’s reputation

3. An alternative interpretation of the model is to regard ‘‘trade’’ as short for ‘‘businesslike transaction’’
involving the placement of an order, monthly invoicing, payment terms, use of checks, quality warranty,
and so on, and to regard ‘‘no trade’’ as short for ‘‘road-side transaction’’ involving visual inspection of the
goods and instantaneous payment in cash. In this case, gains from trade represent the convenience and cost
saving of businesslike transactions.

4. Greif (2000) argues that a one-sided Prisoner’s Dilemma game is better at capturing the commitment
problem associated with exchange. We will use a one-sided commitment game in chapter 17 to derive
results very similar to those obtained with a symmetrical exchange game. Symmetry o¤ers some advan-
tages in terms of presentation, which is why it is used here and in chapter 12.

5. Other forms of group punishment are also possible (e.g., La Ferrara 1997; Spagnolo 1999). Cheaters
could, for instance, be banned from social events and, more generally, be excluded from their community.
We leave this possibility for future research and abstract from it here.
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is then what enforces contracts. Requiring that the complete history of play be public

knowledge may appear unattainable in practice, given the massive information-

processing capability needed to keep track of the contractual histories of all agents.

Fortunately a theorem by Abreu (1988) demonstrates that much of the history of

play is irrelevant when punishment strategies are optimal. Using Abreu’s result,

Kandori (1992) shows that a reputational equilibrium can be sustained by sharing

relatively simple information such as whether an agent has deviated in the recent past

and for how many periods he or she has voluntarily been punished.

For a reputational equilibria to be self-enforcing, information about cheaters must

be made available to the group; trade is not sustainable if information circulates

poorly or slowly (Raub and Weesie 1990). Furthermore, since economic agents have

an incentive to discredit competitors by falsely accusing them of cheating, a reputa-

tional equilibrium cannot exist unless the dissemination of false information is itself

punished (e.g., laws against defamation and slander), or unless an impartial agent,

such as a law merchant (Milgrom et al. 1991) or a credit reference bureau, ensures

that information about cheaters is unbiased. As interviews with African manu-

facturers clearly demonstrated, gossip cannot form the basis for a reputational equi-

librium because it is too unreliable and too easily manipulated. In the absence of an

external information verification mechanism, agents must request a personal recom-

mendation from a third party they know and trust before accepting an agent as a

noncheater.6 Because agents are limited in the number of potential informants with

whom they maintain close contact, reliance on personal recommendations seriously

limits the sharing of information.

Reputational equilibria also implicitly assume that agents who trade with cheaters

are themselves punished. In our study of manufacturing firms in Ghana, Kenya, and

Zimbabwe, we found little evidence that firms collude to exclude breachers from

future trade. The majority of respondents believe that cheating on a supplier would

hurt their relationship with that particular supplier but would not make it impos-

sible to trade with others. Theory teaches us that if agents can only trade with

each other once, as in Milgrom et al. (1991), the prohibition to deal with cheaters is

self-enforcing: in losing their reputation, cheaters have lost their only incentive to

respect contracts with anyone. If agents can trade repeatedly over time, however,

meta-punishment—that is, punishment for failing to punish—is more problematic.

Cheaters can indeed credibly ‘‘bribe’’ their way out of exclusion by entering into a

6. The use of personal recommendation is, for instance, well documented in the US labor market (see
Montgomery 1991 and the references cited therein).
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long-term relationship with one agent in exchange for a smaller share of gains from

trade.7 It is easy to verify that in a reputational equilibrium the participation con-

straint of a past cheater with whom an agent accepts to trade is the same as that of

a noncheater. Consequently, as long as âa > 1� d̂d, a cheater can always credibly

propose an alternative distribution of gains from trade and find an agent who can be

bribed. Since both the cheater and his new partner strictly prefer trade to punish-

ment, it is in their interest to keep the transactions secret. Consequently punishing

agents who deal with cheaters is di‰cult.8 Reputational equilibria are thus harder

to support than is commonly recognized and constitute an unconvincing model

for markets at their early state of development. We revisit these issues in the next

chapter.

Other mechanisms have been suggested in the literature. Contract enforcement

can be achieved through contagious equilibria in which breach of contract by a few

weakens trust between communities and threatens economic exchange (e.g., Kandori

1992; Ellison 1994). If agents are su‰ciently patient and the number of agents is

small, the fear of upsetting trust between communities may be su‰cient to deter

opportunistic breach of contract. This enforcement mechanism o¤ers the advantage

that it is easily decentralized and does not require the sharing of information about

cheaters. Like reputational equilibria, however, it is not renegotiation-proof if pairs

of agents can trade repeatedly over time. It also unclear how a contagious equilib-

rium can arise from a no-trade situation. To overcome these shortcomings, some,

like Becker and Madrigal (1994), have proposed to regard markets as evolutionary

stable equilibria of a game in which certain agents have a marked preference for

cooperation because they are irrational, altruistic, or subject to guilt (Platteau 1994b).

Conditions are then derived under which the presence of such agents is su‰cient to

ensure cooperation.

Ghosh and Ray (1996) have demonstrated that neither meta-punishments nor

special preferences are required for cheating to be deterred provided that two depar-

tures from previous models are introduced. That is, pairs of agents may continue to

trade if they wish, so relational contracting is allowed, and the economy contains a

constant proportion of myopic agents who always cheat. Although myopic agents

can easily be induced to reveal their type during a screening/testing phase, such

screening is costly. With these assumptions, Ghosh and Ray (1996) showed the exis-

7. This concern is similar to the bilateral rationality criterion proposed by Ghosh and Ray (1996).

8. It is of interest to note that credit reference bureaus such as Dun and Bradstreet report ‘‘cheaters’’ but
make no e¤ort to collect information on agents who deal with them.
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tence of an equilibrium in which the market disciplines itself, much as involuntary

unemployment prevents shirking by employees in the model of Shapiro and Stiglitz

(1984). In this equilibrium, which they call ‘‘social equilibrium,’’ agents form long-

term trading relationships to economize on screening costs. We prefer to call it a

relational equilibrium in reference to the relational nature of exchange. A similar,

though simpler, model is presented in Kranton (1996a). Although a relational equi-

librium with an initial testing phase would be subgame perfect even in economies

with homogeneous agents, Ghosh and Ray (1996) argue that it would violate bilat-

eral rationality: pairs of players would benefit from a coordinated deviation from the

proposed path by skipping the testing phase. The formation of such coalitions would

eliminate any penalty for opportunistic breach and the equilibrium would unravel.9

In the remainder of this chapter, we expand on the model of Ghosh and Ray

(1996) in various ways. First, we work out the dynamic behavior of the relational

equilibrium in detail and study the requirements for relational contracting to emerge

from a no-trade situation.10 Second, we introduce some new features: finitely lived

agents, occasional reshu¿ing of relationships, and limited information sharing.

Third, we investigate the conditions under which a reputational equilibrium of the

type suggested by Kandori (1992) would satisfy the bilateral rationality criterion

proposed by Ghosh and Ray (1996).

11.2 A Model of Relational Contracting

We now construct a dynamic model of relational contracting and examine how

relational equilibria unfold over time. We first give a precise description of the econ-

omy, the action set of each player, and their payo¤s. We then demonstrate the exis-

tence of a relational equilibrium and derive laws of motion for the economy. In this

section we reproduce Ghosh and Ray’s (1996) result that in the presence of hetero-

geneous agents, the stigmatization of cheaters is not required for exchange to take

place. We also show that agents benefit from sharing information even if cheaters

are not excluded from future trade. Perfect deterrence of opportunistic breaches of

contract is nevertheless not achieved. At the end of the chapter, we focus on two

special cases: a relational equilibrium with no information sharing and a closed-shop

equilibrium.

9. Bilateral rationality is but a special case of the coalition-proofness criterion proposed by Bernheim et al.
(1987).

10. The article by Ghosh and Ray (1996) contains only a very brief discussion of the dynamic behavior of
their model.
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As mentioned earlier, we consider an infinitely lived economy with a continuum of

agents, indexed from 0 to 1, who trade over time and discount the future with a

common discount factor d̂d.11 The economy combines random matching with rela-

tional contracting. There are two types of agents: competent and incompetent.12

Their proportions G and B ¼ 1� G in the economy are constant and known to all

agents, but an agent’s type is not directly observable. Competent agents require one

unit of a homogeneous good per period. Incompetent agents can only earn a positive

payo¤ by breaching contracts with competent agents. Agents payo¤s are private,

nonverifiable information.

The economy consists of an infinitely repeated sequence of trading rounds during

which agents trade, screen, or do nothing—in which case their instantaneous payo¤

is normalized to zero. External contract enforcement is assumed inexistent.13 Each

trading round is divided into three stages: the matching stage, the contracting stage,

and the compliance stage. These stages are shown in figure 11.1. All agents are

initially unmatched. At the beginning of the matching stage, agents decide either to

continue trading together or to find a new partner, in which case they join the pool of

unmatched agents. Trade is voluntary; if one agent decides to stop a relationship, his

partner becomes unmatched. Unmatched agents are randomly paired; they observe

each other’s identity but not each other’s type.14 Informal information sharing is repre-

sented by the assumption that with probability ki, an agent i obtains a costless and ac-

curate report summarizing the past actions of the agent it has been matched with.15

11. The assumption of an infinite number of agents not only enables us to abstract from strategic inter-
actions that may arise among a small number of agents. It also implies that the aggregate laws of motion
of the economy are deterministic along the equilibrium paths we consider.

12. Incompetence encompasses insu‰cient or antiquated equipment, lack of technical or marketing skills,
fragile financial base, and natural predisposition toward dishonesty.

13. This is obviously a simplifying assumption destined to focus the attention on relational equilibria. In
developing countries the circumstances under which a pure court-based system could e¤ectively deter
opportunistic breach of contract—low legal costs, predictable courts, large transactions, verifiability of
contract terms, and wealthy defendants—are likely to be particularly problematic. The courts are typically
underfunded and subject to political pressures, markets are thin and transactions small, illiteracy and lack
of education preclude the widespread use of written contractual instruments, and many economic agents
are poor. Consequently the threat of court action is unlikely to perfectly deter opportunistic breach, either
because too many debtors are judgment-proof in the sense that they have insu‰cient assets to repay their
debts, or because court action is too costly and unpredictable for a plainti¤ to sue.

14. We postulate that economic agents can be unambiguously identified through group recognition, busi-
ness registration, or identity card, and that the falsification of one’s identity is prohibitively costly.

15. Behind this assumption is the idea that agents form informal and partially connected information-
sharing networks (Raub and Weesie 1990). Lang and Nakamura (1990) argue that agents may not find it
in their immediate interest to share information with others for fear of losing reliable partners to them. In
the model presented here, this issue does not arise since, by assumption, unmatched agents do not choose
their partners but are matched at random.
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We assume that ki is exogenous and time invariant. Information circulates in both

directions so that ki is also the proportion of agents who get a report on i. Agents

who are new and have never traded are called untested.

The contracting stage begins with agents making one of three possible contracting

o¤ers: trade, screen, or do nothing.16 If players choose to do nothing, they collect an

instantaneous payo¤ of 0 and move to the next trading round. If they choose to

screen each other, they incur a screening cost c, obtain information about the other

player’s type, and move to the next round.17 If both choose to trade, they move to the

compliance stage. Nature then first draws a proportion 1� y ð0 < ya 1Þ of compe-

tent agents who are replaced by new identical agents at the end of the round. The

outcome of this random draw is privately revealed to agents at the beginning of

the compliance stage; it is not verifiable and is purported to represent bankruptcy

shocks. All incompetent agents are replaced at the end of the round.18 Next, nature

picks a proportion 1� t̂t of agents who, for reasons outside the scope of the model,

have to break up a relationship.19 In both cases gains from trade for the concerned

agent fall to zero—permanently for disappearing agents, until they find a new partner

for breaking-up agents.20 Agents discover that they must disappear or break up after

Continue or
stop

relationship

Offer to trade,
screen, or
do nothing

Nature picks
disappearing &

breaking-up
agents

Matching

Matching stage

Report Contract/
screen

Comply or
breach

contract

Contracting stage Compliance stage

Time 

Figure 11.1
Sequence of events during a trading round

16. If o¤ers di¤er, players continue to make o¤ers until they are the same.

17. The screening cost is the minimum transaction that would induce an incompetent agent to reveal its
type and is regarded as exogenous. We assume that agents cannot observe whether the other party has
actually incurred the screening cost. Without this assumption, cheaters may be induced to reveal them-
selves by asking them to incur a screening cost, as is implicitly done in Milgrom et al. (1991). Here
incompetent agents always agree to screen but never do.

18. Alternatively, B agents may be too numerous to be remembered or may easily conceal their identity.

19. For example, changes in economic conditions and trade patterns. See Greif (1993), Ghosh and Ray
(1996), and section 4.2.1 for similar assumptions.

20. Since the number of agents is infinite, the probability that two agents are ever matched again is
zero.
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having incurred contractual obligations but before complying with them; they are

able to complete the transaction but no longer make any profit from it.21

There are three states s in which a player can be at the end of the compliance stage:

n, normal state, d, disappearing state, and b, breaking-up state.22 The probabilities of

being in the normal, breaking-up, and disappearing states are t̂ty, ð1� t̂tÞy, and 1� y,

respectively. Knowing the state they are in—but not the state in which their partner

is—agents take one of two actions: comply or breach. An agent’s action may only

depend on its own type and current state as well as on the known history of play. If

both agents are competent and in the normal state, their payo¤s take the familiar

Prisoner Dilemma’s form shown earlier and reproduced here:

Payo¤ matrix A Comply Breach

Comply âa; âa �1; 1

Breach 1;�1 0; 0

with âa representing agents’ profit margin if both comply.23 If a competent agent is in

either the disappearing or breaking-up state, its payo¤ from compliance is 0 instead

of âa. Incompetent agents derive a negative payo¤ from compliance; for them, cheat-

ing is the only way to get a positive payo¤.

11.3 Relational Strategies

Having characterized the economy, we now examine the conditions under which

relational contracting enables agents to trade. We proceed, first, to define a set of

relational strategies. Based on these strategies, we compute expected payo¤s condi-

tional upon the state agents are in. Next, we derive the laws of motion of the econ-

omy, given these strategies, and we derive the properties of the long-term steady

21. This situation is distinct from one where agents become unable to fulfill a contract due to temporary
circumstances beyond their control (e.g., fire, riot, and flood). Such extraordinary circumstances may be
ground for excusable default; they are ignored here. In other words, we abstract from e‰cient breaches
(e.g., Craswell 1995; Cooter and Ulen 1988). If gains from trade fall to zero after the transaction is com-
pleted, agents may initiate an additional transaction with the intent of breaching the contract. In our
model, premeditated and nonpremeditated breaches turn out to be formally equivalent and the distinction
is ignored.

22. Consequently there are 23 ¼ 8 possible configurations of player pairs.

23. Gains from trade are divided equally among them so that payo¤s are symmetrical. This assumption is
not essential; similar results can be derived in a one-sided Prisoner’s Dilemma game (see chapter 17). But it
simplifies the analysis considerably by eliminating certain forms of strategic interaction, such as breaching
a profitable contract to renegotiate its terms.
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state. We then study the parameter configurations for which relational strategies are

subgame perfect.

Let us define simple relational strategies as strategies in which two agents trade

with each other until a breach of contract occurs, at which point they look for

another partner. Within this broad class of strategies, we consider one specific set of

strategies, which we denote SRSa, and we show that for some parameter values, it

constitutes a subgame perfect equilibrium and satisfies the bilateral rationality con-

dition. Strategies SRSa are as follows:

Matching stage. At time t, agents o¤er to continue trading with the agent with

whom they were matched in the previous round unless, at t� 1, (1) screening revealed

that the agent is incompetent, (2) a breach of contract has occurred, or (3) agents

discover that they must break up the relationship. In all of these cases the agent seeks

a new partner. New agents always seek a new partner.

Contractual stage. Competent agent o¤ers to trade if they have chosen to continue

trading with the same partner. In the case of a new match, they o¤er to trade if the

credit report shows that the agent has complied at least once in the past; otherwise

they o¤er to screen.

Compliance stage. Competent agents comply with their contractual obligations

unless their payo¤ falls to 0 (i.e., they disappear or must break the relationship), in

which case they breach the contract. Incompetent agents always breach.

No stigma is attached to breach of contract since, with probability 1, all competent

eventually breach. Stigma is revised in chapter 12.

We now investigate the conditions under which these strategies form a sustainable,

subgame perfect equilibrium, which we denote REa. Expected payo¤s of incompetent

agents are constant and are ignored from now on. Expected long-term payo¤s for

competent agents are derived as follows: At the beginning of each period, competent

agents are in one of three possible states: matched (M ), tested and unmatched (U ), or

untested and unmatched (K ). Matched agents are those who are in a long-term rela-

tionship. Tested agent are those that have been screened as competent; untested agents

are those who have never been screened. Dropping i subscripts for simplicity, we let

VM
t , VK

t , and VU
t denote the expected continuation payo¤ of a matched, unmatched

but tested, and untested agent at the beginning of period t, respectively. We get

VM
t ¼ âat̂t2y2 þ ð1� t̂t2yÞyd̂dVK

tþ1 þ t̂t2y2d̂dVM
tþ1: ð11:1Þ

The first part is the agent’s instantaneous payo¤ times the probability that both

agents comply. The second term is the expected continuation payo¤ if either of the
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two agents breaks up the relationship and they must each find a new partner. The

third term is the continuation payo¤ if the relationship continues. Equation (11.1)

incorporates the fact that disappearing agents have a continuation payo¤ of 0. To

simplify the notation, we let t2 1 t̂t2y, d1 d̂dy, and a1 âay. Equation (11.1) can then

be rewritten more succinctly as

VM
t ¼ at2 þ ð1� t2ÞdVK

tþ1 þ t2dVM
tþ1: ð11:2Þ

To derive the expected payo¤ of unmatched agents, let It be the proportion of

tested agents at time t, a fraction Kt of which are unmatched at the beginning of the

period. Next, let Ut stand for the fraction of untested, and thus unmatched, agents.

By construction, G ¼ It þUt at all t. Let mt be the proportion of untested agents

among the unmatched, and let pt be the proportion of incompetent agents among the

untested. By definition, we have

mt 1
BþUt

BþUt þ Kt

; ð11:3Þ

pt 1
B

BþUt

: ð11:4Þ

The expected payo¤ of a tested unmatched agent VK
t can then be written

VK
t ¼ ð1� mtÞkðat2 þ ð1� t2ÞdVK

tþ1 þ t2dVM
tþ1Þ

þ ½ð1� mtÞð1� kÞ þ mtð1� ptÞ�½ð1� t2ÞdVK
tþ1 þ t2dVM

tþ1�

þ mt pt dV
K
tþ1 � ½mt þ ð1� mtÞð1� kÞ�c: ð11:5Þ

The first term represents the expected payo¤ from being matched with a known

tested agent and trading from the start. This option is not open to untested agents

because they are indistinguishable from incompetent agents and therefore never trade

at their first encounter. The second and third terms are the expected payo¤ from

being matched with an unknown but competent agent, and with an incompetent

agent, respectively. The last term is the screening cost. A similar equation can be

derived for untested agents:

VU
t ¼ ð1� mt ptÞðð1� t2ÞdVU

tþ1 þ t2dVM
tþ1Þ þ mt pt dV

U
tþ1 � c: ð11:6Þ

If k ¼ 0, it is easy to verify that VK
t ¼ VU

t for all t.

Together, equations (11.2), (11.5), and (11.6) constitute a set of recursive equations

that can be used to compute agents’ payo¤s provided that we know mt and pt. Since

the number of agents is infinite, the laws of motion of Kt and Ut are given by
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Ktþ1 ¼ yð1� t2ÞIt þ yt2mt ptKt; ð11:7Þ

Utþ1 ¼ ð1� yÞG þ y½1� t2ð1� mt ptÞ�Ut: ð11:8Þ

The economy’s laws of motion do not depend on ki. This is because, unlike in

Kranton (1996a), social networks are not used to speed up the search for reliable

commercial partners. The economy starts with all agents in the untested, unmatched

category, namely with U0 ¼ G, I0 ¼ 0, and K0 ¼ 0. The initial proportion m0 of

untested agents in the population is equal to 1. Equations (11.7) and (11.8) constitute

a self-contained system of di¤erence equations that describes the law of motion of mt
and pt over time. Let p� and m� denote the steady state of this system. Linearizing

these equations around p� and m�, it can be verified that the system is locally stable

and that it is approached monotonically from below. Numerical simulations further

suggest that the system is globally stable and that Kt increases monotonically over

time.24

The properties of steady state expected payo¤s are summarized in the following

proposition. All proofs are given in appendix.

proposition 11.1 Steady state payo¤s VM , VK , and VU are increasing in a, k, d,

and t and decreasing in c, m�, and p�.

Proposition 11.1 states that agents’ payo¤s are higher when gains from trade a are

larger, when they have a dense network of relations k, and when relationships last

longer (t large). They are lower when screening costs c are high, the proportion of

untested agents m� is high, and the proportion of incompetent among the untested

p� is high. The reason is that the more incompetent agents there are in the economy,

the more time competent agents waste (on average) trying to find a reliable trading

partner. These results are comparable to propositions 4 and 5 in Ghosh and Ray

(1996). Since the laws of motion of Kt and Ut do not depend on a, d, c, or k, if fol-

lows that:

proposition 11.2 For all t, VM
t , VK

t , and VU
t increase with a, d, and k and decrease

with c.

24. If y ¼ 1 (competent agents are never renewed), the number of untested agents eventually tends to
0 and p� ¼ 1: in the long run, untested agents are all incompetent. If y < 1, the presence of new-
comers among the unmatched ensures that p� remains below 1: a certain proportion of unmatched
agents remains competent even in the long run. It can also be verified that p� and m� increase with
y. Moreover the proportion of competent agents among the unmatched falls with time and the
product mt pt 1B=ðBþUt þ KtÞ rises monotonically as initially untested agents progressively become
known.
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Proposition 11.2 generalizes the results of Ghosh and Ray (1996) by showing that

important characteristics of the equilibrium around the steady state also hold during

transitional dynamics. The proposition implies that returns to social network capital

are unambiguously positive: agents with a high ki enjoy higher payo¤s than those

with low ki during all trading rounds.25 They do so because they can save on

screening costs and trade immediately. The sharing of information thus improves

market e‰ciency, although reputation is not used to stigmatize cheaters. This kind of

reputation e¤ect has been ignored in much of the theoretical literature because agent

heterogeneity is typically not considered (e.g., Raub and Weesie 1990; Milgrom et al.

1991; Kandori 1992; Greif 1993; Ellison 1994).

An immediate policy implication is that the welfare of market participants can be

raised by favoring the circulation of market information among them. This can be

accomplished in various ways, such as by creating a credit reference bureau, circu-

lating information on potential workers, and fostering business associations and

meetings. Identification of firms and agents, an essential ingredient of an information-

sharing system, can be facilitated by setting up a business registration system. The

circulation of inaccurate or ill-intended information can be punished as defamation

or fraud. However, as we will demonstrate on the following pages, the circulation of

information is not always beneficial.

11.4 Equilibrium Conditions

We now examine the conditions for which relational strategies REa form a self-

enforcing, subgame perfect equilibrium. Although many individual rationality con-

ditions need to be satisfied, only three types of conditions deserve to be investigated

in detail:26 continuation of relationship (CR) conditions that ensure that matched

agents continue to trade with each other, breach deterrence (BD) conditions that

ensure that contractual obligations are respected, and willingness to screen (WS)

conditions that ensure that agents willingly screen each other.

For CR conditions to be satisfied, agents’ payo¤s must be higher when matched

than unmatched:

VM
t bVK

t : ðCRÞ

25. Remember that i subscripts have been dropped from the notation to improve readability but are
implicit in propositions 23.1 and 23.0 and all that follows.

26. The others are satisfied trivially and are left as an exercise for the reader.
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This is always true since unmatched agents incur the cost of identifying a reliable

agent while matched agents do not.27 Next, consider breach deterrence. In a rela-

tional equilibrium, opportunistic breach is deterred by the prospect of having to

incur the cost and risk of screening new potential partners. For agents in the

‘‘normal’’ state, the breach deterrence condition is

tðaþ dVM
tþ1Þ þ ð1� tÞð�1þ dVK

tþ1Þb tþ dVK
tþ1;

which can be rewritten more simply as

VM
tþ1 � VK

tþ1 b
1� at

td
: ðBDÞ

This condition cannot be satisfied unless VM
tþ1 is strictly larger than VK

tþ1. For agents

who have discover that they will disappear or that they must find a new partner

deterrence is ine¤ective, however. To deter willful breach by breaking-up agents, it

would have to be true that

tð1þ dVK
tþ1Þ þ ð1� tÞdVK

tþ1 a tdVK
tþ1 þ ð1� tÞð�1þ dVK

tþ1Þ;

which boils down to 1a 0, an impossibility. A similar impossibility is found for dis-

appearing agents since their have a zero continuation payo¤. Breach by breaking-up

agents cannot be fully deterred for two reasons. First, the economy does not stigma-

tize cheaters and cannot, therefore, penalize breaking-up agents above and beyond

the loss that they already su¤er from having to end a commercial relationship. This

is true even though agents share information about each others through an informal

reputation mechanism. Second, the economy is large enough that the chance that

agents would be paired with the same agent again in the future is vanishingly small.

If the number of agents was finite and su‰ciently small, agents would worry that

cheating some agents may seriously reduce their chances of finding a new commer-

cial partner—a process that could support cooperation (e.g., Kandori 1992; Ellison

1994). This possibility is ignored here.

Let us now turn to willingness to screen conditions. First, it must be better

for unmatched agents to screen unknown agents rather than withdraw from trade

altogether:

VK
t b 0WS1K ; ð11:9Þ

VU
t b 0WS1U : ð11:10Þ

27. This can easily be seen by comparing equation (11.3) to equation (11.6).
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Second, untested agents must prefer to screen now instead of waiting for the next

trading round:

VU
t b dVU

tþ1: ðWS2UÞ

Finally, tested agents must prefer to screen now rather than wait until next period in

the hope that they will be matched with a known agent and will not have to incur the

screening cost:

½ð1� mtÞð1� kÞ þ mtð1� ptÞ�½ð1� t2ÞdVK
tþ1 þ t2dVM

tþ1�

þ mt ptdV
K
tþ1 � ½mt þ ð1� mtÞð1� kÞ�cb ½mt þ ð1� mtÞð1� kÞ�dVK

tþ1;

which can be rewritten as

VM
tþ1 � VK

tþ1 b
cðmt þ ð1� mtÞð1� kÞÞ

dt2ðmtð1� ptÞ þ ð1� mtÞð1� kÞÞ
: ðWS2KÞ

If either of these conditions is violated, agents refuse to screen unknown agents. If

the breach deterrence condition (BD) and the four willingness to screen conditions

are satisfied, it can be verified that other individual rationality constraints are sat-

isfied as well. Together, these conditions therefore define the set of model parameters

for which the relational equilibrium REa is self-enforcing. They can be used to derive

the following propositions.

proposition 11.3 In a relational equilibrium REa,

i. Breach cannot be fully deterred and economic e‰ciency is not achieved.

ii. Breach deterrence is harder when k is large.

iii. Gains from trade a must be strictly positive.

iv. If c ¼ 0 and a > 0, willingness to screen conditions are always satisfied.

Proposition 11.3.i is a consequence of the fact that breach by breaking-up agents

cannot be deterred. Proposition 11.3.ii follows from the fact that the breach deter-

rence condition is harder to satisfy when information is shared widely. The reason is

again due to the absence of stigma: tested agents trade more easily when unmatched

and are thus less penalized if they breach. The larger k is, the easier it is to trade, and

the harder it is to prevent opportunistic breach. Proposition 11.3.iii is an imme-

diate consequence of the breach deterrence condition: for a relational equilibrium to

exist, agents must derive strictly positive expected gains from trade; otherwise,

they have no incentive to preserve commercial relationships. In these circumstances

agents may naturally interpret gains from trade as returns to their social capital in
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the form of commercial relationships and reputation (Coleman 1988). Proposition

11.3.iv implies that if screening is costless, it is always in an agent’s interest to

sample unknown firms in the hope of finding a suitable commercial partner. In this

case the only equilibrium condition that is possibly binding is equation (BD). A

contrario, if screening is costly, it may be better for agents to stop screening alto-

gether or to wait until they are matched with a known firm. To illustrate what

patterns of trade may emerge in relational equilibria, two special cases are examined

more in detail.

11.5 Pure Relational Equilibria

We now investigate the conditions under which a pure relational equilibria may be

self-emerging. Let ki ¼ 0 for all i and modify SRSa accordingly by instructing agents

to screen all unknown agents. Call the result pure relational strategies or PRSa, and

denote the corresponding equilibrium a pure relational equilibrium PREa. In the

steady state this equilibrium is very similar to that discussed in Ghosh and Ray

(1996) and to what Greif (1993) call bilateral punishment strategies.

In PRSa, equilibrium conditions boil down to VM
t � VU

t b ð1� atÞ=td, equation
(BD), and VU

t b 0, equation (WS1U).28 The set of a and c values for which equi-

librium conditions in PRSa are satisfied evolves over time in the manner illustrated in

figure 11.2 (see proof of proposition 11.4). II0 and JJ0 depict the locus of a and c

values such that equilibrium conditions are exactly satisfied at time t0; II
� and JJ �

represent steady state equilibrium conditions.29 Values of a and c above the II and

JJ lines ensure that a PREa exists. It is easy to show that equilibrium conditions are

more easily satisfied when relationships are stable (high t) and agents are patient

(high d).

Two shaded areas, A and B, are of particular importance. For values of a and c in

the B shaded area, equilibrium conditions are satisfied in the steady state but not at

t0. The reason is that at p0 ¼ B=ðBþ GÞ, unmatched agents find each other easily

and the penalty for breach of contract is not strong enough to induce compliance.

28. Since V K
t ¼ V U

t for all t, conditions (WS1K) and (WS2K) drop out. It is easy to verify that V U
t and

VM
t unambiguously fall over time. The reason is that the proportion of incompetent agents among the

unmatched, mt pt, increases with t : mt ¼ 1 for all t and pt ¼ B=ðBþUtÞ rises as agents, who initially are all
unmatched, progressively identify commercial partners. Condition (WS2U) is thus always satisfied along
the equilibrium path.

29. These can be derived algebraically by solving recursive equations (11.2), (11.5) and (11.6) for a fixed
VM and V U , and replacing mt by its steady state value m�.
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The pure reputational equilibrium is sustainable and locally stable, but it cannot

be reached from a no trade situation. A relation-based market fails to emerge

even though, if it were there, it would be sustainable. Under these circumstances an

unanticipated shock to the economy that would break existing relationships between

agents could permanently eliminate trade.30

Shaded area A correspond to another scenario, one in which the development of

commercial relationships initially satisfies equilibrium conditions, but eventually fails

to satisfy VU
t b 0: as the number of competent agents among the unmatched falls,

unmatched agents eventually find it too costly to sample each other and withdraw

from the market. The reason is that as pt rises, the cost of sampling c is no longer

compensated by the hope of finding a reliable long-term partner. This means that

PRSa are not sustainable in the long run; a pure relational equilibrium does not exist.

It is possible, however, to find other relational strategies that support trade in the

long run (see proof of proposition 11.4). These results are summarized in the follow-

ing proposition:

JJ0

JJ*

II*

B

c

A

II0

α

Figure 11.2
Existence of pure relational equilibria

30. For example, warfare, the expulsion of a merchant group from the country, or a brutal change in
economic conditions that calls for a change in trade patterns.
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proposition 11.4 When ki ¼ 0 for all i,

i. A PREa is not sustainable if gains from trade a are small and screening costs c

are high.

ii. A PREa is more likely to be sustainable when relationships are stable (high t) and

agents are patient (high d).

iii. For a su‰ciently high and c su‰ciently low, there exists a sustainable, reachable

pure relational equilibrium of the first kind PREa; market emergence is spontaneous.

iv. For certain values of a and a low enough c, PREa may be sustainable but not

reachable from U0 ¼ G. Spontaneous market emergence does not occur; shocks may

destroy markets.

v. For certain values of a and a high enough screening cost c, PRSa are satisfied at

t ¼ 0 but not at the steady state. Alternative equilibrium relational strategies never-

theless exist, but at the steady state a fraction of competent agents are shut out from

trade.

History abounds with examples of trading relationships that resemble pure rela-

tional strategies, such as the spice and silk trade of the pre-industrial world (Braudel

1986), long-distance cattle and kola trade in West Africa (Hopkins 1973), or gold

trade along the Zambezi river (Shillington 1989). These ancient patterns of trade

have in common to be highly profitable (high a) and, if undisturbed, extremely stable

over time (high t). Yet history suggests that they often are vulnerable to temporary

trade disruptions in the sense that once trading routes are disturbed by warfare or

political turmoil, these routes are di‰cult to reestablish.

It is still possible to find examples of similar trade patterns in contemporary Africa

(e.g., Jones 1959; Meillassoux 1971; Amselle 1977; Staatz 1979). One of the reasons

is that the semi-legal nature of much cross-border African trade precludes recourse

to courts. In addition the small size of the transactions implies that suing is seldom

an attractive option. The embryonic manufacturing sector of Ghana operates largely

in the same manner (e.g., Cuevas et al. 1993; Fafchamps 1996). The reason appears

to be that the Levantine businessmen who run much the country’s manufacturing

sector are prohibited by law to run trading businesses. As a result they find them-

selves sandwiched between suppliers and clients from other ethnic groups with whom

socialization and thus the exchange of information is problematic. Trade in illegal

drugs is another contemporary example of a pattern of exchange essentially based on

relational contracting: the illegal nature of the trade prevents the use of courts to

enforce contracts, while the fear of informants complicates the exchange of business
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information. E¤orts by drug enforcement agencies to disrupt trade channels (e.g., by

arresting dealers) in the hope of permanently stopping trade can be seen as an appli-

cation of proposition 11.4.iv. As part i of proposition 11.4 suggests, however, these

e¤orts are bound to fail if gains from trade are su‰ciently large.

11.6 Closed-Shop Equilibria

Things are somewhat di¤erent if agents exchange information. To focus on an inter-

esting special case, we assume that competent agents are renewed slowly or are not

renewed at all. To keep the notation simple, we assume that k ¼ 1. In this case

equilibrium conditions simplify to the following:

VM
tþ1 � VK

tþ1 b
1� at

td
BD 0; ð11:11Þ

VM
tþ1 � VK

tþ1 b
c

dt2ð1� ptÞ
WS2K 0; ð11:12Þ

plus (11.9), (WS2U), and (11.10).

From proposition 11.3.iv we know that willingness to screen conditions are auto-

matically satisfied when c ¼ 0. It is then easy to verify that parameter values exist

such that breach of contract can be deterred by SRSa strategies. When c > 0, how-

ever, condition (11.12) is impossible to satisfy for values of pt close enough to 1. In

this case SRSa are unsustainable in the long run. The reason is that tested agents

cannot be convinced to incur screening cost c > 0 in order to sample untested agents

when the latter are, in their great majority, incompetent. Tested agents prefer to

limit their dealings to tested agents whom they can immediately trust. Since pt ! 1

as t ! y when agents are not renewed (i.e., when y ¼ 1), we get the following

proposition:

proposition 11.5 If k ¼ 1, d < 1, c > 0, and y ¼ 1, the REa is unsustainable in the

long run.

By extension, REa is unsustainable for y or k close enough to 1. This, however,

does not imply that no transaction can ever occur between tested and untested

agents. In early periods the number of tested agents Kt is small and competent agents

Ut constitute a large proportion of all untested agents. In this case, waiting to be

matched with another tested agent would take too long; screening untested agents,

even though it means incurring screening cost c, is likely to constitute a more profit-

able alternative. This leads to the following proposition:
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proposition 11.6 If k ¼ 1, y ¼ 1, and c > 0,

i. There exist parameter values for which a relational equilibrium is sustainable. This

equilibrium involves changes of strategies over time.

ii. There is a time t� b 0 such that for all t < t�, SRSa satisfy equilibrium conditions,

and for all tb t�, tested agents refuse to transact with untested agents. After t�,

absorption of agents into the group of tested agents is slower than before t�.

iii. There is a time t�� b t� such that for all tb t��, untested agents refuse to screen

each other. After t��, untested agent are permanently excluded from trade.

The evolution of equilibrium payo¤s implied by proposition 11.6 is illustrated

in figure 11.3.31 The proposition implies that, if screening is costly, firms are long

lasting, and information circulates freely among them, then trade is likely to take

a ‘‘closed-shop’’ form: established firms deal only with other established firms and

refuse to even consider unknown agents as potential partners.32 The reason is that
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Figure 11.3
Closed-shop equilibrium

31. Figure 11.3 shows the result of a computer simulation using the following parameter values: y ¼ 1,
k ¼ 1, d ¼ 0:95, t ¼ 0:95, a ¼ 0:3, c ¼ 0:05, B ¼ 2=3, G ¼ 1=3.

32. A similar result is derived by Taylor (2000) using di¤erent assumptions and a static setup.
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there are too few competent agents among the unknown, untested agents, and it

would be too costly to identify them. In such a world, agents with no payment his-

tory find it di‰cult if not impossible to be given a chance to prove themselves: the

deck is stacked against newcomers. Possible real life examples of such equilibria

include, for instance, the di‰culties that young inexperienced workers often encoun-

ter getting their first job, and the problems that start-up companies face in qualifying

for credit from banks and suppliers. Similar examples can be found in developing

countries where a closely knit business community has a hold on a particular eco-

nomic activity: for instance, the Chinese in Indonesia, the Asians in Kenya, or the

whites in Zimbabwe. Proposition 11.6 suggests that this hold is strongest in societies

where economic opportunities are unchanging over time (high t) and firms are long

lasting (high y).

A corollary of proposition 11.6 is that setting up a mechanism to improve the cir-

culation of business information among agents—such as a credit reference bureau—

may result in excluding from the market those firms that have not yet established

a name for themselves. Allowing established firms to better exchange information

among themselves indeed makes it easier for them to identify each other—and thus

to economize on screening costs by waiting to be matched with each other. Empiri-

cal work on Ghana, Kenya, and Zimbabwe manufacturing suggests that wide-

spread circulation of information may indeed be detrimental to newcomers (e.g.,

Cuevas et al. 1993; Fafchamps et al. 1994, 1995; Fafchamps 1996). The three coun-

tries di¤er greatly in the extent to which manufacturing firms exchange information.

For reasons discussed earlier, Ghanaian manufacturers share little information.

In contrast, Kenyan manufacturers, who are predominantly of Asian origin, infor-

mally exchange information among themselves. In addition to informal information

sharing, Zimbabwe has a credit reference bureau. Of these three countries, it is also

the one where manufacturing appears the most closed to newcomers, especially

blacks, while Kenya occupies an intermediate position and Ghana is the most open

(e.g., Fafchamps 1996, 1997c). This evidence is only suggestive, given that it is

based on a small number of case studies in three countries, but it is consistent with

the idea that information sharing may hurt newcomers. This issue deserves further

investigation.

11.7 Conclusion

This chapter has examined the conditions by which decentralized market exchange

may emerge in the absence of external enforcement. We have seen that the presence

of ‘‘bad’’ types in the economy can serve as disciplining device. Economic agents
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form long-term economic relationships to minimize screening costs—namely the

costs associated with the building of trust that we discussed in part III.

Information sharing about agents’ types improves e‰ciency because it enables

connected agents to skip the trial period. But it reduces the penalty for breach and

can thus undermine the decentralized market equilibrium. It can also result in closed-

shop equilibria where certain agents are shut o¤ from trade.

What this chapter does not elucidate is whether sharing information about agents’

behavior can be used to better deter breach. To this we now turn.

11.8 Appendix: Proofs of Propositions

Proof of Proposition 11.1 First, solve equations (11.2), (11.5), and (11.6) for con-

stant VM , VK , and VU . Convoluted algebraic expressions result, one of which is

shown below:

VM ¼ at2ð1� d� dkmþ dt2 þ dkmt2 � dmpt2Þ � cdð1� kþ kmÞð1� t2Þ
1� d� dkþ dkt2 � dmpt2 � d2mpt2

: ð11:13Þ

Di¤erentiating VM , VK , and VU with respect to various parameters yields compli-

cated expressions like the one shown below:

qVM

qa
¼ t2ð1� dð1� mpt2ð1� dÞÞ � dkmð1� t2ÞÞ

1� dð1� mpt2ð1� dÞÞ � dkð1� t2ÞÞ
> 0: ð11:14Þ

Careful analysis such as the one illustrated above makes it possible to sign the vari-

ous derivatives. 9

Proof of Proposition 11.2 Using equations (11.2), (11.5), and (11.6), apply back-

ward induction to proposition 11.1, noting that mt and pt are una¤ected by changes

in a, d, k, or c. 9

Proof of Proposition 11.3 The first part follows from the text and the fact that

aþ 0 > �1þ 1: cheating at the end of a relationship is ine‰cient. To show the sec-

ond part, we solve for steady state values VM and VK and compute the di¤erence

between the two. We get

VM � VK ¼ ðcþ at2Þð1� kð1� mÞÞ
1� dmpt2

: ð11:15Þ

It clear that VM � VK is a decreasing function of k. This result can be extended to

all periods using a recursive argument.
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For the third part, combining all the willingness to screen conditions, we get that

VK
t b 0: since trade is voluntary, agents cannot be forced below their autarkic pay-

o¤. Consequently VM
t must be strictly positive for (BD) to be satisfied. For this to be

true, a must itself be strictly positive.

For the fourth part, if c ¼ 0, VU
t must beb0: the worst thing that could happen

to an untested firm would be to be matched repeatedly with incompetent firms as

then its expected discounted payo¤ would be 0. This takes care of condition (11.10).

Since a > 0, VK
t and VM

t are alsob0. From this it follows that the other willingness

to screen conditions are satisfied as well. 9

Proof of Proposition 11.4 Equilibrium conditions (BD) and (WS1U) define a locus

of values of a and c below which a TBE is not sustainable. To investigate the long-

term sustainability of a TBE, we evaluate these two conditions at the long-run steady

state. Solving for the steady state values of VM
t and VU

t , we get

VM ¼ at2ð1� dþ dt2 � dpt2Þ � cdð1� t2Þ
ð1� dÞð1� dpt2Þ

; ð11:16Þ

VU ¼ adt4ð1� pÞ � cð1� dt2Þ
ð1� dÞð1� dpt2Þ

: ð11:17Þ

Plugging the above into the two equilibrium conditions and solving for a and c, we

get

a ¼ 1� dpt2 � cdt

tð1þ dt2 � dpt2Þ
; ð11:18Þ

a ¼ cð1� dt2Þ
dt4ð1� pÞ

: ð11:19Þ

The two lines intersect at a� ¼ ð1� dt2Þ=t and c� ¼ dð1� pÞt3. It is easy to verify

that the shape of the sustainable set is as depicted in figure 11.2 where the JJ 0 and II 0

lines represent the two above equations. This proves part i.

To show part ii, note that qa=qta 0 and qa=qda 0 in both equations. Higher

values of t and d thus shift both II 0 and JJ 0 downward, making it easier for a TBE

to be sustainable.

To show part iii, it su‰ces to show that II and JJ shift over time as shown in

figure 11.2. This can be demonstrated with the following recursive argument. Let T

be the time at which VM
t and VU

t reach their steady state values. Then

VU
T�1 ¼ ð1� pT�1Þðð1� t2ÞdVU

T þ t2dVM
T�1Þ þ pT�1dV

U
T � c; ð11:20Þ
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which is above VU
T since pT�1 < pT . Since V

U
T�1 is larger than VU

T , the willingness to

screen constraint V 0
t b 0 is easier to satisfy and JJ shifts clockwise as one goes back

in time (see figure 11.2). Using the fact that

VM
T � VU

T ¼ ðcþ at2Þ=ð1� dpTt
2Þ;

we also get

VM
T�1 � VU

T�1 ¼
cþ at2

1� dpTt
2
ð1� dt2ðpT � pT�1ÞÞ >

cþ at2

1� dpTt
2
: ð11:21Þ

The breach deterrence constraint is thus harder to satisfy as one goes back in time

and the II locus shifts down as shown in figure 11.2.

Part iv follows from the text. To show part v, we simply need to find other rela-

tional strategies that support trade in the long run. One such set of strategies, which

we denote PRSb, has two parts: the first part is exactly like PRSa, and is played until

the proportion pt of incompetent agents among the unknown rises so much that VU
t

approaches zero. At that point agents are requested to switch to randomized screen-

ing whereby only a fraction of unknown agents are screened in any period. By

choosing the proportion of screened agents just right, pt can be maintained at a level

such that VU
t remains exactly zero forever. At that point unmatched agents are

indi¤erent between screening and not screening, and the willingness to screen condi-

tion is satisfied exactly. For those who find this kind of coordinated randomization

unlikely, we propose a set of pure strategies, denoted PRSb 0 , that closely approxi-

mates PRSb. In PRSb 0 , agents are instructed to screen all unknown agents until VU
t

falls below zero, at which point all screening stops. When this happens, the law of

motion of the system is temporarily replaced with

Utþ1 ¼ ð1� t2ÞðG �UtÞ þUt: ð11:22Þ

As a result of the breakup of relationships and replacement of agents, the number of

unmatched competent agents begins to rise, hence driving pt down. After a while,

VU
t becomes positive again. At this point agents are again instructed to screen all

unknown agents until VU
t again falls below zero, at which point they again stop

screening. The cycle is then repeated ad infinitum, and the economy oscillates around

a value of p that satisfies VU ¼ 0. With either PRSb or PRSb 0 , relational markets

emerge spontaneously, but in the long run not all unknown agents get instantly

screened. Market participation is interrupted for some agents who are denied screen-

ing and cannot prove their worth. This completes the proof. 9
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Proof of Proposition 11.5 All we need to show is that the left-hand side of (11.9) is

bounded below y. It is easy to see that VM
t is bounded from above by a=ð1� dÞ:

agents cannot receive more than the equivalent of full gains from trade every period.

From (11.9), VK
t b 0. The di¤erence VM

t � VK
t is thus bounded by a=ð1� dÞ. As

long as d < 1, there exists a pt close enough to 1 such that (11.9) is violated. 9

Proof of Proposition 11.6 From the text we see that there exist a t� such that, if

agents follow SRSa,

VM
tþ1 � VK

tþ1 b
c

dt2ð1� ptÞ
ð11:23Þ

for ta t�, and

VM
tþ1 � VK

tþ1 <
c

dt2ð1� ptÞ
ð11:24Þ

for t > t�. Tested agents Kt initially find it profitable to sample untested agents Ut,

but they stop doing so beyond t� when Kt gets too large and Ut too small. At this

point the economy must switch to another set of strategies in which tested agents no

longer trade with untested agents. Call this set of strategies SRSc. In SRSc, tested

agents are instructed not to screen untested agents but to wait for a match with

another tested agent instead. As long as VU
t b 0, untested agents continue to sample

other untested agents. By screening each other, untested agents may still join the

ranks of tested agents Kt. In a SRSc, agents’ payo¤ are defined as follows:

VM
t ¼ atþ ð1� t2ÞdVK

tþ1 þ t2dVM
tþ1; ð11:25Þ

VK
t ¼ ð1� mtÞ½atþ ð1� t2ÞdVK

tþ1 þ t2dVM
tþ1� þ mt dV

K
tþ1; ð11:26Þ

VU
t ¼ ð1� mt þ mt ptÞdVU

tþ1 þ mtð1� ptÞ½ð1� t2ÞdVU
tþ1 þ t2dVM

tþ1� � mtc: ð11:27Þ

The corresponding law of motion for Ut is now

Utþ1 ¼ ½1� mtt
2ð1� ptÞ�Ut; ð11:28Þ

which implies slower absorption into the ranks of tested agents. If the (WS2K 0) con-

dition is violated at time 0, but VU
t b 0, then t� ¼ 0, and the economy begins with

SRSc from the start. Otherwise, SRSa are followed until t�, at which point agents

spontaneously switch to SRSb.

This is not the end of the story, however. If SRSc strategies are followed indef-

initely until all competent agents have been tested and p ¼ 1, the steady state value

of VU will be
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VU
R ¼ � cm

ð1� dÞ ; ð11:29Þ

which, for c > 0, violates the VU
t b 0 equilibrium condition. This implies that there

is yet another time, say t��, beyond which VU
t falls below 0. Beyond that point,

untested agents find it too risky to screen each other, and the population of untested

agents remains constant. The economy then operates in a closed-shop relational equi-

librium: only tested agents trade with each other; untested agents remain excluded

permanently. If VU
0 < 0, competent agents, who by assumption are all untested in

period 0, never transact, never acquire reputation, and a relational equilibrium does

not exist. This completes the proof. 9
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12 Decentralized Reputational Penalties

In the previous chapter we observed that exchange can take place in the absence

of formal institutions for the enforcement of contracts. Unlike much of the theoreti-

cal literature on informal contract enforcement, we did so without resorting to any

coordinated punishment strategy. Instead, we showed that the value that agents

attach to commercial relationships can be su‰cient to deter breach of contract

whenever agents are heterogeneous. Better deterrence could, however, be achieved if

breach of contract resulted in permanent exclusion from trade. Indeed, we saw in

section 11.1 that in an equilibrium where breach is not sanctioned by permanent ex-

clusion from trade, a commercial relationship always ends with a breach of contract.

In this chapter we examine the conditions under which the threat of exclusion

may be credible even without coordination among agents, that is, without meta-

punishment. We show that reputational equilibria in which cheaters are permanently

excluded from trade (e.g., Kandori 1992; Greif 1993) are not decentralizable unless

breach of contract is interpreted as a sign of impending bankruptcy.

The basic intuition of our argument is as follows:1 Agents who know they are

leaving the business have no incentive to comply with their contractual obligations.

Consequently they are willing to take on contractual obligations they cannot fulfill

and go bankrupt.2 We begin by showing that permanent exclusion of known cheaters

serves as an additional deterrent to opportunistic breach. We then examine the con-

ditions under which permanent exclusion is self-enforcing. We show that breach of

contract may trigger permanent exclusion from trade if it is interpreted as a signal

of impending bankruptcy. Self-enforcement then comes from what breachers reveal

about themselves.3

12.1 Exclusion from Trade

We now investigate strategies in which agents who breach contracts are stigmatized

and permanently excluded from trade. We keep the modeling apparatus developed in

1. An ingenious example of self-enforcing exclusion can be found in Greif (1993). Using a stylized model
of merchant-agent relations, Greif shows that when other merchants punish deviant agents, it is not in any
merchant’s interest to trade with a cheater. The reason is that a cheater must receive a higher wage to be
deterred from cheating again. Although formally appealing, Greif ’s approach requires that merchants
extract all gains from trade, subject to the agents’ participation constraint. If, in contrast, gains from trade
are shared by both parties, as is implicitly assumed here, cheaters could presumably propose to take a
lower share of the gains in order to resume trade. In this case the threat of exclusion would no longer be
credible.

2. We abstract from legal penalties attached to fraudulent bankruptcy.

3. When agents receive credit from multiple sources, breach of contract can lead all sources of credit to
withdraw their support simultaneously, thereby precipitating the firm’s demise. This may serve as addi-
tional deterrent to breach of contract. A formalization of some of these arguments can be found in the
literature on bank runs (Diamond and Dybvig 1983).



the previous chapter, and we continue to assume that agents do not observe the other

party’s gains from trade, even ex post. Since agents cannot verify the conditions of a

breach, all breaches must be equally punished. Let us define stigma-augmented rela-

tional strategies (SARS) as strategies in which only agents who are incompetent

or going out of business cheat. Other agents never cheat, even at the end of a rela-

tionship. Cheaters are stigmatized: if they are matched with a competent agent who

knows them, the agent refuses to trade with them. When matched with unknown

agents, cheaters follow simple relational strategies. For the surplus, strategies are

identical to simple relational strategies.

Since there is less cheating, the following proposition obtains:

proposition 12.1 Expected payo¤s, and thus market e‰ciency, are higher when

agents follow stigma-augmented relational strategies instead of simple relational

strategies.

Conditions for SARSa to form a subgame perfect equilibrium are largely un-

changed, except for a new breach deterrence condition along the equilibrium path:

dVK
tþ1 b yþ dVC

tþ1; ðBD 00Þ

where VC
tþ1 is the expected payo¤ to a one-time cheater. Manipulating equation

(11.8) and combining it with payo¤ functions implied by the SARS yields the fol-

lowing proposition:

proposition 12.2

i. Stigma-augmented relational strategies become more easily sustainable over time.

ii. Stigma-augmented relational strategies are more likely to be sustainable if k is

large for all agents.

The reason for proposition 12.2.i is simply that the gap between the expected

payo¤ of a cheater VC
t and that of an established noncheater VK

t increases over time,

hence making equation (11.8) easier to satisfy. The gap increases because the pro-

portion of tested agents among the competent agents rises over time, making it di‰-

cult for cheaters to establish relationships with untested competent firms. Proposition

12.2.ii follows from the fact that deterrence is more e¤ective when the probability of

punishment is higher.

An immediate corollary of proposition 12.2 is that stigmatization is ine¤ective

with entirely unknown agents, that is, agents whose ki ¼ 0. Trade with such agents

is only feasible via simple relational strategies. If agents di¤er with respect to their

ki, stigmatization may be feasible only within a closely knit group. This opens the

door to more complicated strategies, whereby agents play stigma-augmented strat-
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egies with certain agents and relational strategies with others. For lack of space, we

do not explore this possibility here, but it fits rather well the way Kenyan manu-

facturing firms interact: while Asian entrepreneurs share information with each other

and refuse to deal with Asian cheaters, African entrepreneurs do not (Fafchamps

et al. 1994). A similar contrast among various business groups could be observed in

Zimbabwe (e.g., Fafchamps et al. 1995; Fafchamps 1997c). Further analysis is found

in Fafchamps (2000).

Proposition 12.2 implies that changing one’s identity must be su‰ciently costly

for an SARS to constitute a subgame perfect equilibrium. An SARS cannot exist

if agents who opportunistically breach a contract can subsequently hide among

unknown agents. Stigmatization requires a precise way of identifying agents. In the

absence of a formal identification system—such as business registration or an iden-

tity card system—stigmatization must remain confined to face-to-face interaction.

This may explain why the threat of stigmatization is largely ine¤ective against

so-called informal sector firms which, as a rule, are not registered—and hence why

transactions among informal sector firms remain quite unsophisticated. Interviews

with entrepreneurs in Africa further suggest that running away to one’s village—and

resurfacing later with a di¤erent identity—is a widely used strategy to escape con-

tractual obligations. Such strategies are typically not available to expatriate com-

munities, a feature that may explain why stigmatization is easier among them and

hence why breach is more easily deterred. This feature alone could explain why ex-

patriate communities dominate business in many agrarian societies of the Third

World.

Finally, we note that an SARS shares essentially the same willingness to screen

conditions as the simple relational equilibria discussed in section 12.1. Consequently

propositions 11.5 and 11.6 also apply. For instance, if c > 0, k ¼ 1, and y ¼ 1,

established agents eventually refuse to trade with untested agents. Stigmatization

does not preclude closed-shop equilibria.

12.2 Self-enforcing Stigmatization

We now investigate the circumstances under which the stigmatization of cheaters is

self-enforcing, that is, does not require that agents who trade with cheaters be them-

selves punished.4 We begin by noting that cheaters lucky enough to find someone

willing to trade with them cannot be deterred from breaching the contract at the

4. In this case stigmatization satisfies the bilateral rationality condition of Ghosh and Ray (1996) and is
also renegotiation-proof.
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end of the relationship: in their case (BD 00) cannot be satisfied since dVC
t cannot be

greater than yþ dVC
t .5 During the relationship, however, breach deterrence is easier

(i.e., VN
t � VC

t bVM
t � VK

t ). This is because a cheater has a harder time finding a

new partner, making a commercial relationship more valuable to him or her than to

a noncheater. Cheaters can therefore credibly promise that they will not cheat again6

while at the same time proposing to split gains from trade di¤erently, such as by

o¤ering a bribe b whereby the cheater gets a cooperation payo¤ of a� b and the

stigmatization buster gets aþ b. Cheaters may therefore escape exclusion by credi-

bly promising to amend their ways while at the same time anticipatively compen-

sating the other agent for the fact that they will cheat at the end of the relationship.

The threat of permanent exclusion from trade is thus not credible and a stigma-

augmented relational strategy is unsustainable without meta-punishment.

There is, however, one possible mechanism by which stigmatization can be self-

enforcing. So far we have postulated that with probability 1� y, competent agents

leave business and are immediately replaced by new, untested competent agents. We

now assume, instead, that these agents remain in the economy. Since these agents

do not derive any gain from trade, they have no incentive to honor contracts. Like

incompetent agents, they take advantage of every opportunity to cheat, but unlike

them, they have been ‘‘tested’’ by the market and enjoy a long history of honored

contracts. In a simple relational equilibrium they could o¤er to trade with the tested

agent they are matched with—and profit by cheating them. All they would have to

do is to claim that they cheated their previous commercial partner because they had

discovered they needed to find a new partner, an event that a¤ects all agents with

probability 1� t. In a simple relational equilibrium therefore, agents going out of

business would find it in their interest to remain in the economy only to cheat others.

Things are di¤erent with SARS because agents are instructed not to trade with

known cheaters. The threat of exclusion deters cheating by all agents except those

who have nothing to gain from any future trade. In equilibrium therefore, all cheat-

ers are either incompetent or going out of business, and no competent agent should

deal with them. Refusing to deal with cheaters is then self-enforcing and the threat of

exclusion credible.7

That SARS are self-enforcing does not guarantee that a stigma-augmented rela-

tional equilibrium or SARE is the only possible equilibrium configuration. Consider

5. The expected loss from breach of contract at the end of a relationship may, theoretically, discourage
agents to deal with cheaters, but in practice, the loss is not discovered until some (distant) time in the
future.

6. Except at the end of the relationship.

7. Agents may even be willing to pay a credit reference bureau for the names of cheaters.
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an agent who is matched with a known cheater. If all cheaters are incompetent or

going out of business, refusing to trade is optimal. If, however, most cheaters are

competent agents who follow simple relational strategies, trading is optimal. There

will therefore be parameter configurations in which two rational expectations equi-

libria are possible, one in which agents believe cheaters to be incompetent or bank-

rupt, in which case competent agents never cheat, and one in which agents believe

most cheaters are competent agents who reached the end of a relationship, in which

case cheating at the end of a relationship is not deterred. The first equilibrium is an

SRE, and the second an SARE.8 These results can be summarized in the following

proposition:

proposition 12.3

i. An SARE can be self-enforcing if agents going out of business remain in the

economy.

ii. There exist parameter vectors for which both an SRE and an SARE exist and are

self-enforcing; the SARE is Pareto superior to the SRE.

12.3 Spontaneous Market Emergence

We are now in a position to speculate as to how markets may spontaneously emerge

in the absence of any formal institutions for the enforcement of private contracts.9

We first discuss the conditions required for exchange to be initiated. We then exam-

ine how the sharing of information among agents leads to an increase in the role of

information and generates returns to social connectedness. Finally, we demonstrate

that given the right conditions such as a major economic downturn, agents may

spontaneously switch to a higher level of breach deterrence in which all cheaters are

permanently excluded from trade.

12.3.1 The Initiation of Exchange

What makes relational contracting a convincing working hypothesis about the way

markets emerge is that unlike other equilibrium concepts discussed in the literature

(Kandori 1992), it does not require any coordination. One could possibly argue that

if all agents are cheating on all transactions, it is not in anyone’s interest to con-

tract, so markets may never emerge. No trade is thus always a possible equilibrium.

8. For another example of multiple signaling equilibria, see the model of criminal deterrence presented by
Rasmusen (1996).

9. Formal institutions may nevertheless be required to define and protect property rights (North 1990).
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If the conditions for a simple relational equilibrium are satisfied, however, no trade

violates the bilateral rationality condition of Ghosh and Ray (1996). It is also not

renegotiation-proof. All that is required to initiate market exchange is for two devi-

ant players to take the risk of what Axelrod (1984) calls ‘‘brave reciprocity’’ with

each other. Once trade is initiated between these two agents, breaches are even easier

to deter than when all agents follow a simple relational strategies because the penalty

for cheating in a no-trade equilibrium is a zero payo¤ forever. When SRE conditions

are satisfied, a no-trade equilibrium is thus also not evolutionary stable.

The mere presence of gains from trade is not, however, su‰cient for trade to take

place if external breach deterrence is absent. Unless opportunistic breach of con-

tract is deterred by market discipline, agents will optimally choose not to initiate

exchange. It is thus quite possible to observe situations in which trade appears

beneficial but fails to occur. For trade to be initiated, gains from trade must rise

above a certain threshold su‰cient to compensate agents for the cost of screening

potential partners and incur some opportunistic breaches. As proposition 11.4 dem-

onstrated, this threshold is higher before a market has emerged than after it is in

place. Spontaneous market emergence thus requires that gains from trade be su‰-

ciently high. Once trade has started, however, market exchange may continue even if

gains from trade a subsequently fall. Market emergence is thus a path-dependent

process: abnormally high arbitrage opportunities can induce agents to take the risk

of trading. Once established, trade patterns become somewhat resilient to variations

in returns to arbitrage and other gains from trade.

12.3.2 From Pure Relational Contracting to Reputation-Based Contracting

In the absence of any information about other agents, agents are likely to proceed

with caution. Their first goal is to identify a reliable commercial partner. This may

take some time, given the presence of incompetent agents in the economy. Having

found one, they continue to trade with each other until one of them finds the rela-

tionship no longer profitable. At that point, breach of contract occurs and both

agents look for another partner. Markets at the early stage of their development is

thus characterized by pure relational contracting.

At times goes on, however, the population of tested agents grows. Circulating

the names of tested agents reduces screening costs. Reputation becomes important.

Agents may begin spending resources to expand their information network and raise

ki, a form of social capital on which they can capitalize (proposition 11.2). If the rate

at which economic agents are renewed is low (y high) and if information circulates

widely among agents, the economy eventually reaches a stage at which tested agents

refuse to deal with untested agents. The reason is that over time most competent
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agents have been uncovered and remaining unmatched agents are mostly incompe-

tent. For a while untested competent agents may continue to trade with each other,

but eventually they find that the expected gain from identifying a reliable agent

among the unmatched is more than outweighed by the cost of finding one. The

economy then reaches a steady state in which established firms trade exclusively with

each other and net new entry is zero. Prospective entrants must wait until one of the

‘‘in’’ agents retires and makes room for them.

By contrast, if agents are renewed fairly rapidly, as would be the case if new firms

are regularly created and new entrepreneurs enter the market, screening of untested

agents continues indefinitely. Established firms conserve su‰cient hope of finding

competent agents among the unmatched to induce them to incur the screening cost.

In this case markets are somewhat less inimical to start-ups and newcomers, although

the latter still have to be screened before joining the mainstream. This nevertheless

supposes that a su‰ciently large proportion of newcomers are competent. If many

of them are not, a self-disciplining market may be quite inimical to newcomers,

closing its doors to numerous promising agents because it would be too costly to

screen them all.

12.3.3 The Emergence of Stigmatization

As is clear from the contrast between sections 12.1 and 12.2, information sharing

is not a su‰cient condition for exclusion from trade as a collective punishment to be

implementable in a decentralized manner—that is, without meta-punishment. For

exclusion to be self-enforcing, agents must interpret breach as a signal of impend-

ing bankruptcy—that is, of a change in type from competent to incompetent. We

now investigate the conditions under which the economy may switch spontaneously

from simple reputation-based contracting to stigma-augmented relational contract-

ing or SARE.

We know from proposition 12.2 that an SARE is hard to get started: the presence

of lots of untested firms in the economy makes it easy for cheaters to avoid immedi-

ate punishment. An emerging market is therefore unlikely to take the form of an

SARE right from the start. The question then arises: Could an economy naturally

evolve from an SRE into an SARE? We know that an SARE gets more easily sus-

tainable as the proportion of established agents among the unmatched rises over

time (proposition 12.2). Therefore, even if the conditions for an SARE are not ini-

tially be satisfied, they eventually may. This can be illustrated as follows: Suppose

that SARE conditions are not satisfied at t0 and that the economy follows simple

reputation-based contracting—the SREa path. Assume further that as pt rises, SARE

conditions—and in particular, the breach deterrence condition (BD 00)—become
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satisfied at t1. It follows from proposition 12.2 that they are also satisfied for all

tb t1. By proposition 12.3.ii, however, we know that the economy may not auto-

matically switch to the superior SARE because multiple equilibria are possible.

How can the switch to the superior equilibrium take place then? One possibility

is for agents to coordinate their actions. Once agents have agreed to refuse to trade

with cheaters, breach of contract is prevented, and, by proposition 12.3.ii, the SARE

is self-enforcing. How such a coordinated change of strategy can be achieved is

unclear, however. In their detailed study of a Moroccan market in the 1950s, Geertz

et al. (1979) report that religious authorities and business leaders play an important

role in defining norms of acceptable commercial conduct and in sanctioning devia-

tions. Such institutions could possibly use their moral authority to promote the

switch to higher standards of business ethics and favor the stigmatization of oppor-

tunistic breach of contract. Another possibility is that agents might get so aggravated

at being cheated that they threaten all their business acquaintances with commer-

cial and social retaliation if they deal with cheaters. Although such an action is

not rational, it may be su‰cient to trigger the switch to an SARE. The belief that

opportunistic breach of contract results in ostracism is easier to generate if mem-

bers of the group feel a sense of moral outrage toward breach of commercial con-

tracts. This feature may help explain why social norms, in general—and religion, in

particular—play an important role in market emergence (e.g., Geertz et al. 1979;

Ensminger 1992; Platteau 1994a, 1994b; Greif 1993, 1994).

There exists another decentralized avenue through which an economy could spon-

taneously switch from an SRE to an SARE. In an SRE there are three types of

cheaters among unmatched agents: incompetent agents, agents going out of business,

and competent agents in search of a new partner. The latter should be contracted

with, the first two should be avoided. It is intuitively clear that if the first two cate-

gories represent a high enough proportion of cheaters, agents will refuse to deal with

all cheaters. To show this formally, let Dt be number of agents going out of business

but still present in the economy, and let dt denote their proportion among the

unmatched:

dt ¼
Dt

BþUt þ Kt þDt

: ð12:1Þ

Define d �
t as the value of dt that would make agents indi¤erent between trading and

not trading with cheaters. If, somewhere along the SRE equilibrium path, the actual

proportion of agents going out of business, dt, rises above d �
t , agents refuse to deal

with known cheaters. If this moment arises at tb t1, the economy switches from the
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SRE to the superior SARE. The change occurs suddenly but in a decentralized

manner.

To demonstrate this possibility, suppose that bankrupt agents never leave the

economy:

Dtþ1 ¼ Dt þ ð1� yÞIt: ð12:2Þ

This assumption is unrealistic, but it is made for the sake of illustration. It is then

possible to show that the economy eventually switches from an SRE to an SARE

equilibrium:

proposition 12.4

i. 0 < d �
t < 1.

ii. There exists a time t2 after which agents refuse to trade with known cheaters.

iii. If t2 b t1, at t2 the economy spontaneously switches from an SRE to an SARE.

An economy may also spontaneously switch from an SRE to an SARE if it is hit

by an unexpected shock that suddenly drives a large proportion of competent agents

out of business—such as a major recession or a structural adjustment. By abruptly

raising dt, such a shock may induce agents to revise their interpretation of breach of

contract and now see it as a sign of impending bankruptcy, hence refusing to deal

with known breachers. Once this change of inference is internalized by all agents, it

yields a shift in what Greif (1994) calls cultural beliefs and Platteau (1994b) moral

norms. Expectations about the market behavior of other agents can thus be inter-

preted as the result of an endogenous market formation process, not as the product

of extra-economic social factors. This is another example of path dependence in

market institutions.

12.4 Extensions

12.4.1 Incompetence and Social Learning

We have assumed that incompetent agents participate to trade only to defraud

others. Some may find this assumption objectionable because it postulates that dis-

honesty is widespread among the population. A more benign assumption is that new

agents do not know their type; they have to learn it through exchange. In this case

trade also serves the role of social learning mechanism. Our propositions 11.4 and

11.5 then imply insu‰cient social learning. For an application of this principle to the

screening of credit applicants by banks, see, for instance, Lang and Nakamura (1990).
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12.4.2 Endogenizing Screening Costs

So far we have treated the screening cost c as exogenously given. It can, however,

be endogenized as the minimum transaction size that induces incompetent agents to

reveal themselves. We begin by noting that since incompetent agents never gain from

trade, it is always in their interest to cheat now rather of later. Cheating on a maxi-

mum size transaction is thus always a dominant strategy for incompetent agents.

O¤ering to trade in full right from the start thus induces incompetent agents to

immediately reveal their type. In that case c is simply equal to 1, the loss from being

cheated.

O¤ering a full transaction is su‰cient but not necessary to induce immediate

self-revelation. As long as incompetent agents have nothing to gain by imitating

the behavior of competent firms for a while, they will reveal their type instantly.

Self-revelation can be achieved more cheaply by o¤ering a transaction of size

d� la 1. Only if âa is larger than the odds of being matched with an incompetent

agent is it optimal for competent agents to o¤er a full-fledged transaction anyway.10

Relational strategies can easily be extended to economies with multiple types. Say

there are J types each with a di¤erent level of incompetence, that is, a di¤erent lj,

and let types be ranked by decreasing size of l. Agents with large l’s are the most

incompetent. They can be induced to reveal themselves with a transaction of size

d� l1. In the next period the second least incompetent types can then be weeded out

with a transaction of size d� l2, and so on. The least incompetent reveal themselves

last. It is clear that a trial period of length J is always su‰cient to deal with J dif-

ferent types. It need not be necessary, however: inducing several types to reveal

themselves simultaneously may be more e‰cient, depending on the proportion of

these di¤erent types in the economy.

12.4.3 Formal Information Sharing

Information sharing may take place in an informal manner through business net-

works, community events, and family ties. The circulation of information is then

constrained by the limited number of acquaintances people can maintain. The cen-

tralization and dissemination of business information through a formal mechanism

such as a credit reference bureau is an e¤ective way of ensuring that information

circulates more widely—namely in setting ki ¼ 1 for all i. The analysis presented

here, however, suggests that doing so is not always beneficial: if agents follow simple

10. Since screening by o¤ering a full-fledged transaction always induces self-revelation, c never exceeds the
probability of being matched with an incompetent partner.
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relational strategies, more information dissemination may actually dilute incentive to

comply with contracts. On the other hand, more information is always beneficial if

agents follow stigma-augmented strategies; setting k to 1 may actually be a prereq-

uisite for stigmatization to become self-enforcing. Whether it is optimal to introduce

formal information sharing thus depends on the type of equilibrium being followed.

Our analysis also brings to light the fact that widespread circulation of informa-

tion may hurt new agents: making it easier for tested agents to identify other tested

agents reduces the incentive to screen untested ones. This is especially true if the rate

of agent renewal is low and new entries are few. In this case, proposition 11.4 has

shown that closed-shop equilibria is likely to arise in the steady state. Static econo-

mies with very little reshu¿ing of economic opportunities are thus more prone to

closed business communities and the social stratification that accompanies them.

12.4.4 Anonymous Markets

We have shown that relational contracting is likely to dominate emerging markets.

There are many economists, however, who would argue that relational contracting

does not deserve the name of market exchange because it is too personalized. Ano-

nymity is seen as a necessary condition for competition and thus a defining feature

of markets. Relational exchange is viewed as restricting mobility and hindering

economic forces and, hence, as an ine‰cient way of organizing exchange. Can our

analysis throw some light on the process by which markets become anonymous?

We would like to argue that this is the wrong way to approach the problem.

Markets can never be anonymous. If no information whatsoever was available on the

identity of the agent one is trading with, anyone could claim to be a software giant

and markets would be a paradise for con artists. Ultimately markets can only func-

tion if agents can be identified. They function best if competence is easily assessed.

This requires that information about agents’ competence and behavior to circulate

widely. Only then can agents safely decide to switch from one supplier to another;

only then can agents escape the grip of pure relational contracting. Contractual

safety is not achieved by making agents anonymous but rather by making them

better known by more people. Moreover, switching suppliers and clients frequently is

very destructive if agents breach contract each time they switch partner. Full mobil-

ity is achievable only if such breaches are deterred, that is, in a stigma-augmented

relational equilibrium. Our analysis has shown that this is only possible if informa-

tion about breaches of contract and business competence circulates widely.

Consequently the wider circulation of information about agents’ behavior and

competence is a precondition for more mobile, more e‰cient markets. This can be

achieved through various ways such as credit reference bureaus, business registration
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and licensing, an active press, external auditing procedures, and public oversight

institutions. Formal information sharing may supersede informal business networks;

they do not make markets anonymous. Brand recognition is also a powerful way

of circulating business information. Agents invest considerable amounts of energy

building up the reputation of their products.11 This is again an illustration that

markets are not anonymous. In fact brand recognition can be seen as information

about a producer’s competence that is perfectly represented by our model. Relational

strategies may thus be a better characterization of most markets than textbook gen-

eral equilibrium models.

12.5 Conclusion

Approaching market exchange from the angle of commitment failure, we have

examined the conditions under which markets may emerge. We showed that when

economic agents are di¤erentiated, a fully decentralized market equilibrium can

spontaneously emerge and discipline itself in the absence of formal market institu-

tions, provided that gains from trade are large enough. Incompetent agents are

screened away through a trial period, which also serves as sanction for breach of

contract, as in Shapiro and Stiglitz (1984) and Ghosh and Ray (1996). Agents who

have identified reliable partners continue to transact with each other until economic

gains from the relationship vanish. Exchange is not anonymous but personalized and

based on mutual trust. Agents collect rents from their business relationships; these

rents cannot be competed away lest trade stops.

We investigated whether the circulation of information improves the e‰ciency of

relational contracting. We showed that when agents are heterogeneous, two types of

information must be distinguished: information about revealed types, and informa-

tion about cheating. Sharing information about types resembles name recognition.

In the presence of screening costs, agents might refuse to screen unknown agents,

thereby leading to closed-shop equilibria in which newcomers are excluded from

trade. We showed that such an outcome is more likely if agents are long-lived

and opportunities to trade are stationary—as is often the case for agricultural and

other primary products. We interpreted this result as throwing light on the well-

documented existence of closely knit business communities the world over. Contrary

to what one might expect, wider circulation of information—for instance, via a

credit bureau—does not eliminate the problem; it only makes it worse. This might

11. In Western law, business reputation or ‘‘goodwill’’ has a well-defined commercial value, separate from
that of the physical assets of a firm. Brand recognition, a distinct but related concept, is also recognized
commercial value by laws and courts.
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account for the virtual exclusion of Black firms from the business mainstream in

Zimbabwe despite the existence of an active credit reference agency (e.g., Fafchamps

1997c, 2000).

We also investigated the conditions under which an economy might shun all

cheaters. We demonstrated that strategies that condition on cheating behavior are

not as easily enforceable as previously assumed in the literature (Kandori 1992). We

also showed that exclusion from trade of all cheaters is unlikely to arise at early

stages of market development. This finding may explain why Western firms dealing

with developing countries for the first time are often surprised by di¤erent norms

of contractual behavior and react very negatively to breach of contract (Biggs et al.

1994). For exclusion of cheaters to be self-enforcing and decentralizable without

meta-punishment, breach of contract must be interpreted as a sign of impending

bankruptcy. Multiple equilibria may arise. The switch from simple name recognition

to exclusion of all cheaters is a path-dependent process sensitive to shocks.

Taken together, our results demonstrate that market exchange can emerge with

minimal intervention by the state but that it is unlikely to be fully e‰cient, at least

initially. This is in accordance with the pervasive use of personal recommendation

and other reputation mechanisms in labor markets (e.g., Montgomery 1991 and the

literature cited therein). It is also broadly consistent with observed characteristics of

markets for manufacturing inputs and outputs in Africa. Less advanced economies

such as Ghana are indeed characterized by less advanced market development, while

in more industrialized economies such as Zimbabwe and, to a lesser extent, Kenya

there is observed a stricter respect of contracts and wider circulation of information

(e.g., Cuevas et al. 1993; Fafchamps et al. 1994, 1995; Fafchamps 1996, 1997c, 2000).

The model presented here thus provides a realistic framework for studying emerging

markets.

12.6 Appendix: Proofs of Propositions

Proof of Proposition 12.1 When all agents follow an SARS, payo¤s are as follows:

VM
t ¼ aty�1=2 þ ð1� t2ÞdVK

tþ1 þ t2dVM
tþ1; ð12:3Þ

VK
t ¼ ð1� mtÞk½aty�1=2 þ ð1� t2ÞdVK

tþ1 þ t2dVM
tþ1�

þ ½ð1� mtÞð1� kÞ þ mtð1� ptÞ�½ð1� t2ÞdVK
tþ1 þ t2dVM

tþ1�

þ mt ptdV
K
tþ1 � ½mt þ ð1� mtÞð1� kÞ�c; ð12:4Þ

VU
t ¼ ð1� mt ptÞ½ð1� t2ÞdVU

tþ1 þ t2dVM
tþ1� þ mt ptdV

U
tþ1 � c: ð12:5Þ
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The laws of motion of Ut, Kt, mt, and pt are unchanged. It is immediately apparent

that less cheating leads to higher payo¤s: ty�1=2
b t2, with strict inequality if t

or y < 1. 9

Proof of Proposition 12.2 We begin by noting that cheaters can continue to trade

with agents who did not find out about their dishonest behavior. Their expected

payo¤s when unmatched VC
t and matched VN

t are thus

VC
t ¼ ½ð1� mtÞð1� kÞ þ mtð1� ptÞ�½ð1� t2ÞdVC

tþ1 þ t2dVN
tþ1�

þ ½ð1� mtÞkþ mt pt�dVC
tþ1

� ½mt þ ð1� mtÞð1� kÞ�c; ð12:6Þ

VN
t ¼ aty�1=2 þ ð1� t2ÞdVC

tþ1 þ t2dVN
tþ1: ð12:7Þ

The equations above take into account the fact that one-time cheaters subsequently

follow simple relational strategies. Because cheaters cannot trade with agents who

know about their cheating, their expected payo¤ is lower than that of untested

agents, namely VC
t aVU

t . The inequality is strict as long as tested agents accept to

trade with untested agents.

Part i follows from the fact that the instantaneous di¤erence between VK
t and VC

t

(i.e., ð1� mtÞkaty�1=2) is increasing over time given that mt declines with t. As the

instantaneous gap widens, so does the di¤erence between the two expected payo¤s.

Part ii follows from the fact that VC
t , and thus VN

t , is decreasing in k while VK
t

is increasing in k. It is easy to verify that if k ¼ 0, cheating goes unnoticed and

VC
tþ1 ¼ VK

tþ1 ¼ VU
tþ1, in which case condition (BD 00) cannot be satisfied. 9

Proof of Proposition 12.3 See text. 9

Proof of Proposition 12.4 Note first that the laws of motion of Kt and Ut—and thus

mt and pt—are the same along SREs and SAREs. Consider the choice of an SRE

agent faced with a known agent. Since in an SRE cheating is not deterred at the end

of a relationship, known agents tend to all have cheated at some moment in the past.

(Strictly speaking, not all Kt agents have breached contracts. They may be in the

pool of unmatched agents because they themselves were cheated by another agent.

We skip this detail for the sake of clarity. This omission has no influence on the

proof.) It is rational for the agent to trade with the known cheater i¤

ð1� mtÞð1� dtÞ½at2 þ ð1� tÞdVK
tþ1 þ t2dVM

tþ1� þ dtð�t2 þ dVK
tþ1Þ

b ½ð1� mtÞð1� dtÞ þ dt�dVK
tþ1; ð12:8Þ
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which can be rewritten

ð1� mtÞð1� dtÞt2dðVM
tþ1 � VK

tþ1Þb dt � ð1� dtÞð1� mtÞ: ð12:9Þ

Clearly, in an SRE, if dt ¼ 0, equation (12.9) is always satisfied. On the other hand,

if dt ¼ 1, equation (12.9) boils down to 0b 1, an impossibility. As dt rises, the right-

hand side of equation (12.9) rises and the left-hand side falls: 1� dt decreases, and it

can be shown that, other things being equal, VK
tþ1 falls more rapidly with dt than

VM
tþ1. Finally, both sides of the equation are continuous in dt. There exist therefore a

level of d �
t such that equation (12.9) is satisfied. This completes part i.

To show part ii, note that D0 ¼ 0 implies that d0 ¼ 0. Since Dt increases without

bounds, limt!y dt ¼ 1. Over time, dt thus increases monotonically from 0 to 1. Part

ii then follows from part i. To show part iii, simply note that if t1 > t2, the SRE will

collapse before conditions are satisfied for an SARE to take over. If, in contrast,

t1 a t2, agents will stop dealing with known cheaters at a time when this refusal

deters cheating without endangering trade. 9
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13 Information Sharing and Socialization

We saw in chapter 8 that some firms rely on information provided by other firms to

screen new customers and suppliers. These findings are consistent with the referral

model presented in chapter 10.

In this chapter we present additional evidence on information sharing and social-

ization by owners and managers of manufacturing firms in Kenya and Zimbabwe.

We also present limited evidence on reputational penalties in an e¤ort to test whether

breach of contract is stigmatized in the way predicted in chapter 11.

13.1 Manufacturers in Kenya and Zimbabwe

We saw that Kenyan and Zimbabwean firms use recommendations by people they

know as means of screening new clients. These recommendations come in various

forms—from telephone calls and friendly visits to referrals by banks and credit ref-

erence bureaus. Most firms nevertheless rely on a trial period as the default screening

procedure.

13.1.1 Socialization

Additional information on the extent of socialization among firms is presented in

table 13.1. We find that most firms socialize to some extent with their suppliers.

Arm’s-length transactions are the exception, especially in more developed Zim-

babwe. In Kenya one-third of case study firms pay business visits and take an occa-

sional lunch or tea with their suppliers or their sta¤. Some 30 to 40 percent are even

better acquainted as they meet socially outside business—at weddings, religious

events, or sports events. Several respondents commented on the importance of a

good relationship with suppliers, not just to have access to trade credit or flexibility

in repayment but also to ensure that supplies are available, reliable, and of good

quality. Relationships with clients follow a similar pattern in Zimbabwe where the

information was collected, but firms socialize less with clients than with suppliers—a

feature consistent with the fact that at the time of the survey Zimbabwe was still a

supply-constrained economy.

For Kenyan firms, information was also collected on other indicators of acquain-

tance. They paint the same picture. Half of the firms meet their suppliers personally,

either occasionally or frequently—on average, every five months. Half of the sup-

pliers know the location of the respondent’s residence. Suppliers of two-thirds of the

firms would know of major events a¤ecting their customers, often through the com-

munity or from other businesses.

Acquaintance with suppliers shows no clear relationship with firm size, except that

large firms seem more likely to deal with each other in an anonymous fashion.



Traders as a rule are better acquainted with their suppliers than manufacturers.

There is, however, a sharp di¤erence between firms managed by ethnic Africans and

those managed by people of Asian or European descent: firms headed by blacks are

less likely to socialize with suppliers. The di¤erence is significant in both countries.

There is not significant di¤erence regarding clients, however. To verify that these

univariate test results are not due to an omitted variable bias, we estimate ordered

probit regressions controlling for various firm characteristics in addition to race.

Results, presented in table 13.2, confirm that African firms have more superficial

relationships with their suppliers but show no significant e¤ect of firm size or age.

This suggests that ethnic barriers may be more limiting to African firms than their

young age and small size. Firm characteristics do not seem to explain whether firms

have a social relationship with their clients.

A similar picture emerges from other indicators of acquaintance collected in

Kenya. Two-thirds of Kenyan-African businesses, for instance, never meet their

suppliers and do not know them other than by name, against only one-sixth of the

non–Kenyan-African businesses. None of the Kenyan-African businesses meet their

suppliers in the community, against two-fifths of the non–Kenyan-African businesses.

Kenyan-African businesses also know less about their suppliers and their supplies,

know less about them than their non–Kenyan-African counterparts. They are par-

ticularly mutually ignorant of details that are not directly observable through casual

visits, like private residence, profit, and major events a¤ecting each other’s business.

Table 13.1
Socialization with suppliers and clients

Socialization with suppliers Socialization with clients

Kenya Zimbabwe Zimbabwe

All
firms Blacks Others

All
firms Blacks Others

All
firms Blacks Others

No socialization 33% 59% 13% 11% 23% 7% 29% 38% 26%

Business social-
ization only

37% 32% 40% 48% 62% 44% 50% 54% 49%

Socialization
outside business

31% 9% 47% 41% 15% 49% 21% 8% 26%

Chi-square test
between blacks
and others

14.1855 0.001 5.7583 0.056 2.1205 0.346

Number of
observations

52 22 30 56 13 43 56 13 43

Source: RPED case study surveys.
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As we saw in chapter 3, Kenya and Zimbabwe are peculiar in that business is

largely in the hands of nonindigenous groups—Asians in Kenya and Europeans in

Zimbabwe. What tables 13.1 and 13.2 suggest is that in these two countries, members

of the dominant business group socialize more with suppliers than African business-

men and women. Better business contacts may help these firms enforce contracts and

economize on screening costs. This issue is revisited in subsequent chapters.

13.1.2 Information Sharing and Reputational Penalties

As predicted by chapter 11, reputation plays a role in enforcing trade credit con-

tracts. Some 45 percent of Kenyan respondents believe that suppliers exchange infor-

mation about them. More detailed questions on reputational penalties were asked

to Zimbabwean case study firms. Most respondents believe that defaulting on a par-

ticular supplier could result in losing credit from all suppliers. This perception is more

common among larger firms. An implication is that larger firms have more ‘‘social

capital’’ at stake, and so their reputation can be used as an enforcement mechanism.

Table 13.2
Ordered probit regression on socialization

Socialization with suppliers
Socialization with
clients

Kenya Zimbabwe Zimbabwe

Coe‰cient z-statistic Coe‰cient z-statistic Coe‰cient z-statistic

Firm characteristics

Age of firm, in log (years since
creation)

�0.587 �2.03 �0.074 �0.26 0.304 1.03

Number of employees, in log �0.053 �0.25 0.055 0.40 0.099 0.72

Subsidiary dummy 2.011 1.31 �0.194 �0.43 �0.557 �1.22

Manufacturer dummy �1.347 �2.60 �0.201 �0.48 0.912 2.10

Ethnicity (white is omitted category)

African owner dummy �3.040 �3.04 �0.934 �2.14 �0.584 �1.30

Other owner dummy �0.516 �0.62 �0.183 �0.24 �0.449 �0.60

Sector (metal sector is omitted category)

Food processing sector dummy �0.550 �0.85 0.639 1.05 �0.285 �0.47

Textile and garments sector
dummy

1.073 2.14 0.625 1.12 0.971 1.72

Wood sector dummy 0.467 0.79 �0.138 �0.21 0.206 0.31

Cut 1 �4.462 �1.423 1.385

Cut 2 �2.778 0.242 3.043

Number of observations 50 54 54

Pseudo R-squared 0.362 0.111 0.187

Source: RPED case study surveys.
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Most firms also indicate that delinquent customers may lose the ability to obtain

credit from other suppliers.

Microenterprises constitute an exception: only one such firm indicated that it could

face a reputational penalty. This is important because it may explain why micro-

enterprises fail to get trade credit in the first place. Microenterprises also appear

unable to impose a reputational sanction onto their own customers. Probit analysis

indeed supports the conclusion that smaller firms are less likely to impose reputa-

tional penalties (table 13.3). This alone would explain their reluctance to grant trade

credit.

In Zimbabwe the most common means by which reputational penalties are im-

posed are the information published in the Dun and Bradstreet gazette, and infor-

mal networks of suppliers who share information. Most firms indicate their reluctance

to spread ‘‘bad press’’ about a problematic client as long as there’s a chance they

may get paid. But many respond to inquiries made about particular customers. Rep-

utational penalties are thus strongest in case of clear-cut default.

The importance of formal credit ratings via Dun and Bradstreet suggests a degree

of sophistication in the circulation of credit reference information not found in

Ghana or Kenya, where firms rely exclusively on informal information networks, if

at all (e.g., Fafchamps 1994; Fafchamps et al. 1994). Taken together, these results

support the importance of both reputation and personal relationships in commercial

Table 13.3
Probit regression on reputational penalties in Zimbabwe

Lose trade credit from
others if fail to pay supplier

Coe‰cient p-value

Firm characteristics

Age of firm, in years 0.00 0.797

Number of employees, in log 0.89 0.058

Manufacturer dummy 0.58 0.358

Ethnicity (white is omitted category)

African owner dummy �0.10 0.890

Other owner dummy �0.39 0.515

Sector (metal sector is omitted category)

Food processing sector dummy �2.01 0.012

Textile and garments sector dummy �0.85 0.213

Wood sector dummy �0.74 0.373

Intercept �1.09 0.325

Number of observations 44

Source: Zimbabwe case study.
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transactions and particularly trade credit. Reputation is important in Zimbabwe

because of the existence of several interconnected networks of credit reference infor-

mation, at the center of which lies Dun and Bradstreet.

The existence of these networks is what enables firms to rely on formal screening

procedures and to grant credit to many first-time buyers, as we saw in chapter 9. This

system frees firms from exclusive reliance on personal relationships and past experi-

ences. It does not benefit all firms in the same way, however. Large firms with well-

established reputations are the major beneficiaries of the system. Many small firms

eventually benefit from the system as well, once they have established a track record.

But the reputation system represents a formidable hurdle for new firms and gen-

erally fails to benefit microenterprises because they often fail to meet an essential

prerequisite, registration with the Registrar of Companies. Registration is indeed

costly as it requires the establishment of formal accounts and the payment of various

fees. Firms without a publicly visible track record must fall back on more rudimen-

tary practices for establishing trade credit relationships of the kind that we docu-

mented in chapter 9, namely personal recommendation and trust building.

Firms that have no public track record and fail formal screening often are given a

chance to prove themselves via a trial period. They may also be able to drum support

from a third party who will vouch for them or even, in some rare cases, guarantee the

payment of their debts. At the bottom of the scale are clients who failed in the past,

or who are too small for the supplier to bother.

At every step of the screening mechanism, suppliers must assess the information

they collect in light of what they know of the general population of potential trade

credit recipients. To do so, they are likely to use all the information available to

them, including one piece of information that is di‰cult to hide: the ethnic origin of

the firm’s owner or manager. Because blacks as a group are poorer and black firms

tend to be younger and less experienced, statistical discrimination probably a¤ects

how suppliers perceive them, particularly, but not necessarily, if it is reinforced by

prejudice. We revisit this issue in part VI.

13.2 Agricultural Traders

To assess the presence of reputational penalties in agricultural trade, grain traders in

Malawi and Benin were asked whether other suppliers would find out if a client had

not paid the respondent (table 13.4). In Benin 45 percent of respondents said other

suppliers would learn about it, against 70 percent in Malawi. In the latter country a

similar question was asked if the respondent did not pay one of its suppliers. A sim-

ilar answer was obtained. These proportions indicate that a fair amount of informa-

Information Sharing and Socialization 255



tion sharing about bad payers is taking place. But they do not state what action

agents take on the basis of that information.

More detailed information was collected in Madagascar. Table 13.5 shows that the

frequency with which Malagasy respondents actually share information on bad

payers is low. Although three-quarters of Malagasy grain traders discuss bad payers

with other traders, they do so rarely: the overwhelming majority of them do so less

than once a month. This suggests that respondents do not actively share informa-

tion about bad payers, although, as we have seen earlier in chapter 9, they share

information about prospective clients’ type. This is consistent with the model of

market emergence presented in chapter 10: agents share information about type but

not about behavior.

To investigate this issue further, reputational penalties are illustrated in table 13.6.

To avoid selection bias, the question was asked only to respondents who receive or

give trade credit. Results show that if a respondent did not pay a supplier, the credit

of the respondent with other suppliers would not be a¤ected very much: half of the

respondents estimated that not paying would only reduce their chances of getting

trade credit with none or at most some of their suppliers. Similar responses were

Table 13.4
Information sharing about bad payers in Malawi and Benin

Benin Malawi

Other suppliers would know if client does not pay respondent 45% 70%

Other suppliers would know if firm does not pay a supplier na 74%

Number of observations 598 731

Source: Benin and Malawi trader surveys.

Table 13.5
Information sharing on nonpayment in Madagascar

Small Medium Large Total

Discuss bad paying clients with other traders1

At least once a day 0% 1% 2% 1%

At least once a week 0% 3% 4% 3%

At least once a month 2% 18% 14% 13%

At least once a year 81% 71% 79% 77%

Never 100% 100% 100% 100%

Number of observations 339

Source: Madagascar trader survey.
Notes: To facilitate comparison, cumulative percentages of answers are reported. (1) Asked to traders with
regular clients only.
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obtained when the question was asked about the respondent’s clients. Taken together,

these findings suggest that the reputational sanctions for breach of contract are mild

among Malagasy grain traders. Knowledge about breach of contract does not circu-

late widely and individual traders can easily evade group sanction. This again is

consistent with the model presented in chapter 11.

The loss of the relationship, however, is valuable: as shown in table 13.7, the large

majority of Malagasy respondents feel that it would be di‰cult for them to find a

new supplier if they were to lose one—as would most probably be the case if they

failed to pay. These results are consistent with theoretical models of trade that

emphasize the self-disciplining role of relationships, as those presented in chapters 8

and 11.

13.3 Conclusion

The evidence on information sharing and reputational penalties is mixed. The sur-

veys showed some evidence that firms and traders socialize and share information

Table 13.6
Loss of trade credit in case of nonpayment in Madagascar

Nonpayment

To supplier By client

No loss of supplier credit 11% 21%

Loss of credit from some other suppliers 40% 59%

Loss of credit from most other suppliers 31% 15%

Loss of credit from all other suppliers 17% 5%

Number of observations1 194 344

Source: Madagascar trader survey.
Note: (1) Computed for the respondents with regular suppliers only.

Table 13.7
Di‰culty of finding suppliers if lose one (Madagascar)

Small Medium Large Total

Very easy 6% 8% 10% 8%

Fairly easy 3% 18% 20% 16%

Fairly di‰cult 56% 43% 41% 44%

Very di‰cult 36% 31% 30% 31%

Number of observations 36 87 71 194

Source: Madagascar trader survey.
Note: Computed for the respondents with regular suppliers only.
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with each other. But we could find only moderate evidence that firms collude to ex-

clude breachers from future trade, except perhaps within tightly knit communities or

with the help of a credit reference bureau.

This finding is agreement with the model presented in chapter 10, but contradicts

the approach of Greif (1994) based on cultural beliefs. The majority of respondents

believe that cheating on a supplier would hurt their relationship with that particular

supplier but would not make it impossible to trade with others. Suppliers, however,

worry that their clients may leave the business or go bankrupt. The nonpayment of

another supplier, if known, is often interpreted as a sign of financial di‰culties that

calls for increased scrutiny and reduced credit. There is therefore limited evidence of

stigma-augmented relational strategies as discussed in chapter 11.

Field observations also emphasize significant di¤erences between the three coun-

tries covered in the case studies. In Ghana first-time customers are virtually never

o¤ered trade credit from the date of their first purchase. The normal way of accessing

supplier credit is to build up a relationship by buying cash for six to twelve months.

In contrast, many Kenyan firms get trade credit from the date of their first purchase.

One Nairobi respondent, for instance, was able, at start-up, to fill his shop with

goods on credit because he was recommended to his new suppliers by friends and

relatives. Only the members of the Kenyan-Asian community seem to benefit from

this system, however. Other entrepreneurs, as in Ghana, initially have to pay with

cash. Zimbabwe o¤ers yet another picture. The presence of a credit reference bureau,

combined with informal information sharing, enables suppliers to screen new clients

more e¤ectively than in Kenya or Ghana. As a result established firms find it easy to

switch suppliers. New firms, however, especially those headed by blacks, appear to

be left out of the system.

Two factors appear to contribute to di¤erences between these three countries: the

size of the manufacturing sector, and the circulation of information among firms. Of

the three case study countries, Zimbabwe is the most industrialized, which could ex-

plain why it has a Credit Reference Bureau (CRB) while the other two have not. It is

also the only country among the three where a universal identity card system is in

place. Finally, courts seem more impartial and relatively more e‰cient than that of

the two other countries. Despite these institutions the evidence suggests that estab-

lished firms operate what could be described as a closed-shop equilibrium: new

entrepreneurs find it di‰cult to gain a foothold in business. This is in agreement with

our proposition 11.4, that wider circulation of information penalizes untested agents.

In contrast, formal market institutions appear equally weak in Kenya and

Ghana. The two countries nevertheless di¤er in the strength of informal reputation

mechanisms. In Kenya, Asians benefit from well-organized information-sharing
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institutions, although there is ample evidence of segmentation among various Asian

subgroups. E¤orts to develop a CRB have so far failed, due to a massive failure of

coordination and the cost and risks involved in setting up a fully operational system.

The absence of widespread information sharing in Ghana is, at first glance, puz-

zling. It may be due to a government policy that prohibits people of Lebanese origin

from operating a trading business in Ghana. This policy, in place since the 1970s, is

an e¤ort to break the dominant position that Lebanese businessmen had initially

gained in the country. It has led them to concentrate in manufacturing, leaving

trade to people of di¤erent ethnic origin. Since socialization across ethnic lines is

rare, the diverse ethnic makeup of manufacturers and traders may prevent the es-

tablishment of an informal reputation network.1 Ghanaian input markets can thus

be approximately described as pure relational equilibrium. The use of personal

recommendations for screening purposes by some entrepreneurs can be interpreted as

the beginnings of information sharing. A similar equilibrium seems to characterize

grain trade in Madagascar.

1. The relationship between ethnicity and markets is discussed in more detail in Fafchamps (2000, 2002a)
and part VI.
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V NETWORKS AND MARKETS





In previous chapters we saw that relational contracting is the primary contract

enforcement mechanism in African markets. There is some evidence of information

sharing to screen new clients but little evidence of reputational penalties.

These findings have far-reaching consequences regarding the structure of trade.

Exchange is more di‰cult between strangers because of the lack of trust. As a result

many potential transactions cannot take place because agents are not connected.

Exchange takes place exclusively or primarily among agents who have formed long-

lasting personalized relationships. In the words of Granovetter (1985), ‘‘market

transactions become embedded in webs of social relations.’’

Intuitively, markets characterized by relational contracting are likely to di¤er from

impersonal markets with perfect contract enforcement. This part of the book exam-

ines how.

We begin by noting that the density of relations between agents is likely to a¤ect

the proportion of potential trades that is possible, and thus the e‰ciency of the allo-

cation process. An immediate implication is that agents that are better connected, in

the sense that they occupy a more central position, can extract rents. These rents

obtain because central agents have more bargaining power. These notions are for-

malized in chapter 14.

Using survey data on agricultural traders, we then test whether business contacts

indeed yield returns to market participants. We also investigate what drives the

returns to business contacts—oligopoly rents or transactions costs.





14 Market Formation

The existence of screening costs tends to lock economic agents into long-term trading

relationships. These screening costs are but one possible example of nonconvex

transactions cost. The purpose of this chapter is to suggest a consistent framework to

study patterns of economic exchange with nonconvex transaction costs. The frame-

work is particularly relevant to the study of villages, communities, or sectors of eco-

nomic activity in which economic transactions tend to recur over time between the

same individuals or firms. It is directly inspired by the evidence presented in earlier

chapters.

This chapter starts from the following premises:

A1. Economic agents have access, at little or no cost, to local information, such as to

information regarding their technology and preferences, their past and current per-

formance, and their propensity and ability to meet deadlines and comply with con-

tractual obligations.

A2. Because of the possibility of moral hazard, truthful self-revelation of local

information is often not incentive compatible. Consequently self-revelation is suspect

and needs to be independently verified.

A3. The collection, verification, and dissemination of economically relevant infor-

mation is costly. Possible examples are the costs of searching for and identifying

potential buyers or sellers, of screening untrustworthy or incompetent partners, of

monitoring compliance with contractual obligations, of processing information so

that activities (e.g., deliveries) can be coordinated, and of verifying the quality and

quantity of supplies and payments.

A4. There are fixed or sunk costs in information processing. Consequently infor-

mation costs increase less than proportionally with the size of market transactions

(at least up to a point).

The first three assumptions are entirely in the tradition of Hayek (1945). Assump-

tion A4 generates nonconvexities in trade. As a result economic agents tend to capi-

talize on their individual market experience; when having to choose among possible

partners for economic exchange, they tend to prefer partners they already trade with

or have traded with in the past. In other words, trade flows tend to be concentrated

along well-defined axes and to display a certain degree of persistence over time. In

this case the trade flow structure of the economy can be described as a meshlike pat-

tern, or network, and graph theory can be used to describe characteristics of various

types of trade patterns.

In the presence of nonconvexities in trade, a multitude of equilibrium patterns

of trade in general corresponds to any given information cost structure. Yet the



outcome of economic exchange—that is, the allocation of consumption in the econ-

omy after trade has taken place—in general, depends on the shape of trade flows. In

other words, multiplicity of equilibria is generic, and as we will see, some of these

equilibria may even be Pareto ranked. Moreover the shape of trade flows is also a

partial determinant of market power.

The emphasis of this chapter is on the general equilibrium features of an economy

satisfying all four assumptions. Consequently informational issues are modeled in a

stylized fashion and information costs are captured as transaction costs in the Coase

(1937) and Williamson (1975) tradition. Formally, a model of economic exchange is

constructed in which partners to economic transactions have to incur transaction

costs. Elements of graph theory are introduced that help characterize the resulting

general equilibrium. In particular, it is shown that social network based exchange

naturally follows from the existence of nonconvex transaction costs. The relationship

between the structure of such networks and market power is then partly charac-

terized with the help of concepts such as the core of bargaining equilibria and the

connectivity of graphs. In section 14.3 various general equilibrium concepts are

briefly presented and discussed. It is suggested that patterns of economic exchange

are likely to be fairly persistent over time. The possibility that parties to economic

transactions may learn something about each other is introduced in section 14.4.

Strategic behavior and resistance to change are then briefly discussed in economies

characterized by strong learning e¤ects.

14.1 General Equilibrium with Nonconvex Transaction Costs

Consider a stationary exchange economy with S nonstorable commodities. Each

individual i is endowed with a constant vector of goods ½esi �, s A S. For simplicity, as-

sume that no monetary instrument is available and that all trade takes place through

bilateral barter. This does not, however, preclude the use of a particular (perishable)

commodity or commodities to play the role of money and facilitate transactions.

A transfer of good s from individual i to individual j in period t is denoted gs
ijðtÞ.

Only net transfers are considered; thus gij ¼ �gji always. What individual i consumes

of good s is denoted by ys
i ðtÞ. Therefore

ys
i ðtÞ ¼ esi þ

X
j

gs
jiðtÞ: ð14:1Þ

Each individual has a time-separable utility function defined over the consumption

of all goods. In order for economic exchange to take place, transaction costs must
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be incurred. These costs, denoted cij, are given in utility terms; they are relation-

specific in the sense that they are determined by the extent of the relation or exchange

between individuals i and j. In general, they may increase with the size of current

transactions between them, for instance, to reflect the fact that more intense mon-

itoring is required in order to prevent cheating, although, by A4, they are assumed to

increase less than proportionally with the size of the transaction. In most of this

chapter, however, we will restrict our attention to a particularly simple form of

transaction costs, and assume that (A5) the transaction cost between any two players

is a constant (utility) cost c when some goods are exchanged between them, and 0

otherwise.1

In section 14.4 we will allow for the possible existence of relation-specific learning

by doing in trade and monitoring. In that case transaction costs will be assumed to

decrease with the accumulation of relation-specific experience, or trust (Fafchamps

1992), denoted Kij. In general, Kij depends on the trade history between individuals i

and j. For instance, it could be assumed proportional to past exchanges:

KijðtÞ ¼ Kij þ
X
s

ð t
t¼0

os
ijg

s
ijðtÞ dt; ð14:2Þ

where the oij are some constant aggregation weights and Kij b 0 is the initial level of

trust players start with.

In their most general form, transaction costs are thus given by

cijðtÞ ¼ cðg1ijðtÞ; . . . ; gS
ij ðtÞ;KijðtÞÞ; ð14:3Þ

where the first S derivatives of the cð:Þ function are nonnegative and the last deriva-

tive is nonpositive. The welfare of each individual is

Wi ¼
ðT
t¼0

e�rt Uðy1ðtÞ; . . . ; ySðtÞÞ �
X
j

cijðtÞ
" #

dt: ð14:4Þ

1. Alternatively, the transaction cost function could be regarded as an ad hoc way of eliminating trades
that do not satisfy individual rationality constraints (IRC). Note that given the existence of learning in
cross-monitoring, cheating on a long-time partner entails the loss of accumulated trust (Fafchamps 1992).
Consequently, for any given vector of exchanged commodities between two players, IRCs become more
easy to satisfy over time. Ignoring IRCs thus implicitly assumes (1) that crooks self-reveal themselves at
t ¼ 0 and are then weeded out for the remainder of the game and (2) that the volume of trade between two
players does not grow faster than the value of trust. Given these assumptions, if an IRC is satisfied between
two individuals when they trade for the first time, then it will be satisfied forever. For simplicity, however,
in this chapter opportunistic behavior is assumed to be perfectly preventable through costly monitoring
and verification.
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The economy depicted in equations (14.1) through (14.4) can be treated as a

dynamic coordination game. Note that since commodities are not storable and

investment is ignored, the only dynamic element of the game concerns players’

expectations, learning, and strategies. We analyze the game in three steps. In section

14.2 the game is reduced to a one-period economy, and the structure of the result-

ing exchange discussed in detail. A special emphasis is put on characterizing market

power. Equilibrium in an intertemporal exchange economy without learning is

examined in section 14.3. Finally, the e¤ects of learning are discussed in section 14.4.

14.2 The One-Period Economy

In this section we focus our attention on a one-period version of the economy

described in equations (14.1) through (14.4). We first clarify coordination issues and

discuss the relationship between transaction costs and the perfect competitive allo-

cation with the help of a simple symmetric economy. We then introduce elements of

graph theory and use them to discuss the various facets of connectivity. Finally, we

present some results regarding market power, bargaining, and exchange.

14.2.1 Coordination Problems and the Perfect Competitive Allocation

The one-period economy raises subtle coordination problems. To see why, notice

that in the absence of transaction costs, it boils down to a simple exchange economy.

As is well known (Arrow and Hahn 1971), even in this stylized economy a Nash

equilibrium may be hard to achieve. Take the perfect competitive allocation (PCA),

for instance. Certainly, in the absence of transaction costs, it is feasible. Yet, without

the help of a Walrasian auctioneer, it may be di‰cult for individuals to coordinate

their actions so that the PCA is achieved in practice.

An alternative approach in the absence of transaction costs is to look for a

coalition-proof bargaining equilibrium, that is, for an allocation in the core (Hilden-

brand 1974). Again, as is well known, the core typically contains more than one

possible allocation vector. Which one gets picked requires some coordination mech-

anism, which may or may not, in this case, depend on the details of the bargaining

process.

When transaction costs are present, coordination problems significantly increase in

complexity. To make this clear, in the remainder of this subsection, we focus our

attention on a simplified symmetric version of a one-period exchange economy. Say

there are N players and a same number of commodities. Let eij stand for individual

i’s endowment of good j. All players are endowed with one unit of a di¤erent com-
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modity, that is, eii ¼ 1 and eij ¼ 0 for i0 j. They also have an identical utility func-

tion Uð:Þ, which is defined symmetrically over all goods and is strictly quasi-concave.

As a consequence all players wish to trade with each other.2 Utility is nevertheless

assumed to remain strictly greater than 0 even when the consumption of all goods

except one is 0—that is, Uð0; . . . ; 0; 1; 0; . . . ; 0Þ > 0 for all goods (A6). Assumption

A5 also applies; in other words, the transaction cost between players i and j is a

constant c if any amount of trade occurs between them, and zero if it does not.

Clearly, in this economy if c ¼ 0, the perfect competitive equilibrium has all

players consuming 1=N of each commodity. Call this allocation the perfect competi-

tive allocation (PCA). Of course, the PCA belongs to the core (e.g., Arrow and Hahn

1971; Hildenbrand 1974). If transaction costs are high enough, however, the PCA

may not be achievable by generalized barter.

proposition 14.1 Given the assumptions listed above, there exists a c > 0 for which

the perfect competitive allocation ð1=N; . . . ; 1=NÞ cannot be achieved by a general-

ized bilateral barter mechanism involving each possible pair of players.

Proof Pick c just high enough such that each player, if faced with a choice between

Uð1=N; . . . ; 1=NÞ � cðN � 1Þ and Uð0; . . . ; 1; . . . ; 0Þ, would prefer the second alter-

native. By assumption A6, such a c always exist. 9

Proposition 14.1 does not necessarily imply that the PCA cannot be supported.

What it implies is that, at c, players wish to lower the number of their partners to less

than N � 1. But the PCA can still be achieved by using other players as inter-

mediaries. All that is required is that all players be directly or indirectly connected.

Since, by assumption A5, transaction costs are not a function of the volume of

trade, the most e‰cient symmetric equilibrium requires that each player be connected

only to two others, who are themselves connected to two others, and so on, until all

players are included. Graphically this can be illustrated by locating all players on

an imaginary circle and connecting each of them to their two closest neighbors

(figure 14.1). In this fashion goods can circulate among all players along the circle,

and the PCA can be achieved at a much lower transaction cost of 2c for all players.

This leads to the following proposition:

proposition 14.2 For c < c, the PCA allocation can be supported by all sym-

metric equilibria in which each player is connected to N � k other players, with

2a kaN � 2.

2. Many of these simplifying assumptions are not essential for the results presented on the following pages,
but they have the merit of clarifying the presentation.
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Proof By definition, for c < c, Uð1=N; . . . ; 1=NÞ � ck > Uð0; . . . ; 1; . . . ; 0Þ. Thus

any player presented with the PCA and an implementation scheme requiring k part-

ners would find in his or her best interest to accept it. 9

definition 14.1 Let c3 be defined as the smallest c for which Uð1=N; . . . ; 1=NÞ�
3c3 < Uð0; . . . ; 1; . . . ; 0Þ. By assumption A6, c3 always exist.

corollary 14.1 For all c < c3, there exist multiple Pareto ranked equilibria that

implement the PCA.

Proof Use the symmetric equilibria of proposition 14.1. That they are Pareto

ranked follows from the fact that they require a di¤erent number of connections and

therefore of transaction costs. 9

The PCA can also be implemented by a very large number of nonsymmetric equi-

libria, that is, of equilibria in which individuals are not all connected to the same

number of other players. At this juncture we can no longer proceed without intro-

ducing some concepts from graph theory.3

h a

e

f

g

c

b

d

Figure 14.1
Wheel graph

3. Note that in graph theory, the term network is used exclusively to refer to a directed graph with a
unique source and sink (Foulds 1992). Here, as in the geography (Tinkler 1977) and sociology literatures
(e.g., Mitchell 1969; Burt 1980; Knobe 1990), we will continue to use it interchangeably with the term
graph.
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14.2.2 Elements of Graph Theory

Definitions

A graph ðV ;EÞ is an ordered pair, where V is a finite nonempty set whose elements

are termed vertices or nodes, and where E is a set of unordered pairs of distinct ver-

tices of V . Each element fp; qg A E (where p; q A V ) is called an edge or link and is

said to join the vertices p and q (Foulds 1992, p. 9).

A graph G ¼ ðV ;EÞ is termed weighted if there exists a function o : E ! RN (where

R is the set of real numbers) that assigns a real vector, called a weight, to each edge

of E. (generalized from Foulds 1992, p. 11).

A path is a sequence of distinct vertices and edges of a graph G of the form:

hv1; fv1; v2g; v2; fv2; v3g; v3; . . . ; vni

(arranged from Foulds 1992, p. 17).

A graph G is termed connected if every pair of vertices in G are joined by a path, and

is termed disconnected if it is not connected (Foulds 1992, p. 18).

A spanning tree of a connected graph G is a path that includes all its N vertices.

Consequently it also contains N � 1 edges.

A graph in which every pair of its N vertices is connected by an edge is termed com-

plete and is denoted by KN (Foulds 1992, p. 18).

A graph in which each of its N vertices is incident to the same number e of edges is

termed regular and is denoted by KðN; eÞ. It corresponds to what we have earlier called

a symmetric equilibrium.

These definitions allow us to represent any equilibrium of the one-period economy

as a graph in which each individual is a node, each exchange relationship is an edge,

and the weights are the vectors of goods being exchanged. Given the structure of the

stylized economy, the PCA can only be achieved in a connected graph.

proposition 14.3 For c < c3, the Pareto-e‰cient way of implementing the PCA

requires N � 1 barter trades.

Proof By definition, the PCA can only be implemented in a connected graph. For a

given allocation, Pareto e‰ciency can be increased by minimizing the number of

transactions required to implement it and thus the number of edges. For c < c3, the

minimum is achieved by any spanning tree of the complete graph. 9
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Note that the Pareto-e‰cient way of implementing the PCA does not lead to a

symmetric equilibrium: indeed, the players at both ends of the spanning tree only

incur transaction costs once, while all other players incur them twice. There are, of

course, a large number of other nonsymmetric ways of implementing the PCA, as

well as many other allocations that can be achieved depending on the graph of the

economy.

We now turn to an analysis of economic power in economies characterized by

nonconvex transaction costs. We do so in three steps: first, we discuss ways of char-

acterizing the connectivity in the economy. Second, we characterize power in its

relation to connectivity. Finally, we focus our attention on a certain class of bar-

gaining processes that satisfy regularity properties and derive further results regard-

ing the relationship between connectivity and economic power.

14.2.3 Connectivity in Graphs and Economies

Graph theory provides us with various ways of describing connectivity. Here are

some useful definitions (Foulds 1992):

The valency or degree di of a vertex vi is the number of edges incident to it.

The distance between two vertices is the shortest path between them.

A component is a maximal connected subgraph of a graph G. In other words, it is a

connected subgraph of G that is disconnected from the rest of G. An isolated vertex

is by definition a component.

If N and L are the number of vertices and edges, respectively, of a graph G, then the

density of the graph is 2N=L ¼
P

i di=N.

The adjacency matrix A of a graph is an N �N symmetric matrix in which each

element aij is one if vertices i and j are adjacent to each other, that is, incident to

the same edge, and zero otherwise. (Diagonal elements are usually set to zero, but

Tinkler 1977 has shown that for some applications, setting them to one is useful.)

The incidence matrix B of a graph is an N � L matrix in which each element bij is

one if vertex vi and edge ej are incident, and zero otherwise.

Given these basic definitions, we get the following simple results, taken from

Foulds (1992, pp. 77–78), and Temperley (1981):

proposition 14.4

i. A graph G is connected if and only if its adjacency matrix can be transformed into

a block diagonal matrix by relabeling some or all of its vertices.
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ii. The valency of a vertex vi is equal to the sum of elements of the ith row or ith

column of A.

iii. For i0 j, the ði; jÞ element of A2 is equal to the number of paths containing

exactly two edges from vi to vj; the ði; iÞ entry of A2 is the valency of vi.

iv. If G is connected, the distance between two vertices vi and vj is the least integer m

for which the ði; jÞ element of Am is nonzero.

v. The rank of the incidence matrix is N � k, where k is the number of components

of the corresponding graph.

The definitions above together with proposition 14.3 allow us to characterize

connectivity in a graph.4 The first and most important facet of connectivity is the

degree of fragmentation or segmentation of the economy, which is captured by the

number of components of the corresponding graph. For instance, only if the graph

is fully connected can the PCA be achieved. Therefore the number of components

constitutes a rough indicator of e‰ciency losses. Fragmentation, however, only

imperfectly characterizes connectivity. To get a better picture, other measures are

necessary.

The valency of the graph’s vertices is one of them. For any vertex, it gives the

number of direct connections that link it to the rest of the graph. In symmetric (i.e.,

regular) graphs, all nodes have the same valency, which is also equal to the density of

the graph. In nonregular graphs, valency provides a rough measure of centrality:

better connected nodes have higher valency, while peripheral nodes have a lower

valency. Highly centralized or polarized graphs, like the star, for instance, are char-

acterized by a highly skewed valency distribution. The distribution of valency across

nodes is thus a way of representing polarization, that is, the extent to which some

economic agents occupy a central position in the economy. As we will see in the next

subsection, polarization is likely to a¤ect the power that certain players have to

influence the final allocation of commodities.

Valency alone, however, fails to capture another important facet of connectivity

that, following Mitchell (1969) and Knobe (1990), we will call reach. To see why,

consider the graph presented in figure 14.2. It has two components: a star with five

branches and a regular Kð8;2Þ circle.5 For the moment, ignore the dashed line con-

necting them. The valency of the star center c is 5; that of each of its adjacent nodes

4. The reader may wonder if the eigenvalues and eigenvectors of the adjacency matrix convey useful
information about the connectivity of the corresponding graph. Unfortunately, they do not, except for
special categories of graphs (e.g., Tinkler 1972b; Biggs 1974; Cvetkovic et al. 1980).

5. On stars, wheels, and other radial structures, see, for instance, Tinkler (1972a).
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is 1. The valency of each of the nodes on the circle is 2. If one were to characterize

connectivity by valency alone, one would miss the fact that nodes on the circle are

indirectly connected to and can thus ultimately reach a larger number of nodes than

the center of the star. That reach is important can immediately be seen by consider-

ing figure 14.2 as a representation of an equilibrium of our exchange economy. In

that equilibrium, players on the circle can get access to more consumption variety

and possibly achieve a higher utility than players on the star, including its center. To

measure indirect connectivity or reach, the definition of valency can usefully be

expanded as follows:6

definition 14.2 The valency of order m of a vertex vi is the number of vertices

vj ði0 jÞ such that the distance between vi and vj is less or equal to m.

Connectivity in figure 14.2 can now be described better by considering valencies of

various orders. That the center of the star enjoys better direct connections is evident

from the high value of its first-order valency. But valencies of higher orders confirm

that nodes of the circle enjoy better indirect connections: indeed, the second and

higher order valency of all nodes of the star remains 5, while the second and higher

order valencies of the nodes of the circle grow to 4, 6, and 8, respectively.

First and higher order valencies are useful devices to describe important aspects of

connectivity. Unfortunately, they fail to emphasize the possible existence of key links

or vertices, that is, of links or vertices whose removal would make a connected graph

or subgraph disconnected.

ba

c

Figure 14.2
Valency and connectivity

6. See Mitchell (1969), Haggett and Chorley (1969), and Tinkler (1977) for similar concepts.

274 Networks and Markets



Definitions (adapted from Foulds 1992)

A cut-vertex set v of a graph G is a minimal set of vertices whose removal from G

increases the number of its components.

A bridge is a cut-vertex set with a single vertex.7

A cut-(edge) set of a graph G is a minimal set of edges whose removal from G

increases the number of its components.

The edge (vertex) redundancy of a connected graph or subgraph is the number of

elements of its smallest cut-edge set (cut-vertex set).

In figure 14.2 any edge of the star or pair of edges of the circle constitutes a cut-

edge set. The star has a bridge; its vertex-redundancy is thus one. The vertex and

edge redundancy of the circle are both two. To understand the usefulness of the

above concepts, again interpret figure 14.2 as portraying one possible equilibrium of

an exchange economy, and assume that the set of possible links among players is

restricted to those shown in the figure. Then, clearly, being a bridge confers a con-

siderable amount of power to a player. Consider the star center. The nodes adjacent

to it have no way of exchanging commodities other than by trading directly with the

center. This in all probability should confer a good deal of bargaining power to the

star center.

On the other hand, none of the nodes on the circle is a bridge. If any of them was

to put pressure on one of his or her neighbors and threaten to refuse trading unless

advantageous terms are complied with, the neighbor could literally circumvent that

pressure and secure commodities indirectly. In order to be e¤ective, pressure would

have to be coordinated among a number of players equal to the vertex redundancy of

the connected subgraph, in this case two otherwise unconnected players.

The importance of cut-sets can be further illustrated if we add a single edge to

figure 14.2, say between a and b (dashed line). This new link suddenly connects the

entire graph and allows trade to take place indirectly between players on the circle

and the star. Since all players value diversity in consumption, this new link enables

the economy to capture gains from trade and increases allocative e‰ciency. But

the new link also dramatically modifies the economic power of players a, b, and, to

less extent, c, the old star center. Indeed, all of them are now bridges. Furthermore

they are adjacent. Consequently, as a group, they have a lot of power over other

players in the sense that if they are able to coordinate their e¤orts, they should

7. Biggs (1974), however, reserves the term bridge for a single cut-edge set.
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extract a significant share of the potential gains from economic exchange as payment

for their trade services. Among themselves, however, they constitute a rather com-

plex monopoly triad since each of them in isolation can block all trade to and from

the star and the circle.

Edge and vertex redundancy also convey important information about the fragility

of a system of economic exchange. Indeed, they give the minimum number of exist-

ing edges or vertices that would have to disappear before the graph becomes discon-

nected. If, for some reason or another, relationships among individuals (edges) or

individuals themselves (vertices) are subject to exogenous shocks and may vanish

unexpectedly, then redundancy is a rough measure of the extent of the damage that

such disappearances can cause to the economy. Of course, to figure out the actual

extent of the loss, one would also have to know the welfare value of the mutual gains

from trade between the two disconnected parts.

There is yet another important dimension of connectivity that depends not only on

the existence or absence of links between nodes but also on the capacity of these

links. To see why, suppose for an instant that the exchange economy is modified so

that the amount of commodities that can be transferred between any two single

individuals is now constrained by some capacity limit. In these circumstances,

knowing that all players are connected is no longer a guarantee that the PCA can be

implemented: one also has to worry about being able to transfer commodities within

the economy while ensuring that capacity constraints are satisfied.

To verify that this is the case is far from trivial. E‰cient algorithms have been

developed that check whether a certain flow can be accommodated between any

two nodes of a graph (see the maximum-flow, minimum-cut theorem; Foulds 1992,

p. 248). But economic exchange raises significantly more complex issues, since it

requires that capacity not be exceeded jointly for all flows between agents. It is

unclear at this point whether e‰cient algorithms can be developed to deal with these

issues, even for economies of fairly small size (e.g., 20 nodes and 60 edges). Exami-

nation of the capacity of cut-edge sets, however, may still help identify some of the

important bottlenecks.

14.2.4 Power, Bargaining, and Exchange

In this section we examine how the exchange of commodities among players are

determined, taking links among them as given. The emphasis is put on the relation-

ship between connectivity, power and commodity flows. To do so, we formalize the

bargaining process between players as follows. The core of an economy is the set of

its feasible coalition-proof allocations (e.g., Arrow and Hahn 1971; Hildenbrand
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1974; Friedman 1990). The graph of an economy with N agents is the graph whose

N �N adjacency matrix has elements aij equal to 1 if individuals i and j directly

exchange commodities, and 0 otherwise.

proposition 14.5 Consider the economy presented in equations (14.1) to (14.4) and

assumption A5, together with one of its possible graphs.

i. The core of this economy is nonempty.

ii. The core depends on the graph of the economy.

iii. When the graph of the economy is complete, the core is identical to that of an

equivalent exchange economy without transaction costs.

iv. The core is smallest when the graph is complete, in the sense that it is included in

the core corresponding to any other graph.

v. When capacity constraints are absent, the core of a complete economy converges

to the perfect competitive allocation as the number of players goes to infinity.

Elements of proof Denote an allocation by an N � S matrix M in which each ele-

ment mij represents the consumption of good j by individual i. Since, by assumption

A5, transaction costs are independent of commodity flows, the graph of the economy

fully determines transaction costs. Taking the graph of the economy, and therefore

the structure of transaction costs as given, we find that an allocation matrix M is in-

dividually rational, that is, is not opposed by any individual player i provided that

Uðmi1; . . . ;miSÞbUðei1; . . . ; eiSÞ: ð14:5Þ

Note that the graph of the economy does not influence equation (14.5).

Now consider an individual player i. Denote the connected subgraph of which he

or she is a element by Ci. Since there are no capacity constraint, an allocation is

feasible if

X
i ACi

mij a
X
i ACi

eij Ej; Ei ð14:6Þ

We restrict our attention to nonwasteful allocations, namely such that equation

(14.6) holds with equality.

Proving the proposition hinges on showing that coalitions of unconnected players

are redundant in the sense that they cannot credibly claim for more than what each

of their connected subgraphs can ask for its members. To see why, consider an

unconnected set of players, and suppose that they threaten to refuse any allocation
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that does not provide them with whatever utility they could theoretically achieve by

pooling their endowments together. But since these players are not directly con-

nected, their threat, in order to be carried out, requires the tacit cooperation of

players that are not members of their coalition. Such threat therefore could not be

enforced by the coalition and therefore is not credible.

The core of an economy is essentially the set of feasible and individually rational

allocations that also satisfy a series of coalition-proofness constraints. Whenever

some coalitions are ine¤ective in the sense that they cannot achieve jointly more than

their connected components, then the corresponding coalition-proofness constraints

can be dropped. Thus the size of the core depends on how many of these coalition-

proofness constraints must be satisfied. When the economy is complete, all possible

coalitions are e¤ective and the core corresponds to that of a pure exchange economy

without transaction costs. Since any departure from completeness removes some

coalition-proofness constraints, the core of a complete economy is thus contained in

the core of an economy with any other graph (though not strictly in case where the

added coalition-proofness constraint is not binding). The same holds a fortiori for

unconnected economies. That the core is not empty follows from the above and from

the fact that the core of a pure exchange economy is never empty (Hildenbrand

1974). That the core of complete economies converges to the PCA is a direct exten-

sion of proposition 14.5.iii and well-known theorems on the core of pure exchange

economies (e.g., Arrow and Hahn 1971; Hildenbrand 1974). 9

The usefulness of proposition 14.5 comes from the fact that once two players have

made the transaction cost investment required to trade with each other, they will end

up in a form of bilateral monopoly. The terms of the exchange that take place be-

tween them must be the result of implicit or explicit bargaining (Geertz et al. 1979).

The limits within which each player is willing to bargain are likely to depend on the

alternatives open to them. If players have many other valid options, one expects

much tighter limits on the terms they are willing to accept. On the other hand, if

players have few other options, they are likely to be more willing to negotiate and

more amenable to pressure by stronger players. So, for instance, one would expect

a seller to be able to extract more advantageous conditions from a captive customer

than from someone who has other options open.

Proposition 14.5.v establishes the fact that as the options open to players increase,

the core converges to the PCA. In other words, the range of possible negotiated

terms of exchange shrinks and lies closer and closer to the relative prices corre-

sponding to the perfect competitive equilibrium. The converse of this proposition is

that when players have few options, the range of possible negotiated outcomes is

278 Networks and Markets



large and terms of exchange may vary significantly across transactions.8 This is true

not only when the number of players in the economy is small but also when the links

between them are few.

Proposition 14.5 also suggests a framework in which to model the kind of eco-

nomic power that individuals derive from being better connected than others. In the

previous subsection we intuitively argued that a bridge player should enjoy more

power than a pendant player (i.e., a player incident to a single link). This intuition

can now be formalized by elaborating on the concept of core. The basic intuition is

that someone who belongs to many possible coalitions has more opportunities of

promoting his or her interests than players who are relatively isolated.

To see why, consider an economy with three players, X , Y , and Z. Suppose that

the only links that exist are XY and YZ (figure 14.3). Take these links as exoge-

nously given. Clearly, Y is better connected than the other two players; Y is in fact a

bridge. Let Ux, Uy, and Uz stand for the autarchy utility levels of the three players.

Similarly let fUxy
x ;U yx

y g and fU zy
z ;U yz

y g stand for the set of joint utility levels

achievable by two-person coalitions between X and Y , and Z and Y respectively.

Denote the maximum achievable utility for Y under each two-person coalitions as

U yx
y and U yz

y respectively—for instance, U yx
y 1 supU yx

x
fUxy

x ;U yx
y g.

Now suppose that Y and Z strike a two-person deal that gives Y a utility ÛU yz
y . If

ÛU yz
y < U yx

y , then X could possibly bribe Y out of the deal with Z by proposing him

or her an alternative, more attractive two-person deal. Similarly, if Y were to strike a

deal with X that gives Y a utility ÛU yx
y < U yz

y , Z could possibly bribe Y out of that

8. This may help explain, for instance, why price data for individual transactions in African villages dis-
play a lot of variability, even within the same period of the year.

Y

Z X

Figure 14.3
Connectivity and power
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deal too. Call minfU yx
y ;U yz

y g Y ’s reference payo¤. X and Y , on the other hand,

cannot bribe each other out of a deal with Y . Therefore their autarchy payo¤s Ux

and Uz are their reference payo¤s.

Y cannot guarantee himself his reference payo¤, however. To see this, consider

allocation a in the economy represented by figure 14.3. This allocation provides all

players more utility than they can get in two-person coalitions; it therefore cannot be

defeated by any coalition of two players and is coalition-proof. But it fails to provide

Y a utility at least equal to his reference payo¤. Although a perfect case cannot be

easily made against a as a possible bargaining equilibrium of this particular econ-

omy, Y is likely to be able to extract some leverage from his key position, particu-

larly given the fact that X and Z are not even interacting with each other. Since Y ’s

leverage is captured by his reference payo¤, we now make the following assumptions:

(1) the bargaining power of a player is positively related to his or her reference payo¤

and (2) the payo¤ that each player gets as an outcome of the bargaining process

is positively related to that players’ bargaining power. In the three player game

between X , Y , and Z, any bargaining mechanism that satisfies assumptions A7 and

A8 will then confer the better connected player Y a higher level of utility.

Now add a link to the economy above so that X and Z are also connected. The

graph of the economy has become a circle. Because of the new connection, X and Z

also become able to bribe each other out of unsatisfactory deals with Y . Conse-

quently their reference payo¤s are now minfUxy
x ;Uxz

x g and minfU zy
z ;U zy

z g respec-

tively. Their bargaining power has thus increased, and they should be able to obtain

a higher level of utility for themselves.9

This simple example has demonstrated that the graph of the economy influences

how resources get allocated. We now generalize it to more complex situations.

14.2.5 Economies with Regular Bargaining Processes

Definitions

An admissible coalition is any set of connected players; it is denoted Cði1; i2; . . . ; ikÞ,
where k is the number of players in that coalition and i1, i2; . . . ; ik are their indexes

A N.

The complement of a coalition is the set of all other members of the economy.

The set of feasible payo¤s for an admissible coalition is defined as the set of payo¤

vectors that can be achieved by that coalition on its own resources.

9. Note that the core of the star economy is larger than the core of the circle economy. However, it is not
larger in all directions equally. It is this lack of symmetry that tips the balance of power in favor of the
better connected player.
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The set of coalition-proof payo¤ vectors of an admissible coalition C, denoted VðCÞ,
is the set of feasible payo¤s that confers to members of C payo¤s that are superior or

equal to what (1) any admissible subcoalitions of the members of C could achieve

jointly and (2) any admissible coalition of members of C and of its complement

could achieve jointly.

Define a multiple set as a set with strictly more than one element.

Consider the collection of all possible multiple sets of admissible coalitions that have

player i as their a unique intersection. Denote that collection by Oi and each of its

constitutive set by S i
l . The reference payo¤ of player i is then defined as

Ri 1 sup
S i
l
AOi

inf
Ck AS i

l

sup
U

i

VðCkÞ:

A bargaining process B is an N-dimensional mapping from players’ reference payo¤s

fR1; . . . ;RNg to their realized payo¤s fU1; . . . ;UNg in the core.

A regular bargaining process is a bargaining process that also satisfies A8, (i.e.,

qUi=qRi > 0 for all i, as well as qUi=qRj a 0 for i0 j).

proposition 14.6

i. There exists at least one regular bargaining process.

ii. Consider a complete economy with a regular bargaining process. Let the number

of players go to infinity. Then the regular bargaining process supports the PCA.

Proof (i) The conditions for a regular bargaining process are satisfied, for instance,

by the following equilibrium concepts for cooperative games: cooperative Nash,

Shapley value (Friedman 1990), and Rubinstein alternating o¤ers (Rubinstein 1987).

(ii) This is obvious since, by definition, any regular bargaining process maps into the

core and the core converges to the PCA. 9

Connectedness plays a critical role in determining the reference payo¤ of players

because it limits the number of admissible coalitions to which a player can belong.

The following propositions capture some of the relationships between power and

connectedness:

proposition 14.7 Let Ri and Rj be the reference payo¤s of two unconnected

players. Add a link between them, and let their new reference payo¤ be R 0
i and R 0

j .

Then R 0
i bRi and R 0

j bRj.

Proof Adding a link between two players increases the collection of all possible

multiple sets of admissible coalitions that have either of these two players as their a
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unique intersection. Then the proposition follows by applying Le Chatelier principle

and the definition of reference payo¤. 9

Proposition 14.7 suggests that establishing a new link between previously uncon-

nected players should benefit them. Whether or not it does, however, depends on

what happens to other players’ reference payo¤. This is, in general, hard to establish.

To see why, consider a connected economy. In this case the set of feasible allocation

is not a¤ected by the addition of the new link. The new link between i and j, how-

ever, now allows them to form a coalition among themselves. As a consequence

any coalition, admissible or not, that contains both of them must, in order to be

coalition-proof, grant them a joint payo¤ that lies above what they could achieve

together as a pair. Similarly any coalition, admissible or not, that contains either of

them, but not both, may now be vulnerable to bribes by the other, and therefore may

have to guarantee the former a higher payo¤. This means that the set of coalition-

proof payo¤s for all other players has shrunk.

Now consider the initial collection of admissible coalitions for an arbitrary other

player, Ok, k0 i; j. Clearly, the new link between i and j cannot have increased the

maximum reference payo¤s player k can get within that initial set; if anything, it has

decreased it. There are, however, new collections of admissible coalitions that now

need to be examined. In general, one cannot tell whether these new sets of admissible

coalitions may improve other players’ reference payo¤. When the bargaining process

is regular, however, proposition 14.8 shows that the realized payo¤s of the newly

connected players must increase.

proposition 14.8 Consider a connected economy with a regular bargaining process.

Adding a link between two players i and j can only increase their realized payo¤.

Proof First of all, the new possible two-person coalition between i and j imposes

new constraints on all previously admissible coalitions that include one of them. This

tends to reduce other players reference payo¤s and thus to increase i and j’s realized

payo¤s since the bargaining process is regular. Second, all the coalitions that have

become admissible thanks to the new link, by definition, include both i and j. The

realized payo¤s of either i or j cannot therefore decrease as a result of these new

coalitions because, if they did, i and/or j simply would find it in their interest not to

participate to them. 9

corollary 14.2 Consider an economy with three players, two of which are initially

unconnected, and add a link between them. Then the reference payo¤ of the third

cannot increase. If the economy has a regular bargaining process, then the realized
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payo¤ of the newly connected players can only increase, while the realized payo¤ of

the other player can only decrease.

In a perfectly symmetric economy, corollary 14.2 can be extended to circles of any

length but not so in general. To understand why, consider a list of players initially

joined by a single line. Then join the two ends of that line. Clearly, by proposition

14.8, the two connected players are now better o¤. But some of their adjacent players

may be better o¤ too.

For instance, consider a situation where one player has a monopoly on a highly

valued commodity, and players are arranged in a line with the monopolist at one

end. Also, for simplicity, assume that all other players have identical endowments

and thus no prospect for mutually beneficial trade. Coalitions not containing the mon-

opolist can thus be ignored. Consider the smallest possible coalition, that between

the monopolist m and the first player next to him. The maximum that player 1

could bargain for is the e‰ciency gain that she is able to procure to m. Then con-

sider the second player next to m. Clearly, player 2 cannot bribe player 1 away from

her coalition with m since 1 and 2 have identical endowments. Again, the maximum

that player 2 could bargain for is the e‰ciency gain that she is able to procure to m.

If the highly valued commodity and other commodities are substitutes, the maximum

marginal utility gain that player 2 can procure to m is smaller than that procured by

player 1, and similarly for all other players. Consequently, if the economy has a reg-

ular bargaining process, players close to the monopolist will achieve a higher realized

payo¤ than players far away from him.

Now suppose that a new link is created between the monopolist and the last player

on the line. This undoubtedly complicates the pattern of possible coalitions, but it

should be intuitively clear that the situation of players at the end of the line has sig-

nificantly improved. The symmetry of the game implies that the worst o¤ player will

now be the one (or pair) farthest away from m on the newly formed circle.

corollary 14.3 If a new link is added between two branches of a star, the star

center’s realized payo¤ decreases while the realized payo¤ to the newly connected

players increases.

Proof Apply corollary 14.2. 9

corollary 14.4 Consider an economy and two of its feasible graphs, one being a

star, and the other a wheel, both with the same center. Then the realized payo¤ of

the star center is higher than that of the wheel center.

Proof Apply corollary 14.3. 9
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Definition

An extended star is a graph constructed as follows:

1. Take any finite vector of positive integers H ¼ ðh1; h2; . . . ; hkÞ.
2. Start to build with h1 branches, each with a pendant node.

3. To each of the pendant nodes, attach h2 incident edges whose ends are h2 corre-

sponding nodes.

4. Continue the process until the vector H is exhausted.

corollary 14.5 Consider an economy with any extended star graph. Then con-

necting the pendant nodes together can only decrease the realized payo¤ of the star

center.

Proof By recursion on corollary 14.4. 9

The corollaries above have some interesting applications to simple hierarchies,

which can be thought of as simple or extended stars whose center is the hierarchical

superior. What corollary 14.5 says is that the superior’s power is diminished if his

subordinates can form credible coalitions among themselves. This intuitively leads to

the conclusion that it is in the interest of the management to oppose unionization of

workers—unless, of course, other gains can be identified that result from workers

being connected to each other (teams, circulation of information, etc.); see, for

instance, Itoh (1991), Holmstrom and Milgrom (1990), and Bolton and Dewatripont

(1994).

14.3 Equilibrium and Repeated Interaction

In the previous subsection it should be clear that for any given connected graph of

the economy, any regular bargaining process results in a well-defined allocation of

resources among players. Consequently, given a regular bargaining process, players

can, in principle, compute their payo¤ for any graph of the economy. If this infor-

mation is combined with the transaction costs of trade, the normal form of the game

can, in principle, be computed.

The normal form one-period game is characterized by complex coordination

problems, however. To see why, consider the following example: Suppose that there

are two sets with an equal number of players. Endowments are identical within sets

but di¤er across sets. Then one possible Nash equilibrium of this game has each

player in one set paired with one player in the other. How players are paired is
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largely irrelevant, but the pairing may be di‰cult to coordinate. Consequently this

game also has an equilibrium in mixed strategies.

Ultimately we are interested in modeling how people interact over extended pe-

riods of time. Given the highly complex coordination problems raised by the game,

the number of possible subgame perfect equilibria is extremely large and increases

exponentially with time. Many of these equilibria, however, are counterintuitive. To

see why, denote the set of possible Nash equilibria of the one-period normal form

game as Z. Then any sequence of elements of Z is a subgame perfect equilibrium of

the dynamic game. In other words, there are many equilibria in which players switch

partners in a chaotic and inexplicable fashion. Such equilibria are not very appealing

as positive descriptions of reality.

Providing a complete characterization of the plausible intertemporal equilibria of

this game is beyond the scope of this chapter. We nevertheless propose the following

promising lines of enquiry as to how the matching of players takes place.

14.3.1 Evolutionary Game

One way of describing the matching process is to model the intertemporal economy

as an evolutionary game. Players start with an arbitrary set of initial moves, and then

conduct random or targeted searches. From time to time players meet other players

who are willing to trade with them. When that happens, they conduct mutually ben-

eficial trade using the regular bargaining process of the one-period game. Once two

players have identified each other as mutually beneficial partners, they should con-

tinue trading together in the future if only because, in the class of coordination games

considered here, randomized equilibria always yield lower expected payo¤s than

equilibria in pure strategy. They may nevertheless continue searching randomly for

other possible partners. Eventually, when all possibilities for mutually beneficial

trade have been found, one would expect the game to stabilize in a certain pattern of

exchange.

In order to be evolutionary stable, this pattern would have to be a Nash equilib-

rium in pure strategies; otherwise, players would find it in their interest to continue

moving (e.g., van Damme 1987; Swinkels 1992). In principle, the strong coordination

nature of the game analyzed here should guarantee that Nash equilibria in pure

strategy do exist, and thus that the evolutionary game converges to a single graph. If,

however, the game were to have only Nash equilibria in mixed strategy, we speculate

that the evolutionary process sketched above would converge to a limit cycle. Fur-

thermore, if we were to compute the relative amounts of time spend in the various

graphs of the cycle, we should recover the probability weights of one of the mixed
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strategy equilibria of the normal form one-period game (Kreps and Fudenberg

1993).

14.3.2 Strategic Interaction

There is another, less benign way of looking at how the coordination game may be

played over time, one that involves strategy. Analyzing the coordination game in

terms of strategy is beyond the scope of this chapter, but the reader should be aware

that the type of connections that players manage to form determines their long-run

realized payo¤. In particular, other things being equal, better connected players—in

the sense of being at the center of a symmetric game, or closer to a valuable player,

or bridging large components of the economy (i.e., being a trader)—have better

payo¤s. Consequently players may try to manipulate the process by which con-

nections are made. For instance, they may present themselves as naturally superior

beings that deserve to be in the center of an extended star (feudal nobility, charis-

matic leader, etc.). They may aggressively seek the direct companionship of people

with special endowments or connections, either to use that friendship/relationship

exclusively for their own benefit (e.g., clientelism), or to use it in their relations with

others (e.g., political peddlers and exclusive car dealers). Or they may resort to vari-

ous forms of signals in order to attract potential partners (e.g., advertising).

Another approach that players may take is to let their bargaining strategy within

each period be influenced by the global structure of the game. For instance, what

contracts some players may have already secured within a single period may a¤ect

their bargaining position in subsequent negotiation rounds within that same period.

Alternatively, players may opt for time-dependent bargaining strategies whereby

they propose a good deal today in exchange for increased exchange and/or higher

(barter) prices tomorrow. Failure to comply then triggers retaliation (e.g., tit for tat;

see Axelrod 1984).

The examples above have a real life quality about them, for some people do at-

tempt to manipulate the matching process to their advantage. Given the complexity

of the game, and the di‰culty of predicting how other players’ future randomiza-

tion will a¤ect the final outcome, we should not be too surprised if these manipu-

lation strategies are more an art than a science. This art, however, is what enables

simple traders to subsist and even, if they are smart and lucky enough, to prosper

beyond reason.

14.3.3 Overlapping Generations

Researchers interested in social mobility and class structure may find yet another

way of modeling the matching process particularly attractive. This approach relies
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on an overlapping generations version of the model. In this version one starts with

some arbitrary graph, and then lets new, long-lived generations be born every period.

The members of these new generations build, during the course of their childhood, a

series of relations with their parents, relatives, and kin. When they reach maturity,

they start their independent life as ‘‘players’’ in the game and may decide to build

new economic links on their own. Childhood, however, largely determines the kind

of links they have already weaved with other players, many of which have also come

of age, as well as the links that connect these players themselves to others. As a result

of this process, some players will undoubtedly start in life with much better con-

nections than others—some of these connections being direct family links, others

being the result of attending better schools and universities, and so on.

In primitive pre-industrial societies in which prospects for exchange are limited to

rudimentary forms of mutual insurance, links with relatives and kin may actually

exhaust most of the opportunities for economic exchange. In these cases virtually all

exchange takes place among family and friends (Ben-Porath 1980).

As economies increase in sophistication and specialization, the number of oppor-

tunities for economic exchange increases as well, and links with relatives and friends

may no longer be su‰cient. They may, however, subsist for a long time and continue

to provide certain types of specialized services even in industrialized societies (e.g.,

home care for the elderly, the disabled, or the sick; provision of advice and informa-

tion, particularly about jobs and business opportunities; access to jobs and business

opportunities, directly or via personal network; and provision of political support).

Examining these kinds of links would be a promising starting point for studying

social mobility and social stratification in general.

14.3.4 Ine‰cient and Unconnected Equilibria

Any of the three mechanisms briefly sketched in the previous subsections should,

with time, eventually lead to a situation in which no more opportunities for mutually

beneficial trade remain. Nothing guarantees, however, that the resulting equilibria be

Pareto e‰cient, or even connected. Given the path-dependent and haphazard order

in which connections are made, it is quite possible for the resulting graph to be inef-

ficient, and for individual players to remain unconnected. There is therefore room

for coordinating the process of link formation itself ! A discussion of this topic is

beyond the scope this chapter, but three remarks come to mind.

The first is that most, if not all, so-called primitive societies have a well-defined

and well-controlled matching mechanism, namely the rule governing how marriages

are formed and lineages are defined. Exogamy, matrilocal marriages, and the like,
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can all be seen as organized ways of ensuring an optimal ‘‘mix’’ of connections,

possibly with an eye on redundancy, or the sharing of risk.

The second remark is a consequence of the very complexity of the meta-

coordination process. As is the case for other complex, nonlinear processes (e.g.,

Guckenheimer and Holmes 1983; Grandmont 1988; Arthur 1988), the outcome of

meta-coordination may not be predictable, even if we were able to entirely specify

its underlying deterministic process. This implies that a falsifiable theory of meta-

coordination may be particularly di‰cult to construct.

The preceding remark leads to a third one, namely that the complexity/nonlin-

earity of the meta-coordination process potentially allows small causes to have big

e¤ects. In particular, it leaves room for charismatic leaders to influence the course

of events. For instance, someone who has a clear vision of a better arrangement of

economic or social life and who is able to communicate his or her convictions

to others may in fact help the community achieve a more e‰cient outcome, and

achieve it more rapidly. A similar role could be played by external actors, like the

government, development projects, religious groups, and NGOs.

14.4 Learning E¤ects

In the previous section it was suggested that if the intertemporal economy can be

modeled as an evolutionary game of random matching, then the simple fact that two

players have found in each other opportunities for mutually beneficial trade favors

continued interaction in the future. This feature tends to lock economic partners

into a given structure of exchange. As a result a certain permanence of exchange is

achieved in which trade flows largely reproduce themselves over time.

Permanence in trade flows is likely to be further reinforced if the process of

exchange itself allows economic partners to progressively gain relevant information

about each other. For instance, the user of a particular product may progressively

learn something about the ability and willingness of its supplier to satisfy consistent

quality standard, to meet deadlines, to show flexibility in dealing with unexpected

events, or to meet other relevant contractual obligations. More generally, close busi-

ness partners probably learn about each other’s technology and preferences after

repeated business interactions.

In some cases the information gained will not be flattering for one of the parties

(or even both). When this happens, the unsatisfied party is likely to resume his or her

search for reliable partners, and as a result economic exchange with the unsatisfac-

tory partner is likely to dwindle or even disappear, provided of course that other
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sources of demand or supply are available. On the other hand, if economic interac-

tion reveals flattering information about each parties, business relations are likely to

get strengthened over time. In this case successful economic exchange will to result in

long-term business partnerships.

Learning thus tends to reinforce lock-in and to crystallize patterns of economic

exchange around existing trade flows. As a consequence it progressively isolates long-

term trading partners (and here trade extents to any form of economic exchange,

e.g., labor, capital, credit, and management) from competing sources of demand and

supply. Their situation eventually resembles that of a bilateral monopoly, in the sense

that the terms of economic exchange among them become dominated by intense

bilateral negotiations. At the same time, however, long-term interaction favors the

emergence of implicit cooperation or ‘‘gentleman’s agreements’’ whose main pur-

pose is to share the benefits of reduced transaction costs. This form of cooperation

between otherwise competing business partners is best exemplified by their ability to

place large orders or borrow large sums of money on a simple telephone call. The

terms of the deal (price, quality, delivery, etc.) may be avidly negotiated between

the two parties, but the form of communication (e.g., telephone) and the contract

enforcement and monitoring procedures (e.g., absence of written contract, own

accounting used as proof in court) are kept to the strictest minimum.

As exogenous conditions change over time (e.g., new products and technologies,

emerging new business partners), prospects for mutually beneficial trade evolve and

deals are struck with new partners. As a result trade flow patterns will be progres-

sively modified, cards will be reshu¿ed, and economic opportunities will be revised.

An immediate corollary is that the existence of learning e¤ects generates novel

opportunities for strategic behavior. As we just saw, learning strengthens the natural

tendency of economies with nonconvex transaction costs to lock into a relatively

permanent trade pattern. Furthermore learning generates cooperative gains by

reducing information costs. Therefore, whenever new unexploited opportunities for

mutually beneficial trade emerge in an economy with learning, rapidity of action

determines along which lines trade flows are likely to crystallize. In other words, the

degree of alertness and flexibility of various economic agents determines who secures

key positions in new trade flows, and who is able to extract economic rents from

market power and transaction cost reduction. Some economic agents may therefore

position themselves in order to be better prepared to take advantage of new eco-

nomic opportunities. Consequently they may actively seek possible new trading

opportunities and adopt a flexible posture in anticipation of promising ventures

(liquid assets, geographical mobility, etc.).
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Economic agents who specialize in this kind of activity are typically traders and

businessmen. The arguments presented in this chapter suggest that success in their

endeavors requires a mix of human qualities that combines competitiveness with re-

liability, caution with audacity, and that is hard to achieve in the right proportions.

Consequently, though success in trade or business may be very unequally distributed,

the reward may remain so great that it keeps attracting new adventurous spirits.

There is also a darker side to learning e¤ects. The advantage that existing business

partnerships derive from experience may slow down the reshu¿ing of economic

opportunities and preserve, at least temporarily, the existing structure of trade flows

and economic power. In some circumstances the slowing down may give enough

time to established businesses to copy new products, or to remodel their production

methods and take advantage of new technologies. In other words, the old boys net-

work of corporate executives, or the religious fraternity of Sefrou traders (Geertz

et al. 1979), may work in such a way as to slow down entry and reduce social mo-

bility. When the slow down is too strong and the ‘‘establishment’’ too well en-

trenched, incentives for innovation by new entrants are likely to be seriously stifled

and economic progress su¤ers.

There is thus an Hegelian tension that inhabits economies characterized by non-

convex transaction costs and learning e¤ects: new economic opportunities induce

innovators to challenge the existing economic order, but only to put in place their

own. As a consequence the process of economic transformation is more likely to

resemble a Schumpeterian locomotive (with pressure building up, explosion, and

release) than a neoclassical clock (with a smooth, continuous, and gentle movement).

14.5 Conclusion

In this chapter we showed how nonconvex transaction costs result in economic

exchange that is based on relatively permanent networks of business or trade part-

nerships. We also showed how economic power is influenced by trade patterns and

suggested a characterization of such power with the help of graph theory and the

definition of regular bargaining processes. Next we proposed various ways by which

economies with nonconvex transaction costs reach one of their multiple equilibria.

Finally we discussed how learning e¤ects strengthens lock-in and influences social

mobility and economic transformation.

The framework presented here, although obviously stylized and barely sketched at

places, generates insights that are relevant for a wide variety of situations. It generates

patterns of economic exchange that are largely in agreement with available evidence
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regarding trade networks in pre-industrial societies (e.g., Mitchell 1969; Meillassoux

1971; Amselle 1977; Geertz et al. 1979; Greif 1993). It is applicable to nonmarket

exchange among primitive societies and rural communities of the Third World (e.g.,

Posner 1980; Fafchamps 1992; Platteau 1994a). But it is also relevant for analyzing

business networks and other long-term informal partnerships in developed countries

(e.g., Dore 1987; Aoki 1988). It also has the advantages of building bridges with

some of the sociology literature on networks in economic and other contexts (e.g.,

Mitchell 1969; Laumann and Pappi 1976; Burt 1980; Raub and Weesie 1990).

Much of what the model implies about strategic behavior, market power, evolu-

tion of trade flows, social mobility, or intergenerational e¤ects is consistent with

casual observation and the limited scientific evidence available (e.g., Mitchell 1969;

Laumann and Pappi 1976; Knobe 1990). It also leaves the door open for theoretical

refinements and empirical verification of its predictions. Finally the methodology

proposed here o¤ers a promising avenue for studying trade per se, a branch of eco-

nomic activity that, paradoxically, has been largely ignored in economic theory,

whether in general equilibrium, international trade, or industrial organizations. A

number of economists have now begun tackling these di‰cult theoretical issues in

some detail (e.g., Bala and Goyal 1998, 2000; Kranton and Minehart 2000a, b;

Kranton and Minehart 2001). Much remains to be done.
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15 Business Networks in Africa

In this chapter we investigate the connection between business networks and commu-

nity. We do so for markets that are at the early stages of their development, as is the

case in much of sub-Saharan Africa. We have shown that for firms above a minimum

size, relational contracting is the rule in markets for agricultural products as well as for

manufacturing inputs and outputs. Many markets in sub-Saharan Africa can best be

thought of as composed of core networks of trade relationships that are fairly stable

over time. This core is surrounded by a fringe of atomistic competitive firms that

operate with high transactions costs because they lack trust in each other.

We have documented the many important roles that relationships play in facilitat-

ing market exchange, such as information sharing and the informal enforcement of

contracts. These sets of trade and information-sharing relationships can be thought of

as business networks and we discuss the implications of this idea for our understanding

of African markets. We then explore the role that community a‰liation plays in the

membership of business networks. We examine observed patterns of ethnic concentra-

tion and conclude that at least in some African countries, these patterns are very un-

likely to have been generated from a firm entry and growth process that grants equal

access to business opportunities for all—even if we account for colonial heritage.

From this observation we conclude that entry into existing networks is biased. We

discuss the possible sources and mechanism behind this bias. Based on the limited

existing evidence, we argue that referral by family and friends is the most likely

channel through which ethnic concentration arises. We also discuss the e¤ect that

business networks have on community formation.

15.1 Relationships and Networks

Before proceeding further, we must specify what we mean by network—the term not

yet having found its way into economic jargon. The theory of networks was first

proposed by sociologists to transcend the concept of community which was thought

too vague and no longer adequate (e.g., Mitchell 1969; Landa 1994). Borrowing

notation and concepts from the mathematical theory of graphs, individuals came to

be regarded as nodes and relationships between them as links. The combination of

nodes (individuals) and links (relationships) constitutes a graph or network.1 Links

1. Mathematicians give the term ‘‘network’’ a more specific sense than that used in sociology (Foulds
1992). In this chapter we follow sociologists (and standard English) and use the term to refer to what
mathematicians call ‘‘graphs.’’ Sociologists also distinguish between subjective networks (the graph of
all links emanating or leading to a specific individual) and objective networks (the graph of all the links
between a set of nodes or individuals). While subjective networks are always well defined, objective networks
often are open in the sense that links exist between members of the set and outsiders, such as between busi-
nessmen in Africa and Europe. Here we use one meaning or the other, depending on the context.



can be of various kind (e.g., trade, family, and information sharing) and of various

strength (e.g., trade amount, and closeness of family relationship). Links can be uni-

directional, as when one individual knows another but the reverse is not true (e.g., a

movie star). They can be superposed, in which case sociologists speak of multiplex

societies Gluckman (1955; see also Basu 1986). They can also vary over time.

Laid out in these general terms, the concept of network is nothing but a way

of visualizing social relations of any kind. To give it life, one must specify a popula-

tion of individuals or nodes, a particular kind of link, and a time frame. One could,

for instance, construct the graph of all the trades that occurred among a set of eco-

nomic agents during a particular time period, and call it a market or trade network.

Alternatively, one may consider only certain types of transactions, such as repeated

transactions, to generate the relational contracting network. In either case the result-

ing networks will just be a graphical depiction of the market itself, perhaps useful to

study interindustry linkages but not substantively di¤erent.

The concept of network comes to full fruition when the definition of a link is

broadened to include other useful economic functions such as informal contract

enforcement and information sharing. Abundant evidence indeed exists that such

links are central to the functioning of labor, credit, and insurance markets (e.g., Udry

1990; Fafchamps 1992; Udry 1994). In the words of Granovetter (1985), economic

transactions are embedded in a social context. Mutual insurance among villagers,

for instance, is now believed to revert primarily around long-term self-enforcing

arrangements (e.g., Coate and Ravallion 1993; Fafchamps 1992, 1999a; Ligon et al.

2001; Fafchamps and Lund 2002).

15.2 Business Networks and Contract Enforcement

We have seen that relationships play a key role in facilitating exchange in sub-

Saharan Africa. These relationship di¤er from pure market exchange in that they

perform economic functions other than trade itself, such as information sharing,

informal enforcement of contracts, and interlinking. To discuss the role that these

relationships play in market development, let us define a business network as the set

of such relationships with the agents they involve. Armed with this definition, we

now examine in more detail the market configurations that naturally arise from the

interaction between markets and business networks. To focus the discussion, we

organize the presentation around one particular function that has recently received a

lot of attention in the literature, namely contract enforcement.

In the preceding chapters we argued that networks can facilitate the establishment

of trust by circulating essentially two distinct pieces of information: whether an agent
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has ever successfully completed a contract and whether an agent has ever breached a

contract. Both types of information refer to the transaction history of an agent and

they have generally been treated interchangeably in the literature. But the latter is,

in general, more demanding than the former: it is fairly easy to ascertain whether a

carpenter has ever manufactured a chair, but it is harder to ascertain whether he or

she has ever failed to complete an order for a chair. Similarly it is easy to ascertain

whether someone has ever paid a supplier; it is harder to assess whether the same

person has ever paid a supplier late or not at all. Chapter 11 has shown that the

characteristics of decentralized market exchange vary dramatically depending on

whether the first or the latter type of information are circulated. Information

sharing can play a positive role in facilitating exchange because the circulation of

information about past contractual performances helps agents screen each other

more cheaply.2

These theoretical results demonstrate that networks can facilitate market exchange

in a purely decentralized manner, that is, without any collective action. It is clear,

however, that networks su‰ciently compact to form identifiable communities of

common interest or ‘‘clubs’’ may mobilize to achieve better outcomes for themselves.

Clubs can, for instance, organize the joint punishment of cheaters through ridicule,

ostracism, or worse. To the extent that economic agents socialize and intermarry

with members of their business community, rejection by business partners may

impose an additional personal burden as well (e.g., Aoki et al. 1995; Spagnolo 1999):

exclusion from social interaction such as marriage within a prosperous group is likely

to be detrimental to the long term prosperity of cheaters.

Although these ideas have received much attention in the theoretical literature,

evidence of collective punishments for opportunistic breach of contract is weak at

best. In chapter 12 we showed that nonpayment of a supplier does not automatically

lead to a loss of credit from other suppliers. This does not mean that ostracism is

never used: in the course of a manufacturing sector survey in Kenya, the author met

an Asian businessman who was shunned by his peers following a fraudulent bank-

ruptcy. But such cases are very rare.3 Furthermore, in countless interviews with

African manufacturers and traders of all ethnic origins, never did respondents artic-

ulate the implicit obligation to participate to a collective punishment. One Ghanaian

2. Provided the information circulated within the community is reliable. In contrast to what is assumed
by some theorists (Kandori 1992), gossip is a notoriously unreliable source of information. Not only is
information distorted and imprecise, gossip can also be manipulated to hurt competitors. Gossip can be a
channel of information or disinformation alike. This is why businessmen and women insist that they must
know and trust the source of the information before giving it any credence.

3. Shunning may be more frequent for other social transgressions such as an adulterous wife.
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trader in the Accra lumber market—a market known for its tight ethnic-based trad-

ing community—was asked whether he would oppose neighboring traders dealing

with cheaters. His answer was: ‘‘If they want to deal with cheaters, it is their prob-

lem, not mine’’—hardly the kind of answer one would expect if an explicit collective

punishment strategy were in e¤ect. Further discussions with respondents suggest that

nonpayment of a supplier triggers loss of credit only when it is interpreted as a signal

of financial di‰culty and possible bankruptcy. This idea was formalized in chapters

11 and 12, where we show that collective punishment can arise in a fully decentral-

ized manner without any explicit collective strategy, provided there is su‰cient

‘‘churning’’ of firms.

Communities may also develop norms of behavior—a ‘‘business culture’’—that

are deemed suitable for the conduct of business (Hayami and Kikuchi 1981).

Adherence to these norms of behavior may be further publicized through participa-

tion to religious rituals and membership in religious groups that reinforce respect of

these norms. The role of these cultural norms is, for instance, documented for medi-

eval trade in Greif (1993) and Greif (1994). In their detailed analysis of the Sefrou

market in Morocco, Geertz et al. (1979) illustrate the role that Muslim brotherhoods

play in helping market communities join forces for a common purpose. In her study

of market emergence in pre-colonial Kenya, Ensminger (1992) documents the fact,

historically, that traders who wanted to do business with coastal Arab traders and

their descendants found it easier if they converted to Islam. Similar processes have

been documented elsewhere in Africa (e.g., Cohen 1969; Shillington 1989). Poewe

(1989) reports comparable motivations behind the spread of evangelical churches in

present-day Zambia.

Although there is some evidence that business communities often pride themselves

of having superior ethics, there is also an inordinate amount of circumstantial and

anecdotal evidence that demonstrate that morality is an elastic concept. The truth

is that few, if any, human societies are free from the temptations of greed and instant

gratification. Although a moral code can probably discourage outright fraud and

treachery, social and economic pressures are a more e¤ective deterrent against

opportunistic breach of contract than ethics alone.4

Another possibility is that business communities or ‘‘clubs’’ strive to build a repu-

tation as a group with respect to other business communities with whom they are

trading. This idea has been formalized by Kandori (1992) and Ellison (1994). This

way trade takes place across communities and the benefits from repeated interaction

are captured not through individual relationships but through community rela-

4. See, however, Platteau (1994b) who argues that during childhood individuals acquire, through what
psychologists call ‘‘secondary socialization,’’ what will constitute the moral fabric of their lives.
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tionships. The reputation of the group becomes an asset that serves as collateral

to guarantee good behavior. Each community may then choose to punish its own

members for opportunistic breach of contract. Such situations have been described

for ancient trade across ethnic boundaries—such as between Europeans and Africans

along the Zambezi river (Shillington 1989).

Although such processes may have been at work in ancient times (Greif 2001),

recent work on manufacturers and traders in Africa has found no recent evidence

that communities punish their members for cheating individuals in other commu-

nities (e.g., Fafchamps et al. 1994, 1995; Fafchamps 1996; Fafchamps and Minten

2001a). If anything, cheating is perceived to be more prevalent across ethnic or reli-

gious boundaries as trust between communities is often low. Irrespective of whether

culture and ethics should be considered an important contribution to business acu-

men, it remains that much social capital that is immediately relevant for market

development and industrialization/modernization in poor countries is embedded

within business networks and communities.

15.3 Business Networks, Competition, and Firm Entry

The existence of business networks also has some less desirable consequences. First of

all, thanks to information sharing and joint punishment of deviant behavior, mem-

bers of important and prosperous communities have a comparative advantage rela-

tive to others in the conduct of business. Evidence to this e¤ect is provided by Barr

(2000), Fafchamps (2000), and Fafchamps and Minten (2002b). Moreover, the more

help and information agents receive from their community in their e¤ort to screen

each other, the less willing they become to screen individuals from outside their

community. Economic agents in general prefer to deal with members of their own

community (Macharia 1988). This process may explain why established Zimbabwean

manufacturers, who for historical reasons are mostly of European and Asian origin,

appear reluctant to deal with African firms despite good courts and widespread in-

formation sharing (e.g., Hoogeveen and Tekere 1994; Mumbengegwi 1994; Risseeuw

1994; Fafchamps et al. 1995; Fafchamps 2000). As a result prosperous communities

have a tendency to reproduce themselves over time and to reinforce their grip on

business—at least as long as they maintain their cohesion (Himbara 1994).

To the extent that membership to these communities is restricted and that mem-

bers intermarry, social mobility is likely to be impaired as well. This reduces e‰-

ciency because entrepreneurs end up being selected from a small percentage of the

population. Kenyan Asians, for instance, constitute 1 to 2 percent of the Kenyan

population, yet they own the majority of light industries (Fafchamps et al. 1994).
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Table 15.1 shows that similar patterns are present in other African countries (Bigsten

et al. 2000a). The reader may wonder whether these patterns simply result from

colonial heritage. While there is little doubt that colonial policies5 favored non-

African firms, it is fairly clear that the ethnic concentrations shown in table 15.1

could not have arisen from unbiased sampling since these policies were removed.

To see why this is the case, let the share of firms owned at time t by members of

previously favored ethnic group be denoted ht. Assuming, for simplicity, that the

number of firms is constant6 and that firms get replaced at a constant rate y, the law

of motion of ht can be written

htþ1 ¼ ð1� yÞht þ yr; ð15:1Þ

where r is the proportion of the favored ethnic group in new firms. If members of all

ethnic groups are equally likely to start a new firm, then r should be equal to the

proportion of the previously favored ethnic in the total population. Given our

assumption that the number of firms is constant, an approximation for y is obtained

as one over the average age of firms. Table 15.2 reports the value of r implied by the

current ethnic composition of manufacturing in Africa, assuming that at indepen-

dence all firms were owned by non-Africans. The results are inescapable: in all nine

countries except one (Ghana), the implied sampling rate for non-Africans exceeds

their proportion in the total population—which in all cases is not larger than 1 or 2

percent. According to these simple calculations the inbreeding bias is largest in Côte

d’Ivoire, Kenya, Zambia, and Zimbabwe.

Despite their crude character these findings makes us suspect that the average

entrepreneurial talent is below what it could be if all agents had an equal chance.

This outcome is also inequitable in the Je¤ersonian sense of equal opportunity for

all. Lack of social mobility is likely to be reinforced by social stratification through

ethnicity, language, caste, education, and the like. For all these reasons the existence

of strong business communities often creates social tensions, whose outcome can be

the elimination of these communities and the dilapidation of the social capital they

represent. History indeed abounds with examples of business groups earmarked for

public retribution with or without the participation of the state.

Given the importance of these issues, it is worth investigating in more detail the

process by which business networks reinforce themselves over time and end up

5. Including policies conducted during the Unilateral Declaration of Independence era in Zimbabwe.

6. This assumption is not too much of an oversimplification given that very little growth has taken place in
African manufacturing since independence. Moreover, if the number of firms is increasing, one should
observe even less ethnic concentration, hence reinforcing our conclusion.
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Table 15.1
Ethnic composition of the ownership of African manufacturing firms

Burundi Cameroon
Côte
d’Ivoire Ethiopia Ghana Kenya Tanzania Zambia Zimbabwe

African 82% 81% 60% 83% 91% 42% 73% 59% 33%

Asian 3% 2% 0% 0% 0% 51% 24% 26% 13%

European 6% 14% 23% 1% 1% 4% 0% 13% 47%

Mideastern 0% 1% 7% 0% 8% 2% 2% 2% 0%

Other 1% 3% 10% 15% 0% 2% 1% 0% 7%

Source: RPED panel surveys.

Table 15.2
Lower bound on ethnic bias in manufacturing entry

Burundi Cameroon
Côte
d’Ivoire Ethiopia Ghana Kenya Tanzania Zambia Zimbabwe

Time between independence
and survey

34 34 34 42 35 30 30 31 15

Average age of firms 11 12 16 17 15 19 16 18 24

Proportion of non-African
owners at survey

10.0% 19.6% 39.4% 16.8% 8.7% 57.8% 27.1% 40.5% 67.1%

Implied minimum entry by
non-Africans

6.4% 15.2% 31.8% 9.7% 0.0% 28.5% 14.8% 28.3% 30.3%

Source: RPED panel surveys.
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excluding nonmembers from business exchanges. One point that has not been ade-

quately recognized until now is that the circulation of information among agents

is detrimental to entry. The reason is that when information on established agents

is widely available, economic agents may rationally choose to wait until they meet

an established agent on which they can obtain information rather than spending

resources screening a new, unknown agent (see chapters 11 and 12). In fact the better

information circulates, the harder it is for newcomers to be screened. Economies with

well-established information-sharing networks are thus particularly inimical to new

entrants as opposed to economies where information does not circulate and agents

are forced to screen whoever shows up at their doorstep.

The contrast between Ghana, Kenya, and Zimbabwe manufacturing is, in this

respect, quite telling. Ghana manufacturers form a diverse group without strong

sense of community (e.g., Cuevas et al. 1993; Fafchamps 1996). This is, in part, the

result of government e¤orts to curtail the economic and political influence of certain

groups, such as Syro-Lebanese and Asante business communities. As a result infor-

mation sharing is rudimentary and no single group is advantaged. This is not to say

that networks of personal relationships are unimportant—Barr (2000) shows that

they are—but the intersection of these personal networks does not constitute an eth-

nically homogeneous community.

In contrast, Kenyan manufacturing is dominated by entrepreneurs of South Asian

origin—often second- or third-generation immigrants (e.g., Marris 1971; Himbara

1994; Fafchamps et al. 1994). Although in the 1960s the Kenyata government

tried to prop up Kikuyu businesses, this policy failed to durably influence the

ethnic composition of business (Himbara 1994). Kenyan Asians do not constitute

a monolithic community, however. Survey respondents identified at least four dis-

tinct communities—‘‘the Shahs, the Patels, the Sikhs, and the Ismaelians’’ as one

respondent put it.7 Within these communities, information circulates rather freely

and client referral is a common practice. The survey uncovered little or no evidence

of similar networks of information sharing among native entrepreneurs—at least in

manufacturing.8 As a result Asian businesses are at an advantage. Because informa-

7. The last two of these groupings are based on religious a‰liation while the first two loosely correspond
to Indian castes, despite the fact that Kenyan Asians do not, in general, follow caste distinctions. Respon-
dents nevertheless pointed out that it is fairly easy for someone to change his or her name to Shah or
Patel. The caste nature of the first two categories is thus quite blurred.

8. Why this is the case is unclear. Observations from the field suggest that African entrepreneurs com-
monly seek to establish personal relationships with existing businesses, which are predominantly Asian,
instead of attempting to create a concurrent network. Granovetter (1995a), in contrast, provides examples
of the development of separate business networks among immigrant minorities in the United States.
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tion circulates only in an informal manner and networks are somewhat segmented,

firms cannot rely purely on referral to identify reliable clients and suppliers; they

must also screen agents from outside their network. Consequently it is possible for

outsiders to gain acceptance in the business community. Entry then takes place

through a lengthy probation process by which small amounts of credit are given to

test the resolve and honesty of the prospective credit recipient (Fafchamps 1997c).

Zimbabwe presents yet another configuration. Except for very small businesses

that are overwhelmingly in the hands of native entrepreneurs, most manufacturing

firms are in the hands of people of European and Asian ascent (e.g., Daniels 1994;

Bigsten et al. 2000a; table 15.2). Although this pattern of ethnic concentration was

initiated by deliberate pro-white policies pursued during the colonial period and

during the 1964 to 1979 Unilateral Declaration of Independence era, it is unclear

why it has survived to this day. One contributing factor may, paradoxically, have

been the presence of an active and widely used credit reference bureau which quickly

developed in the 1980s. The existence of this bureau means that information on bad

payers circulates widely in the economy—well beyond the confines of personal net-

works (Fafchamps et al. 1995). While this undoubtedly helps established businesses

screen buyers and sellers, it also penalizes new businesses—especially those entre-

preneurs unfortunate enough not to have been born within the existing business

community. As a result information sharing may in fact have ‘‘frozen’’ the ethnic

composition of Zimbabwean manufacturing. Fafchamps (2002b) investigates the

theoretical conditions under which such outcome may arise and shows that it is most

likely to arise when there is little firm renewal. This condition is by and large satisfied

in Zimbabwe where manufacturing firms are, on average, much older than in other

African countries (table 15.2). Setting up a credit reference bureau may thus have

been detrimental to business entry.

If newcomers find it di‰cult to enter, one must then ask the question of how net-

works renew themselves over time. One possibility is no renewal: membership to the

network is constant; the business community is a closed group. Such an outcome

is more likely when opportunities for gains from trade are stable over time and the

population of potential buyers and sellers does not change—as was more or less the

case in Zimbabwe over the 15 years following independence. By the same token,

markets dominated by closed groups are more likely to arise for trade flows driven

by static comparative advantage—for instance, primary commodities, agricultural

staples, and protected manufacturing goods. This may explain why long-distance

trade in pre-industrial societies is often found in the hands of a tightly knit commu-

nity (e.g., Braudel 1986; Greif 1993). In contrast, closed markets are unlikely for

commodities that are subject to constant innovation and entry by Schumpeterian
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competitors, such as the Silicon valley. In these markets, constant reshu¿ing of firms

and agents ensures that refusing to deal with unknown firms is uneconomical; free

entry is more likely to arise in equilibrium. An immediate corollary of the above is

that closed-shop markets are more likely in poor, stagnant economies where patterns

of trade remain dominated by primary commodities. This is precisely what we

observe in Africa.

There is also room for an intermediate solution which is for network members to

co-opt new members. The advantage of this solution for the group is that new entry

is reduced and competition minimized, thereby increasing the returns to the group’s

social capital while ensuring that su‰cient entry takes place for the group to repro-

duce itself. Co-optation takes many di¤erent forms and raises a host of interesting

issues. One possible form is for an established agent to screen a newcomer and then

share the result of this test with others. A newcomer who successfully passes the test

is then allowed to join the group—although he or she may not necessarily gain full

access to information sharing. The client referral system described above for Kenya

and, to a lesser extent, for Ghana essentially falls into this category (e.g., Fafchamps

et al. 1995; Fafchamps 1996).

One di‰culty of this kind of arrangement, which has been discussed in the finance

literature (Lang and Nakamura 1990), is that sharing the result of the screening

test may generate free riding: e¤orts by the testing agent to recoup screening costs

from subsequent transactions may fail if the tested agent can immediately switch to

another partner. In response, agents who perform the screening may seek to attach

the tested agent for a minimum number of transactions. Examples of this strategy

can be found in banks securing all the collateral of new borrowers to ensure they

do not switch to another lender. Recourse to collateral is essentially unheard of

in supplier credit, however (e.g., Bade and Chifamba 1994; Fafchamps et al. 1994;

Fafchamps et al. 1995).

Co-optation may also take place before testing has occurred. Nepotism is one such

form of co-optation whereby a member of the community with no prior experience is

recommended for preferential treatment, such as credit without screening or a new

job without trial period. Although nepotism is incompatible with the principle of

equal opportunity for all—and is often stigmatized for this reason—it may repre-

sent an e‰cient way for a network to renew itself. The precise conditions under

which nepotism is individually rational need to be ascertained, but intuitively nepo-

tism is e‰cient for the group whenever, thanks to network externalities, an average

person from within the community generates more returns for the group than an

high-performance outsider. As to why this is the case may result from a variety of

mechanisms, such as better exchange of information with other members of the
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group, easier monitoring of compliance with contractual obligations, and extra

sanctions for deviant behavior. Anticipation that poor performance will be harshly

punished ought to discourage below average community members to seek promotion

through nepotism, thereby reducing adverse selection and false pretenses. Field

observations suggest that nepotism is a reality, although it is unclear how important

it is as a source of new entrepreneurs (e.g., Macharia 1988; Himbara 1994; Faf-

champs et al. 1994, 1995). These issues deserve a more investigation.

It occasionally occurs that several distinct communities compete in the same mar-

kets. Bigsten et al. (2000a), for instance, reports that while ethnic concentration in

manufacturing is strong in some African countries, in others several communities

appear to be competing equally. Intuitively, in the absence of external intervention,

the community whose social capital generates the largest private gains and cost

reduction should grow at the expense of less e‰cient communities. Whether the long-

term configuration of business involves one or several communities depends on

whether the accumulation of social capital generates increasing or decreasing returns

to scale. If returns to social capital are monotonically increasing with group size,

then a single group should eventually dominate the market. If returns to social capi-

tal are monotonically decreasing in group size, exchange should remain atomistic,

and communities should eventually disappear. If returns are initially increasing then

decreasing, there is room for one or several communities depending on market size.

Returns to group size might eventually drop because of the cost of information cir-

culation increases exponentially with group size. It may also be that larger groups

cannot impose social sanctions onto deviant members because they lack the capacity

to set up meta-punishments, that is, punishments for those who refuse to ostracize

past cheaters. Whatever the reason, if there are increasing returns to group size, one

group should dominate.

Which group dominates, however, may be indeterminate. In this case, history

matters: favoritism by governments and colonial administrations can give one group

a head start, hence giving it an advantage that is subsequently di‰cult to shake (e.g.,

Shillington 1989; Himbara 1994). In other cases, historical accidents and relatively

minor di¤erences between groups can give one community a small initial advantage

that gets reinforced over time. Expatriate communities seem to form a natural can-

didate for the formation of successful business communities, although there are many

counterexamples as well. One possible explanation is that expatriate communities

are, at least in part, the result of self-selection: only the most determined and the

most ambitious migrate abroad in search of economic success. Expatriate commu-

nities are also often subject to residential and occupational restrictions that force

them into certain neighborhoods and activities, thereby facilitating the circulation
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of information and raising the cost of exclusion from the group. Agriculture, for

instance, is not a politically feasible option for Kenyan Asians (Himbara 1994). The

same is probably true for Syro-Lebanese entrepreneurs in West Africa.

15.4 The Origin of Business Networks

In the preceding section we have remarked that business networks display a degree of

ethnic concentration that is unlikely to have arisen from random matching of agents

in the population at large. This raises the issue of the origin of business networks

and the particular role that ethnicity plays in this respect. We begin by noting that

although ethnic identity is a fluid and constantly evolving concept, no one would

deny that identification with a particular ethnic group is a very strong emotion that

can drive behavior that is otherwise irrational and destructive, such as civil war.

Ethnicity is an important—and often ignored—issue in market development because

unsupervised markets often develop a strong ethnic bias. It is nobody’s secret, for

instance, that many businessmen and women in Indonesia, Malaysia, and Singapore

are ethnic Chinese. In much of East Africa, business is in the hands of ethnic South

Asians, while in West Africa, individuals of Lebanese and Syrian origin dominate

sectors of activity such as import-export trade.

Although it might be individually rational, ethnic bias is socially ine‰cient, in the

Pareto sense; it is also inequitable and is an important source of political tension. The

question then is: Where does ethnic bias come from? Fafchamps (2000) investigates

the issue in Kenya and Zimbabwe manufacturing and concludes that the two most

convincing sources of ethnic bias in market exchange are statistical discrimination

and network e¤ects. Ethnicity and community e¤ects tend to reinforce each other

whenever membership to the dominant business group is partly determined by one’s

ethnic origin.

The interface between ethnicity, communities, and economic exchange is perhaps

the most explosive issue pertaining to markets. Government interventions in the

functioning of markets have nearly always been motivated, implicitly if not explic-

itly, by resentment toward particular business communities and ethnic groups (e.g.,

Bauer 1954; Jones 1959). The restrictions on entry by noncommunity members that

naturally derive from the development of dominant business groups nearly always

generate suspicion of collusion, discrimination, and unfair business practices. When

politicians become convinced that markets only serve the interests of a small pros-

perous minority, they are prompt to respond to economic and social crises by market

repression and direct government intervention. The widespread use of roadblocks

and other restrictions to the spatial movement of goods is perhaps the more vivid—
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and most stupid—manifestation of governments’ mistrust for the capacity of the

market to serve the interests of producers and consumers. Whatever the cause for

ethnic bias in market activity, failure to address the issue adequately is likely to result

in policy reversal and the abandonment of market liberalization. Finding ways of

ensuring nondiscriminatory markets is thus essential for sustained market-based

economic development.9

To answer this question, we must understand the precise process that gives rise

to ethnic bias. This raises the issue of whether business networks and communities

organize around preexisting social constructs or create their own, new groupings. It

is often believed that family and lineage play an important part in the formation of

business networks. This belief is in part based on the observation that Third World

autocrats often favor businesses owned by relatives.10 Survey results from Africa

paint a more nuanced picture. Family relationships are important in providing start-

up capital and some initial business contacts (e.g., Hoogeveen and Tekere 1994; Bade

and Chifamba 1994). They may also be a source of equity finance, possibly because

information flows within the family facilitate monitoring (Fafchamps et al. 1995).

For similar reasons partnerships and other forms of joint ownership are most com-

monly based on close family ties, except in very large firms. This situation is not

peculiar to Africa but seems pervasive in developed economies as well.

There is, however, no evidence that family relations play a role in market ex-

change, contrary to what is often believed (Granovetter 1995a). Trade with relatives

and friends is extremely rare (Bigsten et al. 2000a). Whenever it happens, it has a

negative e¤ect on firm performance, probably because trade with family members

blurs the boundaries of the firm (Fafchamps and Minten 2002b). Discussion with

survey respondents further indicate that entrepreneurs find it di‰cult to keep busi-

ness with relatives within the confines of a sales transaction. Many respondents, for

instance, emphasize that it is di‰cult to collect payment from relatives (Fafchamps

and Minten 2001a). One Ghanaian carpenter put best when he stated that ‘‘dealing

with relatives is the surest way to go out of business.’’ This interpretation is reinforced

by the work of Fafchamps and Lund (2002) on mutual insurance in rural Philippines:

the authors show that risk sharing among close relatives is more likely to take the

form of gifts rather than loans. Informal loans without interest and with no set re-

payment date are the dominant form of insurance with more distant friends and rel-

atives. Platteau and Abraham (1987) report similar findings among Indian fishermen.

9. The same can be said of gender bias.

10. The last example to receive public attention is that of business interests held by Suharto’s family in
Indonesia.
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Again, contrary to some commonly held views (Granovetter 1995a), kinship or

place of origin appear to play little or no role in the formation of business networks.

Individuals ‘‘from the same village’’ (an African aphorism often used to refer to close

ethnic and kinship ties) constitute a minute portion of the suppliers and clients

reported by African manufacturers (Bigsten et al. 2000a). Proportions might be

somewhat higher among microenterprises (e.g., Macharia 1988; Fafchamps 1994),

but this could be an outcome of the apprenticeship system: trade skills acquired

through apprenticeship are likely to be concentrated by place of origin if apprentices

are recruited principally among family and friends. Fafchamps (2002a) and Gabre-

Madhin (1997) find no evidence of network formation by place of origin among

grain traders in Madagascar and Ethiopia. These African findings are in contrast

with those reported for Asia by Hayami (1996).

Religion and ethnicity play a complex role in the formation of business networks

(e.g., Cohen 1969; Meillassoux 1971; Amselle 1977; Granovetter 1985; Poewe 1989;

Granovetter 1995a). A thorough coverage of the extensive literature on this issue

would take us too far, so we will limit it to a few observations. As we have dis-

cussed in previous sections, business networks often—though not always (e.g.,

Gabre-Madhin 1997; Bigsten et al. 2000a; Fafchamps 2002a)—display levels of reli-

gious and ethnic concentration that are extremely unlikely to result from random

selection. What is often unclear is whether business networks arise from preexisting

ethnic and religious networks or the opposite. Regarding religion, for instance, there

is some evidence that religious conversion is sometimes motivated by the desire to

join a particular business community (e.g., Shillington 1989; Ensminger 1992). The

same is true of strict observance of religious principles, such as the adherence to

a particular dress code or the obligation for devout Muslim to undertake a pil-

grimage to Mecca if they can a¤ord it (e.g., hadji11 traders in the Sahel), and of

membership in religious organizations (e.g., Muslim brotherhoods in Sudan, mar-

abouts in Senegal). The upshot of this is that the relationship between religion and

business networks is unlikely to be unidirectional. In their description of the Moroc-

can market of Sefrou, for instance, Geertz et al. (1979) show the close integration of

business networks and religious festival committees. Their interpretation is that both

types of social structures reinforce each other: involvement in religious activities

provides meeting opportunities for businessmen, which is precisely why they partici-

pate in religious activities in the first place. In addition they argue that religious

leaders use their moral authority to arbitrate certain disputes and to organize col-

11. A hadji is a person who has completed a pilgrimage to Mecca.
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lective action (Platteau 1994b). Similar patterns are described for Chinese business-

men in Southeast Asia in Geertz (1963).

At first glance ethnicity might appear more exogenous than religion, but reality is

more complex. First, what constitutes an ethnic group is a fluid concept. This fluidity

is perhaps best illustrated by the recent history of Somalia. In the 1976 Somalia

launched a war against Ethiopia in an attempt to reunite all Somali people under the

same flag. Fifteen years later the same Somalia collapsed into separate fiefdoms on

the basis of ethnicity, now defined di¤erently. Ethnicity and, more generally, com-

munity identity can be shaped by history to suit the social preferences of the time.

Second, given a particular definition of ethnicity, the ethnic a‰liation of a particular

individual is not always clear because it depends on various factors such as one’s

place of birth, mother tongue, place of residence, religion, race, and ethnic a‰lia-

tion of parents. Whenever these factors do not coincide, the ethnicity of an indi-

vidual is subject to interpretation. Fulanis living in northern Nigeria are a good

example: because they speak Hausa at home, they often can alternatively identify

themselves as Hausas or Fulanis, depending on what suits them best (Cohen 1969).

In many societies it is even possible to change one’s ethnicity—at least superficially—

by learning another language or by changing one’s name. Intermarriage is another

possible avenue into ethnic conversion. Many manifestations of these processes were

apparent in surveys, although collecting quantitative data on these issues proved

impossible due to the extreme sensitivity of ethnic issues in all societies studied.12

Assuming that ethnicity and ethnic a‰liation were defined without any ambiguity,

the relationship between ethnicity and business networks remains loose even when

business networks are ethnically concentrated. The reason is that ethnic groups are,

by definition, very large, often numbering in millions. Even ethnic minorities such as

Asians in Kenya or whites in Zimbabwe still count over a hundred thousand indi-

viduals in each country, the overwhelming majority of which are not in business.

Moreover those who are entrepreneurs often operate in unrelated sectors of activity.

In contrast, business networks are small—a few hundred individuals at most, often

much less (e.g., Mitchell 1969; Granovetter 1995a; Barr 2000)—and tightly knit.

There is therefore no sense in which an ethnic ‘‘community’’ can serve as the only

platform for the establishment of a business network. A Kenyan Asian cannot, for

instance, walk into another Asian’s shop and obtain supplier credit without referral.

Unless the two individuals find a common acquaintance that can vouch for them

and guarantee repayment, credit will not be o¤ered (Fafchamps et al. 1994). Because

12. In some cases we had the distinct impression that raising the question of ethnic identification was sen-
sitive precisely because respondents preferred to maintain some ambiguity as to their precise a‰liation.
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Kenyan Asians socialize principally with other Kenyan Asians, two Asians are more

likely to find a common acquaintance than, say, an Asian and a Kikuyu. Conse-

quently there is a high probability that a referral system will result in ethnically con-

centrated business networks. Fafchamps (2000) tests this proposition formally and

shows that once networks are controlled for, the measured e¤ect of ethnicity on

access to supplier credit falls dramatically.

Although family, ethnicity, and religion play some role in the formation of busi-

ness networks, the picture that emerges from numerous interviews with manu-

facturers and traders in Africa is one where business networks, for the most part,

result from business interaction. Bigsten et al. (2000a), for instance, finds that more

than 90 percent of African manufacturers describe their suppliers and clients as sim-

ple business acquaintances. In many cases commercial relationships are nurtured

through business meetings and through socialization outside of work (e.g., Faf-

champs 1994; Fafchamps et al. 1995). In this respect business is not very di¤erent

from academe. Individuals who do not socialize with their clients and suppliers and

who do not maintain regular business relationships are at a disadvantage (e.g., Faf-

champs 2000; Fafchamps and Minten 2002b). Ethnic concentration therefore seems

to result from nothing else than historical accident and socialization patterns that are

reinforced by the practice of business itself.

15.5 Communities and Networks

Before concluding, it is worth spending a few pages discussing the various forms that

networks can take so as to make the link with the main theme of this book, which is

communities and markets. Empirical evidence collected in Africa indicates that there

are many business networks that do not constitute communities. Malagasy traders

and Ghanaian manufacturers, for instance, are embedded in various networks of

interpersonal relationships, but they do not, as a rule, belong to an homogeneous

business community. There may be identifiable communities regrouping subsets of

traders or manufacturers, such as Malian traders in Accra’s lumber market or Paki-

stani businessmen in Antananarivo, but these communities are small relative to the

total size of the market. These simple observations raise the issue of when networks

can be said to form communities.

This is not an easy question. It has been argued that it takes six people or less to

connect any two people in America. In this sense the whole population of the United

States—and even of the world—can be described as a single large network. While

individuals must be connected to qualify as members of a community, the concept of

network is clearly much larger than that of community as we normally understand
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it. What then defines a community? The approach adopted by sociologists seems

to have been to regard relationships as the building block of social constructs and to

visualize society as a network of relationships (e.g., Mitchell 1969; Coleman 1988).

Some of these relationships may be stronger than others—strong links versus weak

links, in the parlance of Granovetter (1995b); relationships may also be multifaceted,

that is, may take place at multiple levels—economic, social, symbolical (Basu 1986).

Moving from the fuzzy concept of community to the more general notion of net-

works presents other advantages. Consider the issue of network capital, for instance.

In general, someone who has more links has more options and, other things being

equal, is likely to be better o¤. The number of one’s connections can thus be taken as

one measure of one’s social capital: the more links, the more social capital (e.g., Barr

2000; Fafchamps and Minten 2002b). In contrast, measures of social capital built on

the notion of communities are unable to make such fine distinctions (e.g., Coleman

1988; Putnam et al. 1993). The concept of network also throws new light on the def-

inition of dominant market position. Consider a situation in which individuals with

very few links command a key position in the economy. To see how, suppose that

N producers and M consumers of a particular product do not deal with each other

directly but use intermediaries—let’s say traders. Further suppose that products are

assembled from producers by one individual that we will call the assembler, and that

they are sold to consumers by another individual that we call the retailer. Assembler

and retailer deal with each other via a wholesaler. In this simplified example, the

wholesaler has the least number of links—two—but the most market power: without

the wholesaler, goods cannot move from producers to consumers. Unlike in a pro-

duction monopoly, the wholesaler must buy what he or she sells. If transacting was

costless, the wholesaler could not extract any monopoly rent: the threat of entry

would prevent that. If transactions costs are nonconvex, however, as is the case in the

presence of screening costs, trade concentration naturally arises as a way to econo-

mize on transactions costs (see chapter 14). This simple example illustrates that the

network structure of the market can confer market power to some agents in a way

that is not adequately captured by the concept of business community.

Within a network view of the world, communities or cliques can be defined as sets

of agents or ‘‘nodes’’ that are linked to each other in multiple and strong ways

(Mitchell 1969). Examples of such communities include the set of businessmen and

women who regularly go to the same church or temple, members of the same golf

club, and individuals a‰liated to the same professional organization.13 Some of

13. In contrast, family does not, in general, define a community in this sense. This is because individuals
by definition belong to partially overlapping networks of family relations.
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these communities may restrict or condition entry, in which case one may want to

call them clubs (e.g., a golf club). Others are open to all (e.g., churchgoers). Some

communities are formal and have a legal status with an internal constitution and

rules of procedure (e.g., a business association). Others remain informal (e.g., the

individuals who meet in a particular bar or restaurant).

The available empirical evidence suggests that it would be perilous to restrict the

definition of communities to only some of these categories. For instance, Hendley

et al. (1998) shows that, in Russia business communities can largely be identified with

professional associations. Narayan and Pritchett (1999) similarly use membership in

community associations as their concept of network capital. In contrast, discussions

with African manufacturers indicate that Kenyan Asians meet at weddings and

funerals and Zimbabwean whites meet at sport events and business conferences.

Studying which form of organization is optimal is beyond the scope of this chapter,

but intuitively, open communities should be better than closed ones and formal

organizations with clear rules and procedures should be better than informal orga-

nizations. Communities are not always free to choose their internal organization,

however: the form they take is partly influenced by the state’s attitude toward busi-

ness. Discussions with survey respondents, for instance, revealed that Ghanaian

lumber mill owners used to meet at their professional association in Kumasi. In the

late 1980s several of them found themselves indicted by the government in front of

tribunals of exception. Although the exact reasons for these events are unclear,

respondents expressed a strong suspicion that they were politically motivated and

aimed at curbing the power of the association. In these circumstances it is not too

surprising if Ghanaian manufacturers now prefer to meet informally.

15.6 Conclusion

The legal system alone cannot develop fully fledged markets. Personal trust and

relationships are important, especially in early stages of development when firms—

and therefore transactions—are small, product quality is not standardized, and

economic agents have no forecloseable assets. In these circumstances business net-

works help reducing transactions costs by circulating information on contractual

performance and by coordinating the punishment of cheaters. Networks thus play a

important positive role in market development. The early development of markets

cannot be understood without investigating the role played by business networks. In

presence of nonconvex transactions costs, we also showed that we must worry about

the market power that business networks confer to certain individuals who occupy

key positions in an exchange system.
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Regarding market development policy, we argued that the emergence of business

networks can generate various forms of discrimination and exclusion that operate to

the disadvantage of nonnetwork members. These e¤ects get compounded by sta-

tistical discrimination when business networks are built around particular religious,

ethnic, or racial groups. E¤orts to develop markets should be take into account the

potential for a political backlash when resentment against successful business net-

works reaches a breaking point.

Having spent time and e¤ort investigating the role of business networks in

market development, is it possible to imagine markets without them? The answer is a

guarded yes. There are indeed ways by which institutions or technology can substi-

tute for networks. Brand recognition is a good example. In a world where production

is undertaken by a myriad of small producers and products are highly heterogeneous,

such as agricultural products and crafts in poor countries, assessment of product

quality is costly. In contrast, developed economies are characterized by the presence

of a small number of producers o¤ering products that are highly standardized and

homogeneous over time. This enables consumers to economize on quality assessment

by relying on brand name instead. Knowing this, producers may invest in the repu-

tation of their products, which then becomes an additional guarantee of quality.

A similar process takes place when traditional seeds, which often result from cen-

turies of informal breeding by farmers and are extremely variable across space, are

replaced by standardized modern varieties (Hayami and Ruttan 1985). Even in the

absence of returns to scale in production, quality control can be simplified through

standardization. Franchising is a good illustration of such a process. It is unclear

why franchising is absent from poor countries while the need for quality control is so

patent. One possible explanation is that franchise contracts are di‰cult to enforce.

Institutional innovations can also be found that facilitate credit checks. Credit

reference bureaus exist that disseminate information about opportunistic breaches of

contract. Organized exchanges can also be instituted that force market participants

to post a bond before engaging in exchange. This bond ensures that contracts are

honored, thereby eliminating the need for credit screening and speeding up trans-

actions. The applicability of these innovations to poor countries deserves more

research.
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16 Returns to Network Capital in Agricultural Trade

The model presented in chapter 14 suggests that economic agents derive some

advantages from the position they occupy in a network of business relations. In par-

ticular, agents at the center of a dense network are expected to collect rents. Let the

number of links an agent has be called his network capital. The models presented in

chapters 11 and 12 also generate returns to network capital because better connected

agents can screen more cheaply. The discussion and evidence presented in chapter 15

suggests that network e¤ects might be powerful enough to shape firm entry.

This chapter investigates the role played by network capital in the performance of

agricultural traders. By network capital, we mean the network of business contacts

that traders have. Using original survey data from three African countries, we

establish that individual traders with more contacts have higher output. We investi-

gate whether these returns should be interpreted as oligopoly or monopoly rents, as

suggested in chapter 13, or whether they help firms increase traded quantities, prob-

ably because they economize on transactions costs. We also investigate the origin of

network capital and other productive resources. The evidence suggests that start-up

conditions and business experience have a paramount influence on social and physi-

cal capital. Family background is relatively unimportant after the creation of the

firm, but it matters at start-up.

African trade in food products o¤ers the perfect testing ground for an inquiry into

the role of network capital: food is produced by millions of small farmers who typi-

cally sell a few bags of their surplus production (e.g., Barrett 1997a). These small

quantities have to be assembled into truck-size loads and transported over poor

quality roads to towns and cities, only to be broken down into smaller quantities for

poor urban consumers. The small size of transactions at either ends of the marketing

chain implies unusually high search costs. Transportation di‰culties and delays dis-

sociate price movement across space, so arbitrage opportunities are hard to predict.

Finally, the small size of individual transactions and rapid turn-around time make it

di‰cult to rely on courts and lawyers to enforce contracts. These conditions thus

create an environment where transactions costs are expected to be high—and returns

to network capital should be high as well.

Supposing that network capital raises the productivity of individual traders, the

next question is: Where does network capital come from? Much of the sociology

literature emphasizes the role of family and kinship. Network capital, it is argued, is

inherited from parents and relatives in the form of business contacts, inherited atti-

tudes, and identification with a group (e.g., Ben-Porath 1980; Granovetter 1995a).

According to this approach, network capital is essentially vested in a group or com-

munity, which then tends to reproduce itself over time (e.g., Himbara 1994; Nara-

yan and Pritchett 1999). A more individualistic approach to network capital is also

conceivable. In this approach, individual entrepreneurs build up business contacts



on their own. These contacts may be acquired prior to setting up a business—for

instance, in school, as employee or apprentice in another firm—or they may be ac-

cumulated in the process of business itself. We test these various ideas and compare

the accumulation of network capital with that of working capital and manpower.

16.1 Concepts and Testing Strategy

Economists normally think of production as depending on a series of resources under

the control of the producing firm. These resources typically include physical and

human capital as well as the management capabilities of the firm’s owner or board of

directors. Production e‰ciency depends on what takes place within the firm: com-

bining factors of production in ways that maximize output, purchasing inputs in

proportions to their relative prices, and so on. The way in which the firm relates to

the market is supposed not to a¤ect production e‰ciency. When firms buy and sell

in perfect markets, this is the correct approach because the relationships that eco-

nomic agents have with each other are then irrelevant: with full information and

perfect enforcement of contracts, agents can change suppliers and clients costlessly

in response to minute variations in publicly known prices. Relationships confer no

advantage over the market; they have no value.

Ignoring network capital, however, is no longer valid when markets are imperfect.

In that case relationships may convey information that minimizes search costs, as in

Kranton (1996b), or they may facilitate the enforcement of contracts, as in chapter

10. Thanks to better enforcement of contracts, agents may be able to conduct busi-

ness in a more e‰cient manner. Whenever trust is present, agents can lower their

guard and economize on transactions costs such as the need to inspect quality before

buying or the need to organize payment in cash at the time of delivery. As we saw in

earlier chapters, relationships and social networks enable agents to economize on

transactions costs, although they may fail to achieve the same level of aggregate

e‰ciency as perfect markets. Network capital should be viewed as an imperfect

response to the absence of perfect market.

Having clarified the reasons why network capital may a¤ect e‰ciency, we now

discuss how its e¤ect on firm performance can be tested. Consider a firm with physi-

cal, human, and network (social) capital denoted K, H, and S, respectively. Let its

production function be denoted

Q ¼ FðL;K ;H;SÞ; ð16:1Þ

where Q and L stand for output and labor, respectively. If network capital is irrele-

vant for the firm’s performance—for instance, because markets are nearly perfect—S

314 Networks and Markets



should have no e¤ect on output once we control for L, K, and H. The e¤ect of S

on firm e‰ciency can thus be tested in the usual way (Chambers 1988), that is, by

regressing output Q on labor and physical, human, and network capital: if S is

shown to have a significant positive e¤ect on Q, this constitutes evidence that firms

with more network capital get more return from their labor and physical and human

capital. A similar approach is used by Barr (2000).

For the estimation of equation (16.1) to yield consistent parameter estimates,

however, the estimation must be devoid of simultaneity bias. It is possible, for

instance, that traders would respond to good market opportunities by raising more

working capital and hiring more workers. We deal with this possibility by instru-

menting all potentially endogenous regressors.

16.2 Returns to Network Capital among Agricultural Traders

Returns to network capital are thus investigated by regressing value added on net-

work capital as well as conventional factors of production such working capital,

manpower, and the human capital of the entrepreneur. The data come from the three

surveys of agricultural traders in Benin, Madagascar, and Malawi. The functional

form used for regression analysis is basically a Cobb-Douglas production function

and is estimated in log form. Given the Cobb-Douglas functional form, variables

such as network capital that potentially raise the e‰ciency of labor and capital factor

out as a Hicksian neutral multiplicative term; that is, we have

Q ¼ ðgðSÞLÞaðhðSÞKÞb ¼ gðSÞahðSÞbLaK b ¼ f ðSÞLaK b; ð16:2Þ

where gðSÞ, hðsÞ, and f ðSÞ are functions that express the e¤ect of network capital S

on the e‰ciency of labor L and capital K. Network capital is measured as the num-

ber of traders known. The variable is entered in log form to account for the possi-

bility that marginal returns to network capital are decreasing. If network capital

raises the productivity of conventional factors of production, it should have a posi-

tive and significant coe‰cient. For Benin and Malawi, we also include membership

in a local trader association as an alternative measure of network capital. This

information was not collected in Madagascar. Associations are much more prevalent

in Benin where they result from a deliberate promotion policy pursued by the Beni-

nese government.

Since surveyed firms are traders, total sales is the relevant measure of production.

Value added Q is measured as the di¤erence between total sales and total purchases

in US$; it represents the total returns to labor, management, and capital. Ordi-

nary least squares estimation of equation (16.2)—after taking logs—is reported in
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table 16.1. Results show that the number of traders known has a strong and signifi-

cant e¤ect on value added. The magnitude of the e¤ect is large: a doubling in the

number of traders known is associated with a 30 to 46 percent increase in value

added. Membership in a trader association is also significantly positive in Benin and

its e¤ect is large—membership results in a doubling of value added.

Working capital is strongly significant in all three countries. Employment, mea-

sured in person-months, is significant in two of the three countries. In Benin collin-

earity with working capital yields a negative coe‰cient on labor.1 Women are less

productive than men in Madagascar and Malawi—a likely reflection of the many

Table 16.1
Determinants of value added

Madagascar OLS Benin OLS

Coe‰cient t-statistic Coe‰cient t-statistic

Regressors

Number of traders known 0.460 5.74 0.328 6.19

Member of trader association na 1.000 6.44

Working capital 0.298 8.38 0.628 10.21

Manpower, in man-months 0.840 8.14 �0.200 �1.93

Female trader �0.245 �2.18 �0.189 �1.01

Years of education 0.040 2.01 �0.034 �1.52

Years of experience in trade 0.143 1.56 0.066 0.60

Number of languages spoken �0.248 �2.17 0.089 1.65

Regional dummies

Intercept 3.052 4.25 0.882 1.88

Joint significant tests

Labor and capital jointly significant 124.87 54.11

p-value 0.0000 0.0000

CRS in labor and capital 2.21 33.45

p-value 0.1380 0.0000

R-squared 0.446 0.425

Number of observations 636 535

Notes: Traders known, working capital, manpower, and experience are in logs. (1) Instrumented variables
are traders known, membership in trader association, working capital, and manpower. Instruments listed
in tables 16.4 to 16.6.

1. In Benin, labor is not significant whether or not network capital—or other regressors—are included in
the regression. One likely explanation is that Beninese traders—the overwhelming majority of which are
women—often combine trade with childcare. To the extent that childcare distracts women for the trading
activity itself, recording a child as a ‘‘family helper’’ may result in a negative or nonsignificant coe‰cient
on labor. Another possibility is that when business is bad and there is little to do, some traders invite rel-
atives to join them in the business to fight boredom. This issue deserves further investigation, but since it
does not a¤ect our main result—returns to social capital—we ignore it for now.
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demands on their time imposed by housework and on the resulting restrictions on

their movements across markets. Education is positive and significant in Madagascar

but negative and nonsignificant elsewhere. Agricultural trade may thus not be the

best way to get a return on one’s education. Experience in trade is positive but never

significant once the number of traders known is included in the regression. Constant

returns to scale in working capital and labor cannot be rejected in two of the three

countries.

Because working capital, manpower, membership in associations, and the number

of traders known are potentially subject to endogeneity bias, we reestimate the

regressions using instrumental variables. Results are presented in the second part

of table 16.1. Instruments include family background, personal characteristics, and

start-up conditions; they are listed in tables 16.4 to 16.6 and are discussed below.

Results confirm the overwhelming importance of network capital: coe‰cients remain

large and significantly positive in all cases. If anything, instrumenting nearly doubles

the size of estimated returns to network capital. The return to membership in trader

association more than doubles in Benin. Multicollinearity between instrumented

working capital and manpower (coe‰cients of correlation of 0.81, 0.91, and 0.80

Malawi OLS Madagascar IV1 Benin IV1 Malawi IV1

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

0.301 5.42 0.961 2.72 0.484 4.66 0.551 4.04

�0.018 �0.06 na 2.730 3.44 �0.438 �0.27

0.591 12.56 0.306 1.35 0.848 4.50 0.663 3.64

0.361 3.06 0.972 1.75 �1.559 �3.10 �0.466 �0.78

�0.353 �2.85 �0.140 �0.98 0.305 1.08 �0.471 �3.00

�0.026 �1.39 0.028 1.09 �0.060 �1.88 �0.020 �0.95

0.065 0.80 �0.033 �0.25 �0.074 �0.46 0.061 0.69

�0.044 �0.70 �0.180 �1.32 0.204 2.46 �0.039 �0.56

Included but not shown

3.695 10.97 1.958 2.11 �2.052 �1.94 2.782 3.15

137.31 27.98 10.58 22.87

0.0000 0.0000 0.0000 0.0000

0.22 0.60 15.25 3.31

0.6425 0.4398 0.0001 0.0693

0.438 0.406 0.132 0.360

585 635 505 584
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in Madagascar, Malawi, and Benin respectively) precludes an identification of their

individual e¤ect on output. But their joint e¤ect remains strong in all cases. Constant

returns to scale in labor and working capital continues to be strongly rejected in

Benin.

16.3 Testing for Network Rents

We have established that better connected traders have larger value added. We now

investigate whether the e¤ect operates through prices or quantities. Evidence that

better connected traders obtain better prices—and thus have a higher unit margin—

would be consistent with the network rents discussed in chapter 14. Evidence that

they have similar unit margins but larger quantities traded would, in contrast, sug-

gest that the e¤ect of network capital operates through a reduction of transactions

costs and a faster turn-around on working capital.

Table 16.2
Quantities traded

Madagascar: Rice

OLS IV1

Coe‰cient t-statistic Coe‰cient t-statistic

Regressors

Number of traders known 0.472 5.87 1.143 2.15

Member of trader association na na

Working capital 0.253 6.79 0.280 1.77

Manpower, in man-months 0.685 6.57 0.513 0.97

Female trader �0.344 �3.01 �0.254 �1.85

Years of education 0.073 3.47 0.063 2.58

Years of experience in trade 0.154 1.70 �0.028 �0.18

Number of languages spoken �0.296 �2.81 �0.224 �1.62

Regional dummies

Intercept 4.700 9.84 4.036 5.54

Joint significant tests

Labor and capital jointly significant 100.88 13.06

p-value 0.0000 0.0000

CRS in labor and capital 0.48 0.27

p-value 0.4868 0.6047

R-squared 0.531 0.451

Number of observations 429 428

Notes: Traders known, working capital, manpower, and experience are in logs. (1) Instrumented variables
are traders known, membership in trader association, working capital, and manpower. Instruments listed
in tables 16.4 to 16.6.
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To test these ideas, we split value added into unit margin and quantity sold. This

decomposition can only be done for homogeneous products. Consequently, for the

purpose of testing, we focus on the most widely traded agricultural commodity in

each sample—rice in Madagascar, and maize (corn) in Benin and Malawi. Ordinary

least squares and instrumental variable results are summarized in table 16.2 for

quantities and table 16.3 for unit margin. Instruments are as before.

In all three countries, network capital is shown to have a very strong and signifi-

cant e¤ect on quantities traded. In Benin, membership in a trader association also

raises quantities sold. In contrast, in two of the three countries, network capital has

no significant e¤ect on unit margin. Only in Benin does unit margin show a signifi-

cant relationship with network capital. This is true with and without instrumenta-

tion. In the other two countries, we appear unable to explain much of the variation

in unit margin, which is dominated by regional di¤erences.

To summarize, only in Benin do we find evidence that network capital generates

network rents by raising the unit margin while limiting sales. This is also the coun-

try where trader associations are most widespread and active. We find, however, no

Benin: Maize Malawi: Maize

OLS IV1 OLS IV1

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

0.236 4.40 0.375 4.25 0.175 2.14 0.318 1.49

0.995 5.96 1.754 1.81 �0.122 �0.28 �0.393 �0.17

0.561 9.04 0.702 4.22 0.712 10.11 0.958 3.79

�0.281 �2.71 �0.763 �1.64 0.465 2.89 �0.543 �0.69

�0.346 �1.84 �0.039 �0.15 0.135 0.67 0.101 0.35

�0.027 �1.17 �0.034 �1.22 �0.038 �1.44 �0.052 �1.60

0.123 1.05 0.034 0.21 0.155 1.32 0.228 1.67

0.080 1.49 0.081 1.11 �0.037 �0.41 0.024 0.21

Included but not shown

4.229 8.50 2.492 2.28 6.179 11.94 4.666 3.45

41.15 9.27 101.36 27.43

0.0000 0.0001 0.0000 0.0000

53.58 7.15 1.70 1.07

0.0000 0.0078 0.1935 0.3017

0.418 0.354 0.527 0.451

436 414 283 283

Returns to Network Capital in Agricultural Trade 319



evidence that these associations per se help traders raise unit margins. This suggests

that network rents do not result from collusion to fix prices but from traders’ ability

to extract a intermediation monopoly rent. In the other two countries, we find no

such evidence. These results suggest that contrary to commonly held beliefs, the pri-

mary e¤ect of network capital on firm performance is through sales volume. Only in

some cases does network capital seem to a¤ect traders’ ability to modify prices to

their advantage.

16.4 Accumulation of Social and Physical Capital

Next we examine the origin of network and physical capital as well as employment.

We focus on two possible accumulation processes: before and after the creation of the

trading enterprise. We also control for personal characteristics, family background,

and geographical location. We estimate regressions of the form:

Table 16.3
Unit margin (sales price� purchase price)

Madagascar

OLS IV1

Coe‰cient t-statistic Coe‰cient t-statistic

Regressors

Number of traders known �0.018 �1.15 �0.047 �0.61

Member of trader association na na

Working capital 0.003 0.46 0.019 0.85

Manpower, in man-months 0.033 1.58 0.002 0.03

Female trader �0.004 �0.20 �0.009 �0.38

Years of education 0.002 0.46 0.002 0.43

Years of experience in trade �0.007 �0.41 0.008 0.34

Number of languages spoken �0.027 �1.38 �0.032 �1.34

Regional dummies

Intercept 0.004 0.03 0.002 0.01

Joint significant tests

Labor and capital jointly significant 2.36 0.95

p-value 0.0963 0.3887

CRS in labor and capital 2811 228

p-value 0.0000 0.0000

R-squared 0.274 0.253

Number of observations 378 377

Notes: Traders known, working capital, manpower, and experience are in logs. (1) Instrumented variables
are traders known, membership in trader association, working capital, and manpower. Instruments listed
in tables 16.4 to 16.6.
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log Sit ¼ a log Si0 þ b log Ki0 þ g log tþ mZi þ yFi þ lDi þ ui;

log Kit ¼ a log Si0 þ b log Ki0 þ g log tþ mZi þ yFi þ lDi þ ui;

log Lit ¼ a log Si0 þ b log Ki0 þ g log tþ mZi þ yFi þ lDi þ ui;

where Sit, Kit, and Lit stand for network capital, working capital, and manpower of

agent i at the time of the survey, Si0 and Ki0 are social and working capital at the

time of enterprise creation, t is the time elapsed since creation, Zi and Fi are vec-

tors of personal and family characteristics, respectively, and Di is a vector of loca-

tion dummies. Information on Si0 was not collected in Madagascar; the variable

is replaced by determinants of network capital at start-up. The number of sons,

daughters, brothers, and sisters is included to control for family size e¤ect.

Results are presented in tables 16.4 to 16.6. They show that network capital at

start-up has a determinant e¤ect on subsequent network capital. Since better con-

nected traders are more productive, this implies that traders who start with more

contacts have a strong initial advantage. The same is true for working capital. The

two accumulation processes, however, are partially disconnected: initial network

Benin Malawi

OLS IV1 OLS IV1

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

0.003 2.38 0.004 2.13 0.003 1.09 �0.002 �0.28

�0.005 �1.34 0.015 0.68 �0.002 �0.19 0.029 0.44

0.005 3.32 0.007 1.83 0.003 1.34 0.011 1.58

�0.005 �2.25 �0.016 �1.54 �0.011 �2.42 �0.032 �1.44

0.005 1.08 0.011 1.90 0.015 2.64 0.021 2.63

�0.001 �1.20 �0.001 �1.13 �0.001 �0.86 �0.001 �1.15

�0.003 �0.99 �0.006 �1.49 �0.001 �0.45 �0.001 �0.27

0.001 1.08 0.002 1.29 �0.000 �0.02 0.002 0.69

0.009 0.80 �0.023 �0.92 0.020 1.36 �0.010 �0.26

6.07 1.87 2.94 1.26

0.0025 0.1551 0.0545 0.2865

205629 12530 67644 4153

0.0000 0.0000 0.0000 0.0000

0.062 0.080

436 414 283 283
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Table 16.4
Determinants of social capital

Madagascar Benin Malawi

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Status at start-up

Start-up capital 0.029 2.05 0.036 1.42 0.025 1.06

Number of traders known at
startup

na 0.732 25.06 0.372 9.84

Trader association present in
district

na na �0.035 �0.49

Time elapsed since start-up 0.321 7.23 0.191 2.85 0.094 1.73

Personal characteristics

Born in capital city 0.009 0.07 na na

Born in another town �0.002 �0.03 na na

Born in the location of trade �0.086 �1.45 na na

Age of trader 0.032 2.01 �0.016 �0.68 0.015 0.71

Age squared �0.000 �2.13 0.000 0.35 �0.000 �0.12

Female trader �0.109 �1.95 �0.306 �2.87 �0.137 �1.76

Years of education 0.017 1.64 �0.013 �1.00 0.016 1.39

Number of languages spoken �0.165 �2.90 0.069 2.44 0.028 0.74

Muslim dummy 0.166 1.48 �0.342 �2.98 0.133 1.46

Animist dummy �0.034 �0.31

Family background

Number of close relatives in
trade

�0.139 �2.37 �0.008 �0.14 0.203 3.24

Father was a farmer �0.208 �2.23 �0.032 �0.35 �0.273 �3.38

Mother was a farmer 0.111 1.19 �0.005 �0.05 0.108 1.22

Father’s experience in trade 0.012 0.31 �0.000 �0.01 �0.085 �2.92

Mother’s experience in trade �0.022 �0.58 0.020 0.83 �0.006 �0.21

Number of brothers over 15 �0.077 �1.35 �0.191 �3.09 �0.047 �0.73

Number of sisters over 15 �0.062 �1.07 �0.021 �0.31 0.004 0.07

Number of sons over 15 0.168 2.62 0.087 1.07 0.068 0.63

Number of daughters over 15 �0.023 �0.35 �0.029 �0.36 �0.242 �2.20

Regional dummies Included but not shown

Intercept 1.089 2.87 1.764 3.42 2.111 4.90

Number of observations 704 593 728

R-squared 0.245 0.622 0.199

Note: Dependent variable is the log of one plus the number of traders known. Start-up capital and traders
known in logþ 1. Years since start-up in log. Age and education in years. All family background variables
in logþ 1. Trader association present in all districts in Benin. Information not collected in Madagascar.
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Table 16.5
Determinants of working capital

Madagascar Benin Malawi

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Status at start-up

Start-up capital 0.244 7.27 0.369 11.19 0.505 16.71

Number of traders known at
startup

na 0.027 0.73 �0.015 �0.32

Trader association present in
district

na na 0.024 0.26

Time elapsed since start-up 0.046 0.43 0.427 4.97 0.387 5.57

Personal characteristics

Born in capital city 0.344 1.15 na na

Born in another town �0.041 �0.22 na na

Born in the location of trade 0.124 0.90 na na

Age of trader 0.084 2.28 0.018 0.58 0.018 0.64

Age squared �0.001 �1.70 �0.000 �0.51 �0.000 �0.33

Female trader �0.477 �3.66 �0.618 �4.55 �0.757 �7.55

Years of education 0.070 2.93 0.057 3.45 0.097 6.63

Number of languages spoken 0.197 1.49 0.078 2.14 �0.082 �1.69

Christian dummy �0.096 �0.36 �0.004 �0.02 0.066 0.56

Animist dummy �0.151 �1.07

Family background

Number of close relatives in
trade

0.200 1.46 �0.115 �1.56 0.108 1.34

Father was a farmer �0.940 �4.34 �0.086 �0.72 �0.026 �0.25

Mother was a farmer 0.512 2.36 �0.066 �0.51 0.163 1.43

Father’s experience in trade �0.082 �0.92 0.058 1.22 �0.013 �0.34

Mother’s experience in trade 0.102 1.14 0.054 1.73 �0.030 �0.78

Number of brothers over 15 �0.006 �0.05 0.005 0.07 0.145 1.75

Number of sisters over 15 0.127 0.93 0.237 2.77 0.008 0.11

Number of sons over 15 0.081 0.54 0.165 1.57 0.273 1.96

Number of daughters over 15 0.172 1.10 0.316 3.03 �0.142 �1.00

Regional dummies Included but not shown

Intercept 3.880 4.35 2.471 3.74 2.182 3.94

Number of observations 691 573 728

R-squared 0.371 0.470 0.469

Note: Dependent variable is the log of working capital, measured in US$. Start-up capital and traders
known in logþ 1. Years since start-up in log. Age and education in years. All family background variables
in logþ 1. Trader association present in all districts in Benin. Information not collected in Madagascar.
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Table 16.6
The Determinants of employment

Madagascar Benin Malawi

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Status at start-up

Start-up capital 0.097 8.63 0.054 2.67 0.143 11.20

Number of traders known at
startup

na 0.074 3.18 0.053 2.58

Trader association present in
district

na na 0.029 0.75

Time elapsed since start-up 0.136 3.82 0.089 1.68 0.103 3.49

Personal characteristics

Born in capital city �0.183 �1.78 na na

Born in another town �0.123 �1.99 na na

Born in the location of trade �0.025 �0.52 na na

Age of trader 0.027 2.16 0.026 1.35 �0.027 �2.26

Age squared �0.000 �1.31 �0.000 �1.72 0.000 2.42

Female trader �0.082 �1.84 �0.192 �2.28 �0.143 �3.37

Years of education 0.013 1.61 �0.001 �0.05 0.015 2.45

Number of languages spoken 0.103 2.26 0.093 4.16 0.004 0.20

Christian dummy �0.109 �1.21 �0.070 �0.77 �0.036 �0.73

Animist dummy �0.042 �0.48

Family background

Number of close relatives in
trade

�0.018 �0.39 �0.052 �1.15 0.012 0.36

Father was a farmer �0.273 �3.66 �0.070 �0.96 0.020 0.46

Mother was a farmer 0.047 0.63 0.063 0.80 0.043 0.89

Father’s experience in trade �0.034 �1.12 0.011 0.38 0.037 2.32

Mother’s experience in trade 0.041 1.33 0.097 5.07 �0.004 �0.23

Number of brothers over 15 �0.050 �1.11 �0.041 �0.83 0.010 0.30

Number of sisters over 15 0.063 1.36 0.002 0.04 �0.022 �0.67

Number of sons over 15 0.137 2.68 0.116 1.80 0.058 0.98

Number of daughters over 15 0.034 0.63 0.130 2.05 �0.017 �0.29

Regional dummies Included but not shown

Intercept 1.672 5.50 �0.874 �2.14 �0.136 �0.58

Number of observations 704 585 719

R-squared 0.455 0.236 0.285

Note: Dependent variable is the log of manpower employed in trading business, measured in months.
Start-up capital and traders known in logþ 1. Years since start-up in log. Age and education in years. All
family background variables in logþ 1. Trader association present in all districts in Benin. Information
not collected in Madagascar. The omitted religion category is Muslim.
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capital does not favor working capital accumulation; start-up capital helps the accu-

mulation of network capital in Madagascar (where information on initial network

capital is missing) but not in the other two countries. Employment, in contrast,

responds to both initial network and working capital.

All three variables accumulate over time. Rates di¤er between Madagascar, on

the one hand, and Malawi and Benin, on the other. The di¤erence is probably due

to the absence of information on Si0 in Madagascar. If we focus on Malawi and

Benin, working capital is predicted to accumulate at the rate of 3.3 to 3.4 percent

per annum, with a lot of variation around the average. In contrast, network capital

accumulates more slowly at roughly 0.7 to 1.1 percent per year. This implies that

start-up network capital has a lasting e¤ect on firm productivity. Employment accu-

mulates also at a slow 0.8 to 0.9 percent per year on average.

Women accumulate systematically fewer business contacts and less working capi-

tal and manpower over time. The e¤ect is particularly strong for working capital. It

is significant even in Benin where the majority of agricultural traders are women.

This probably reflects the precarious financial status of female entrepreneurs in gen-

eral and their tendency to invest in the education and nutrition of their children.

Other regressors have less systematic influence on accumulation, once we control for

initial conditions and time since creation. Better educated traders tend to accumulate

working capital faster, suggesting that they are more ambitious than other traders

(table 16.1 indicates that they are not systematically more productive). Other regres-

sors have e¤ects that vary across countries. Being Muslim, for instance, has no e¤ect

except in the network capital regression in Benin, where Muslims are shown to have

less network capital; this result is possibly a reflection of the fact that Islam is prac-

ticed only by a minority of the population. The result, however, is di¤erent from

Ensminger’s (1992) finding that Islam penetrated East Africa along livestock trade

routes because converted traders enjoyed better networks.

Family background has less e¤ect on social and working capital accumulation

after firm creation than commonly believed (Granovetter 1995a). Familiarity with

agricultural trade is measured by the trading experience of parents. Family contacts

in trade is measured by the number of relatives in trade. Relatives are limited to

father and mother, sons and daughters, and brothers and sisters. Results show that

these variables have no systematic e¤ect on accumulation, suggesting that once

an enterprise is created, family experience and contacts have little e¤ect on firm

performance.

Regressions of start-up network and working capital on family background and

personal characteristics (not shown here) nevertheless indicate that family back-

ground has some systematic e¤ect on start-up conditions. The number of relatives in
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trade is associated with more start-up network capital in Malawi and Benin (data

missing for Madagascar). The trade experience of the mother and father is associated

with more start-up network capital in Benin. Family background, however, has little

e¤ect on start-up working capital, in contrast with education, which has a strong

positive e¤ect. Being a woman is associated with significantly lower levels of start-up

social and working capital in all three countries.

16.5 Conclusion

In this chapter we showed that knowing other traders boosts the productivity of

agricultural traders. This result is not due to endogeneity; if anything, it is stronger

after instrumentation. Close investigation further reveals that returns to network

capital are primarily due to increased volume of activity. Only in Benin do we find

possible evidence of network rents, that is, that better connected traders have higher

unit margins. This latter finding constitutes limited evidence in support of the model

presented in chapter 14.

We also studied the accumulation of social and working capital. Results suggest

that start-up conditions have a long-lasting e¤ect on the productive resources of

agricultural traders. Working capital accumulates at 3.3 to 3.4 percent per annum,

on average, in contrast to 0.7 to 1.1 percent for network capital and 0.8 to 0.9 per-

cent for employment. Initial contacts play a determinant role in trader performance.

Family networks and parental experience have no systematic e¤ect on factor

accumulation after enterprise creation, but they help determine the initial level of

network capital. Female entrepreneurs appear systematically disadvantaged despite

the fact that they represent the majority of surveyed agricultural traders. They have

lower productivity, accumulate productive assets more slowly, and start their trading

business with less social and working capital.

Much work remains to be done to investigate other predictions made by the con-

ceptual framework of chapter 14. For instance, the model presented there argued

that centrally positioned traders may extract rents. In this chapter, we have inves-

tigated this possibility by testing whether the number of persons known raises pro-

ductivity. This test implicitly assumes that networks are star shaped and that traders

are of equivalent size. In chapter 14, however, we showed examples of networks in

which economic power comes not from the number of links but from the location in

the marketing chain. Bauer (1954) and Jones (1959) make a similar observation, and

Fafchamps et al. (2002) peripherally touch on the issue. But more research is needed.
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VI ETHNICITY AND DISCRIMINATION





In part V we saw that networks play an important role in the way markets operate.

We also observed that networks often organize around race and ethnicity. In this

part, we revisit these issues in more detail.

We begin with a model of market interaction that allows for statistical discrimi-

nation and network e¤ects. The model is an extension of the model presented in

chapters 10 and 11. We show that statistical discrimination and networks can have

similar consequences on exclusion from trade and on di¤erentiated treatment. They

nevertheless di¤er in their predictions regarding discrimination by agents who are

themselves discriminated against. In chapter 17 we test whether statistical discrimi-

nation or networks best account for observed trading patterns. Although we cannot

reject the presence of discrimination, we conclude that at least part of observed dis-

crimination is due to network e¤ects.





17 Discrimination and Networks

We saw in earlier chapters that the ethnic makeup of local business communities is

quite di¤erent from that of the population at large. It is not uncommon for members

of a particular ethnic or religious group, or even for residents of foreign origin, to

account for an overwhelming proportion of entrepreneurs. The historical record too

is replete with examples of a particular ethnic group dominating commerce for

extended periods of time (e.g., Braudel 1986; Greif 1993, 1994). Accounts by histo-

rians, anthropologists, and sociologists also demonstrate that the ethnic and religious

background of dominant business groups varies considerably from place to place

(e.g., Bauer 1954; Geertz 1963; Cohen 1969; Meillassoux 1971; Jones 1972; Amselle

1977; Geertz et al. 1979; Staatz 1979; Landa 1994). It even varies across economic

activities within the same country.1 Lack of business diversity is a priori ine‰cient:

drawing entrepreneurs from a small talent pool reduces the average quality of local

entrepreneurship. It is also inequitable as it leads to income disparities between

groups that inevitably fuel political tension (e.g., Marris 1971; Himbara 1994). Ani-

mosity toward prosperous ethnic or religious groups may, in turn, serve as invest-

ment disincentive if members of the group fear being subsequently expropriated.

Such fears are not baseless, as the historical record demonstrates.2

Colonial policies and other historical and political factors3 have often favored

particular ethnic groups and communities, enabling them to gain a dominant posi-

tion in a particular segment of economic activity. These factors, however, do not

explain why ethnic concentration persists long after favorable factors and policies

have been removed. The postindependence experience of many African countries, as

discussed in chapter 14, suggests that once a group has established a dominant posi-

tion in an activity, it can retain its advantage long after initially favorable con-

ditions have been eliminated—and even after having been actively combatted by

postcolonial governments.4 Similar questions have been raised in the United States

regarding the survival of ethnic disparities between blacks and whites after the

removal of explicit discrimination (e.g., Yinger 1998; Loury 1998). Ethnic concen-

tration appears to be self-sustaining, at least under certain conditions. The objective

1. The fish trade in Kenya, for instance, is dominated by the Luos, while textile manufacturing is largely in
the hands of Kenyan-Asians.

2. For example, the expulsion of Asians from Uganda in the 1970s and, more recently, the looting of
ethnic Chinese shops in Indonesia.

3. Including those of the white-dominated government of the Unilateral Declaration of Independence era
in Zimbabwe.

4. In the late 1960s the Kenyata government actively favored the transfer of Asians businesses to ethnic
Kenyans, particularly Kikuyus, with very little success (Himbara 1994). Similar policies have been pur-
sued, although less forcefully, by the Mugabe administration in Zimbabwe.



of this chapter is to investigate whether market interaction can alone perpetuate a

lack of ethnic diversity in business.

17.1 The Various Sources of Discrimination

The interplay between trust, trade, and ethnicity or religion has long been recog-

nized. It has, for instance, been argued that Islam penetrated the East African inte-

rior due to coastal merchants’ preference to deal with Muslims (e.g., Shillington

1989; Ensminger 1992). Sociologists have similarly emphasized that African entre-

preneurs prefer to do business with members of their own ethnic group (e.g., Marris

1971; Macharia 1988; Himbara 1994). Together with a number of economists, they

have emphasized the role that trust and reputation among individuals and com-

munities play in creating an enabling environment for trade (e.g., Mitchell 1969;

Granovetter 1985; Coleman 1988; Hart 1988; Milgrom et al. 1991; Greif 1993, 1994;

Platteau 1994b). There is a growing consensus that sharing the same ethnicity and

religion are elements that favor the establishment of trust (e.g., Gambetta 1988;

Fukuyama 1995; Cornell and Welch 1996; Barr and Oduro 2002).

Conceptually there are several ways by which ethnicity may influence the alloca-

tion of credit, for instance, through taste for discrimination (e.g., Becker 1971; Akerlof

1985), erroneous expectations or ‘‘prejudice’’ (e.g., Yinger 1998; Loury 2002), di‰-

culties of communication across cultural boundaries (e.g., Cornell and Welch 1996;

Loury 1998), statistical discrimination (Arrow 1972), and network e¤ects (e.g.,

Saloner 1985; Montgomery 1991; Taylor 2000). There is widespread disagreement as

to the relative empirical contributions these mechanisms make to ethnic and gender

bias in labor and credit markets.5 Becker (1971), for instance, has argued that preju-

dice and taste for discrimination are costly and should result in lower profits. In a

competitive environment, he argues, firms that discriminate on the basis of taste or

maintain erroneous expectations should, in the long run, be competed out by more

open-minded, better informed businesses. Becker’s view has not gone unchallenged,

however.6

5. See Donohue (1998), Darity (1998), and the spring 1998 issue of the Journal of Economic Perspectives
for recent surveys of the literature in the United States.

6. As pointed out by many (e.g., Donohue 1998; Darity and Mason 1998), the idea that market forces
should eliminate discrimination and prejudice relies critically on the assumption that markets are compet-
itive. In the US South during the Jim Crow era, Donohue emphasizes that employers who hired blacks
were ostracized by the white-dominated establishment and feared being targeted by the Ku Klux Klan. In
such circumstances, the author argues, market forces could not operate, and without external intervention,
discrimination could have perdured indefinitely. Becker’s view has been used to oppose a‰rmative action
in the United States.
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Unlike prejudice and tastes, statistical discrimination is perfectly compatible with

the profit-seeking motive and cannot therefore be competed out. Whenever firms

cannot assess clients and suppliers directly, it is rational for them to screen on the

basis of whatever observable information they can collect. If groups of di¤erent race

or gender di¤er in unobservable attributes, statistical discrimination will arise. The

role that it plays in explaining actual ethnic bias has, however, been the object of

much debate. In addition the presence of statistical discrimination is extremely di‰-

cult to prove, since it requires the econometrician to have as much, if not more,

information about applicants than employers themselves (Darity 1998).7

Network e¤ects have received somewhat less attention in the discrimination liter-

ature, but they have long been studied in labor markets Granovetter (1995b). The

basic idea is that information about opportunities for exchange and agents’ types

circulates along interpersonal networks. People talk with their friends and profes-

sional acquaintances about jobs, bad payers, and arbitrage opportunities, and they

refer job and credit applicants to each other. In such an environment individuals with

better networks collect more accurate information, which enables them to seek out

market opportunities more aggressively and to better screen prospective employees

and credit recipients. As we saw in chapters 10 and 11, in a world of imperfect

information, they provide an economic advantage to better connected agents (e.g.,

Kranton 1996b; Taylor 2000).

To the extent that members of a particular group cultivate close links with each

other, be it for historical or cultural reasons,8 the group will be seen to perform

better than others in market exchange. If this group recruits its members primarily

along ethnic or gender lines, ethnic or gender bias will occur although, strictly speak-

ing, agents need not have a taste for discrimination and they need not rely on sta-

tistical discrimination.9 Network e¤ects thus puts the emphasis on patterns of

socialization as an alternative explanation for ethnic or gender bias.10 The primary

7. To see why, suppose that we have information on wages and gender. To test for statistical discrimina-
tion against women, we regress wages on gender. The problem with this test is that statistical discrimina-
tion assumes that gender is correlated with a worker characteristic unobserved by the econometrician. If
this characteristic is observed by the employer, however, statistical discrimination does not arise, though
gender is correlated with wages, because of the omitted variable bias.

8. Such as persecution.

9. In statistical discrimination models, ethnic bias arises when two populations have di¤erent hidden
characteristics. In network e¤ects, ethnic bias may arise even when they have the same hidden character-
istics, provided that members of one group can more easily screen members of their own group and one
group has acquired a dominant position, perhaps for historical reasons.

10. The concept of network e¤ects bears some ressemblance with another explanation for ethnic bias
based on the existence of a dominant group seeking to protect its supremacy. The di¤erence is that net-
work e¤ects can arise in a completely decentralized manner, that is, even in the absence of any collusion
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objective of this chapter is to assess how much of the observed ethnic and gender bias

in African enterprise credit can be attributed to network e¤ects.

Our analysis focuses on supplier credit which has been shown to play an important

part in firm finance (Fafchamps 1997c). At the core of our argument lies the recog-

nition that normal commercial transactions require a temporal dissociation between

delivery and payment; otherwise, the conduct of business would be too unwieldy.

Market transactions thus normally encompass an element of credit.11 Because re-

course to formal collateral is impractical for most business transactions, trade credit

gets allocated essentially on the basis of trust (e.g., Fafchamps 1996, 1997c). Trade

credit is thus typically o¤ered on a selective basis; those who do not qualify must

buy cash.12 Since only very small firms can operate on a cash-only basis, how trust

is established and with whom dictates not only how trade takes place but also which

firms are able to operate in a businesslike fashion and which must remain micro-

enterprises. In addition credit from suppliers is also an important source of finance

for small and medium-size firms (e.g., Cuevas et al. 1993; Bade and Chifamba 1994;

Fafchamps et al. 1994, 1995).13 An examination of the process by which trade and

bank credit are attributed is therefore expected to throw light on the ethnic compo-

sition of business communities.

17.2 A Model of Trust-Based Exchange

To formally illustrate how statistical discrimination and network e¤ects influences

trust, we begin by constructing a stylized market economy in which economic agents

screen potential commercial partners, grant trade credit to clients, and pay suppliers.

among members of the dominant group and without need for metapunishment (e.g., see the discussion in
Donohue 1998). Of course, the presence of discrimination or of collusion to exclude members of other
groups can coexist with network e¤ects, and the existence of ethnic-based networks can facilitate collusion.
The point is that the coexistence of ethnic bias and interpersonal networks does not alone imply collusion.

11. The duration of trade credit is normally defined as the time elapsed between invoicing and payment. In
developed countries this delay typically ranges from 30 to 60 days (e.g., Schwartz 1974; Schwartz and
Whitcomb 1979). Similar delays were found among African manufacturers (e.g., Cuevas et al. 1993; Bade
and Chifamba 1994; Fafchamps et al. 1994; Fafchamps et al. 1995).

12. In this chapter we use the phrase ‘‘cash payment’’ to designate payment in currency or by certified
check at the time of delivery. Accepting a payment by check is about as risky as granting credit and is
considered as such here. In the business world, payment for materials and inputs out of petty cash is
extremely rare, except for very small infrequent purchases. One of the reasons is that large movements of
cash are unsafe. Among businesses the word ‘‘cash’’ is often given a meaning di¤erent from the one used
here; it refers to early payment.

13. Although trade credit is formally considered short-term financing, it is normally renewed with each
order so that, in practice, it provides firms with a long-term source of working capital.
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The model, which is inspired of the works of Grossman and Van Huyck (1988),

Milgrom et al. (1991), Greif (1993, 1994), and chapters 11 and 12, integrates screen-

ing and strategic default considerations. There is no external mechanism for the

enforcement of contracts other than the discipline imposed by the market itself.14

Consider an economy composed of a large number of firms 2N living indefinitely

and discounting the future with factor d. Time is divided into rounds within which

firms trade with each other. Since each transaction involves a buyer and a seller, each

firm assumes two distinct roles, that of supplier and client. To keep things simple, we

assume that each firm buys from one supplier and sells to one client at a time. With

these assumptions, a particular trading round can be visualized as directed graph in

which each firm, say A, B, and C, is a node and each sales transaction is an arrow

(figure 17.1).

There are two types of firms, competent and incompetent. Their proportion in

the economy is constant and common knowledge, but firm type is private informa-

tion. Competent firms gain from trade. Incompetent firms, in contrast, cannot make

a profit by processing or reselling goods purchased from suppliers. They can, how-

ever, profit from cheating suppliers by taking goods on credit and failing to pay.15

Many—though not all—African microenterprises satisfy this definition of incompe-

tence: the inadequacy of their equipment and technical expertise and the fragility

of their financial base make it di‰cult for them to complete large commercial

transactions.

N

J

I

B
E

F
G

H

D

C

A

Figure 17.1
Trade flows among matched agents

14. In small transactions, the threat of court action is not credible because the cost of court proceedings
exceeds the expected gain from suing. Furthermore in poor countries many defendants are judgment-proof
because they have no assets to serve a judgment against them. As long as the external enforcement of
contracts is imperfect, most of the qualitative results presented here carry through.

15. In our model, it is irrelevant whether incompetent firms know their own type and thus are dishonest,
or ignore their type and discover subsequently that they cannot repay. See chapter 11.
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Firms decide whether or not to grant trade credit to their client.16 Those who do

not receive credit must pay in cash. Payment in cash is risky (e.g., theft) and costly to

administer. The use of trade credit among competent firms is thus e‰cient. Payo¤s

are normalized so that the profit of competent firms is 0 without trade credit. The

main concerns of suppliers is to get clients to pay back the trade credit they received

and thus to avoid granting trade credit to incompetent clients. To do so, suppliers

spend resources screening potential customers. For the sake of brevity, we take c to

be the cost of the optimally chosen screening method, and we assume that it is su‰-

cient to identify incompetent firms after one period.17

The game played between firms is depicted in extensive form in figures 17.2, 17.3,

and 17.4. Realized payo¤s, which are the sum of instantaneous and continuation

payo¤s, are shown at the extreme right of each figure. The payo¤ to client C is

shown on top, the payo¤ to supplier S below. The expected continuation payo¤ of

a matched supplier is denoted V S; that of an unmatched supplier is written VN .

The corresponding continuation payo¤s for clients are written VC and VU . The

value of continuation payo¤s depend on the strategies pursued by firms, to be dis-

cussed below. Parameters a and b are the supplier’s and client’s net profit margins,

respectively. In case of nonpayment, a client’s instantaneous payo¤ is 1 > b: clients

always have a short-term incentive to default. Suppliers make a profit of a in case of

repayment; otherwise they make a loss of �1. Since the profit margin of the supplier

can be increased and that of the client reduced by raising the sales price (or, equiv-

alently, the interest rate on trade credit), a can be increased by lowering b, and vice

versa. The combined gains from trade aþ b is denoted k and assumed to be exoge-

nously determined by market conditions. By negotiating over the price, supplier and

client bargain over the share of k ¼ aþ b that goes to each of them. We are not

interested here in this bargaining process but rather on the constraints that incentive

conditions put on the choice of a and b. To ensure that trade patterns change over

time, we assume that, with probability 1� t, clients discover that gains from trade

16. For simplicity we assume that the purchasing and buying sides of each firm can be analyzed sepa-
rately. In practice, a firm that does not receive trade credit from its supplier may not be able to o¤er it to
its clients. This possibility is ignored here.

17. The screening cost c depends on whether the reliability of the client can be assessed directly—for
instance, by inspecting the client’s business premises—or indirectly—for instance, by selling small amounts
on credit and observing whether the client repays. For indirect screening to be e¤ective, the supplier must
grant an amount of credit that is su‰cient to induce an incompetent firm to reveal its type: if too little
credit is given, incompetent clients will repay only to cheat the supplier more later. For evidence on the
screening methods used by African suppliers, see Fafchamps (1996, 1997c), Fafchamps et al. (1994), and
section 17.4. Indirect screening is the most commonly used method.
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Figure 17.3
Game between unmatched agents: A supplier’s perspective
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Figure 17.4
Game between unmatched agents: Client’s perspective
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with their current supplier permanently fall to 0 and that they need to change sup-

plier (see Greif 1993 for a similar assumption).

Since trade is voluntary, supplier and client can both stop the relationship at the

beginning of the trading period, in which case they both must seek a new commer-

cial partner. Nature randomly pairs unmatched firms with each other so that, with

probabilities m and 1� m, suppliers are matched with an incompetent or a competent

client, respectively (figure 17.2).18 Suppliers do not observe the client’s type. Neither

do they know whether the client has ever failed to pay other suppliers.19 Suppliers

must decide whether to refuse to trade, to screen the new client at cost c, or to o¤er

trade credit. Incompetent clients invariably cheat suppliers who o¤er credit from the

start (lower branches in figure 17.2).20 It is never in a client’s interest to refuse credit

when o¤ered. Unmatched clients must similarly seek a new supplier (figure 17.3).

With probabilities m and 1� m, nature matches them with an incompetent or com-

petent supplier, respectively. Incompetent suppliers cannot provide trade credit.

Clients then get an instantaneous payo¤ of 0 and search for another supplier in the

next period.

If the economy lasts only one period (i.e., d ¼ 0), clients always refuse to pay.

Anticipating this, suppliers do not o¤er trade credit. The economy resembles a one-

sided Prisoner’s Dilemma game: the unique subgame perfect equilibrium is one in

which all payments are made in cash and Pareto e‰ciency is not achieved. If agents

live long enough, however, they may be able to deter opportunistic breach of con-

tract by forming long-term relationships. To show this formally, we focus on a class

of trust-based strategies in which suppliers and clients form business relationships

that last until one party breaches its promise.21 Clients pay suppliers to avoid having

to search for another supplier who will grant them trade credit. The market dis-

ciplines itself in a way that is reminiscent of unemployment as a disciplining device in

18. The proportion of competent and incompetent firms among the unmatched depends not only on the
proportion of incompetent firms in the economy but also on the number of competent firms that are
unmatched. Here we ignore transitional dynamics and treat m as an exogenously determined constant. See
chapters 11 and 12 for a precise treatment.

19. This assumption is lifted in section 17.3.

20. Since incompetent firms never behave strategically, their continuation payo¤ can be ignored from
figure 17.2.

21. Formally, the strategies are as follows: Unmatched suppliers screen new clients. If the client is identi-
fied as incompetent, suppliers screen another firm in the subsequent period and continue to do so until a
competent client is found. Once one is found, suppliers o¤er trade credit and the parties engage into a long-
term commercial relationship. As long as the client’s gains from trade remain positive, the client pays and
the relationship continues. When a client discovers that gains from trade have fallen to 0 and that the time
has come to change supplier, default occurs and the relationship ends. The supplier then starts screening
new clients, and the client starts being screened by new suppliers.
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Shapiro and Stiglitz (1984; see also Ghosh and Ray 1996). Transitional dynamics are

ignored, and we focus exclusively on the long-term equilibrium of the economy.22

When all agents follow trust-based strategies, expected continuation payo¤s to

matched and unmatched suppliers are, respectively,

V S ¼ tðaþ dV SÞ þ ð1� tÞð�1þ dVNÞ; ð17:1Þ

VN ¼ mdVN þ ð1� mÞdV S � c: ð17:2Þ

The corresponding payo¤s to matched and unmatched clients are

VC ¼ tðb þ dVCÞ þ ð1� tÞð1þ dVUÞ; ð17:3Þ

VU ¼ mdVU þ ð1� mÞdVC : ð17:4Þ

Since, by construction, incompetent firms always get screened away, their payo¤ is

zero and can be ignored.

For trust-based strategies to be subgame perfect, seven equilibrium conditions

must be satisfied: it must be beneficial for matched supplier and client to continue a

commercial relationship (EC1 and EC2), it must beneficial for a client to pay a sup-

plier (EC3), it should not be in a client’s interest to respect the contract once the

relationship ends (EC4), it pays for unmatched clients and suppliers to screen and be

screened by other firms (EC5 and EC6), and it does not pay to grant instant trade

credit to all applicants (EC7). Formally, we need

V S
bVN EC1; ð17:5Þ

VC
bVU EC2; ð17:6Þ

b þ dVC
b 1þ dVU EC3; ð17:7Þ

0þ dVU
a 1þ dVU EC4; ð17:8Þ

VN
b 0 EC5; ð17:9Þ

VU
b 0 EC6; ð17:10Þ

VN
b mð�1þ dVNÞ þ ð1� mÞðaþ dV SÞ EC7: ð17:11Þ

Let us denote the client’s trade margin that is just su‰cient to ensure voluntary pay-

ment, denoted b�, and the supplier’s trade margin that is just su‰cient to induce

screening, denoted a�. By manipulating equations (17.1) to (17.4) and (EC1) to

22. Dynamics are examined in detail in chapters 11 and 12.
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(EC7), we obtain

a� 1
1� t

t
þ cð1� dtÞ
tdð1� mÞ ; ð17:12Þ

b � 1
1� dm

1þ d� dm
: ð17:13Þ

This yields the following proposition:

proposition 17.1

i. If a� a ðm� cÞ=ð1� mÞ and if the combined gain from trade k is greater than

a� þ b�, then there exist a division of the gains from trade fa; bg such that the pro-

vision of trade credit is self-enforcing by trust-based strategies.

ii. A self-enforcing division of gains from trade fa; bg must satisfy ðm� cÞ=ð1� mÞb
ab a� and bb b�.

(Proof in appendix)

Proposition 17.1.ii shows that it is not in the interest of the supplier to raise the

sale price beyond the point at which b falls below b�: the client must make money

from the transaction for repayment to be in his or her interest. This is true irrespec-

tive of the bargaining power of both parties: when the repayment constraint is bind-

ing, the selling price is entirely determined by b�. The same holds on the supplier

side: unless suppliers make a profit of at least a�, they will refuse to screen clients for

trade credit.

A immediate corollary of proposition 17.1 is that b must be strictly positive: a

trust-based equilibrium cannot exist if clients never gain anything from trade. This is

in sharp contrast with the standard competitive equilibrium in which free entry

guarantees that pure profits are 0. Here clients collect a payment that can be inter-

preted as the return to their relationship—what Coleman (1988) calls ‘‘social capi-

tal.’’ It is the fear of losing this return that guarantees repayment of trade credit. For

most parameter values, b � is nontrivial. If d ¼ 0:9 and m ¼ 0:5, for instance, then

b � ¼ 0:38: transactions with a client’s margin lower than 38 percent are not self-

enforceable.

It is easy to verify that a� rises with m: suppliers are more willing to screen if

the proportion of incompetent firms among in the unmatched is low and thus the

chances of finding a reliable client are high. In contrast, b � decreases with m: com-

mercial contracts are easier to enforce if there are many incompetent firms. The

reason is that the more incompetent suppliers there are, the longer it takes for an
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unmatched client to find a new reliable supplier. The presence of incompetent sup-

pliers thus helps discipline clients.23 Proposition 17.1 further shows that even if the

screening cost c is 0, there must be some incompetent firms in the economy for

screening to be worthwhile. The more costly screening is, the more tempting it is

for suppliers to take a chance and grant instant credit, and the larger m must be for

screening to be in suppliers’ self-interest. In the absence of incompetent firms, it is

individually optimal for suppliers to grant credit without screening; in this case cli-

ents incur no punishment for breach of contract and the equilibrium unravels (see

below).24 Although a� increases with m, it is possible to show that as long as c is

small and m is not too close to 1, a� þ b� falls with m. In general, therefore, the pres-

ence of incompetent firms makes it easier for a trust-based system of trade credit to

be self-enforcing.

If k < a� þ b �, there exists no allocation of the gains from trade among supplier

and client that provides su‰cient incentives for both the supplier to screen and the

client to pay. It is then rational for suppliers to refuse trade credit to their clients.

This is because a client could not convince a supplier to provide trade credit by

o¤ering a higher price because doing so would only reinforce the client’s incentive

to default.25 Circumstances that make both constraints a > a� and b > b� more

binding—short horizon (low d), high firm turnover (low t), and high screening costs

(high c)—are likely to result in the absence of trade credit. Markets then take the

form of a flea market economy in which all transactions are on a cash-and-carry

basis and gains from trade are dissipated through ine‰cient business practices.

23. Since limm!0 b
� ¼ 1=ð1� dÞ, even in the absence of incompetent suppliers there exists a su‰ciently

high trade margin such that the repayment condition is satisfied. The reason is that in a trust-based equi-
librium, unmatched clients first get screened before receiving trade credit and thus lose at least one trade
round. It is not, however, optimal for suppliers to wait before granting trade credit if there are no incom-
petent clients in the economy. Of course, one could imagine a tit-for-tat punishment strategy whereby
cheaters must wait for one (or more) periods before being granted trade credit. For such punishment to be
credible, however, suppliers would have to be punished for granting credit to cheaters. The informational
requirements for such punishments to be implemented are daunting and there is little or no evidence that
they occur in practice. Dun and Bradstreet, for instance, circulates information about bad payers but not
about firms who deal with bad payers. See chapters 11 and 12 for further discussion.

24. In the case where (EC7) is violated but m > 0, a market equilibrium with instant trade credit may still
be sustainable provided that clients who fail to pay their supplier are not instantly matched with an
another competent supplier. Provided that m is large enough, and thus that the expected waiting time is
long enough, this punishment may be su‰cient to deter breach. Demonstrating that such an equilibrium
exists is left as an exercise for the reader. Other equilibria, such as reputational equilibria (e.g., Milgrom
et al. 1991; Kandori 1992; Greif 1993) or contagious equilibria (e.g., Kandori 1992; Ellison 1994), may
nevertheless be sustainable. Reputational equilibria require the sharing of information and the existence of
metapunishment; they are discussed in chapter 12. Contagious equilibria are susceptible to external shocks
(see, however, Ellison 1994) and to the presence of incompetent firms; for that reason they are not very
plausible.

25. Stiglitz and Weiss (1981) derive a similar result in a model of adverse selection.
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17.3 Statistical Discrimination in Trade Credit

We now investigate the conditions under which statistical discrimination arises.

Economic agents typically di¤er in characteristics that are relevant for contractual

performance (Arrow 1972): some entrepreneurs, for instance, are more competent

and financially secure and thus a better trade credit risk than others. Most individual

characteristics are private information, but some, like gender or ethnicity, are not.

These observable traits typically have no e¤ect on contractual performance, but they

may be correlated with underlying characteristics, such as size and financial security,

that they help predict. It is then rational to treat agents with di¤erent observable

traits di¤erently, not because these observable traits indicate inherent inferiority,

but because they are correlated with hidden characteristics of interest (e.g., Foster

and Rosenzweig 1993; Foster and Rosenzweig 1994). Zimbabwean firms headed by

blacks, for example, are on average much smaller than those headed by whites

(e.g., Hoogeveen and Tekere 1994; Risseeuw 1994; Fafchamps et al. 1995). They also

appear to be less financially secure, judging by the high proportion of business

failure among them (Daniels 1994). When reviewing applications for trade credit, a

Zimbabwean supplier may thus consider that white applicants are better risks and

give them a preferential treatment. This state of a¤airs is quite unfortunate since it

penalizes many promising black businesses, but to the extent that it is based on sta-

tistical discrimination, it is individually rational.26

A compounding feature of statistical discrimination is that it can be self-fulfilling.

Coate and Loury (1993), for instance, study the allocation of black and white

workers between demanding and nondemanding tasks (see also Milgrom and Oster

1987; Borjas and Bronars 1989). Using a theoretical model, they show that an equi-

librium exists in which the belief that black workers are inferior is self-fulfilling:

because blacks expect to be discriminated against by employers, they invest less in

their own education and work ethics, which makes them less suitable for demanding

tasks. Similar forces may be at work concerning trade credit.

To apply these ideas to trust-based markets, we now assume that the firm popula-

tion is made of two separate ethnic groups, denoted A and B, with Aþ B ¼ 2N.

Firm ethnicity is publicly observable through the entrepreneur’s language, name,

attire, race, and so on.27 The proportion of A firms in the total population is denoted

26. In case where ethnicity perfectly predicts competence and hence contractual performance, discrimina-
tion is not only individually rational; it is also socially optimal—unless, of course, incompetence is itself a
result of discrimination Milgrom and Oster (1987) and Coate and Loury (1993). This case is ignored here.

27. Identical results obtain if what di¤erentiates firms is not ethnicity but gender, religion, and the like, as
long as it is externally observable.
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y, and the proportion of incompetent firms among unmatched firms in each group

is written mi, i A fA;Bg. For statistical discrimination to arise, ethnicity must help

‘‘predict’’ competence. Without loss of generality, we assume that the proportion of

incompetent firms in larger in group B than in group A, that is, mB > mA.28 This may

be because entrepreneurs in group B are less educated, have less technical and com-

mercial experience, or have a weaker financial base.

Several types of discriminatory equilibria can obtain when firms apply trust-based

strategies: price discrimination, in which B clients are asked to pay more than A cli-

ents; discriminatory exclusion, in which B firms are denied any access to trade credit;

and discriminatory rationing, in which only a fraction of B firms gain access to trade

credit. To see this formally, let b �
A and b �

B denote the minimum trade margin that an

A- and B-type clients, respectively, must receive in order not to breach the contract.

Similarly let a�
A and a�

B denote the minimum trade margin suppliers must make in

order to screen A and B clients, respectively. Whenever suppliers refuse to screen B

clients, we have

b �
A 1

1� dymA � dð1� yÞmB
1þ d� dymA � dð1� yÞmB

; ð17:14Þ

a�
A 1

1� t

t
þ cð1� dtÞ
dtð1� mAÞ

; ð17:15Þ

a�
B 1

1� t

t
þ cð1� dtþ dyðmB � mAÞÞ

dtð1� mBÞ
; ð17:16Þ

b �
B 1 1� d: ð17:17Þ

This leads to the following proposition:

proposition 17.2

i. If a�
A þ b �

A < k < a�
B þ b�

B, the only self-enforcing trust-based equilibria that exist

are equilibria in which suppliers provide trade credit only to competent A firms.

ii. If k > a�
A þ b �

A and k is su‰ciently larger than a�
B þ b�

B, the only self-enforcing

trust-based equilibria that exist are equilibria in which suppliers provide trade credit

to competent A and B firms but require a higher minimum profit rate before screen-

ing B firms.

28. Discrimination can also be obtained if firm populations di¤er in the probability t of continuing a
commercial relationship; or if screening costs vary by firm type, for instance, if cA < cB for A firms, as
assumed in Cornell and Welch (1996).
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iii. For intermediate values of k, a third, the only self-enforcing trust-based equilib-

ria that exist are hybrid equilibria in which price discrimination and discriminatory

rationing coexist.

(Proof in appendix)

Proposition 17.2 demonstrates that five types of trade credit equilibria are theo-

retically possible in the presence of statistically di¤erent firm populations: equal

treatment for all, price discrimination, price discrimination with discriminatory

rationing, discriminatory exclusion, and no exchange.29 How severe statistical dis-

crimination is depends principally on the level of screening costs c and the di¤erence

between firm populations mB � mA: the higher the screening costs are and the larger

the gap between the two populations, the more likely discrimination occurs. When

discriminatory exclusion is an equilibrium, it constitutes a best response for all sup-

pliers: even those who belong to the B group discriminate against their own kind.

This is in contrast with a situation where discrimination is due to prejudice, in which

case B suppliers would presumably not refuse trade credit to B clients. Here what

induces suppliers to discriminate is their desire to save on screening costs by refusing

to consider B clients because they come from a worse population.

Of the five possible equilibria, discriminatory exclusion is potentially the most

damaging for B firms because it can be self-fulfilling and even self-reinforcing over

time. To see why, suppose that entrepreneurs learn from experience. For instance,

say that firms get to know the tricks of the trade and become more e‰cient producers

and better payers through contact with established businesses (see Borjas and

Bronars 1989 and Coate and Loury 1993 for other examples of self-reinforcing dis-

crimination). Formally, let the proportion of incompetent firms mi, i A fA;Bg fall

with exposure to established businesses. It is then easy to show that if an easily iden-

tifiable group gains prominence in business, it may keep it forever. Suppose that

thanks to luck, historical conditions, or government support, a group of A firms

manage to establish themselves.30 Further assume that thanks to learning among A

firms, mA falls su‰ciently that granting trade credit to A firms becomes individually

rational. Trade credit then begins to flow among A firms. Inexperienced A firms are

screened by established A businesses. Through this process they progressively learn

and adopt more sophisticated business practices, which make them more reliable

29. This list should not be considered as exhaustive. Other possible equilibria include no screening for all
and screening of B clients only.

30. For instance, colonial authorities and white-dominated governments supported various nonindigenous
business groups across Africa—Asians in Kenya, and Europeans in Zimbabwe (e.g., Marris 1971; Him-
bara 1994; Bade and Gunning 1994).
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commercial partners. Learning among A firms brings mA further down, making it less

likely that the screening equilibrium condition will be violated. Learning through

screening thus makes discriminatory exclusion a self-reinforcing process. In these

circumstances the development of a prosperous business community, once started,

ends up marginalizing less experienced groups.

The model can thus, in principle, account for some of the di‰culties black-owned

African firms face to graduate into the mainstream business establishment. It also

may explain why the overwhelming majority of black-owned African firms remain

confined to the microenterprise sector (e.g., Daniels 1994; Fafchamps 1994). Dis-

crimination need not be the sole possible explanation for this state of a¤airs, how-

ever. Network e¤ects can also theoretically account for the prominence of ethnically

homogeneous business groups. They are examined in the next section.

17.4 Reputation and Network E¤ects

Network e¤ects may a¤ect the allocation trade credit through the circulation of

information and the use of social sanctions. The circulation of business-relevant

information within a closely knit, ethnically or religiously homogeneous community

benefits its members. In particular, the dissemination of information about reliable

clients and suppliers helps members of the community identify trustworthy commer-

cial partners. Such network e¤ects have been studied in other markets—in particular,

labor (see Montgomery 1991 and the references cited therein). The circulation of

information within a business network also makes group sanctions possible: the

community can punish breach of contract by jointly refusing to deal with bad payers

(e.g., Kandori 1992; Greif 1993; Greif 1994).31 Exclusion from other forms of eco-

nomic and social interactions may also be used to punish deviance (e.g., Basu 1986;

Spagnolo 1999; Ligon et al. 2001). Group punishment makes firms more confident

that they will not be cheated by group members. As a result they may prefer to trade

within their community. Whenever business communities are built along ethnic, reli-

gious, or gender lines, network e¤ects result in apparent discrimination.

We now investigate the possibility that network e¤ects influence the allocation of

trade credit. For the sake of generality, we adopt minimalist assumptions regarding

31. For a discussion on how joint punishment can be enforced, see also Ellison (1994) and chapters 11 and
12. A shared sense of moral outrage may help ensure widespread participation even if the punishment
imposes a cost on the punishing party and is not otherwise individually rational. Platteau (1994b) discusses
the relationship between ethics and markets. Raub and Weesie (1990) illustrate how the contract enforce-
ment advantage of closed groups (‘‘cliques’’ in the language of sociology; Mitchell 1969) extends to inter-
connected networks.
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the role that networks play in economic exchange: we simply assume that firms in a

particular group share information about each other. Behind this assumption is the

idea that clients come recommended by members of their community. Provided that

the source of information is known to the supplier, recommendations can be used to

screen trade credit applicants. It may even enable them to receive instant credit (see

Fafchamps 1996, 1997c, and Fafchamps et al. 1994 for examples). Unknown pro-

spective customers can, as before, be screened at a cost c. The possibility of group

punishment—exclusion from trade and social ostracism—is ignored from the formal

presentation;32 including it would only magnify network e¤ects.

We focus on one situation of interest: that in which one group has established a

dominant position upon a particular activity. We call them the ‘‘in-group,’’ indexed

with subscript I .33 Other competent agents—the ‘‘out-group,’’ indexed with sub-

script O—belong to the population at large and are assumed not to benefit from

network e¤ects. This situation is the most relevant for the study African manu-

facturing where a close-knit business community operates among a mass of infor-

mal sector firms (e.g., Bade and Chifamba 1994; Fafchamps 1996, 1997c). Extending

the model to competing networks is left for future research. We now show that

networking can yield patterns of discrimination that are di‰cult to distinguish

from statistical discrimination. To show this formally, let b �
I and b �

O be the trade

margins that are just su‰cient to deter breach of contract among the in- and out-

firms, respectively. Define a�
I and a�

O as the trade margins required for the in- and

out-suppliers to screen unknown prospective customers, respectively. When the in-

suppliers refuse to screen the out-clients, simple algebra yields

b �
I ¼ 1� dm

1þ dy� dmy
; ð17:18Þ

b �
O ¼ 1� dm

1þ d� dm
; ð17:19Þ

a�
I ¼ 1� t

t� ð1� yÞð1� mÞ þ
cð1� dðt� ð1� yÞð1� mÞÞÞ
dð1� mÞðt� ð1� yÞð1� mÞÞ ; ð17:20Þ

32. Information sharing makes it theoretically possible to construct reputational equilibria in which breach
of contract is punished by exclusion from future trade credit with all members of the group (e.g., Kandori
1992; Greif 1993; Greif 1994). Voluntary participation to collective punishment raises complex enforce-
ment issues that are discussed in chapters 11 and 12.

33. Since ‘‘in’’ agents are established firms, they are, by definition, competent. One could, of course, con-
ceive a more general model in which all the network does is provide a signal that is more precise than
ethnicity but does not predict competence perfectly. It should be intuitively clear that as long as the signal
transmitted by the network is su‰ciently precise, the results derived here carry through (e.g., Taylor 2000;
chapter 11).
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a�
O ¼ 1� t

t
þ cð1� dtÞ
dtð1� mÞ : ð17:21Þ

Armed with these expressions, we can now state the following proposition:

proposition 17.3

i. If a�
I þ b �

O a k and b �
I a k, the only self-enforcing trust-based equilibria that exist

are equilibria in which the out-clients are all screened but the in-clients receive instant

credit from the in suppliers. If in addition b�
I þ a�

I > k, the in-suppliers charge a

higher price to the out- than the in-clients.

ii. Let b��O ¼ t� ð1� mÞð1� yÞ. If b �
I < k, b��O þ a�

I > k, and b��O þ a�
O < k, the only

self-enforcing trust-based equilibria that exist are equilibria in which in-suppliers

refuse to screen out-clients, but out-suppliers accept to screen them. These conditions

are more likely to be satisfied when y is small, that is, when the proportion of insiders

in the economy is large. Discriminatory rationing (in which in-suppliers randomize)

may also arise.

iii. For high enough screening costs, the only self-enforcing trust-based equilibria

that exist are equilibria in which out-clients are never screened and thus never receive

trade credit; the latter form a flea market economy that operates at the margin of a

closely knit business community where trade credit is the norm.

(Proof in appendix)

Proposition 17.3 shows that network e¤ects are theoretically capable of generating

equilibrium configurations that resemble those resulting from statistical discrimina-

tion. The reason is that if members of a particular ethnic group manage to establish

an information-sharing network among themselves, they will trade with each other

more easily than with outsiders. The higher payo¤s of well-connected firms can

be understood as returns to ‘‘social capital’’ (Coleman 1988). Clients outside the

group may then find themselves discriminated against, through prices, rationing, or

exclusion. This occurs even though, strictly speaking, they are not the victim

of discrimination. Rather, they are disadvantaged because they do not belong to

an information di¤usion network.34 The absence of a general information-sharing

34. This begs the question of why outsiders do not respond by creating their own information-sharing
group. One possible explanation is that ethnic heterogeneity hinders outsiders’ e¤ort to construct an inde-
pendent network. Outsiders may also find it more attractive to individually join the existing network, for
instance, through marriage, conversion, or friendship, instead of forming a competing network that would,
initially at least, be very small. The tension between an integration strategy and a self-segregation strategy
may thus undermine outsiders’ e¤orts. These issues deserve further research.

Discrimination and Networks 349



mechanism that includes members of all ethnic groups makes deals across ethnic

boundaries di‰cult.35

17.5 Conclusion

The model presented in this chapter has illustrated that statistical discrimination

and network e¤ects have superficially similar e¤ects on rationing and exclusion

from trade. The presence of statistical discrimination explains why members of a

disadvantaged group can be treated in a less desirable fashion—namely by being

excluded from trade or treated in a less trusting manner. Network e¤ects can have

similar consequences.

Social networks often are organized around ethnicity for a variety of reasons such

as intermarriage, spatially segregated residence, language, and culturally determined

interest in particular activities (e.g., going to church) or sports (e.g., golf ). If business

networks develop around ethnicity, the arguments presented in this chapter demon-

strate under what circumstances ethnic bias will subsist.

In the following chapter we examine whether the African evidence supports the

idea that ethnic bias in market exchange is due to network e¤ects.

17.6 Appendix: Proofs of the Propositions

Proof of Proposition 17.1 Steady state payo¤s are

V S ¼ ð1� dmÞðat� 1þ tÞ � cdð1� tÞ
ð1� dÞð1þ d� dm� dtÞ ; ð17:22Þ

VN ¼ dð1� mÞðat� 1þ tÞ � cð1� dtÞ
ð1� dÞð1þ d� dm� dtÞ ; ð17:23Þ

VC ¼ ð1� dmÞðbtþ 1� tÞ
ð1� dÞð1þ d� dm� dtÞ ; ð17:24Þ

VU ¼ dð1� mÞðbtþ 1� tÞ
ð1� dÞð1þ d� dm� dtÞ : ð17:25Þ

35. To the extent that B firms are unreliable because of their lack of experience, setting up a credit refer-
ence system may actually make it harder for them to join the mainstream (chapter 12). Indeed, their initial
incompetence gets widely advertised, making it potentially di‰cult for them to be granted a second chance.
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Let us now turn to the seven equilibrium conditions (EC1) through (EC7). Equi-

librium condition (EC4) is always satisfied, implying that trust-based strategies can-

not prevent breach of contract at the end of a relationship. It is easy to verify from

equations (A3) and (A4) that (EC2) and (EC6) are always satisfied. Condition (EC1)

holds as long as (EC5) does. Conditions (EC3), (EC5), and (EC7) are thus the only

constraints to consider.

By plugging equations (A3) and (A4) into (EC3) and simplifying, we obtain

bb
1� dm

1þ d� dm
¼ b�: ðRCÞ

Using equation (A2), we can similarly simplify screening condition (EC6) as

ab
1� t

t
þ cð1� dtÞ
tdð1� mÞ : ðSCÞ

For (EC7) to be satisfied, the proportion m of incompetent firms in the economy must

such that

mb
cþ a

1þ a
: ðEC7 0Þ

Rearranging (RC), (SC), and (EC7 0), we prove both part 1 and part 2. 9

Proof of Proposition 17.2 (i) Define a discriminatory exclusion equilibrium (DEE)

as one in which suppliers screen A firms but not B firms; as a result B firms

never receive trade credit. With probability 1� y, unmatched suppliers meet B cli-

ents; in a DEE they refuse to screen them and choose instead to wait until the

next trading round. With probability y, they are matched with A firms which they

screen. A mA proportion of them turn out to be reliable and become long-term cli-

ents; the others cheat and are discarded. Screening costs yc are lower than if all

trade credit applicants are screened. In such an equilibrium, suppliers’ expected pay-

o¤s are

V S ¼ tðaþ dV SÞ þ ð1� tÞð�1þ dVNÞ; ð17:26Þ

VN ¼ dVNðymA þ 1� yÞ þ dV Syð1� mAÞ � yc: ð17:27Þ

Since in a DEE all suppliers behave in the same way, A clients receive trade credit

from competent A and B suppliers alike. The expected payo¤s of matched and

unmatched A firms are, respectively,
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VC
A ¼ tðb þ dVC

A Þ þ ð1� tÞð1þ dVU
A Þ; ð17:28Þ

VU
A ¼ ðymA þ ð1� yÞmBÞdVU

A þ ðyð1� mAÞ þ ð1� yÞð1� mBÞÞdVC
A : ð17:29Þ

By construction, all B clients remain forever unmatched, and their expected payo¤

VU
B is 0. If, by chance, a B client is able to establish a trade credit relationship with

a supplier, its expected payo¤ will be

VC
B ¼ tðb þ dVC

B Þ þ ð1� tÞ: ð17:30Þ

Steady state equilibrium values for V S, VN , VC
A , VN

A , and VC
B can be derived from

the equations above; they are similar to equations (A1) to (A4) and are skipped for

the sake of brevity.

For a DEE to be self-enforcing, several equilibrium conditions must be satisfied,

four of which deserve consideration: A clients must pay their suppliers (EC8), sup-

pliers must screen A clients (EC9), they must not screen B clients (EC10), and B

cannot credibly induce suppliers to screen them by o¤ering to pay a higher price. We

begin with the first three conditions:

b þ dVC
A b 1þ dVU

A ðEC8Þ; ð17:31Þ

VN
b 0 ðEC9Þ; ð17:32Þ

VN
b ðymA þ ð1� yÞmBÞdVN

þ ðyð1� mAÞ þ ð1� yÞð1� mBÞÞdV S � c ðEC10Þ: ð17:33Þ

Replacing by equilibrium values and solving for b and a, we get

bb b �
A 1

1� dymA � dð1� yÞmB
1þ d� dymA � dð1� yÞmB

ðEC8 0Þ; ð17:34Þ

ab a�
A 1

1� t

t
þ cð1� dtÞ
dtð1� mAÞ

ðEC9 0Þ; ð17:35Þ

aa a�
B 1

1� t

t
þ cð1� dtþ dyðmB � mAÞÞ

dtð1� mBÞ
ðEC10 0Þ: ð17:36Þ

The repayment condition (EC8 0) is essentially the same as that derived in section

17.2, except that the matching probabilities are slightly di¤erent. For the two

screening conditions (EC9 0) and (EC10 0) to hold simultaneously, a�
B must be greater

than a�
A. If c ¼ 0, this requirement cannot be satisfied. Suppose that c > 0. Since, by

assumption, mB > mA, the denominator of the c term is lower and the numerator
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larger in (EC10 0) than in (EC9 0). Consequently, whenever mB > mA, then a�
B > a�

A

regardless of the values of d, t, y, c, mA, and mB, and there exist values of a that satisfy

both screening conditions (EC9 0) and (EC10 0). The larger the gap between mB and

mA, the larger is the set of values of a for which both conditions hold. For conditions

(EC8 0) to (EC10 0) to be satisfied simultaneously, the combined gains from trade k

must be large enough to ensure that there exist values a and b such that b > b �
A,

ab a�
A, and aþ b ¼ k. If this requirement does not hold, suppliers will refuse to

screen anyone and trade credit will not be o¤ered.

So far we have implicitly assumed that suppliers charge the same price to all clients

regardless of their ethnic background. Could B clients induce suppliers to screen

them by o¤ering to pay a price higher than that charged to A firms? To verify that

the DEE is robust to such o¤ers, we examine whether a supplier could improve its lot

by departing from discriminatory exclusion in exchange for a higher sale price—and

thus a higher a. Since we are considering a single deviation from the equilibrium

path, we assume that other suppliers continue to exclude B firms from trade credit. If

a B client can credibly o¤er to split gains from trade k in such a way that a > a�
B,

then discriminatory exclusion is not self-enforcing.36 Such an o¤er is credible only if

repayment by the B firm is self-enforcing, if

b þ dVC
B b 1þ VN

B : ðEC11Þ

Replacing VC
B and VN

B by their equilibrium value, we get

bb b �
B 1 1� d; ðEC11 0Þ

where b �
B is the profit margin that is just su‰cient to induce an otherwise excluded

B firm to repay trade credit. As is apparent from comparing (EC8 0) to (EC11 0),

b �
B < b�

A: B firms who are lucky enough to receive credit from one supplier in a DEE

are more reliable than A firms. The reason is that they value the relationship more

than A firms since, unlike A firms, they would not receive trade credit from another

supplier if they cheat.

If b�
B þ a�

B > k, there exist no distribution of the gains from trade such that the

supplier can be induced to screen a B firm and the B firm can be induced to pay the

supplier. A DEE is thus self-enforcing if the value of k is such that

36. More precisely, it is not sustainable without a metapunishment that deters suppliers from accepting
higher prices from B clients. Since both supplier and client have an incentive to conceal that a higher price
was charged, enforcing such a metapunishment is problematic. We prefer to focus here on decentralizable
punishment mechanisms.
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a�
A þ b�

A < k < a�
B þ b �

B: ðEC12Þ

For such a k to exist, a�
A þ b �

A � a�
B � b�

B must be negative, meaning that we must

have

d2ð1� ymA � ð1� yÞmBÞ
1þ d� dymA � dð1� yÞmB

� cðmB � mAÞð1� dtþ dyð1� mAÞÞ
dtð1� mAÞð1� mBÞ

< 0: ðEC13Þ

The first term corresponds to b �
A � b�

B; it is positive. The second term corresponds to

a�
A � a�

B; it is negative whenever c > 0 and mB > mA. It is also decreasing (more

negative) in c and mB � mA. Since (EC13) is linear in c, it is obvious that for any set

of parameter values, there exists a screening cost c, say c�, such that, for all c > c�,

(EC13) is negative. Then, for any c > c�, there exist values of k that satisfy equation

(EC12) and for which the DEE is self-enforcing. This completes part (i).

(ii) When discriminatory exclusion is not self-enforcing, price discrimination may

nevertheless arise. To see why, consider an equilibrium in which all agents, regardless

of their type, are screened by suppliers. The minimum level of b that deters breach of

contract is thus the same for all. It is equal to b �
A from (EC8). The minimum level

of a that is needed to induce suppliers to screen, however, depends on the client’s

ethnicity. The di¤erence between the two can be computed to be37

a��B � a��A ¼ cðmB � mAÞð1þ dð1� tÞ � dymA � dð1� yÞmBÞ
dtð1� mAÞð1� mBÞ

: ð17:37Þ

The sign of a��B � a��A is the same as the sign of mB � mA: suppliers require a higher

minimum profit rate before screening client populations with a higher proportion of

incompetent firms. Since the buyer’s profit rate is equal to k� a, a higher a means

that b must be lower. This does not, however, imply that price discrimination arises

whenever observable characteristics such as ethnicity help predict competence; as

long as a��B þ b�
A < k, suppliers can charge the same price to all. In that case there

exists a supplier margin a > a��B that satisfies both screening conditions and deters

breach (i.e., b ¼ k� ab b �
A). Whether or not suppliers can set such a price depends

on their bargaining power. Powerful buyers may try to force the price below a��B .

Only suppliers dealing with A buyers may agree to do so, in which case A and B

buyers will pay a di¤erent price. Price discrimination is thus more likely when sup-

pliers’ market power is weak.

37. Equation (17.37) is derived as follows: Equilibrium values for V S and V N are computed assuming
that all firms are screened as in section 17.2. a��A and a��B can then be computed from the screening con-
ditions midV

N þ ð1� miÞdV S b dV N , for i A fA;Bg.
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(iii) A third, hybrid equilibrium is also possible in which price discrimination and

discriminatory rationing coexist. To see how such an equilibrium may arise, let us go

back to our discussion of discriminatory exclusion. Consider what happens when c is

just below c�, that is, when

k ¼ a�
A þ b �

A ¼ a�
B þ b �

B þ e ð17:38Þ

with e small. Discriminatory exclusion is not self-enforcing, but this cannot imply

that all B firms suddenly get access to trade credit, even at a higher price. The reason

is that if they did, the level of profit required for them to respect contracts would

jump from b �
B to the much higher b�

A: the profit rates required to deter breach and

guarantee the screening of B firms would exceed total gains from trade k. Conse-

quently, when c falls just below c�, only a fraction of the B firms, say g, can gain

access to trade credit. Let bo
B be the minimum profit level that ensures trade credit

repayment when the likelihood of being screened by a supplier is g:

b o
B ¼ 1� dþ dg� dgmAy� dgmBð1� yÞ

1þ dg� dgmAy� dgmBð1� yÞ : ð17:39Þ

Clearly, bo
B is an increasing function of g: the more likely B are to receive trade credit

after cheating on a supplier, the harder it is to deter breach. By keeping g low

enough, it can be ensured that a�
B þ b o

B a k.

For a particular level of discriminatory rationing g to be an equilibrium, suppliers

must randomize. For randomization to constitute a best response, suppliers must be

indi¤erent between screening and not screening B firms. This condition is satisfied

only when their margin on B sales is equal to a�
B. Furthermore, it must not be

possible for B firms to credibly o¤er a buying price higher than a�
B; otherwise, sup-

pliers would not be indi¤erent between screening and not screening, and random-

ization would not be optimal. Consequently, for discriminatory rationing to be

self-enforcing, it must be that

a�
B þ b o

B ¼ k: ð17:40Þ

Equation (17.40) thus implicitly determines the equilibrium value of g and thus the

fraction of B clients that su¤er from discriminatory rationing. It also indicates that

discriminatory rationing must coexist with price discrimination: since g < 1 only

when b �
A > k� a�

B ¼ bo
B, it follows that the price charged to B firms must exceed that

charged to A firms. As mB falls relative to mA, discriminatory rationing becomes less

severe: a�
B falls, leading to an increase in bo

B, and thus to a rise in g. When g reaches 1,

discriminatory rationing disappears, and bo
B ¼ b�

A: A firms and B firms have the same
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breach deterrence condition. Price discrimination may persist, although it is no

longer necessary for the equilibrium to be sustainable. This completes the proof. 9

Proof of Proposition 17.3 (i) We begin by showing that network e¤ects can sup-

port steady state equilibria in which out-clients are all screened but in-clients receive

instant credit from in-suppliers. We call such equilibria preferential treatment equi-

libria (PTE). Let y be the proportion of out-firms among unmatched firms.38 Payo¤s

to matched suppliers and clients in a PTE are given by, respectively,

V S
k ¼ tðaþ dV S

k Þ þ ð1� tÞð�1þ dVN
k Þk A fI ;Og; ð17:41Þ

VC
k ¼ tðb þ dVC

k Þ þ ð1� tÞð1þ dVU
k Þk A fI ;Og: ð17:42Þ

Payo¤s to unmatched suppliers are

VN
I ¼ yðmdVN

I þ ð1� mÞdV S
I � cÞ þ ð1� yÞðmdVN

I þ ð1� mÞðaþ dV S
I ÞÞ; ð17:43Þ

VN
O ¼ mdVN

O þ ð1� mÞdV S
O � c: ð17:44Þ

Payo¤s to unmatched clients can be similarly derived as

VU
I ¼ yðmdVU

I þ ð1� mÞdVC
I Þ þ ð1� yÞðmdVU

I þ ð1� mÞðb þ dVC
I ÞÞ; ð17:45Þ

VU
O ¼ mdVU

O þ ð1� mÞdVC
O � c: ð17:46Þ

In a PTE, expected discounted payo¤s of in-suppliers and clients are higher

than those of out-firms: in-suppliers save on screening and establish full business

relationships faster; in-clients receive trade credit more rapidly. For a PTE to be self-

enforcing, breach deterrence and screening conditions must be satisfied as in sections

17.1 and 17.2.

It is easy to verify that b �
I > b�

O always: it is easier to deter breach of contract

among out-firms because they face a higher penalty. Similarly it is straightforward to

verify that a�
I > a�

O always: in-suppliers are more tempted than out-suppliers to stop

screening unknown firms because they can hope to be matched with a known firm in

a subsequent period. In contrast, it is never in insiders’ interest to refuse instant credit

to recommended clients (as long as bI > b �
I , of course). For a PTE to be sustainable,

total gains from trade k must be su‰cient to ensure that trade margins exist that

satisfy the equilibrium conditions above; that is, it must be that a�
I þ b �

O a k and

b �
I a k. If in addition b �

I þ a�
I > k, in-suppliers have to charge a higher price to out-

38. As in the previous two sections, we abstract from the fact that the proportion of unmatched firms
depends on strategies. See chapter 11 for a thorough treatment.
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than in-clients. The reason is that in-clients have to be cajoled into repaying suppliers

(i.e., b �
I > b�

O), while in-suppliers have to be bribed into screening out-clients (i.e.,

a�
I > 0). Price discrimination may thus arise in a PTE.

(ii) To see why network e¤ects can lead to discriminatory exclusion, note that for

trade between in-suppliers and out-clients to be possible, it must be that a�
I þ b�

O a k:

in-suppliers must be compensated for the risk they take in screening unknown firms,

and out-clients must be motivated to pay suppliers. If total gains from trade k are

not su‰cient to ensure that both conditions are satisfied, in-suppliers cannot be

convinced to screen outsiders. They may continue to o¤er instant credit to insiders,

however. This can be shown formally by considering an equilibrium in which in-

suppliers o¤er instant trade credit to in-clients but refuse to deal with outsiders.

Depending on parameter values, out-suppliers may find it optimal to screen clients or

to refuse credit to all.

Let us first consider the case in which out-suppliers screen clients. Call this equi-

librium an outsider exclusion equilibrium (OEE). In an OEE, in-clients face the same

payo¤s as in a PTE and the breach deterrence condition is satisfied for bI b b�
I . For

outsiders the breach deterrence conditions is now satisfied for

bb b��O 1
1� dm� dyþ dym

t� ð1� mÞð1� yÞ : ð17:47Þ

Threshold trade margins for suppliers are the same as in the PTE; in-suppliers refuse

to screen out-clients as long as aI < a�
I ; out-suppliers screen all clients whenever

aO > a�
O.

An OEE is sustainable provided that b�
I < k, b��O þ a�

I > k, and b��O þ a�
O < k.

Since a�
O < a�

I always (see above), it is possible to satisfy the second and third con-

ditions simultaneously. That the three conditions are satisfied for some parameter

values is straightforward to verify numerically. It is also easy to check that these

conditions are more likely to be satisfied when y is small, that is, when the proportion

of insiders in the economy is large. Discriminatory exclusion can thus result from

network e¤ects. Discriminatory rationing may also arise. This can be shown using

the same approach as in section 17.2.39

(iii) If out-suppliers find screening too costly, network e¤ects lead to what we may

call a closed-shop equilibrium (CSE): only members of the network receive trade

39. The need for randomization can be seen by noting that b��O < b �
O: if, in the vicinity of bO ¼ b��O , all out

clients were to be suddenly screened by in-suppliers, there would be a jump in the breach deterrence con-
dition from b��O to the higher b �

O. This jump may violate the requirement that a�
I þ b �

O < k, therefore
requiring that in-suppliers randomize.

Discrimination and Networks 357



credit; outsiders are excluded from receiving any trade credit. To show that a CSE is

possible, we must demonstrate that the breach deterrence condition can be satisfied

for in-clients while at the same time the screening condition is not satisfied for out-

clients. It is easy to verify that the former holds whenever bI b 1� dm� dyþ dym.

The latter is satisfied if aO < a�
O. Provided therefore that

a�
O > 1� dm� dyþ dym; ð17:48Þ

there exist values of k such that a CSE is sustainable. Since a�
O is an increasing func-

tion of c, it is clear that there always exists a high enough level of screening costs

such that equation (17.48) is satisfied. A CSE is thus more likely to arise when

screening is very costly, as intuition would suggest. 9
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18 Supplier Credit and Ethnicity

This chapter investigates the presence of ethnic bias in market transactions among

African manufacturing firms. We examine trade (supplier) credit because it o¤ers

a perfect vantage point into the functioning of decentralized markets involving a

large—though not infinite—number of participants: supplier credit will be o¤ered

only if su‰cient trust exists between the parties. An additional reason for investigat-

ing supplier credit is that it represents a nonnegligible source of firm finance for the

overwhelming majority of African manufacturers. It is particularly important for

small firms with limited access to bank finance. It is true that the credit firms receive

from their suppliers is short term: each credit is due within a month or so. But sup-

plier credit is constantly renewed as firms place new orders. As a result it provides a

more stable source of external funds than a bank loan that typically has to be paid

back within a couple of years.

As we have discussed in the previous chapter, ethnic bias can originate from a

wide variety of source. Finding evidence that market outcomes are correlated with

ethnic origin does not, by itself, constitute evidence of discrimination or prejudice. In

fact, in the next chapter we will argue that at least part of the observed bias can be

attributed to network e¤ects. In this chapter our purpose is simply to investigate

whether market outcomes depend on the ethnicity of agents.

To keep things as simple and straightforward as possible, we use very broad cate-

gories based on race alone. In the work that follows, we identify at most five eth-

nicity categories, based on descent and not citizenship: African (black), European

(white), Asian (primarily from South Asia), Mideastern (primarily from Syria and

Lebanon), and other (primarily individuals of mixed ancestry). This very broad cat-

egorization o¤ers three advantages. First, race is most of the time readily identifiable

via physical features and name. Race information is therefore straightforward to

collect. As we have seen in earlier chapters, there is quite a bit of racial diversity

among African entrepreneurs so that it is a meaningful categorization as well.

Second, race is a fairly objective dimension of ethnicity. There is a lot of eth-

nic di¤erentiation within the population of African ancestry which constitutes the

majority of surveyed entrepreneurs. But ethnic identity is often a matter of subjective

assessment, especially among urban entrepreneurs who over the years have loosened

their ties with rural relatives. Even in rural areas, ethnic identity is seldom clear-cut

because people move and intermarry. As a result ethnicity is often open to interpre-

tation and personal appreciation. In a number of cases language could be used as

a marker for ethnicity. But there are plenty of situations where this does not work.

In Burundi, for instance, one of the countries in our sample, Tutsis and Hutus con-

sider themselves as separate ethnic groups, yet they speak the same language. Most



entrepreneurs in the sample speak several languages, if only because it is a business

necessity. Language is thus not a useful distinction either.

Third, there often is quite a bit of tension around the issue of ethnic identification

in Africa. The 1994 genocide in Rwanda is one extreme example, but there are plenty

of others. Ethnic identity has a political dimension in every single country in the

sample. In this context it was di‰cult—and often counterproductive—to ask re-

spondents to define their own ethnicity publicly, beyond what cannot be denied such

as race. This is why race is the focus of our empirical analysis.

18.1 The Data

The data used in our analysis come from the RPED manufacturing surveys described

in chapter 3. The basic features of the data are summarized in table 18.1. We only

show figures for wave 1; figures for the other waves are qualitatively similar.

Table 18.1
Supplier credit and ethnic composition

Burundi Cameroon Côte d’Ivoire Ethiopia

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Annual sales 117 389,694 225 3,952,165 213 4,886,052 174 4,857

Firm age 120 11 237 12 230 16 208 17

Account payables 111 50,076 199 149,271 179 348,712 149 462

Account
receivables

110 22,971 190 169,983 183 411,668 129 261

Payables/annual
sales

13% 4% 7% 10%

Receivables/
annual sales

6% 4% 8% 5%

African descent 110 89% 239 81% 234 57% 209 83%

European descent 110 6% 239 13% 234 25% 209 1%

Asian descent 110 4% 239 2% 234 0% 209 0%

Other non-African
descent

110 1% 239 4% 233 18% 209 15%

Some foreign
ownership

120 30% 210 32% 234 47% 209 3%

Limited liability
status

120 38% 207 62% 234 58% 209 19%

% imported inputs 115 42% 225 46% 220 20% 189 47%

% exported output 119 4% 242 10% 232 21% 209 1%

Note: All figures are given for wave 1, except for Ghana where wave 2 figures are given (no account pay-
able and receivable information was collected for wave 1 in Ghana).
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As can be seen, firms receive credit from their suppliers and give credit to their

clients.1 On average, at the time of the survey, firms owed to their suppliers the

equivalent of 8 percent of their annual sales. This is equivalent to one month of sales

on average. Credit from suppliers is smallest in Zambia (3 percent) and highest in

Burundi (13 percent). There is some variation between years, possibly because of

changes in interest rates and macroeconomic conditions. Trade credit to clients is

of the same order of magnitude—8.2 percent of annual sales on average, with a low

of 4 percent in Cameroon and a high of 15 percent in Zimbabwe. In some countries

trade credit is a net source of funds for firms—they receive more than they give

(Burundi, Ethiopia, and Ghana). In others, it is a net drain on the firm’s financial

resources (Zimbabwe and Zambia).

1. In a very small number of cases, firms receive credit from clients (advances) or give credit to suppliers
(downpayment). The amounts involved are usually quite small and these cases are ignored here. We
repeated our analysis using combined credit figures (e.g., credit received from suppliers and clients, and
credit given to suppliers and clients). Qualitative results are una¤ected.

Ghana Kenya Tanzania Zambia Zimbabwe

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

Number
of obser-
vations Mean

194 209,186 215 41,275 201 274,354 205 304,309 202 25,556

200 16 223 19 217 16 215 18 202 24

181 13,935 190 3,721 197 21,225 199 9,758 182 2,350

181 10,750 193 2,772 191 18,985 197 26,585 189 3,849

7% 9% 8% 3% 9%

5% 7% 7% 9% 15%

126 91% 222 42% 177 71% 185 59% 173 33%

126 1% 222 4% 177 0% 185 13% 173 47%

126 0% 222 50% 177 28% 185 26% 173 13%

126 8% 222 4% 177 1% 185 2% 173 7%

212 17% 223 18% 217 12% 215 13% 203 23%

200 45% 223 51% 217 66% 215 72% 202 74%

171 15% 222 19% 211 11% 214 24% 199 17%

209 4% 223 7% 216 4% 214 2% 199 11%
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No matter what the net contribution of trade credit is on average, what is clear

from discussions with entrepreneurs is that firms that do not receive credit from their

suppliers are at a disadvantage relative to others. In virtually all cases, firms that are

o¤ered supplier credit make use of it because it is cheaper than bank credit, it is

flexible, and it simplifies the conduct of business. By the same token, firms that can-

not o¤er credit to their clients find it more di‰cult to compete for market shares. The

ability to receive and o¤er trade credit is thus one factor in the success of a firm.

As is clear from table 18.1, the ethnic makeup of manufacturing samples di¤ers

quite significantly across countries.2 In countries such as Cameroon, Côte d’Ivoire,

Zambia, and especially Zimbabwe, a significant minority of surveyed entrepreneurs

is of European ascent. Asian entrepreneurs are found throughout Eastern and South-

ern Africa, for example, in Kenya, Tanzania, Zambia, and Zimbawe. A number of

entrepreneurs of Mideastern origin are found in Côte d’Ivoire and Ghana while

Ethiopia counts a number of entrepreneurs of mixed origin (primarily European and

Ethiopian or Eritrean).

Surveyed firms also di¤er in other dimensions that are likely to be correlated with

supplier credit usage, such as foreign ownership or limited liability status. Firms that

import much of their inputs or export much of their output may also deal di¤erently

from other firms. Average characteristics are given on table 18.1 for RPED sample

firms.

18.2 Multivariate Analysis

We are interested in finding out whether ethnicity explains part of the variation in

trade credit usage. In other words, we wish to estimate the relationship between credit

received Cr
i; s; c; t and given C

g
i; s; c; t and the ethnicity Ei; s; c of a firm (entrepreneur/

manager) i in sector s in country c at time t. In other words, we want to estimate

Cr
i; s; c; t ¼ frðEi; s; cÞ;

C
g
i; s; c; t ¼ fgðEi; s; cÞ:

Ethnicity is measured by a series of dummies defining the race of the entrepreneur. It

does not change over time.3

2. What is measured is the ethnicity of the entrepreneur, that is, of the manager of the firm. In most cases
this is also the main if not sole owner of the firm.

3. In very few cases the ethnicity of a firm appears to have changed over time. This may be due to a
change in ownership or management, or be the result of measurement error. These cases are ignored in the
analysis presented here.
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To estimate this relationship in a meaningful manner, we need to control for other

factors likely to influence trade credit usage. The first of these is simply firm size:

other things being equal, enterprises that sell more, receive and give more trade credit

as well. We also need to control for firm age: older firms might have built a reputa-

tion that enables them to access supplier credit, as well as a stronger financial base

that makes it possible to o¤er credit to clients. Foreign ownership may a¤ect trade

credit usage as alternative sources and uses of funds exist for these firms. Once we

control for other firm characteristics, limited liability status should, in principle, dis-

courage supplier credit since creditors cannot recover their debt on the personal

assets of the owner(s). The percentage of imported inputs or exported output may

also a¤ect trade credit usage because international transactions often rely on the

letter of credit which, by construction, dissociates supplier credit from the sale. The

estimated equations are thus of the form

log Cr
i; s; c; t ¼ a0 þ as log Si; s; c; t þ arEi; s; c þ aiIi; s; c þ azZi; s; c þ us; c; t þ ei; s; c; t; ð18:1Þ

log C
g
i; s; c; t ¼ a0 þ as log Si; s; c; t þ arEi; s; c þ axXi; s; c þ azZi; s; c þ us; c; t þ ei; s; c; t; ð18:2Þ

where Si; s; c; t denotes total sales, Ei; s; c is a vector of ethnicity dummies, Ii; s; c is the

share of imported inputs, Xi; s; c is the share of exported output, Zi; s; c is a vector of

firm characteristics thought to influence trade credit usage, and us; c; t is a sector–

country–wave specific fixed e¤ect. African ancestry is the omitted dummy.

Equations (18.1) and (18.2) are estimated using the data summarized in table 18.1.

Estimation results are presented in table 18.2 for equation (18.1) and table 18.3 for

equation (18.2), individually for each country and for the combined sample. Results

are extremely variable from one country to another. Entrepreneurs of European

ancestry tend to receive more supplier credit in the countries in which they constitute

a significant minority (Cameroon, Côte d’Ivoire, Zambia, and Zimbabwe). In other

countries they do not di¤er significantly from entrepreneurs of African descent.

Asian entrepreneurs constitute significant minorities in Kenya, Tanzania, Zambia, and

Zimbabwe, but being Asian does not appear to have a consistent e¤ect on credit

from suppliers. In Zambia and Zimbabwe, Asian entrepreneurs receive more trade

credit (only significantly so in Zimbabwe), but they receive less in Tanzania. In Kenya

where they constitute the bulk of the business class, they do not appear to receive more

credit from suppliers than entrepreneurs of African descent. Regarding entrepreneurs

of other or mixed ancestry, they appear to receive more supplier credit than Africans

in Ethiopia and Zimbabwe. In other countries, their dummy is not significant.

Turning to credit given to clients (table 18.3), we again see that entrepreneurs

of European descent are, on average, more likely to give trade credit. The e¤ect
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Table 18.2
Supplier credit received

All Burundi Cameroon Côte d’Ivoire Ethiopia Ghana

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Annual sales (log) 0.895 26.22 0.426 1.58 1.044 10.46 1.112 9.78 0.180 1.92 0.489 2.72

Age of firm (log) 0.433 5.29 1.164 2.88 0.895 3.42 0.658 2.28 0.125 0.68 �0.137 �0.43

Foreign ownership
(yes ¼ 1)

0.594 3.43 0.870 1.10 �0.035 �0.06 1.127 2.43 �0.242 �0.26 0.919 0.91

Limited liability status
(yes ¼ 1)

0.616 4.06 3.778 3.43 1.288 2.88 0.791 1.23 0.428 0.68 0.979 1.34

% imported inputs 0.352 1.58 �0.338 �0.39 �0.090 �0.16 2.152 2.87 �0.688 �1.54 0.751 0.59

European descent
(yes ¼ 1)

0.988 4.45 0.192 0.11 2.035 3.05 0.766 1.15 �3.052 �1.22

Asian descent (yes ¼ 1) �0.159 �0.80 1.429 0.71 0.418 0.32

Other non-African descent
(yes ¼ 1)

0.010 0.03 2.709 0.80 0.790 0.67 �0.415 �0.57 1.357 1.80 �0.232 �0.20

Intercept �6.765 �22.17 �4.642 �2.15 �10.16 �8.87 �10.41 �9.42 �0.807 �1.33 �2.237 �1.28

Number of observations 3,052 97 509 334 143 202

Number of groups 84 4 12 8 4 8

R-squared:

Within 0.408 0.485 0.413 0.590 0.277 0.156

Between 0.477 0.818 0.523 0.763 0.453 0.630

Overall 0.419 0.502 0.416 0.607 0.280 0.179

Fraction of variance due
to fixed e¤ects

0.170 0.025 0.034 0.096 0.023 0.026

Note: The dependent variable is the (log of ) the value of account payables (due to suppliers) at the time of the survey. The ‘‘other non-African descent’’ category
includes mideasteners and people of mixed ancestry. In Tanzania and Zambia the very few observations in the ‘‘other’’ category were combined with the ‘‘Asian’’ and
‘‘European’’ category, respectively (mideastern in Tanzania; mixed ancestry in Zambia).
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Kenya Tanzania Zambia Zimbabwe Wave 1 Wave 2 Wave 3

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

0.863 9.94 0.695 6.69 0.763 7.83 0.963 21.45 0.818 15.86 1.012 17.15 0.875 12.34

0.199 0.93 0.456 2.01 0.487 2.25 0.201 1.92 0.440 3.80 0.437 3.03 0.473 2.51

0.700 1.79 0.491 0.70 0.369 0.51 �0.055 �0.27 1.173 4.55 0.127 0.45 0.199 0.50

0.695 1.78 �0.363 �0.96 0.444 1.09 0.358 2.18 0.582 2.47 0.739 2.82 0.566 1.87

�0.277 �0.45 0.865 1.13 1.265 1.98 0.355 1.08 0.332 1.06 0.410 1.02 0.307 0.62

�0.063 �0.09 0.752 1.42 0.834 3.70 0.661 1.92 1.279 3.46 1.010 2.19

0.027 0.07 �1.307 �2.88 0.615 1.37 0.561 2.31 �0.600 �1.99 �0.474 �1.37 0.811 1.96

0.811 1.03 0.765 2.17 �0.428 �1.00 0.837 1.69 �0.268 �0.38

�4.828 �6.51 �5.562 �5.22 �7.485 �8.12 �4.426 �14.94 �6.274 �14.58 �7.537 �14.00 �6.867 �9.74

503 343 453 468 1,273 992 787

12 12 12 12 32 28 24

0.424 0.154 0.315 0.811 0.391 0.482 0.362

0.259 0.308 0.365 0.824 0.573 0.556 0.163

0.405 0.165 0.306 0.811 0.429 0.490 0.321

0.093 0.116 0.050 0.040 0.157 0.170 0.168
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Table 18.3
Supplier credit given

All Burundi Cameroon Côte d’Ivoire Ethiopia Ghana

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Annual sales (log) 0.868 25.31 0.805 2.92 0.487 4.95 1.227 11.03 0.237 2.21 0.366 2.33

Age of firm (log) 0.304 3.73 0.614 1.64 0.936 3.80 0.032 0.12 �0.011 �0.05 �0.080 �0.29

Foreign ownership
(yes ¼ 1)

0.111 0.65 �0.013 �0.02 �1.245 �2.42 0.286 0.64 0.875 0.80 1.545 1.72

Limited liability status
(yes ¼ 1)

1.175 7.89 3.203 2.96 2.334 5.52 0.563 0.93 1.212 1.68 2.711 4.46

% exported output �0.701 �2.16 �5.297 �1.74 �0.070 �0.08 �2.779 �3.64 0.366 0.21 �2.789 �1.36

European descent
(yes ¼ 1)

0.786 3.60 �1.806 �1.17 1.657 2.59 1.254 2.00 1.438 0.65

Asian descent (yes ¼ 1) 0.211 1.07 �1.937 �0.99 �1.441 �1.16

Other non-African descent
(yes ¼ 1)

�0.278 �0.96 0.550 0.17 0.701 0.65 0.479 0.70 0.523 0.61 �1.913 �1.82

Intercept �4.796 �15.41 �5.403 �2.34 �1.944 �1.71 �7.641 �7.16 �0.523 �0.73 0.224 0.15

Number of observations 3,021 99 506 342 129 216

Number of groups 84 4 12 8 4 8

R-squared:

Within 0.396 0.511 0.255 0.529 0.295 0.250

Between 0.542 0.402 0.084 0.613 0.660 0.808

Overall 0.427 0.498 0.213 0.533 0.238 0.280

Fraction of variance due
to fixed e¤ects

0.144 0.050 0.104 0.124 0.121 0.058

Note: The dependent variable is the (log of ) the value of account receivables (due by clients) at the time of the survey. The ‘‘other non-African descent’’ category
includes mideasteners and people of mixed ancestry. In Tanzania and Zambia the very few observations in the ‘‘other’’ category were combined with the ‘‘Asian’’ and
‘‘European’’ category, respectively (mideastern in Tanzania; mixed ancestry in Zambia).
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Kenya Tanzania Zambia Zimbabwe Wave 1 Wave 2 Wave 3

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

Coe‰-
cient

t-
statistic

0.885 11.01 1.018 8.29 1.092 11.42 0.956 20.00 0.824 15.88 0.937 15.72 0.851 11.95

�0.013 �0.07 0.420 1.51 0.235 1.00 0.299 2.67 0.238 2.08 0.382 2.65 0.354 1.86

0.753 2.13 0.281 0.33 1.372 1.98 0.047 0.21 0.324 1.27 �0.016 �0.06 �0.038 �0.10

0.957 2.67 �0.189 �0.42 1.345 3.26 0.741 4.27 1.426 6.15 1.086 4.23 0.923 3.12

�0.316 �0.50 �2.473 �1.45 3.156 1.98 0.319 0.78 �1.601 �3.27 0.474 0.89 �1.051 �1.42

0.755 1.13 �0.904 �1.75 0.738 3.09 0.879 2.62 0.404 1.11 1.049 2.29

0.565 1.66 0.074 0.14 0.024 0.05 0.391 1.50 0.226 0.75 �0.320 �0.94 0.786 1.96

0.860 1.19 0.590 1.59 �0.265 �0.64 �0.635 �1.31 0.237 0.33

�3.881 �5.62 �7.031 �5.54 �7.398 �7.75 �4.254 �13.48 �4.508 �10.31 �5.209 �9.39 �4.884 �6.74

502 346 406 475 1,272 967 782

12 12 12 12 32 28 24

0.519 0.221 0.440 0.798 0.401 0.444 0.344

0.352 0.125 0.024 0.038 0.608 0.549 0.330

0.500 0.216 0.363 0.770 0.458 0.458 0.332

0.083 0.089 0.171 0.166 0.171 0.140 0.109
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is positive and significant in three of the four sample countries where European

entrepreneurs form a significant minority—Cameroon, Côte d’Ivoire, and Zimbawe.

In the fourth one, Zambia, the European dummy is significant but with the wrong

sign. This particular result, however, is not robust; it disappears with a small change

in the list of regressors. Entrepreneurs of Asian descent give more trade credit in

Kenya, where they represent the bulk of entrepreneurs. In other countries, being

Asian is not significant. In Ghana, entrepreneurs of Mideastern ancestry who con-

stitute a small proportion of the sample appear to receive less credit, but again this

e¤ect is not robust and may be due to the small number of observations.

To check for robustness, we also reestimated equations (18.1) and (18.2) with

annual sales Si; s; c; t and ethnicity Ei; s; c only. The purpose of this procedure is to

examine whether a stronger ethnic bias is present in the data but is correlated with

other regressors—imported inputs Ii; s; c, exported outputs Xi; s; c, and firm character-

istics Zi; s; c—and goes away when they are included in the regression. If true, this

could generate strong perceptions of ethnic bias among the population even though

the bias is probably due to other firm features. Results show that the elimination of

extra regressors has no noticeable e¤ect on ethnic bias: the qualitative results shown

in tables 18.2 and 18.3 are essentially una¤ected. If, however, we simply regress

log Cr
i; s; c; t and log C

g
i; s; c; t on ethnicity Ei; s; c alone, not controlling for size Si; s; c; t,

we obtain very strong and highly significant ethnicity e¤ects in all countries except

Burundi and Tanzania. This suggests that much of the observed ethnic bias is related

to firm size: African entrepreneurs tend to operate smaller enterprises that receive

and give less trade credit. Of course, it remains unclear why enterprises run by Afri-

can entrepreneurs are smaller. It could be because they receive less trade credit in the

first place.

18.3 Conclusion

Taken together, our results suggest the presence of an ethnic bias in trade credit

usage among manufacturing firms in sub-Saharan Africa. The direction of the bias is,

in general, detrimental to entrepreneurs of African descent and favorable to entre-

preneurs originating from outside Africa. Much of this bias disappears when we

control for firm size, a reminder of the fact that African entrepreneurs run smaller

businesses. But some bias remains even after we do. Ethnic bias is stronger and more

favorable for entrepreneurs of European descent, who both receive and give more

trade credit. For other non-Africans, the e¤ect is not strong and it is not present in

all countries once we control for firm size. But when it is there, it is usually positive,

and when it is negative, it is usually not robust.
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These findings are a priori paradoxical since, in all the studied countries, African

entrepreneurs are surrounded by African entrepreneurs like them and they operate in

countries run by African politicians. One would therefore expect them to do better

than people who originate from outside the continent and are minorities in Africa—

often very small minorities. Moreover, after independence, many African govern-

ments have taken a pro-active stance on these issues and have tried to favor the

emergence of an indigenous business class. In these circumstances it would be politi-

cally di‰cult for nonindigenous businessmen and women to collude to discriminate

against Africans. Of course, it would be naive, simply on this basis, to dismiss prej-

udice and discrimination as possible explanations for our results. They nevertheless

suggest another possible explanation, namely the presence of business networks that

favor members of particular minorities. Examining this possibility is the purpose of

the next chapter.
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19 Discrimination and Networks in African Manufacturing

In the last chapter we saw that trade credit usage varies systematically with ethnicity

in African manufacturing. In this chapter we continue our investigation of the attri-

bution of supplier credit for evidence of ethnic bias. In chapter 17 it was suggested

that ethnic bias can result from discrimination or network e¤ects. Our objective in

this chapter is to disentangle the two. To this e¤ect, we focus on two countries—

Kenya and Zimbabwe—where discrimination is easier to study because non-

indigenous business groups—Asians in Kenya, Europeans in Zimbabwe—represent

a large proportion of the entrepreneurs.

To the extent that networks are based on ethnicity, both grant one particular eth-

nic group an economic advantage. Their testable implications di¤er in two important

dimensions, however. First, if networks do not matter, possible access to business

information through socialization and screening methods should not a¤ect how firms

get and give credit. In contrast, if network e¤ects are present, better access to infor-

mation should help predict which firms get and give credit.

Second, if bias is the result of statistical discrimination, firms that are discriminated

against will themselves discriminate among their clients. To the extent that all firms

face the same pool of potential clients, the ethnicity of a firm’s owner or manager

should then help determine whether the firm gets credit but not whether it gives

credit to its clients.1 In contrast, if ethnicity is correlated with network a‰liation, and

if bias is the result of network e¤ects, then insider firms should find it easier not only

to be recognized by suppliers but also to identify reliable clients. In this case ethnicity

should explain not only whether firms get credit but also whether they grant credit to

clients.2 The same holds for gender bias. These testable implications form the basis

of our empirical analysis.

19.1 Descriptive Analysis

The data used for this analysis come from the Kenya and Zimbabwe case study

samples. Descriptive statistics are given in table 19.1 for all firms and by ethnic

1. In contrast, if discrimination is due to taste, firms should favor members of their own ethnicity and one
should observe the reverse e¤ect (Darity and Mason 1998). By comparing the provision and attribution of
credit, this test is less subject to the criticism that a¤ects so-called standard tests of discrimination that
regress, say, wages or credit received on observable characteristics and race (e.g., Heckman 1998; Darity
1998).

2. The validity of the test rests on the assumption that credit reliability is not itself a determinant of the
willingness to grant trade credit to clients. If this were the case, being discriminated against would be cor-
related with customer credit through unreliability. Given that all clients ask for credit, it is hard to believe
that firms would fail to realize that granting credit to their clients helps their sales.



Table 19.1
Descriptive statistics

Number
of valid
obser-
vations All firms

Black
(1)

Other
(2)

Dominance
(3)

Firm characteristics

Number of employees (median) 111 48 4 65 73

Year the firm was created (median) 113 1975 1975 1970 1973

% of firms that are formally registered/
incorporated

113 65% 41% 88% 73%

% of firms that are a subsidiary 113 14% 14% 6% 17%

% of firms headed by a woman 114 12% 30% 13% 2%

% of firms reporting severe cash-flow
problems in recent past

103 35% 45% 38% 29%

Bank finance

% of firms with overdraft facility 113 69% 40% 69% 85%

% of firms who ever got a loan from
financial institution

92 43% 27% 54% 50%

Credit from suppliers

Share of credit purchases in total
purchases (median)

111 75% 17% 85% 90%

Duration of supplier credit in days
(median)

110 30 10 30 30

Cash discount on supplier credit (median) 57 3.75% 2.50% 3.75% 3.25%

Implicit monthly interest rate (median) 53 2.50% 5.00% 3.75% 2.50%

% of firms that ever purchase on credit 113 85% 62% 94% 97%

% of firms who are o¤ered credit on first
purchase

92 68% 35% 60% 84%

Credit to clients

Share of credit sales in total sales (median) 81 50% 0% 33% 75%

% of firms that ever sell on credit 114 79% 57% 88% 90%

% of firms who ever o¤er credit from first
purchasea

54 63% 42% 50% 74%

Socialization

% of firms that do not socialize with
suppliers at all

109 46% 46% 7% 10%

% of firms that socialize with suppliers
outside businessb

109 36% 11% 64% 44%

% of firms that do not socialize with
clients at alla

56 29% 38% 22% 26%

% of firms that socialize with clients
outside businessa,b

56 21% 8% 44% 21%

% of firms that do not socialize with bank
sta¤ at all

102 41% 72% 20% 32%

% of firms that socialize with bank sta¤
outside businessb

102 15% 3% 33% 16%
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group. Only 12 percent of sample firms are headed by women. There appears to be

a strong correlation between ethnicity and firm size. Similar—if not stronger—

correlations have been found in other studies (e.g., Daniels 1994; Bade and Gunning

1994; Himbara 1994). Ethnicity is also correlated with the amount of trade credit the

firm receives and gives and, to less extent, with availability of bank finance. Black

firms are less likely to socialize with their clients and suppliers than other firms, an

indication that black entrepreneurs largely remain outside the main business net-

work. Probably for this reason, mainstream firms are more likely than black firms to

screen customers using some sort of information sharing, and less likely to investi-

gate clients directly. Black firms are also less likely to be ‘‘formal’’: fewer of them are

registered, and they are less likely to request clients to fill forms.

In Kenya the case study firms have, on average, 15 regular suppliers, two-thirds of

whom extend trade credit. One-sixth of the case study firms pay occasional advances

to suppliers. The absolute number of regular suppliers to Kenyan-African firms is

considerably smaller than that for other firms. Although the number of regular sup-

pliers increases with firm size, black entrepreneurs have, on average, fewer regular

suppliers than even small firms. The proportion of suppliers who extend trade credit

also varies dramatically with the ethnicity of the firm’s owner: 39 percent of the reg-

ular suppliers to Kenyan-African entrepreneurs provided credit, against 74 percent

for other entrepreneurs. The two results are related: Kenyan-African firms, because

Table 19.1
(continued)

Number
of valid
obser-
vations All firms

Black
(1)

Other
(2)

Dominance
(3)

Screening of customers (multiple answeres allowed)

% of firms that ask clients to fill forms 98 51% 30% 71% 56%

% of firms that rely on trial period to
screen clients

98 56% 48% 64% 58%

% of firms that rely on reputation to
screen clients

98 73% 59% 93% 75%

% of firms that rely on direct investigation
to screen clients

98 37% 59% 50% 23%

Notes: Group (1) ¼ owner/manager is a native African. Group (2) ¼ owner/manager is neither a native
African nor member of the ethnic group that dominates business. Group (3) ¼ owner/manager belongs to
the ethnic group that dominates business in the country (South Asians in Kenya; whites in Zimbabwe).
The exact number of nonmissing observations varies across questions.
a. Data were collected in Zimbabwe only.
b. Other firms socialize during business hours.
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they are less likely to qualify for trade credit, are also less likely to rely on regular

suppliers. Instead, they shop around for the lowest cash price.

In Zimbabwe, supplier credit is well developed. On average, purchases on credit

account for 81 percent of all purchases. Again, there are sharp di¤erences across

ethnic groups or firm sizes. White entrepreneurs in the case study sample purchase

virtually all of their inputs on credit; black entrepreneurs, on the other hand, only

buy a little more than half on credit. The pattern of supplier credit use is similar to

that of overdraft facility: usage is high in all firm size categories except micro-

enterprises. It appears therefore that suppliers are not significantly better than banks

in their ability to reach microenterprises. This result somewhat contradicts expec-

tations from the theory: since suppliers gather information on their clients as a by-

product of the sale, one would have expected them to use that information to screen

trade credit applicants more e¤ectively than banks do—and thus to grant credit to

clients with no access to banks. If this result is confirmed, it implies that there is little

hope of channeling more credit to microenterprises by granting more credit to their

suppliers. Similar patterns emerge with regard to credit sales, with African firms and

microenterprises less likely to sell on credit than other firms. Large enterprises sell

a smaller fraction of their output on credit than do medium size firms. A possible

explanation for this is that large firms have market power and can impose their

payment terms onto customers (see Fafchamps et al. 1994 and Fafchamps 1996 for

similar conclusions).

19.2 The Role of Trade Credit

In this chapter we have implicitly assumed that receiving and giving trade credit is

good for business. Do we have evidence to back our claim? The answer is yes. Case

study firms in Kenya were asked why they give credit to certain customers. The

major reason they gave is that clients cannot pay cash and ask for credit. A few

respondents gave a more sophisticated answer, however. Some use credit to retain

big customers and maintain good relationships with them. In a world where trade

credit is only given to a few trustworthy customers, firms find it di‰cult to buy sup-

plies on credit from suppliers they have never dealt with. Firms therefore become

somewhat ‘‘captive’’ of suppliers who give them credit. Captivity is what makes trade

credit possible through the establishment of relation-specific social capital, but it may

also have some e‰ciency costs. One-fifth of the firms cite competition with others as

a reason for o¤ering credit. O¤ering advantageous credit terms is one way by which

firms compete for goods customers. The chief reason for not giving credit to cus-

tomers is the risk of nonpayment. In other words, the inability to costlessly and
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perfectly enforce contracts is what limits firms’ willingness to extend credit to their

customers. Lack of funds is also cited, but less frequently.

To pursue this point further, case study respondent were quizzed about repayment

guarantees. These discussions reveal an implicit hierarchy of available payment

forms: all customers may purchase on a cash basis, a more select group is allowed to

pay by check, and an even more select group receives trade credit. Within the trade

credit category itself, a hierarchy of instruments is used. Bills of exchange are used to

signal minimum flexibility and indicate a relative lack of trust. Few firms like to sign

bills. Postdated checks perform a function similar to that of bills. More privileged

customers are only asked to sign the supplier’s invoice. At the top of the hierarchy

trade credit is unmediated by any written or legally binding instrument. Firms that

have the capacity to grant credit to their clients with a reasonable expectation of

repayment are clearly at a market advantage.

To throw additional light on the use of trade credit, Zimbabwean case study

firms were asked why they buy on credit. By far the most common response, cited by

firms of all sizes and ethnic group, is that credit improves a firm’s ability to manage

its cash flow. White firms, however, are more likely to cite other reasons as well.

Some, for instance, said that buying on credit is more convenient than cash from an

accounting standpoint, and that it is safer than using cash for transactions because of

concerns about theft. This can be taken as circumstantial evidence that liquidity

considerations might be less important and security considerations more important

for white firms. Some respondents also said that they buy on credit because the sup-

plier does not o¤er a cash discount, or because the implicit cost of trade credit is

cheaper than alternative sources of finance. Only large firms stated that credit is

automatically o¤ered, suggesting that reputation and market power facilitate the

provision of trade credit.

Firms were also asked why, if at all, they buy cash. The most common reason cited

is that the supplier doesn’t o¤er credit. African firms are more likely to cite the sup-

plier’s unwillingness to grant credit as the only reason for paying cash. Other firms

often volunteered other reasons as well. Some said they prefer to take the cash dis-

count, others that cash purchases are for small, occasional purchases not worth the

hassle of applying to the supplier for a line of credit. One large firm saw cash pur-

chases as a way to attract suppliers of timber from the countryside. A handful of

firms, all microenterprises or small firms, stated they don’t like to incur debt and

prefer to pay cash. Self-rationing is consistent with the models of demand for credit

developed by Zeldes (1989), Carroll (1992), and Zame (1993): these firms probably

shy away from credit because they fear that a cash flow shock may reduce their

ability to pay, lead to default, and have disastrous consequences on their personal
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assets. Consistent with this interpretation, most of the self-rationed firms keep pre-

cautionary savings to deal with emergencies, and only one indicated it had other

sources of income it could draw upon in a crisis.

Asked why they sell on credit, most firms answered that it is an important dimen-

sion of their ability to compete. Customers don’t like to pay cash, they say, com-

petitors o¤er credit, and the firm can sell more by providing credit. Several firms,

none of them a microenterprise, cited accounting convenience as another reason for

selling on credit. One firm explained it was using factoring and thus could sell on

credit and get cash right away from the factor. From the point of view of the firms,

the sales promotion motive is therefore the most important motive from providing

credit to customers (Schwartz and Whitcomb 1979). Firms were finally asked why,

if at all, they sell cash. Enforcement considerations dominate respondents’ answers.

In most cases the firm sells cash because it believes it may not be paid and cannot

enforce repayment. In fact the client’s failure to repay in the past is often cited as a

reason for selling cash. As predicted in section 19.1, rationing of credit thus takes

place whenever firms do not believe they can trust their clients to pay them. Other

reasons for selling cash mirror those cited for buying cash: small, infrequent sales are

mostly on a cash basis; some buyers prefer to pay cash; and the respondent may be

unable to provide credit to its customers. There are no strong di¤erences across firm

sizes and ethnicity. Microenterprises are more likely to have customers who prefer to

pay cash, a possible reflection of self-rationing on the part of buyers. Buyers may

also prefer to pay cash simply for convenience reasons. Indeed, microenterprises sell

mostly to final consumers, who may prefer to pay on the spot to avoid coming back

to pay and having to keep track of debt obligations. To summarize, evidence of

rationing in trade credit is pervasive in the sense that certain buyers do not receive

credit from their suppliers. The purpose of the next section is thus to examine what

determines access to trade credit.

19.3 Access to Supplier Credit

Table 19.1 indicates that ethnicity and credit are related, but a number of other

factors—firm size, sector of activity, and susceptibility to liquidity problems—may

account for this relationship. To test for ethnic bias, we must rely on a multivariate

analysis. To this e¤ect, we begin by regressing the surveyed firms’ proportion of

purchases and sales made on credit on a series of firm characteristics thought to

influence the supply and demand of trade credit, plus dummy variables measur-

ing ethnicity and network e¤ects. We also use the limited information available on

whether firms ever purchase from or sell on credit to first-time commercial partners,
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and on credit terms and implicit interest in credit purchases. If statistical discrimina-

tion and network e¤ects are absent, the latter variable should be nonsignificant.3 The

accuracy of the test for discrimination rests critically on the absence of omitted vari-

able bias (e.g., Yinger 1998; Heckman 1998). If suppliers observe certain character-

istics of prospective clients that are not recorded in the data but are correlated with

ethnicity, we may erroneously conclude that ethnicity matters.4 To minimize this

bias, we include as regressors most of firms’ easily observable characteristics, such

as sector of activity, registered status, and subsidiary status, plus characteristics for

which the econometrician probably has better data than creditors, namely the actual

number of employees of the firm and its cash-flow history. Still the possibility of

omitted variable bias should be kept in mind before a significant coe‰cient on

ethnicity or gender is taken as evidence of discrimination, as the work of Neal and

Johnson (1996) reminds us.

The estimated regression for credit purchases is

Pi ¼ g0 þ g1Xi þ g2Di þ g3N
S
i þ ei: ð19:1Þ

The dependent variable Pi is the proportion of purchases made on credit; it can take

any value between and including 0 and 1. The vector Xi contains firm characteristics

such as country, sector, legal status, and size. Vector Di stands for ethnicity and

gender, while vector NS
i captures available information on network e¤ects with sup-

pliers. The error term ei is assumed to be iid. Equation (19.1) is estimated as a two-

sided censored tobit on the pooled data and on each country sample separately. Firm

size is measured as the log of the number of employees (plus one). Given that firms

with better access to trade credit may grow faster, we control for simultaneity bias by

replacing firm size Wi by its predicted values from the following equation:

Wi ¼ l0 þ l1Xi þ l2Di þ l3N
S
i þ l4Ai þ l5A

2
i þ ei: ð19:2Þ

Equation (19.2) is run on each country sample separately. The age and age squared

of the firm (Ai and A2
i ) serve as identifying restrictions;5 they are jointly significant

3. As Heckman (1998) pointed out, such a test can only show whether discrimination has no e¤ect on
market outcomes. Discrimination by certain (but not all) individuals is quite compatible with the absence
of market discrimination if individuals who are discriminated against can always choose to deal with
nondiscriminating firms.

4. It would have been useful to obtain the information about surveyed firms that is publicized by the credit
reference bureau operating in Zimbabwe. Similarly it would useful to get access to the information banks
have on surveyed firms. Unfortunately, this information was not collected.

5. Although the age of the firm may have a small e¤ect on access to credit for very young firm, the e¤ect is
likely to be much smaller than the e¤ect of firm age on size (e.g., Hoogeveen and Tekere 1994; Risseeuw
1994). When regressing access to trade credit on uninstrumented firm size and firm age (not shown), age is
not significant.
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and explain a large portion of the variation in firm size. Estimation results for equa-

tion (19.2) are given in table 19.2.

Given that Zimbabwe enjoys the presence of a formal credit reference bureau

while Kenya does not, we expect the country dummy to be positive, reflecting the

relative ease with which Zimbabwean firms screen trade credit applicants. Food

products are typically perishable and turnover is fast, so that less trade credit may be

o¤ered in that sector (e.g., Nadiri 1969; Schwartz 1974; Schwartz and Whitcomb

1979; Ferris 1981; Emery 1984). Larger firms are expected to purchase a larger share

of their inputs on credit, since it would be inconvenient for them to operate on a cash

basis. Firms that are registered and incorporated, and subsidiaries of large holding

corporations, are more likely to elicit suppliers’ confidence than informal partner-

ships. A dummy variable is also included that takes the value of one if the respon-

dent experienced severe cash-flow problems in the past. Presumably incompetent

firms are more likely to run into problems, not only because they are incompetent

but also because they receive less credit, which makes them more vulnerable to

shocks (e.g., Fafchamps et al. 1994; Fafchamps et al. 1995). Having faced serious

cash-flow problems in the past is thus a signal of incompetence; if information on

such occurrences circulates, one should observe a negative relationship between past

problems and current credit.

The regression of Pi on firm characteristics is shown in the first two columns of

table 19.3 for the pooled sample. Separate results for the Kenya and the Zimbabwe

Table 19.2
Prediction equation for firm size

Kenya Zimbabwe

Coe‰cient t-ratio Coe‰cient t-ratio

Intercept �4,381.7 �2.27 �1,468.5 �1.02

Manufacturing dummy 0.96 2.95 0.48 0.96

Food sector dummy 0.06 0.12 0.14 0.27

Wood sector dummy �0.40 �0.91 0.09 0.14

Metal sector dummy �0.20 �0.47 �1.50 �2.55

Year firm was created 4.50 2.28 1.53 1.03

Year squared �11.55 �2.30 �3.98 �1.05

Registered business dummy 0.95 2.69 1.02 1.92

Owner/manager is a woman �0.96 �1.73 �1.55 �1.99

Owner/manager is black �1.07 �1.73 �0.63 �0.96

Owner/manager belongs to the dominant
ethnic business group

�0.56 �1.06 0.07 0.12

Number of observations 55 55

R-squared 0.64 0.47

Note: Dependent variable ¼ log (number of employeesþ 1).
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Table 19.3
Tobit regressions on the share of credit purchases: Pooled data

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Zimbabwe dummy 0.13 1.11 0.36 2.99 0.04 0.41 0.25 2.04

Manufacturing dummy �0.08 �0.81 �0.05 �0.53 0.00 0.01 �0.01 �0.06

Food sector dummy �0.56 �4.69 �0.52 �4.78 �0.48 �4.13 �0.51 �4.57

Wood sector dummy �0.36 �3.07 �0.41 �3.70 �0.27 �2.26 �0.37 �3.11

Metal sector dummy �0.11 �0.93 �0.33 �2.66 �0.08 �0.70 �0.29 �2.25

Log (number of workers), instrumented 0.16 3.32 �0.03 �0.44 0.14 3.02 0.01 0.09

Registered business dummy 0.20 1.68 0.39 3.01 0.14 1.28 0.30 2.35

Subsidiary dummy 0.39 2.36 0.41 2.70 0.44 2.80 0.44 2.94

Past cash-flow problem dummy �0.23 �2.52 �0.15 �1.81 �0.21 �2.50 �0.16 �2.03

O/M is a woman �0.36 �2.26 �0.30 �1.92

O/M is black �0.35 �3.43 �0.29 �2.63

O/M does not socialize with suppliers �0.18 �1.60 �0.08 �0.75

O/M socializes with suppliers outside
business

0.16 1.85 0.07 0.84

Intercept 0.15 1.20 0.76 4.16 0.17 1.36 0.67 3.42

Selection term 0.36 0.32 0.33 0.31

Number of observations 97 97 93 93

Log-likelihood �51.74 �43.77 �43.66 �38.84

Pseudo R-squared 0.41 0.50 0.48 0.54

Note: Dependent variable is the share of credit purchases in total purchases from suppliers. The reported estimates are two-limit censored tobit.
Standard errors are not corrected for the presence of predicted variables in the regression.
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samples are discussed but not shown. Firms in the food and wood sectors receive

significantly less credit than others. Large firms, registered firms, and subsidiaries

receive more supplier credit, firms with cash-flow problems less. We then add eth-

nicity and gender dummies. Results are shown in the third and fourth columns of

table 19.3. The coe‰cient on ethnicity is significantly negative in all three regressions;

gender is significant in the pooled sample and in Kenya. Other things being equal,

the share of credit purchases in total purchases is 27 to 35 percentage points lower for

black firms, and 36 to 60 percentage points lower for female-headed firms. Although

these results do not per se constitute evidence of discrimination, they nevertheless

suggest that ethnicity and gender are obstacles to supplier credit regardless of firm

size. In fact the e¤ects of gender and ethnicity are so strong that the coe‰cient of

firm size becomes nonsignificant in all regressions. The significant coe‰cient of firm

size in column 1 thus appears entirely due its correlation with ethnicity and gender

(see table 19.2). The country dummy also becomes significant: as anticipated, firms

give out more trade credit in Zimbabwe than Kenya.

What remains unclear is why ethnicity and gender matter. To investigate this issue,

we replace ethnicity and gender with network e¤ects. Respondents were asked to

describe their relationship with their suppliers and the extent to which they socialize

during and outside business. From these responses two dummy variables were cre-

ated. The first one identifies firms that deal with suppliers in an entirely anonymous

fashion; the second takes the value of one when the respondent socializes with sup-

pliers outside business (e.g., through sporting events, community gatherings, and

religious celebrations). Respondents who socialize during business hours constitute

the omitted category. Results show that entrepreneurs who socialize with suppliers

receive significantly more trade credit in the pooled sample and in Kenya; in Zim-

babwe the e¤ect is not significant, however. Network e¤ects thus appear stronger in

Kenya than Zimbabwe, a result in line with the absence in Kenya of a credit refer-

ence bureau that circulates credit worthiness information widely. When gender,

ethnicity, and network variables are combined, results are more mixed, probably

because of multicollinearity in the data (last two columns of table 19.3): network

e¤ects are ( jointly) significant in Kenya and Zimbabwe, but gender and ethnicity

factors remain present. From this we conclude that gender and ethnicity influence

access to supplier credit in ways that are at least partly accounted for by network

e¤ects.

To further investigate the determinants of access to trade credit, we examine

whether respondents ever receive instant credit from first-time suppliers. To do so,

we run a probit regression similar to equation (19.1) on whether or not the respon-

dent is usually o¤ered credit by first-time suppliers. Results are shown in table 19.4.

380 Ethnicity and Discrimination



Table 19.4
Probit regressions on supplier credit at first purchase: Pooled data

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Zimbabwe dummy �0.77 �1.89 �0.40 �0.90 �0.79 �1.82 �0.47 �1.02

Manufacturing dummy �0.39 �1.07 �0.39 �1.03 �0.43 �1.06 �0.50 �1.20

Food sector dummy 0.39 0.79 0.26 0.49 0.64 1.17 0.39 0.69

Wood sector dummy �0.75 �1.73 �1.08 �2.30 �0.46 �0.95 �0.96 �1.77

Metal sector dummy �0.06 �0.15 �0.57 �1.19 0.11 0.25 �0.49 �0.92

Log (number of workers), instrumented 0.45 2.98 0.16 0.84 0.45 2.75 0.18 0.92

Past cash-flow problem dummy �0.22 �0.62 �0.14 �0.39 �0.07 �0.18 �0.01 �0.02

O/M is a woman �0.98 �1.49 �0.99 �1.47

O/M is black �1.12 �2.47 �0.94 �1.79

O/M does not socialize with suppliers 0.19 0.36 0.53 0.91

O/M socializes with suppliers outside
business

0.92 2.38 0.67 1.62

Intercept �0.48 �0.95 1.02 1.32 �0.96 �1.71 0.58 0.66

Number of observations 82 82 79 79

Log-likelihood �43.34 �38.60 �38.36 �35.38

Pseudo R-squared 0.17 0.26 0.23 0.29

Note: Dependent variable is one if supplier credit is usually o¤ered from first purchase, zero otherwise. Standard errors are not corrected for the
presence of predicted variables in the regression.
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Although less significant, they confirm that ethnicity and socialization play a role in

accessing supplier credit.

19.4 Payment Terms

Next we examine whether payment terms vary with ethnicity. Based on responses by

RPED panel firms in Zimbawe, credit terms appear relatively standardized and do

not di¤er substantially from those observed in developed economies (e.g., Dun and

Bradstreet 1970; Duns information Services 1993): 41 percent of all firms reported

that they pay suppliers in full 30 days after delivery, 13 percent pay after 45 days,

and 11 percent only after 60 days. The 45-day average delay is very similar to the

average delay between delivery and payment observed in the four sectors of enquiry

in the United States (see Fafchamps et al. 1995, p. 11). This delay results from the

combination of two elements: the time elapsed between delivery and statement, and

the time between statement and payment. In Zimbabwe, suppliers normally establish

monthly statements. The statement is sent toward the end of the calendar month—

either on the 25th or on the last day of the month, depending on the sector and firm.

The statement specifies a term for the client to pay, but we found that not everyone

interprets the terms of the statement in the same way. Furthermore actual payment

may fall short of what is written in the statement.

With these caveats in mind, three-fourths of the Zimbabwe case study firms stated

that they are given 30 days from the date of statement to pay their supplier. Many of

them, however, also indicated that credit terms vary across suppliers. Fewer of the

small firms receive credit for over 30 days. Thus, not only are larger firms more likely

to qualify for supplier credit, they also receive longer-term credit. Discussions with

respondents suggest that this is due to the better reputations or relationship that these

firms maintain with their suppliers, thereby reducing suppliers’ fears about eventually

getting paid. Credit duration is also a¤ected by market power because monopsonistic

firms (which tend to be larger) often are able to dictate credit terms to their suppliers.

Firms in the food sector tend to buy on standard 30-day credit terms or less, pre-

sumably because inventory time is shorter.

Zimbabwean panel firms were also asked about credit to their customers. Credit

terms are similar to those given by suppliers: in more than one-third of the cases,

firms report that clients paid their accounts in full 30 days after delivery. Large firms

allow their private trading customers longer to pay, on average, than other clients.

Small firms give long credit terms because they are more likely to deal directly with

private end users who take longer to pay.
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Combining both case study data, results reported in table 19.5 confirm that size,

sector of activity, and past cash-flow problems influence the duration of supplier

credit. Gender is not significant, but being black translates into shorter credit terms

in the pooled data and in the Zimbabwe subsample. Network e¤ects are significant

and have the expected sign in the pooled sample and in Kenya, but they have the

wrong sign in Zimbabwe. There, firms that deal anonymously with suppliers receive

longer credit terms. One possible interpretation is that the presence of a credit refer-

ence bureau makes it possible for firms to deal at arm’s length.

19.5 Cash Discounts and Implicit Interest

Although explicit interest charges are rare, in half of the supplier credit transactions

panel firms report they could have obtained a cash discount for early payment. A

little less than half of the panel firms also o¤er cash discounts to (some of ) their

clients. We asked case study firms whether credit terms vary across suppliers and

customers. Most firms reported that they do. In the discussion that followed, some

respondents indicated that they indeed they use cash discounts to entice early pay-

ment by problematic customers. Others, in contrast, said that when they need cash,

they give a big discount to their cash-rich customers to raise fresh money. Still others

do not mention cash discount with problematic clients in the fear that it would

undermine their price. All these findings suggest that trade credit terms are not set

unilaterally by the selling firm but often are subject to negotiation. This is consistent

with Bade and Chifamba (1994), who found that firms that negotiate prices with

their customers are more likely to provide trade credit.

Next we examine the implicit interest rate that corresponds to the observed cash

discounts. The discount rate reported in the Zimbabwe panel survey is 6 percent, on

average; the median is 3.3 percent. Similarly case study firms report that discounts

for early payment average between 3 and 6 percent. One possible reason why many

firms continue to use trade credit is that the implicit interest rate is lower than alter-

native sources of credit. To see why, consider the average case in which the supplier

must, in principle, be paid within 30 days of the date of statement. In practice, as the

panel survey has shown, this means that the client has, on average, 45 days to pay

from the date of delivery, assuming that deliveries are distributed randomly over the

month—more if buyers concentrate their purchases early in the month. In addition

penalties are typically charged only if payment has not been received by the next

monthly statement. The buyer thus de facto has an additional 15 to 20 days to pay

(taking into account postal and administrative delays). Thus we reckon that on
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Table 19.5
Tobit regressions on payment terms made by suppliers: Pooled data

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Zimbabwe dummy 0.09 0.24 0.38 0.86 �0.12 �0.32 0.13 0.28

Manufacturing dummy �0.12 �0.36 �0.04 �0.11 0.12 0.35 0.13 0.39

Food sector dummy �1.04 �2.68 �0.99 �2.57 �1.02 �2.61 �1.05 �2.70

Wood sector dummy 0.09 0.24 0.00 0.00 0.03 0.08 �0.12 �0.29

Metal sector dummy 0.59 1.45 0.25 0.54 0.58 1.51 0.30 0.64

Log (number of workers), instrumented 0.61 3.54 0.36 1.51 0.61 3.48 0.43 1.82

Registered business dummy 0.26 0.63 0.44 0.94 0.13 0.31 0.27 0.57

Subsidiary dummy �0.29 �0.66 �0.11 �0.23 �0.13 �0.30 �0.03 �0.06

Past cash-flow problem dummy �0.52 �1.76 �0.38 �1.26 �0.58 �2.01 �0.49 �1.67

O/M is a woman �0.38 �0.62 �0.32 �0.52

O/M is black �0.69 �1.81 �0.53 �1.28

O/M does not socialize with suppliers �0.78 �1.99 �0.62 �1.52

O/M socializes with suppliers outside
business

0.02 0.06 �0.12 �0.37

Intercept 0.57 1.29 1.46 2.20 0.83 1.79 1.53 2.11

Selection term 1.30 1.28 1.24 1.23

Number of observations 97 97 93 93

Log-likelihood �154.2 �152.4 �143.7 �142.8

Pseudo R-squared 0.13 0.14 0.15 0.15

Note: Dependent variable is the log of the number of daysþ 1 that separate delivery and payment; it is equal to 0 for firms that do not receive
supplier credit. Standard errors are not corrected for the presence of predicted variables in the regression.

3
8
4

E
th
n
icity

a
n
d
D
iscrim

in
a
tio

n



average, a client has 30 days more to pay (15 days before, 15 days after) than the

explicit payment term written on the statement.

On this basis, for Zimbabwe, the annualized interest rate that correspond to cash

discounts of, say, 3 and 6 percent are 18 and 36 percent respectively. For comparison

purposes, lending rates of commercial banks in June 1993 ranged between 29.5 and

47.5 percent per year (e.g., Reserve Bank of Zimbabwe 1993, p. S23). At the time

of the case study the normal interest rate charged on overdrafts was around 30 to

35 percent per annum. For many firms, then, trade credit is an attractive source

of finance. Additional support for this interpretation is provided by the fact that 15

percent of the firms gave as a reason for using trade credit that it is cheaper than

alternative sources of credit. On the other hand, one-third of the firms who buy cash

said they do so to get the cash discount. Is there a contradiction? Not necessarily. If

the cash discount is 6 percent or more, the return on early payment is equivalent to

that of a money market financial investment, but without the transaction costs. A

buyer with ample excess cash may thus choose to take the 6 percent cash discount.

Furthermore not everyone has access to the money market. The highest return small

investors can catch is 18 to 20 percent on a savings account. The 18 percent annual

return implied by a 3 percent cash discount is thus su‰cient to attract payment from

a buyer who has enough excess cash to want to use it but not enough to consider

investing it in the money market. There is evidence thus that market forces are at

work in determining the level of cash discounts.

Regarding clients, explicit interest charges are again rare, but panel firms o¤er

cash discounts in just over half of the transactions. The average cash discount is 3.2

percent. This cash discount is another measure of firms’ subjective discount rates. We

computed annualized interest rates for customer credit as we did for supplier credit.

Results suggest that the minimum implicit rates are comparable to those charged by

suppliers, although the maximum rates are a bit lower. There is little variation across

firm size or ethnicity. In Zimbabwe we also have data from five firms that provide

credit from invoice date. The estimated interest rates for these firms are higher: the

average minimum and maximum rates is 50 percent and 65 percent respectively.

Firms that grant credit from the date of invoice thus appear more cash constrained

than those that grant credit from the date of statement.

To investigate these issues further, we conducted a regression analysis on the

implicit monthly interest rate charged by suppliers. Sectoral dummies control for

various factors including the e¤ect of the market power of suppliers on the likelihood

of price discrimination.6 To control for selectivity bias—interest payments being

6. Unfortunately, we do not have data on the actual market power of suppliers in various sectors of
activity.
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observed only for firms receiving supplier credit—we run a two-step Heckman pro-

cedure. The regressors that appear in equation (19.1) are used for the selection

equation.7 Due to the possible presence of omitted variable bias, the results, pre-

sented in table 19.6, must be interpreted with caution. But they suggest that female-

headed firms pay a higher implicit interest rate. Other variables are not significant.8

We find therefore little evidence of discrimination in credit terms. This concludes our

analysis of supplier credit received by surveyed firms.

19.6 Bank Credit

Next we examine the determinants of bank credit in the form of both overdraft

facilities and bank loans. Most Kenyan case study firms deal with their bank in an

anonymous way. Some, however, cultivate good relations with their branch manager

and sta¤, occasionally meeting them outside business. Kenyan-African businesses are

much less likely to consider bank sta¤ as business acquaintances than other entre-

preneurs, but a quarter of them actually met bank sta¤ outside business. Discussions

with respondents indicate that these Kenyan-African businesses, a minority to be

sure, happen to be well connected with their bank sta¤. The relationship is seldom

based on past business acquaintance. Rather, the branch manager happens to be a

family friend, a former schoolmate, a neighbor. As a result of their fortunate per-

sonal connection, these businesses were able to secure easy access to bank credit,

small sums being disbursed virtually instantly, often bypassing bank procedures

regarding collateral. The amounts lent, however, remain small because branch

managers must report to headquarters all loans above a certain limit. The benefits

firms can derive from such acquaintances is also short-lived, as branch managers

are rotated among various branches—probably to limit this kind of behavior. One

should add that in all cases we encountered, the loans were repaid promptly.

None of the Kenyan-Asian businesses we spoke to were personally acquainted

with bank sta¤, but several felt they could rely for emergency loans on members of

their community who sta¤ nonbank finance companies. One went even as far as

7. Since we do not dispose of truly convincing instruments—a common problem in sample selection cor-
rection models—identifying restrictions must be imposed somewhat ad hoc. We simply omit from the
interest rate equation the variables that we think are less directly related to interest charges and focus on
variables of interest such as size, ethnicity, and network e¤ects.

8. Discussions with respondents indicate that firms explicitly mention cash discounts only to clients who
may take advantage of them. They usuallly refrain from mentioning cash discounts to those who are very
unlikely to pay early. Respondents argue that doing otherwise would weaken their position in price nego-
tiations with the client (e.g., Fafchamps et al. 1994, 1995; Fafchamps 1997c). If true, this attitude generates
another form of sample selection bias that could explain why ethnicity and socialization are not significant.
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explaining to us the workings of ‘‘black money,’’ a secretive financial market in

which the managers of banks and financial institutions and other well-connected

individuals take private deposits and organize private loans for privileged customers.

These loans are extremely flexible and are made without any security or collateral

other than the knowledge of the lender’s business that the lender has acquired

through normal business transactions.

Case study firms in Zimbabwe were similarly quizzed about the extent of their

socialization with bank sta¤. Social interaction takes a variety of forms, one of which

is the attendance to the sport events (golf tournaments and rugby matches) that

rhyme the life of Zimbabwe’s corporate world. Given the nature of the social inter-

action, it is not too surprising that only a small fraction of black entrepreneurs and

Table 19.6
Heckman regression on implicit interest rate for supplier credit

Coe‰cient t-statistic Coe‰cient t-statistic

Intercept 1.59 3.04 1.65 3.18

Zimbabwe dummy 0.76 2.12 0.80 2.08

Log (number of workers), instrumented �0.14 �1.07 �0.16 �1.13

Past cash-flow problem dummy 0.04 0.18 0.05 0.18

O/M is a woman 0.81 1.84 0.81 1.81

O/M is black �0.23 �0.67 �0.28 �0.82

O/M does not socialize with suppliers 0.10 0.27

O/M socializes with suppliers outside business �0.02 �0.09

Selection equation

Intercept �0.32 �0.14 �0.32 �0.17

Zimbabwe dummy �0.04 �0.03 �0.04 �0.03

Manufacturing dummy �2.88 �1.48 �2.88 �1.58

Food sector dummy �3.42 �2.30 �3.42 �2.43

Wood sector dummy �1.72 �1.23 �1.72 �1.36

Metal sector dummy �0.82 �0.41 �0.82 �0.61

Log (number of workers), instrumented 1.47 1.80 1.47 1.86

Registered business dummy 0.91 0.86 0.91 0.91

Past cash-flow problem dummy �0.21 �0.19 �0.21 �0.19

O/M is a woman �1.90 �1.24 �1.90 �1.31

O/M is black 0.45 0.33 0.45 0.40

O/M does not socialize with suppliers �1.03 �1.06 �1.03 �1.24

O/M socializes with suppliers outside business �0.60 �0.37 �0.60 �0.37

Correlation between errors �0.36 �0.42

Number of observations 59 59

Log-likelihood �56.04 �56.59

Note: Dependent variable is the log of the implicit monthly interest rateþ 1, computed as cash
discount� 30 divided by the delay between delivery and payment; one-step estimator using Mills ratio
correction. Standard errors are not corrected for the presence of predicted variables in the regression.
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owners of microenterprises have a social relationship with their banker, compared to

other firms. They also are less likely to establish a social relationship with their bank.

Statistical analysis confirms the role played by ethnicity in social interactions:

African-headed firms are less likely to have a significant relationship with a bank,

even after controlling for firm size and other factors. Anecdotal evidence collected

during the interviews tells the same story. One African entrepreneur, for instance,

reported that her bank had repeatedly refused to even consider her application for a

loan despite the fact that she had been successfully expanding her firm and had been

banking with the same bank for many years. On the other hand, several of the larger

white-owned firms commented on the usefulness of knowing the bank manager, not

as a substitute for having a good financial record but because it improves the bank’s

responsiveness to the firm’s problems and expedites credit availability when needed.

These findings suggest that the lack of personal contact that most black entrepre-

neurs have with the world of finance probably reduces their ability to approach

banks for credit and to discuss possible repayment di‰culties with their banker on

the basis of mutual trust.

To investigate these issues further, we proceed with regression analysis. We have

information on whether firms have an overdraft facility—by far the most common

form of bank finance—and whether they have ever received a bank loan. Probit

regression results are summarized in table 19.7, using the same regressors as for

supplier credit. Results show that in contrast to supplier credit, ethnicity and gender

have essentially no e¤ect on the use of bank loans and overdrafts once firm size is

controlled for. Network e¤ects are significant, however: not socializing with bank

sta¤ has a strong negative e¤ect on access to bank finance. Socialization with bank

sta¤ outside business also has a negative e¤ect on access to bank credit. What

matters most for bank credit thus seems to be personal interaction of a businesslike

character. Taken together, these findings provide little conclusive evidence of ethnic

or community network bias in the attribution of bank credit in the two surveyed

countries.

19.7 Credit to Clients

We now turn to the credit that respondent firms give to their clients. The estimated

regression is

Si ¼ o0 þ o1Xi þ o2Di þ o3P̂Pi þ o4ÔOi þ o5Ci þ ei: ð19:3Þ

Independent variables Xi and Di are as before, except that the legal status of the firm

is dropped from Xi: there is no reason for it to influence firms’ willingness to give
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Table 19.7
Probit regressions on overdraft facility and bank loan: Pooled data

Overdraft Bank loan

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Intercept �2.01 �2.41 �0.97 �0.74 �0.91 �1.03 0.76 0.62

Zimbabwe dummy �0.70 �1.27 �1.37 �1.77 �1.16 �2.04 �0.99 �1.59

Manufacturing dummy �0.52 �1.23 0.06 0.11 0.32 0.83 0.75 1.63

Food sector dummy 0.14 0.30 0.29 0.48 0.55 1.21 0.62 1.26

Wood sector dummy 0.07 0.16 �0.12 �0.19 0.35 0.74 0.12 0.24

Metal sector dummy 1.65 2.70 1.82 2.30 �0.45 �0.71 �1.16 �1.45

Log (number of workers), instrumented 0.99 3.14 1.27 2.71 0.19 0.64 �0.14 �0.38

Registered business dummy �0.63 �1.16 �1.49 �1.99 0.85 1.45 0.88 1.32

Subsidiary dummy �1.60 �2.78 �1.85 �2.67 �0.86 �1.71 �0.67 �1.31

Past cash-flow problem dummy �0.41 �1.12 �0.67 �1.42 �0.05 �0.15 �0.09 �0.23

O/M is a woman 0.49 0.72 0.60 0.62 0.41 0.56 �0.17 �0.20

O/M is black 0.03 0.07 0.37 0.69 �0.10 �0.21 0.06 0.11

O/M does not socialize with bank sta¤ �1.88 �2.98 �1.00 �1.95

O/M socializes with bank sta¤ outside
business

�2.39 �3.09 �0.34 �0.63

Number of observations 100 91 79 73

Log-likelihood �42.65 �28.06 �42.22 �37.63

Pseudo R-squared 0.31 0.47 0.22 0.26

Note: Dependent variable is one if the firm has a bank overdraft facility (first regression) or one if the firm has ever received a bank loan (second
regression). Standard errors are not corrected for the presence of predicted variables in the regression.
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credit. We expect Zimbabwean firms to sell more on credit because screening is

facilitated by the presence of a credit reference bureau. Manufacturing firms in the

sample seldom retail to final consumers; they are therefore expected to sell more on

credit than trading firms. Firms in the food sector should o¤er less credit given that

their output is perishable and turnover is fast. Large firms are anticipated to sell in

larger quantities and thus to resort more to credit sales.

As was discussed earlier, ethnicity should have no e¤ect on credit sales if

ethnic bias is solely the result of statistical discrimination. If, in contrast, it is due

to network e¤ects, then it should have a significant negative e¤ect on the share of

sales firms made on credit. Finally, the e¤ect of ethnicity should be positive if

discrimination is due to taste. As emphasized before, these tests are vulnerable to

omitted variable bias. In particular, lack of working capital among black firms could

generate a spurious correlation between ethnicity and Si if this is not properly con-

trolled for. Three additional variables are therefore included in equation (19.3)

to control for access to working capital: P̂Pi, the share of purchases on credit, ÔOi,

whether the firm has a bank overdraft facility or not, and Ci, whether the firm expe-

rienced a serious cash-flow problem in the past. Firms that faced cash-flow problems

in the past or that have di‰cult access to working capital finance are expected to

o¤er less credit to their clients. Because of potential endogeneity bias, P̂Pi and ÔOi are

instrumented.9 For P̂Pi, the instrumenting regression is given in the last column of

table 19.3. For ÔOi, it is given in table 19.7. In both cases the identifying restrictions

are the socialization variables, the registered business dummy, and the subsidiary

dummy; the former are credit category specific, and the latter should have no direct

e¤ect on credit sales.

Coe‰cient estimates for equation (19.3) are reported in table 19.8. The first set of

regressions use firm characteristics Xi, plus gender and ethnicity Di. As expected,

manufacturing firms and large firms sell more on credit, and firms in the food sector

less. The Zimbabwe dummy has the correct sign but is nonsignificant. Gender

appears to have no e¤ect that is not already captured by other variables. Being black,

however, has a significant and independent e¤ect on credit sales. To test whether

access to working capital influences credit sales, we reestimate equation (19.3) with

P̂Pi, ÔOi, and Ci but without gender and ethnicity. Results indicate that as expected,

access to working capital—particularly supplier credit (overdraft finance is signifi-

9. Ci is relative to a past event and can thus be regarded as predetermined. Our identifying restrictions rest
on the continued assumption that incompetence is not directly correlated with the willingness to grant
credit to clients. This implies that where patterns of trade credit are dictated by statistical discrimination,
indicators of competence a¤ecting access to supplier credit should not a¤ect the granting of credit to
clients, except through their e¤ect on the working capital of the firm.
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Table 19.8
Tobit regressions on the share of credit sales: Pooled data

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Intercept �0.02 �0.09 �0.76 �3.60 �0.43 �1.43 �0.36 �1.28

Zimbabwe dummy 0.18 1.36 0.15 1.31 0.19 1.53 0.11 1.10

Manufacturing dummy 0.27 2.74 0.49 4.79 0.45 4.40 0.33 4.04

Food sector dummy �0.54 �4.41 �0.30 �1.93 �0.41 �2.43 �0.46 �3.21

Wood sector dummy �0.14 �1.13 �0.14 �1.00 �0.23 �1.49 �0.15 �1.21

Metal sector dummy �0.18 �1.29 �0.20 �1.50 �0.22 �1.64 �0.17 �1.49

Log (number of workers), instrumented 0.12 2.23 0.00 0.05 0.04 0.58 0.03 0.55

O/M is a woman �0.10 �0.50 0.01 0.05 0.06 0.37

O/M is black �0.30 �2.65 �0.24 �1.74 �0.11 �1.01

Share of credit purchases, instrumented 0.91 3.29 0.56 1.64 0.26 0.92

Probable overdraft, instrumented 0.41 2.12 0.24 1.14 0.36 2.08

Past cash-flow problem dummy �0.07 �0.62 �0.10 �0.93 �0.13 �1.54

Client screening using forms �0.05 �0.45

Client screening using reputation 0.39 3.25

Client screening using trial period 0.02 0.31

Client screening using pers. investigation �0.19 �2.35

Selection term 0.37 0.32 0.31 0.23

Number of observations 79 68 68 59

Log-likelihood �41.58 �27.88 �26.32 �6.83

Pseudo R-squared 0.41 0.53 0.56 0.84

Note: Dependent variable is the share of credit sales in total sales to clients. The reported estimates are two-limit censored tobit. Standard errors
are not corrected for the presence of predicted variables in the regression.
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cant only in the pooled sample)—influence customer credit: buying an additional 10

percentage points of one’s inputs on credit translates into an additional 9.1 percent-

age points of credit sales. To control whether ethnicity is in fact capturing di¤erence

in access to working capital, we then re-estimate equation (19.3) with ethnicity and

working capital variables. Pooled sample results suggest that both factors are at

work: the coe‰cient on ethnicity is significantly negative, while the coe‰cient on

supplier credit remains positive and is very close to being significant. Signs are cor-

rect but coe‰cients are not significant in the Zimbabwe only regression, possibly

because of smaller sample size and multicollinearity problems.

We also have information about socialization with clients (Zimbabwe only) and

about the screening practices followed by respondent firms.10 This information is

used to construct one network variable NC
i and four dummy variables Ti. The first of

these dummy variables takes the value of one if the respondent requires clients to fill

forms before granting trade credit. The second is one if the respondent uses some sort

of information-sharing mechanism to assess the reliability of prospective clients (e.g.,

credit reference bureau and references from members of the community). The third is

one if the firm observes a client’s purchase and payment behavior over a period of

time before granting trade credit. The fourth takes the value of one if the respondent

investigates clients directly, for instance, by visiting their home or place of work. The

estimating equation becomes

Si ¼ o0 þ o1Xi þ o2Di þ o3P̂Pi þ o4ÔOi þ o5Ci þ o6N
C
i þ o7Ti þ ei: ð19:4Þ

Variable NC
i only exists for Zimbabwe. If information sharing truly helps screen

reliable clients, firms that use reputation when screening should sell more on credit.

In contrast, firms that must spend time and e¤ort directly investigating clients,

instead of relying on their reputation, should o¤er less credit to their customers.

Formal procedures alone should make no di¤erence unless they are used to directly

assess the customer or to seek information from others.

Results, shown in the last columns of table 19.8, indicate that screening methods

are a major determinant of credit sales. Individual coe‰cient estimates are largely

consistent with expectations: firms that rely on information sharing to screen pro-

10. Because screening procedures are chosen by respondents, they are potentially subject to endogeneity
bias. We do not, however, dispose of suitable instruments that would predict the choice of screening
method. Regressing screening variables on Xi, Di , and NC

i indicates that very little of the variation in
screening methods can be explained by observed firm characteristics. Qualitative information gathered in
the field leads us to suspect that screening methods are largely dictated by the options available to indi-
vidual respondents. Firms that are part of an information-sharing network rely on it to screen clients; those
that are not must rely on trial period or personal inspection. The use of a particular screening method thus
serves as a precious, even if potentially biased, indicator of its availability to the respondent.
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spective credit recipients sell an additional 36 to 39 percent of their output on credit

relative to others; firms that must investigate clients directly sell 19 to 40 percent less

of their output on credit. The latter result is consistent with the impression gathered

from interviews that firms rely on direct screening only when they do not have access

to information sharing. Lack of socialization with clients and the reliance on trial

periods are associated with lower credit sales in the Zimbabwe regression. Forms per

se have no e¤ect on credit sales, unless they are used in combination with an infor-

mation-sharing network. All of these results conform with expectations and speak

strongly of the importance of information sharing as a screening mechanism.

Finally, we run equation (19.4) on a dummy that takes the value one if respond-

ents ever o¤er credit to first time customers (table 19.9). Data are available only for

Zimbabwe and certain variables are dropped due to multicollinearity. Results con-

firm the paramount role that screening practices play in credit sales. They also con-

firm that firms that receive supplier credit are more likely to o¤er credit to their

clients.

19.8 Conclusion

We have examined how African manufacturers gain access to supplier and bank

credit, and how they grant credit to their customers. A proper understanding of these

processes helps better assess not only barriers to enterprise development in Africa,

but also how markets emerge. It is well known that statistical discrimination and

network e¤ects can exclude certain groups of firms from credit markets and, more

generally, from normal commercial practices. Using data from Kenya and Zim-

babwe, we provide preliminary evidence that network e¤ects are present and deserve

serious attention.

The two surveyed countries display high levels of ethnic and gender concentration

in manufacturing. Black entrepreneurs and female-headed firms appear to have a

harder time getting supplier credit, but ethnicity and gender plays no significant role

in access to bank overdraft and formal loans. Variables measuring socialization and

information sharing—what we called network e¤ects—play a determinant role in

access to trade and bank credit, and have an overwhelming e¤ect on the granting of

trade credit to clients. Although we cannot rule out the presence of discrimination,

our results largely support the idea that network e¤ects play an important role in

explaining patterns of market interaction (Loury 1998). Based on discussions with

respondents, our interpretation is that black and female entrepreneurs are penalized

by their lack of connections with the business establishment, and by the di‰culties
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Table 19.9
Probit regressions on trade credit at first sale: Zimbabwe only

Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Intercept �0.67 �0.45 �1.84 �1.41 �4.00 �1.50 �3.26 �0.48

Manufacturing dummy 0.12 0.27 0.74 1.27 0.94 1.40 6.60 1.61

Food sector dummy 0.15 0.29 1.20 1.75 1.30 1.78 10.52 1.75

Wood sector dummy 0.03 0.05 1.34 1.53 1.71 1.75 �0.41 �0.21

Metal sector dummy 0.30 0.47 �0.64 �0.79 �0.59 �0.68 �7.57 �1.47

Log (number of workers), instrumented 0.19 0.73 �0.41 �1.05 �0.34 �0.79 �2.62 �1.49

O/M is a woman 0.63 0.75 1.41 1.28 a

O/M is black �0.60 �1.19 0.48 0.48 �2.92 �0.96

Share of credit purchases, instrumented 4.54 1.92 5.42 1.80 41.95 1.66

Probable overdraft, instrumented �0.46 �0.33 0.31 0.19 7.44 1.08

Past cash-flow problem dummy 0.06 0.13 0.09 0.17 a

O/M does not socialize with clients 17.38 1.74

Client screening using forms �25.54 �1.67

Client screening using trial period �10.50 �1.96

Client screening using pers. investigation �4.69 �2.04

Number of observations 52 45 45 43

Log-likelihood �32.05 �23.75 �22.83 �7.83

Pseudo R-squared 0.06 0.17 0.20 0.71

Note: Dependent variable is one if respondent usually o¤ers trade credit to first time clients, zero otherwise. The reported estimates are standard
probit. Standard errors are not corrected for the presence of predicted variables in the regression.
a. Variables had to be dropped due to insu‰cient variation in the data.

3
9
4

E
th
n
icity

a
n
d
D
iscrim

in
a
tio

n



they face distinguishing themselves from the mass of small, inexperienced micro-

enterprises headed by blacks or women. These factors lead to the partial or complete

exclusion of many black and female firms from trade credit practices.

Lack of access to supplier credit is likely to hinder firm growth and to prevent

them from joining the mainstream. Moreover, to the extent that delaying payment to

suppliers is a major avenue through which firms absorb cash flow variations, firms

that are denied supplier credit are probably more fragile and are expected to fail

more frequently (e.g., Daniels 1994; Fafchamps et al. 1994; Fafchamps et al. 1995).

Exclusion may thus become a self-perpetuating process. The presence of these

negative feedbacks could explain why small groups are able to dominate particular

industries or activities.

Excluded firms are forced to resort to alternative and, generally, less e‰cient ways

of contracting with each other. Together they create a flea market economy in which

instantaneous transactions predominate and market institutions remain underdevel-

oped. Firms that operate in that market may invent ingenious, alternative ways of

raising working capital—like susu collectors and rotating savings and credit associa-

tions (ROSCAs) (e.g., Besley et al. 1993; Aryeetey and Steel 1993). But they remain

cut from mainstream institutions and cannot gain the experience required to com-

pete in the global market place. Because large segments of the entrepreneurial popula-

tion are prevented from reaching their potential, growth and development remain

stunted.

The close ties that existing firms have weaved among themselves are themselves

an e‰cient response to asymmetric information and contract enforcement problems.

Networks constitute a valuable form of social capital (e.g., Fafchamps and Minten

1999; Fafchamps and Minten 2002b). Attempts by governments to alter the ethnic

makeup of business through forceful removal of nonindigenous groups and other

strong-arm approaches can result in a massive loss of network capital and in a sig-

nificant deterioration in the level of market sophistication. The conceptual approach

proposed here suggests another way out of the quandary. Nonindigenous groups in

Kenya and Zimbabwe appear to owe at least part of their success to their ability to

identify each other. One way to assist indigenous business could thus be to ensure

that credit reference information circulates widely, so as to minimize the role of old-

boy networks.11 More research is needed on these important policy issues.

11. The experience of Zimbabwe suggests that such a move is, alone, insu‰cient to break the existing
barriers that indigenous firms face. It may have to be combined with another approach adopted, for
instance, by the Kenya Industrial Estates project. This approach consists in setting a small credit program
that monitors repayment closely and keeps track of the credit history of its members. The information can
then be disseminated and help reliable small businesses graduate into a larger firm pool and gain wider
access to credit.
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20 Discrimination and Networks in Agricultural Trade

In the preceding chapters we documented the presence of a strong ethnic bias in

African manufacturing, at least in some countries. We also showed that much of this

bias, though not all, can be explained by network e¤ects. We now conduct a similar

investigation in agricultural trade.

In this chapter we investigate the extent to which religion, ethnicity, and gender

a¤ects the functioning of markets through their e¤ect on trust. As before, trade credit

is our yardstick for trust. We also investigate the possible existence of location-

invariant e¤ects of religion, ethnicity, or gender that make members of a particular

faith, ethnic group, or gender more or less trustworthy. The existence of such e¤ects

has been hypothesized in the literature under various guises. Since Max Weber, the

economic success of the West has often been attributed to Protestant ethic. In the

old literature on East Asia, for instance, Shintoism and Confucianism were seen

as value systems antagonistic to development. Greif (1994) argues that in medieval

Europe, certain communities of traders developed a ‘‘culture’’ that was better able

to foster trust. Other, less presentable ideas about the superiority of one group over

others have yielded similar predictions about race and gender.

Such generalizations are suspect both on philosophical grounds and on the grounds

that they are regularly disproved by counterexamples and subsequent historical

events. One possible exception concerns gender. In nearly all human societies, parent-

ing responsibilities fall primarily on the shoulder of women.1 This is also true in

Africa. In such a context it is likely that men and women would di¤er systematically

in the way in which they conduct business, particularly for women with children. We

test for this possibility as well.

20.1 Descriptive Analysis

In table 20.1 we report the gender, ethnicity, and religion of surveyed traders. These

characteristics are easily observable (e.g., name and attire) and are natural can-

didates for an investigation of discrimination. We see that agricultural trade is

primarily a female occupation in Benin and Madagascar. For each sample we dis-

tinguish between six major ethnic groups, plus a residual category. The determinants

of ethnicity vary between the three countries. In Benin, language is the main criterion

for deciding someone’s ethnic group. In contrast, ethnicity in Madagascar is deter-

mined partly by external appearance, and partly with reference to the region in which

1. Whether this is the result of women’s choice or it is imposed on them by society is irrelevant for our
analysis.



someone’s ancestors are buried. There is considerable ethnic diversity in each sample.

Of the three surveyed countries, Benin has the highest level of religious diversity,

with Muslims and Christians at par and a large minority of respondents who describe

themselves as followers of traditional religions. In Malawi and Madagascar the

overwhelming majority of traders are Christian.

Each country sample covers between 20 and 25 districts, each with a slightly dif-

ferent gender, ethnic, or religious makeup. Discrimination and group membership

are thus likely to operate di¤erently in di¤erent districts. What matters is whether

a trader is part of the ‘‘mainstream,’’ that is, is like the majority of traders in his

or her immediate vicinity. To capture this idea, we construct a measure of member-

ship in dominant local groups as follows. Within each district we compute the pro-

portion of each gender, ethnic, and religious group in the sample. We then construct

a variable that takes the value 1 if a trader has the same gender, ethnicity, or re-

ligion as the majority of other traders in the district. Districts where no group has

more than 50 percent of surveyed traders are regarded as having no majority

group. Averages are displayed at the bottom of table 20.1. We see, for instance,

that in Benin some 44 percent of respondents are member of the locally dominant

ethnic group albeit, in the sample as a whole, no group has more than 23 percent.

Table 20.1
Potential discrimination factors

Benin Malawi Madagascar

Gender

Female 80.8% 36.3% 61.4%

Ethnicity

Ethnic group 1 18.9% 23.9% 45.5%

Ethnic group 2 8.1% 17.6% 26.9%

Ethnic group 3 22.5% 4.7% 4.7%

Ethnic group 4 14.3% 22.9% 3.5%

Ethnic group 5 3.5% 4.9% 8.6%

Ethnic group 6 12.7% 17.5% 2.3%

Other ethnic group 20.1% 8.4% 8.5%

Religion

Muslim 40.9% 16.7% 2.4%

Christian 43.2% 82.1% 94.1%

Other 15.9% 1.2% 3.5%

Membership in locally dominant group

Member of main gender group in district 78.0% 69.9% 63.8%

Member of main ethnic group in district 43.6% 43.1% 54.7%

Member of main religion in district 75.6% 89.2% 94.1%
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The same is true for religion. This is because ethnicity and religion are geographically

concentrated.

Our main dependent variables are summarized in table 20.2. Together they cap-

ture key dimensions of the transaction technology in each country. The first two

variables are our measures of trust.2 They are responses to questions ‘‘Does any of

your suppliers let you buy on credit?’’ and ‘‘Do you let any of your client buy on

credit?’’ These questions basically measure whether credit is o¤ered. This is credit of

very short duration—in three-quarter of the cases the duration of the credit is equal

or less than seven days. Trade credit is much more likely to be o¤ered in Benin and

Madagascar than in Malawi. The next variable is a response to the question ‘‘If your

client does not pay, will his or her other suppliers know it?’’ This is our measure of

information sharing. In all three countries roughly two-thirds of the respondents

claimed that some suppliers would get to know about it, representing a moderate

level of information sharing. Our final two variables measure actual trade credit

usage. The average percentage of purchases and sales on credit is small, especially in

Malawi.

Table 20.2
Transaction technology

Benin Malawi Madagascar

Whether credit is o¤ered by suppliers Percentage of responses

No 38.2% 85.0% 44.9%

From some suppliers 56.8% 15.0% 43.6%

From all suppliers 5.0% 0.0% 11.5%

Whether respondent o¤ers credit to clients

No 23.7% 34.3% 31.9%

To some clients 73.9% 64.3% 67.5%

To all clients 2.4% 1.4% 0.7%

Information sharing with other suppliers

No 54.6% 30.0% 70.8%

Some suppliers 37.3% 70.0% 27.0%

All suppliers 8.1% 0.0% 2.1%

Supplier credit Sample average

Percentage of purchases on credit 22.7% 3.2% 25.3%

Percentage of sales on credit 23.3% 10.9% 15.6%

Number of observations 662 738 885

2. Payment by check, another indicator of trust, represents only a minute proportion of all payments,
thereby precluding any statistical analysis.
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20.2 Econometric Analysis

20.2.1 Testing for Ethnicity, Gender, and Religion

Having familiarized ourselves with the data, we begin by testing whether gender,

religion, and ethnicity a¤ect the transaction technology in a way that is common

across locations. To this e¤ect we regress our five measures of transaction technology

on gender, ethnicity, and religion. To avoid omitted variable bias, we control for

personal characteristics of the trader such as age and age squared, education, number

of languages spoken, experience, and working capital.3 Because our three variables

of interest vary systematically across districts, we include district dummies to control

for location-specific e¤ects that are not due to gender, ethnicity, or religion. This

means that our regression coe‰cients are only identified by variation across traders

within districts. Each regression is estimated for each of the three countries sepa-

rately. For each regression we conduct a joint significance test for ethnicity and for

religion dummies. We also examine the sign of the coe‰cients. We expect women to

be at an advantage in Benin and Madagascar since they represent the majority of

traders. We also expect ethnic and religious groups that represent a smaller propor-

tion of traders to receive and give less supplier credit.

An example of the kind of regression we estimate is given in table 20.3 for our first

transaction technology variable. To save space, results are simply summarized here.

We find that once we control for personal characteristics and district dummies, gen-

der is seldom significant. For the only regression in which gender is significant

(percentage of purchases on credit in Benin), the coe‰cient is negative, contrary to

expectations. Ethnicity seldom plays a significant role in trade credit. When it occa-

sionally tests significant, individual coe‰cients do not have the expected sign (i.e., a

small ethnic group is shown to have better access to credit). The only exception is

information sharing, for which ethnicity is jointly significant in all three countries.

In Benin one coe‰cient has the expected sign: the Nago, which represent close to

one-fourth of the Beninese sample, have a strong positive coe‰cient. But so do the

Dendi, who are a small group. In the other countries no clear pattern can be seen

since none of the ethnicity coe‰cient is individually significant and many signs for

minor groups are positive.

Religion is a di¤erent story. Muslim traders in Malawi and non-Christian traders

in Madagascar more often report being o¤ered credit by suppliers. Purchases on

credit also represent a significantly larger share of their total purchases. In contrast,

3. Because of possible endogeneity bias, working capital is instrumented using conditions at start-up.
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Table 20.3
Whether credit is o¤ered by supplier

Benin Malawi Madagascar

Unit Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Number observed 607 730 879

Pseudo R-squared 0.171 0.125 0.254

Possible discrimination factors

Gender female ¼ 1 �0.227 �1.25 �0.238 �1.38 0.017 0.17

Ethnic group 2 yes ¼ 1 �0.236 �0.64 0.376 0.96 0.420 1.51

Ethnic group 3 yes ¼ 1 �0.344 �1.60 0.293 0.74 0.515 1.81

Ethnic group 4 yes ¼ 1 �0.065 �0.20 0.037 0.07 0.221 0.66

Ethnic group 5 yes ¼ 1 0.329 0.75 �0.022 �0.06 0.108 0.32

Ethnic group 6 yes ¼ 1 �0.136 �0.45 �0.500 �1.09 0.253 0.51

Other ethnicity yes ¼ 1 �0.311 �1.17 �0.316 �0.67 0.686 2.24

Christian (Muslim is omitted category) yes ¼ 1 �0.106 �0.56 �0.710 �2.71 �0.895 �3.00

Other religion yes ¼ 1 �0.282 �1.25 �0.744 �1.94

Personal characteristics

Age of trader log 0.003 0.09 �0.107 �2.31 0.096 3.82

Age of trader, squared log�log 0.000 0.13 0.001 1.59 �0.001 �3.88

Number of languages spoken log 0.245 1.96 0.120 0.66 �0.183 �1.18

Number of years of schooling level 0.013 0.60 0.062 2.39 0.013 0.87

Years of experience logþ 1 0.209 2.23 0.441 4.19 0.175 2.85

Working capital (instrumented) log �0.359 �3.81 �0.299 �3.12 �0.115 �2.74

District dummies (20–25) Included but not shown

_cut1 �3.863 �3.314 2.150

_cut2 �1.523 4.106

Joint test of ethnicity variables

chi-square 5.42 9.71 8.54

p-value 0.4908 0.1373 0.2014

Joint test of religion variables

chi-square 1.69 7.36 9.13

p-value 0.4305 0.0067 0.0104

Note: The estimator is ordered probit.
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non-Christian Beninese traders do not receive more credit but o¤er more credit to

clients. While these results are not fully consistent (credit from suppliers inMalawi and

Madagascar, credit to clients in Benin) and the sample of non-Christians in Mada-

gascar is very small, they appear to suggest that Christian traders are less inclined

toward trade credit and, by implication, less trusting and less trusted. These findings

are in agreement, for instance, with the work of Ensminger (1992) who reports that

Islam penetrated cattle trade in Kenya because it fostered trust. Greif (1994) em-

phasizes the role of religion in trade, but in his work on Genoese merchants, comes

to a di¤erent conclusion regarding which ‘‘culture’’ is more sympathetic to trade.

20.2.2 Testing for Locally Dominant Groups

The lack of strong gender and ethnicity e¤ect and the ambiguity of the reported

religion e¤ect may be due to an inappropriate aggregation scale. For dummies to be

significant, a particular group—based on gender, ethnicity, or religion—would have

to be better trusted over a very large geographical area. This need not be the case if

the e¤ect of trust and discrimination operate only at the local level. If this is true,

what matters is not ethnicity per se but whether a trader is member of whichever

group is locally dominant.

To investigate this possibility, we construct an indicator variable that takes the

value one if the respondent has the same ethnicity as at least half of the other traders

in the district. In districts where no group dominates, the indicator variable is zero.

By this definition, members of even small ethnic group may have a local advantage.

Similar indicator variables are constructed for gender and religion. Mean values of

the variable were reported in table 20.1.

We add these variables to our regressions. Results, not shown here for lack of

space, are mixed. While local group dummies are jointly significant in five cases out

of fifteen, they do not always have the expected sign. Whenever the local ethnicity

dummy is significant, it has the wrong sign. The national ethnicity dummies them-

selves become mostly nonsignificant. The local gender group variable is individually

significant three times with the correct sign. But in Benin, when it is significant the

gender dummy itself has a negative coe‰cient. The local religion group dummy is

individually significant four times, always with the expected (positive) sign. Its pres-

ence does not subtract from the significance of the religion dummies, with Muslims

more likely to o¤er and be o¤ered trade credit.

20.2.3 Testing for Network E¤ects

So far our results provide mild evidence that religion matters. But they are in con-

tradiction with the many sociological studies that insist on the importance of eth-
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nicity in African trade. In an attempt to resolve this contradiction, we investigate the

possible existence of network e¤ects. Ethnicity may matter not because of general

trust within ethnic communities and possible discrimination along ethnic lines, but

because it is a determinant of membership in trade networks (e.g., Cohen 1969;

Meillassoux 1971; Amselle 1977).

To investigate network e¤ects, we add four new variables to the regressions: the

number of suppliers known, the number of clients known, the number of relatives in

trade, and membership in a trader association. The four variables are instrumented

using start-up working capital, numbers of suppliers and clients known, the number

of relatives, and the average association membership in each district. Results are

much more encouraging: network variables are jointly significant in 12 regressions

out of 15, albeit in three cases with the wrong sign. Religion e¤ects again remain

unchanged.

The conclusion we draw from this exercise is that networks matter. To be o¤ered

and to o¤er trade credit, knowing people seems more important than being of the

‘‘correct’’ ethnicity or gender. These results confirm our findings from chapter 19. In

turn they raise the issue of how family background and ethnicity a¤ect the formation

of networks. To this issue we now turn.

20.3 Endogenous Networks

We investigate endogenous network formation in two steps. We first examine the

determinants of networks at start-up. We then study the factors that a¤ect the

growth rate of networks over time. We also examine the role of working capital, in

case ethnicity operates not through trade networks but through equity financing net-

works, for example, parents and kin investing in the respondent’s business.

Start-up network variables are the number of suppliers and clients known at

start-up as well as start-up working capital. Regressors include gender, ethnicity, and

religion dummies as before. We also include personal characteristics such as age at

start-up (and age squared), number of languages spoken, and years of schooling.

Family background variables, such as profession of the parents and experience in

trade, are added to control for possible financial e¤ects and prior exposure to trade.

We estimate the regressions without and with local group e¤ects. Regressions

without local group variables show no e¤ect of ethnicity or religion, except an occa-

sional significant coe‰cient, always with the wrong sign. Results with local group

e¤ects are reported in tables 20.4, 20.5, and 20.6. We see that ethnicity variables are

never jointly significant, except in one case with the wrong sign: members of ethnic

groups marginally represented in trade appear advantaged in start-up conditions, a
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Table 20.4
Number of suppliers known at start-up

Benin Malawi Madagascar

Unit Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Number observed 547 717 869

Pseudo R-squared 0.142 0.062 0.092

Possible discrimination factors

Gender female ¼ 1 �1.643 �3.80 �0.166 �0.98 �0.112 �1.44

Ethnic group 2 yes ¼ 1 0.085 0.21 �0.148 �0.45 0.644 2.68

Ethnic group 3 yes ¼ 1 0.056 0.24 0.149 0.45 0.595 2.47

Ethnic group 4 yes ¼ 1 0.472 1.23 �0.073 �0.22 0.599 2.18

Ethnic group 5 yes ¼ 1 0.605 1.16 0.264 0.62 0.501 1.71

Ethnic group 6 yes ¼ 1 0.484 1.31 �0.123 �0.34 0.933 3.33

Other ethnicity yes ¼ 1 �0.141 �0.44 0.310 1.06 0.375 1.52

Christian (Muslim is omitted category) yes ¼ 1 0.024 0.11 �0.067 �0.24 �0.141 �0.68

Other religion yes ¼ 1 �0.043 �0.16 �0.275 �1.06

Personal characteristics

Age at start-up level �0.021 �0.74 �0.005 �0.21 0.010 0.80

Age at start-up, squared level : 2 0.000 0.59 0.000 0.10 �0.000 �0.90

Number of languages spoken log �0.203 �1.49 �0.160 �1.12 �0.299 �2.93

Number of years of schooling level 0.008 0.38 0.035 2.03 �0.004 �0.41

Family background

Father was a trader yes ¼ 1 0.251 1.21 �0.072 �0.47 0.110 0.67

Father was an employee yes ¼ 1 0.050 0.22 0.309 2.12 0.062 0.64

Mother was a trader yes ¼ 1 0.157 0.64 0.157 0.84 �0.339 �2.07

Mother was an employee yes ¼ 1 1.072 1.34 0.435 1.28 �0.095 �0.48

Father’s years of experience as trader logþ 1 0.029 0.42 0.090 1.77 0.015 0.25

Mother’s years of experience as trader logþ 1 0.034 0.50 0.025 0.48 0.163 2.72
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Membership in local majority group

Member of main gender group in district yes ¼ 1 1.257 2.69 �0.120 �0.73 �0.102 �1.33

Member of main ethnic group in district yes ¼ 1 �0.142 �0.46 �0.050 �0.29 �0.001 �0.01

Member of main religion in district yes ¼ 1 �0.174 �0.97 �0.153 �0.65

District dummies (20–25) Included but not shown

Intercept 2.293 3.35 1.105 1.80 1.602 1.78

Selection-term 1.229 1.184 0.787

Number of observations censored at 0 156 237 96

Number of uncensored observations 391 480 773

Joint test of ethnicity variables

F-test 0.97 1.01 2.59

p-value 0.4443 0.4146 0.0171

Joint test of religion variables

F-test 0.04 0.06 0.58

p-value 0.9568 0.8098 0.5584

Joint test of membership in majority group variables

F-test 2.81 0.40 0.88

p-value 0.0389 0.7555 0.4148
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Table 20.5
Number of clients known at start-up

Benin Malawi Madagascar

Unit Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Number observed 548 717 869

Pseudo R-squared 0.175 0.028 0.091

Possible discrimination factors

Gender female ¼ 1 �1.007 �2.54 �0.157 �1.19 �0.096 �1.29

Ethnic group 2 yes ¼ 1 �0.058 �0.16 0.148 0.57 0.259 1.13

Ethnic group 3 yes ¼ 1 �0.263 �1.21 0.220 0.84 0.262 1.14

Ethnic group 4 yes ¼ 1 0.017 0.05 0.212 0.80 0.368 1.40

Ethnic group 5 yes ¼ 1 0.133 0.26 0.230 0.68 0.282 1.01

Ethnic group 6 yes ¼ 1 0.509 1.53 0.415 1.44 0.595 2.22

Other ethnicity yes ¼ 1 �0.026 �0.09 0.337 1.43 0.265 1.12

Christian (Muslim is omitted category) yes ¼ 1 �0.222 �1.13 0.101 0.47 0.004 0.02

Other religion yes ¼ 1 �0.006 �0.03 �0.106 �0.42

Personal characteristics

Age at start-up level �0.009 �0.35 �0.010 �0.48 �0.003 �0.22

Age at start-up, squared level : 2 0.000 0.62 0.000 0.55 0.000 0.20

Number of languages spoken log 0.072 0.58 �0.102 �0.90 �0.340 �3.46

Number of years of schooling level 0.012 0.64 0.011 0.83 �0.002 �0.18

Family background

Father was a trader yes ¼ 1 0.311 1.62 0.245 2.00 0.057 0.36

Father was an employee yes ¼ 1 0.170 0.83 0.385 3.31 0.167 1.79

Mother was a trader yes ¼ 1 0.291 1.27 �0.090 �0.61 �0.283 �1.78

Mother was an employee yes ¼ 1 0.819 1.10 �0.192 �0.70 �0.412 �2.13

Father’s years of experience as trader logþ 1 0.058 0.92 �0.028 �0.68 0.038 0.67

Mother’s years of experience as trader logþ 1 �0.031 �0.49 0.044 1.06 0.126 2.18
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Membership in local majority group

Member of main gender group in district yes ¼ 1 0.807 1.88 �0.059 �0.46 �0.075 �1.01

Member of main ethnic group in district yes ¼ 1 0.253 0.90 0.125 0.89 �0.051 �0.47

Member of main religion in district yes ¼ 1 0.057 0.35 �0.118 �0.64

District dummies (20–25) Included but not shown

Intercept 1.370 2.18 1.227 2.51 1.874 2.15

Selection-term 1.140 0.975 0.761

Number of observations censored at 0 135 128 77

Number of uncensored observations 413 589 792

Joint test of ethnicity variables

F-test 1.50 0.63 1.09

p-value 0.1772 0.7072 0.3660

Joint test of religion variables

F-test 0.91 0.22 0.23

p-value 0.4050 0.6390 0.7962

Joint test of membership in majority group variables

F-test 1.52 0.40 0.61

p-value 0.2076 0.7509 0.5448
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Table 20.6
Start-up working capital

Benin Malawi Madagascar

Unit Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Number observed 531 717 869

Pseudo R-squared 0.073 0.094 0.079

Possible discrimination factors

Gender female ¼ 1 �0.001 0.00 �0.204 �1.17 �0.292 �1.72

Ethnic group 2 yes ¼ 1 0.008 0.02 0.365 1.07 0.268 0.52

Ethnic group 3 yes ¼ 1 0.353 1.44 0.270 0.78 0.306 0.59

Ethnic group 4 yes ¼ 1 �0.146 �0.37 0.235 0.68 0.322 0.54

Ethnic group 5 yes ¼ 1 1.119 2.21 �0.050 �0.11 1.033 1.63

Ethnic group 6 yes ¼ 1 �0.268 �0.73 0.245 0.65 1.033 1.70

Other ethnicity yes ¼ 1 0.104 0.32 0.633 2.05 0.405 0.76

Christian (Muslim is omitted category) yes ¼ 1 0.253 1.17 0.154 0.53 �0.478 �1.06

Other religion yes ¼ 1 �0.099 �0.37 �0.248 �0.45

Personal characteristics

Age at start-up level 0.016 0.50 0.027 1.00 0.037 1.28

Age at start-up, squared level : 2 0.000 0.08 0.000 0.11 �0.000 �0.86

Number of languages spoken log �0.043 �0.31 0.232 1.55 0.214 0.97

Number of years of schooling level 0.081 3.70 0.075 4.22 0.088 4.27

Family background

Father was a trader yes ¼ 1 0.111 0.50 �0.143 �0.88 �0.557 �1.56

Father was an employee yes ¼ 1 �0.094 �0.40 �0.027 �0.17 �0.220 �1.05

Mother was a trader yes ¼ 1 0.309 1.24 0.280 1.42 0.095 0.27

Mother was an employee yes ¼ 1 �0.387 �0.47 0.043 0.12 0.585 1.36

Father’s years of experience as trader logþ 1 �0.040 �0.54 0.114 2.09 0.081 0.62

Mother’s years of experience as trader logþ 1 �0.020 �0.29 �0.049 �0.89 0.263 2.01
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Membership in local majority group

Member of main gender group in district yes ¼ 1 �0.671 �1.32 0.546 3.22 0.071 0.42

Member of main ethnic group in district yes ¼ 1 �0.114 �0.39 0.246 1.33 �0.688 �2.82

Member of main religion in district yes ¼ 1 �0.026 �0.14 �0.062 �0.25

District dummies (20–25) Included but not shown

Intercept 3.938 5.36 0.133 0.21 0.462 0.23

Selection-term 1.309 1.310 1.723

Number of observations censored at 0 17 0 68

Number of uncensored observations 514 717 801

Joint test of ethnicity variables

F-test 1.58 1.12 1.38

p-value 0.1496 0.3510 0.2211

Joint test of religion variables

F-test 1.42 0.29 0.72

p-value 0.2429 0.5933 0.4859

Joint test of membership in majority group variables

F-test 0.65 3.98 4.09

p-value 0.5829 0.0080 0.0171
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result that contradicts the presence of ethnic favoritism. Religion is never significant.

In contrast, gender is often significant and always negative: female traders start their

business with fewer contacts and less capital. This is consistent with the observation

that for many African women, trade is a transient income generating activity in

which they enter and exit depending on family circumstances (Spring and McDade

1998).

Being of the same ethnic group as the majority of traders in the district has a neg-

ative e¤ect on start-up contacts and capital in six out of nine regressions—in one

case this e¤ect is significant. Being of the same religion has a negative coe‰cient in

five out of nine regression and is never significant. In contrast, being of the same sex

of the most local traders has a significant positive e¤ect on trade contacts in Benin.

Combined with the fact that being a women has a strong negative e¤ect on start-up

contacts, this suggests that Beninese male traders have more start-up contacts in dis-

tricts where they represent the bulk of the traders.4

In contrast, family background is shown to have some e¤ect on start-up con-

ditions, especially trading experience. Better educated traders start with more work-

ing capital, possibly because they were able to save more money on an earlier, better

paid wage job. To summarize, we fail to find strong evidence that ethnicity a¤ects

start-up networks and capital.

Let us now turn to growth of networks and working capital after start-up. If

members of a particular gender, ethnic, or religious group are advantaged in busi-

ness, they should accumulate contacts and capital faster. Results are summarized in

tables 20.7, 20.8, and 20.9 for known suppliers, known clients, and working capital.

As before, regressors include gender, ethnicity, and religion dummies together with

district dummies. Personal characteristics include the age of trader at start-up (and

age squared), number of languages, and years of schooling. Years of trading expe-

rience control for the time elapsed since start-up. Since both experience and the

dependent variable are expressed in log, the (conditional) annual growth rate can be

calculated as the coe‰cient of experience divided by years of experience.5 Start-up

conditions are included as well as the number of relatives. As before, local group

e¤ects are included to test for location specific favoritism.

Results show that the number of suppliers and clients known increases on average

at 8 to 20 percent during the initial year, but rises slower in subsequent years.

4. If local group e¤ects are not included in the regression, the female dummy has the same sign and
remains significant, but with a much smaller coe‰cient in absolute value.

5. A constant growth rate of the number of traders known was strongly rejected by the data: growth is
faster initially.
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Working capital grows much faster, at 5 percent per year on average in Benin and

Malawi, and 9 percent in Madagascar. Being a woman has a negative e¤ect on the

growth of working capital in all three countries; the e¤ect is significant in two of

them. The e¤ect is also strongly negative and significant in Benin if either the district

dummies or the local group dummies are omitted from the regression. Although

we do not have information on why female traders accumulate capital more slowly,

this finding is consistent with the often made observation that African women use

their personal income to pay for school fees and better child nutrition. Women also

accumulate business contacts more slowly in Malawi and Madagascar, perhaps

because their freedom to move from market to market is hindered by parenting

responsibilities.

Ethnicity and religion dummies are occasionally significant, but usually with the

wrong sign—ethnic groups that represent a smaller proportion of traders being

shown to accumulate contacts and capital faster. The only exception is the Christian

dummy in Benin, which is positive and significant for number of suppliers known.

The same e¤ect is not, however, observed for clients known, suggesting that the

finding is not robust. Membership in locally dominant groups is never jointly signifi-

cant. Individual dummies are occasionally significant, but always with the wrong

(negative) sign.

There are some other results of interest. Education has a strong positive e¤ect on

the accumulation of working capital in all three countries, suggesting that better

educated traders not only start with more capital but also accumulate faster. Traders

who speak more languages tend to accumulate working capital faster in Benin and

Madagascar.

20.4 Conclusion

In this chapter we examined the role that gender, ethnicity, and religion play among

agricultural traders. It is widely believed that these three factors play a paramount

role in shaping African trade. It is common for African politicians and external

observers alike to claim that trade is ‘‘in the hands’’ of a particular group and to call

for policy interventions to curb what is often thought to result from favoritism and

discrimination.

Using surveys conducted in three African countries (Benin in West Africa, Malawi

in Southern Africa, and Madagascar in the Indian Ocean), we investigate these

claims in detail. We begin with an examination of transactions practices, using the

willingness to o¤er (very short-term) trade credit as a measure of trust. We also
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Table 20.7
Growth in the number of suppliers known

Benin Malawi Madagascar

Unit Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Number observed 611 730 882

Pseudo R-squared 0.323 0.109 0.411

Possible discrimination factors

Gender female ¼ 1 0.347 1.26 �0.205 �1.65 �0.124 �2.43

Ethnic group 2 yes ¼ 1 0.068 0.29 0.157 0.66 0.213 1.76

Ethnic group 3 yes ¼ 1 0.151 1.08 0.180 0.74 0.314 2.51

Ethnic group 4 yes ¼ 1 0.354 1.58 0.127 0.41 0.418 2.92

Ethnic group 5 yes ¼ 1 0.162 0.61 �0.006 �0.03 0.093 0.63

Ethnic group 6 yes ¼ 1 0.345 1.68 0.049 0.19 0.297 1.56

Other ethnicity yes ¼ 1 0.349 2.07 0.275 1.00 0.257 1.93

Christian (Muslim is omitted category) yes ¼ 1 0.339 2.81 �0.084 �0.41

Other religion yes ¼ 1 0.120 0.83 0.290 1.73

Personal characteristics

Age at start-up level 0.009 0.50 0.034 1.73 0.000 0.02

Age at start-up, squared level : 2 �0.000 �0.63 �0.000 �1.49 0.000 0.31

Number of languages spoken log 0.058 0.76 0.088 0.81 �0.131 �1.99

Number of years of schooling level 0.016 1.27 0.008 0.59 0.008 1.23

Start-up conditions

Years since start-up logþ 1 0.081 1.37 0.173 2.84 0.196 6.03

Number of suppliers known at start-up logþ 1 0.705 18.19 0.645 13.04 0.739 22.11

Number of buyers known at start-up logþ 1 �0.073 �1.89 �0.184 �3.58 �0.029 �0.88

Number of relatives logþ 1 0.136 1.64 �0.043 �0.45 �0.038 �0.84

Start-up working capital logþ 1 �0.042 �1.69 �0.012 �0.42 0.007 0.66
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Membership in local majority group

Member of main gender group in district yes ¼ 1 �0.558 �1.91 �0.015 �0.12 �0.024 �0.46

Member of main ethnic group in district yes ¼ 1 0.083 0.52 0.157 1.21 �0.002 �0.03

Member of main religion in district yes ¼ 1 �0.096 �0.96 �0.104 �0.60 0.047 0.35

District dummies (20–25) Included but not shown

Intercept 0.950 1.94 1.529 2.72 0.797 1.35

Selection-term 0.776 0.944 0.524

Number of censored observations at 0 59 32 34

Number of uncensored observations 552 698 848

Joint test of ethnicity variables

F-test 0.81 0.55 2.43

p-value 0.5591 0.7664 0.0245

Joint test of religion variables

F-test 4.37 0.17 3.01

p-value 0.0131 0.6812 0.0833

Joint test of membership in majority group variables

F-test 1.59 0.52 0.11

p-value 0.1896 0.6669 0.9557
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Table 20.8
Growth in the number of clients known

Benin Malawi Madagascar

Unit Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Number observed 611 730 882

Pseudo R-squared 0.331 0.100 0.394

Possible discrimination factors

Gender female ¼ 1 0.266 0.96 �0.147 �1.30 �0.116 �2.37

Ethnic group 2 yes ¼ 1 0.044 0.19 �0.229 �1.05 0.241 2.09

Ethnic group 3 yes ¼ 1 0.125 0.89 �0.278 �1.25 0.269 2.26

Ethnic group 4 yes ¼ 1 0.174 0.78 �0.159 �0.56 0.381 2.79

Ethnic group 5 yes ¼ 1 �0.077 �0.29 �0.173 �0.83 0.097 0.70

Ethnic group 6 yes ¼ 1 0.084 0.41 �0.142 �0.58 0.328 1.81

Other ethnicity yes ¼ 1 �0.144 �0.85 0.083 0.33 0.263 2.07

Christian (Muslim is omitted category) yes ¼ 1 0.068 0.56 0.005 0.03

Other religion yes ¼ 1 �0.020 �0.14 0.311 1.95

Personal characteristics

Age at start-up level �0.017 �0.91 0.029 1.64 �0.001 �0.10

Age at start-up, squared level : 2 0.000 0.83 �0.000 �1.17 0.000 0.32

Number of languages spoken log 0.094 1.23 0.167 1.69 �0.000 0.00

Number of years of schooling level �0.008 �0.68 �0.006 �0.52 �0.001 �0.25

Start-up conditions

Years since start-up logþ 1 0.064 1.08 0.164 2.94 0.182 5.88

Number of suppliers known at start-up logþ 1 0.042 1.08 �0.036 �0.80 0.125 3.92

Number of buyers known at start-up logþ 1 0.613 15.86 0.489 10.38 0.493 15.49

Number of relatives logþ 1 0.263 3.16 0.104 1.19 �0.035 �0.81

Start-up working capital logþ 1 �0.029 �1.16 �0.033 �1.32 �0.007 �0.66
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Membership in local majority group

Member of main gender group in district yes ¼ 1 �0.431 �1.47 �0.089 �0.79 0.033 0.68

Member of main ethnic group in district yes ¼ 1 �0.060 �0.38 0.126 1.06 0.038 0.53

Member of main religion in district yes ¼ 1 �0.053 �0.53 �0.067 �0.42 0.071 0.56

District dummies (20–25) Included but not shown

Intercept 1.377 2.81 1.329 2.58 1.388 2.45

Selection-term 0.781 0.867 0.501

Number of censored observations at 0 47 8 24

Number of uncensored observations 564 722 858

Joint test of ethnicity variables

F-test 0.65 0.80 1.90

p-value 0.6915 0.5665 0.0787

Joint test of religion variables

F-test 0.30 0.00 3.81

p-value 0.7396 0.9800 0.0513

Joint test of membership in majority group variables

F-test 0.87 0.61 0.36

p-value 0.4579 0.6073 0.7817
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Table 20.9
Growth in working capital

Benin Malawi Madagascar

Unit Coe‰cient t-statistic Coe‰cient t-statistic Coe‰cient t-statistic

Number observed 592 730 828

Pseudo R-squared 0.218 0.222 0.254

Possible discrimination factors

Gender female ¼ 1 �0.333 �0.88 �0.807 �6.09 �0.405 �3.77

Ethnic group 2 yes ¼ 1 0.131 0.44 0.288 1.14 0.537 2.04

Ethnic group 3 yes ¼ 1 �0.175 �0.98 0.279 1.08 0.632 2.33

Ethnic group 4 yes ¼ 1 �0.079 �0.28 0.295 0.89 0.464 1.49

Ethnic group 5 yes ¼ 1 �0.306 �0.87 0.409 1.69 0.553 1.75

Ethnic group 6 yes ¼ 1 �0.104 �0.39 0.400 1.41 0.802 1.97

Other ethnicity yes ¼ 1 �0.234 �1.08 0.588 2.01 0.513 1.79

Christian (Muslim is omitted category) yes ¼ 1 0.122 0.80 0.020 0.09 �0.465 �1.57

Other religion yes ¼ 1 0.101 0.55 0.129 0.35

Personal characteristics

Age at start-up level 0.001 0.05 0.051 2.45 0.076 4.07

Age at start-up, squared level : 2 0.000 0.41 �0.001 �2.08 �0.001 �3.30

Number of languages spoken log 0.324 3.33 �0.066 �0.57 0.274 1.95

Number of years of schooling level 0.046 2.93 0.077 5.50 0.023 1.76

Start-up conditions

Years since start-up logþ 1 0.733 9.75 0.434 6.68 0.497 7.12

Number of suppliers known at start-up logþ 1 �0.005 �0.10 �0.026 �0.49 0.235 3.31

Number of buyers known at start-up logþ 1 0.104 2.13 �0.070 �1.28 �0.072 �1.02

Number of relatives logþ 1 0.223 2.08 0.213 2.08 �0.260 �2.67

Start-up working capital logþ 1 0.371 11.65 0.441 14.96 0.501 19.75
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Membership in local majority group

Member of main gender group in district yes ¼ 1 �0.529 �1.33 �0.295 �2.24 �0.040 �0.38

Member of main ethnic group in district yes ¼ 1 0.175 0.87 �0.101 �0.72 �0.038 �0.25

Member of main religion in district yes ¼ 1 0.050 0.40 �0.106 �0.58

District dummies (20–25) Included but not shown

Intercept 7.714 12.36 4.492 7.50 0.221 0.18

Selection-term 0.981 1.010 1.089

Number of uncensored observations 592 730 828

Joint test of ethnicity variables

F-test 0.47 0.97 1.02

p-value 0.8273 0.4458 0.4107

Joint test of religion variables

F-test 0.33 0.01 4.17

p-value 0.7196 0.9249 0.0158

Joint test of membership in majority group variables

F-test 0.88 2.03 0.10

p-value 0.4512 0.1085 0.9052
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measure information sharing about breach of contract as the likelihood that other

suppliers would learn about nonpayment. The e¤ects of ethnicity, gender, and reli-

gion are tested both at the national level and at the local level, that is, relative to

other traders in the same district.

Contrary to expectations, we find no conclusive evidence that members of a par-

ticular sex or ethnic group are more easily trusted by suppliers or that they trust

clients more easily. Non-Christians—particularly Muslims—appear to trust and be

trusted more, but the e¤ect is apparent in only two of the three countries where

Christians are an overwhelming majority. In Benin where Muslims represent 40 per-

cent of the sample, no such e¤ect is found. Perhaps it is being di¤erent from the rest

(more devout?) that raises trust. This issue deserves more investigation.

In contrast, network e¤ects have a stronger and more systematic e¤ect on trust

and information sharing—albeit occasionally with the wrong sign. These results are

to be interpreted in the light of other work that has shown strong returns to network

capital in African trade and business.

Finding network e¤ects does not, however, eliminate the possibility of discrimina-

tion on the basis of ethnicity and the like. It is indeed conceivable that members of

the dominant trading group start their business with better contacts and better access

to equity finance. They may also accumulate contacts and funds faster over time,

thanks to favoritism. To investigate this possibility, we examine whether ethnicity,

gender, and religion a¤ect start-up conditions and growth over time.

We find that women accumulate working capital much slower than men, but this

appears to have little to do with their being marginalized: the e¤ect is strong in two

of the three countries, including in Madagascar where women represent 60 percent of

surveyed traders. Women also start business with less capital. In contrast, better

educated traders start with more capital and accumulate it faster. Ethnicity and reli-

gion appear to have little if any systematic e¤ect on start-up conditions and accu-

mulation of network and working capital. Whenever a relationship is found, it

usually is contrary to what would occur if favoritism based on ethnicity and religion

were present.

Taken together, these results suggest that ethnicity and religion only have limited

e¤ects on agricultural trade in the three countries studied. This suggests that if eth-

nicity and religion matter in other African countries, as is often claimed, these e¤ects

are probably country specific so that it would be hazardous to extrapolate them to

Africa as a whole. Gender matters more, but at least part of the gender e¤ect reflect

the di¤erent role women play in the household—particularly the tendency to initiate

smaller, more transient businesses and to siphon funds o¤ the business, possibly to

finance investment in children.
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The result presented here do not rule out the existence of strong ethnic, gender, or

religious bias in other African countries. But one should be cautious not to generalize

these local situations to all of Africa. Our surveys suggest, instead, that in the three

countries studied, agricultural trade is open to all, irrespective of gender, ethnicity, or

religion. Networks matter, and better connected traders have larger and more pros-

perous businesses. But members of all groups start more or less from an equal foot-

ing to accumulate network and working capital. This ease of entry probably explain

why scores of Africans, many of whom women, flock into agricultural trade as an

income earning opportunity (Barrett 1997a).

Discrimination and Networks in Agricultural Trade 419





21Finance, Investment, and Networks

In the previous chapter we discussed firm growth among agricultural traders. Our

coverage of African manufacturing, however, has been organized primarily around

market exchange, not firm entry and investment. The two are closely linked, how-

ever. This chapter presents some preliminary thoughts about the e¤ect networks are

likely to have on firm entry and growth in African manufacturing. Since many of the

issues discussed here are already well know, we cover the material rapidly.

We begin by discussing start-up capital. We then turn to investment finance and

liquidity crises. How firms deal with either determines its path over time. We then

briefly examine the role of networks in segmentation, competition, and international

trade. These issues deserve more research.

21.1 Start-up Capital

It has long been known that personal wealth is the primary source of start-up capital

for business. This is particularly true in Africa where the majority of surveyed firms

are owner-established businesses—over three-quarters of surveyed manufacturing

businesses and virtually all agricultural traders. For instance, in Kenya, 73 percent of

RPED firms are owner-established businesses; only 23 firms were inherited and 19

businesses had been bought by the current owner(s).

Own savings constitute the most important source of start-up capital, followed by

loans from local banks. The use of bank loans is correlated with firm size: larger

firms have a higher proportion of start-up capital financed by bank debt. In Zim-

babwe, bank loans were used at start-up by only 10 percent of firms; they constituted

the exclusive source of start-up finance for two firms only. For many subsidiaries,

start-up finance was provided by the parent company. Foreign banks, moneylenders,

and supplier credit are negligible sources of start-up finance across all firm sizes.

Loans from friends or family are significant sources of start-up capital for micro-

enterprises and to a lesser extent for small firms. Discussions with respondents

suggest that such loans share many of the features of venture capital investment in

developed countries: repayment involves a grace period and is contingent on success.

Lenders may also provide advice and other forms of support. There are significant

di¤erences among ethnic groups. For example, black Zimbabweans are less likely

than other ethnic groups to have used a bank loan at start-up. These results are

consistent with the evidence, reported earlier, that blacks are less well connected with

banks.



21.2 Equity Financing

In addition to credit, firms can in principle finance their activities by seeking equity

participation from partners or shareholders. To explore these issues, the case study

firms in Zimbabwe were asked about the equity structure of their firm and their views

of equity finance as a source of start-up and investment finance. Most of them turned

out to have more than one equity holder. Only about one-third of the case study

firms ever sought outside equity (table 21.1). Microenterprises, sole proprietors, and

partnerships are much less likely to seek equity finance than larger, incorporated

firms. Only four firms stated that they could not find equity finance because they did

not know someone with money, all of them African-owned microenterprises. These

results suggest that equity rationing is not generally a problem for sample firms,

though it may be for African microenterprises.

Obtaining finance through the stock market is even more remote for the vast

majority of firms. Only large firms view this as being a realistic possibility, given the

fixed costs (auditing, etc.) and reputational requirements of going public. Sixty per-

cent of the firms that stated they would not consider going public indicated that they

are too small.

The slow pace at which new issues are allowed on the stock exchange may con-

strain some of the larger firms: over half of the large respondents would consider

going public but only 11 percent have so far raised equity in the stock market. Dis-

cussions with respondents indicate that at the time of the survey (1995) large firms

viewed the stock market with a renewed interest. For most firms, however, equity

finance is not a strong option, primarily because of the intrusion it represents upon

the autonomy of current firm owners. The most likely cases of equity rationing thus

are large firms that want to raise capital through new issues on the stock market but

Table 21.1
Equity financing in Zimbabwe

Size Ethnicity
All
firms Micro Small Medium Large African White Other

Has firm ever sought outside
equity?

35% 0% 40% 56% 35% 40% 35% 29%

Has firm ever floated shares
on the stock market?

7% 0% 0% 11% 11% 11% 7% 0%

Would firm consider going
public?

26% 0% 0% 22% 53% 44% 23% 14%

Source: Case study survey in Zimbabwe.
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have been prevented from doing so by the long queue of firms waiting for their issues

to be allowed on the Zimbabwe Stock Exchange.

Asymmetric information between investors and managers about the quality of the

firm’s investments leads to adverse selection and incentive problems in equity mar-

kets. As a result investors are typically reluctant to put money in a firm without

actively participating in its management. Moreover imperfect information may result

in ownership shares being undervalued by investors, thus discouraging firms from

seeking outside participation.

To explore these issues, we asked case study firms about who equity partners are

and what they do. Most firms have more than one equity holder. Not surprisingly,

the great majority of them turn out to be friends and relatives (table 21.2). Partners

in virtually all cases are active in the firm. They participate in the daily management

of the company rather than simply monitoring its progress periodically. Active part-

ners are more likely to take part in the daily management of the firm in African and

other ethnic firms than in white-owned firms; in micro and small-scale firms than

medium and large firms; and in partnerships and corporations than in subsidiaries of

holding companies. In most of the cases where the active partners do not participate

in management, the firm is a subsidiary of a holding company and the partner is

the parent company. In these cases the holding company may not directly manage

the firm, but it always supervises its operations and monitors its progress. In the rest

of the cases where partners do not participate in management, the firm is either a

Table 21.2
Equity and management in Zimbabwe

Size Ethnicity
All
firms Micro Small Medium Large African White Other

Firms with multiple equity
holders

58% 57% 67% 50% 57% 50% 55% 86%

Firms with shared
management and control

86% 100% 100% 60% 83% 100% 78% 100%

Active partners

Relatives/friends 55% 100% 78% 33% 27% 50% 47% 83%

Business acquaintance 7% 0% 11% 0% 7% 33% 0% 0%

Parent company 23% 0% 11% 33% 33% 0% 37% 0%

Other 23% 0% 0% 33% 40% 17% 26% 17%

Firms where partners
participate in everyday
management

59% 100% 89% 25% 40% 80% 45% 100%

Source: Case study survey in Zimbabwe.
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medium or large corporation. These findings suggest a dichotomy in terms of access

to equity capital: large firms with well-established reputations can access equity cap-

ital without forfeiting a major degree of control over management decisions, while

smaller and less well-known firms can only access equity by sharing management and

control.

These results are in line with concerns about imperfect information and incentive

problems that the active involvement of investors in the management of the firm

attempt to correct. They also are consistent with the fact that only about one-third of

the case study firms ever sought outside equity. Almost two-thirds of firms that have

not sought outside equity stated they wanted to retain control of the firm or were

worried about potential conflicts with new partners. For most entrepreneurs the main

problem with equity finance is the loss of control of the firm this implies. Even for

African microenterprises this is likely to be a concern, though they may not think of

it because the possibility of obtaining outside finances is remote.

The implication is that for small- and medium-size businesses, equity financing

is only conceivable with very close, trusted individuals—usually friends or relatives

and occasionally former employees. For entrepreneurs whose family is poor, equity

financing is not an option at start-up and it remains a remote option to finance sub-

sequent investment.

21.3 Investment Finance

Once firms are created, they can grow by investing. Di‰cult access to start-up

capital could be partly compensated by easy access to investment funding: good

entrepreneurs with limited start-up capital could compensate their small beginnings

by bringing in outside finance after creation. The speed and ease of access to invest-

ment finance therefore determines the extent to which the distribution of start-up

capital among potential entrepreneurs is reflected in the distribution of firm sizes.

African manufacturing is not the best place to study investment finance because

firms invest very little (Bigsten et al. 2000b). With trade liberalization continuing

through the 1990s, subsequent manufacturing surveys indicated that the situation

deteriorated further after the RPED surveys were done.

21.3.1 Source of Investment Finance

Having said this, most firms do incur occasional investment expenditures. In value

terms, purchases of equipment account for most of investment expenditures (e.g., 82

percent in Zimbabwe). Investment in buildings accounts for only 16 percent and land
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for just 2 percent of investment expenditures in Zimbabwe. Investments in land and

buildings are also infrequent.

Retained earnings are the dominant source of finance and the most frequently

cited source of funds for investment. Bank loans come in second. Personal savings

and informal loans are unusual sources of investment funding, except for very small

firms. Hire-purchase is used by medium-size firms, primarily to finance the purchase

of vehicles. Outside equity was little used, but when it was, it helped finance large

investments. Other sources, like personal loans, were used only in a few cases.

There are sharp di¤erences across firm sizes. Microenterprises did not use any

external finance, while small firms depended to a significant extent on overdrafts and

hire purchase. Larger firms have a more varied portfolio of financial sources, with

bank loans playing a major role. These findings are consistent with the limited use of

equity finance, hire purchase, and overdraft facilities by African firms and micro-

enterprises. Overdrafts play a significant role in financing investments, particularly

for small firms for whom the transactions costs of loan application and/or the delays

and uncertainties associated with receiving a loan may be prohibitive. However,

using an overdraft to finance investment may backlash if it creates a hard core of

debt on the firm’s bank account.

In terms of aggregate value, the picture is a bit di¤erent. This is because invest-

ment is distributed very unequally across firms, with a small number of enterprises

making very large investments and most others investing in a small piece of equip-

ment or not at all. How large investments are financed thus has a deep influence on

how aggregate investment is financed. On average, in Kenya, for instance, 41 percent

of the total investment value was financed from retained earnings and 44 percent

from bank loans. In Zimbabwe, ‘‘other’’ sources of funding dominate the picture. A

close look at the data reveals that these results are due to a small number of large

investments financed through equity, advances from parent companies, and loans

from development agencies. In terms of aggregate share, bank loans occupy in Zim-

babwe an intermediate position between retained earnings and ‘‘other’’ sources: they

finance very few purchases of buildings but about a third of all recorded purchases of

equipment. As in the case of ‘‘other’’ sources of funding, investments in equipment

financed by banks tend to be larger than those financed through retained earnings.

21.3.2 Kenya Case Study

These issues were examined in further detail in case study surveys in Kenya and

Zimbabwe. Answering to specific questions about the financing of lumpy invest-

ments, case study firms in Kenya declare an average time between capital purchases

of three and a half years. Half of the case study respondents are confident they could
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certainly find the money if they needed to, but the rest is less optimistic. Only one-

sixth of the firms respond that they could not find the funds. These figures agree with

Gunning and Mumbengegwi (1995) and Bigsten et al. (2002) who argue that credit

constraints are not binding for most African manufacturers.

The expected length of time to secure the funds is four months. Eighty percent

of the firms needed or wanted to borrow at least once. Manufacturing firms tend

to require more credit than others, but otherwise there are few di¤erences between

firm categories in their desire to borrow. Virtually all firms know who they would

approach if the need arose. But only 60 percent are always successful in securing the

needed funds.

Entrepreneurs were quizzed about their strategies for securing funds. Answers

confirm an overwhelming reliance on retained earnings and personal savings. Bank

finance comes second, mostly in the form of a loan, occasionally in the form of an

overdraft, and in several cases from a finance company. A fourth of the respondents

also regard hire-purchase as an important source of credit. In Kenya, hire-purchase

applies mostly to the financing of vehicles, usually with loans of up to three years at

rates slightly above bank lending rates. Over time, hire-purchase companies may

expand their activities to incorporate machinery and equipment. Loans from other

sources are seldom cited by respondents as a source of investment finance they had

considered seriously.

21.3.3 Zimbabwe Case Study

These issues were revisited in more detail in the Zimbabwe case study survey. Firms

were asked whether they had considered sources of finance other than the ones they

ended up using. Most firms had considered a loan from a bank or finance house and,

in some cases, hire-purchase. The reasons for not using other sources of finance

varied among firms. African firms and microenterprises most often stated that they

could not get access to it. Medium and large firms, and firms owned or managed by

whites and other ethnic groups, usually said either that they did not need the other

finance or that the source they chose was cheaper and had a longer repayment

period. Other reasons cited were that the application process required too much

paperwork or was too slow, and that the firm was not sure it could repay the loan.

Firms that are a member of a group of companies were found to be in a more

favorable position because holding companies play the role of an internal capital

market. The parent company can better assess the viability of an investment by

a subsidiary than any external lender. Consequently investment opportunities by

subsidiaries are less likely to be forgone than if an external investor—lender or

partner—had to be convinced of the profitability of the project.
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To summarize, the picture that emerges is one in which internal financing and

commercial bank loans constitute the most important sources of finance for the long-

term credit needs of firms. Retained earnings are the dominant source of financing

acquisition of equipment/machinery across all firm sizes. Established firms of a suf-

ficient size find it easier to raise outside funds than start-ups and microenterprises.

Medium and large firms have greater access to bank credit, especially if they belong

to the dominant business community. This reflects the distribution of collateralizable

assets, primarily land, across firms of di¤erent sizes, and the lower transaction costs

to banks for evaluating creditworthiness of large firms. In a more sophisticated

economy such as that of Zimbabwe, bank financing tends to be replaced with more

specialized forms of investment finance for large investments.

The rationing of investment finance a¤ects primarily microenterprises and small

African firms. What remains unclear, however, is whether these firms are profitable

enough to be able and willing to pay commercial interest rates. In Zimbabwe it

was the opinion of some of the bank sta¤ we spoke to that many firms cannot a¤ord

interest rates as high as those prevailing in the country at the time of the survey (36

percent nominal at a time when inflation was 20–25 percent per annum). To respond

to these concerns, the government had made available to small African businesses a

line of credit of several million Zimbabwe dollars at an interest rate of 5 percent per

annum while the going rate on overdraft facilities was around 36 percent. Not sur-

prisingly, there was excess demand for such loans and a few of the case study firms

said they had unsuccessfully tried to get one of these loans.

To explore how financial constraints a¤ect investment, we asked Zimbabwe case

study firms whether they were forced to delay or downsize their most recent major

investment due to lack of funds. Results are presented in table 21.3. About one-third

of firms stated that they had to delay and about one-sixth that the investment was

downsized due to lack of finance. African and microenterprises were, again, most

Table 21.3
Investment and finance

Size Ethnicity
All
firms Micro Small Medium Large African White Other

Firms delaying investment
because of lack of funds

32% 57% 31% 18% 32% 64% 23% 25%

Firms that downsized
investment because of
lack of funds

17% 43% 15% 0% 16% 46% 4% 25%

Source: Case study survey in Zimbabwe.
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likely to delay and downsize. Probit analysis (not shown) reveals that the e¤ect of

ethnicity on investment delay is statistically significant. Among the firms that were

forced to delay their investment, more that three-fourths reported that the delay

reduced the rate of return on the investment. These results suggest that timely access

to finance is as important as the cost of finance. One respondent, for instance, told

us that he had missed the purchase of a secondhand machine that he needed badly

because he could not raise the funds on time. Others had similar stories. The impor-

tance of rapid access to credit also explains why many firms use overdraft facilities to

finance investments.

As another indicator of whether firms face liquidity constraints, we then asked

firms whether they have ever had excess funds that they could not invest profitably

within the firm. These surplus funds are typically invested in financial assets or,

in some cases, into raiding other firms. Subsidiaries typically revert all their excess

funds to a centralized liquidity center with their parent company. Older firms and

subsidiaries are more likely to be cash rich, an indication that they have come to a

point where they have exploited all the profitable opportunities available to them.

In addition to questions about the firm’s most recent investment, we asked whether

firms had ever been prevented from investing because of lack of finance. Nearly half

of the sample firms reported that this had occurred to them at least once. Again,

African-headed firms and microenterprises were more likely to be a¤ected. To

understand better why the investment was not made, we asked why firms did not

borrow and why they did not raise equity. Most African firms and microenterprises

answered the first question by saying they were unable to obtain a loan, and the sec-

ond by pointing out that they did not know people with money. Large firms and

firms owned by whites and other ethnic groups also often cited the inability to obtain

(more) credit as the reason for not borrowing, but many simply felt the interest rate

was too high. When asked about why they did not raise more equity, none of non-

black firms said they did not know people with money. Rather, these firms either

didn’t feel they needed the outside equity or didn’t want it because of the loss of

control and potential for conflicts that would result.

Results therefore indicate that except for microenterprises and African-headed

firms, equity rationing in a strict sense is not the reason why firms rarely use outside

equity to finance investments. As we saw in the previous section, loss of control and

fear of conflicts are the main reasons for not bringing in equity finance. Regarding

credit rationing, while it does not appear to be a regular problem for most firms, a

substantial fraction of all firms feel that credit constraints have prevented them from

investing at some time in the past. Taken together with the qualitative information

collected during the interviews, these findings suggest that most firms, provided that
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they are above a certain size, can raise credit to finance equipment replacements and

minor investments. But financing major expansions and reorganization of production

are problematic for many, leading to frequent delays and downsizing of investments.

21.4 Liquidity Crises

Firm performance also depends on the way they handle liquidity crises. All firms find

themselves short of cash at one point or another. The inability to deal with a crisis

can be the firm’s demise. In an environment characterized by little growth and large

shocks, a firm’s ability to survive liquidity crises might, in the long run, be the most

important determinant of firm population.

21.4.1 Kenya Case Study

Kenyan case study firms were asked about the liquidity crises they face. Their

responses are summarized in table 21.4. Most firms answered that they face liquidity

constraints or cash-flow crises at one time or another. The average number of occur-

rences per year is two. Kenyan-African firms appear at a disadvantage, with about

half of them frequently facing liquidity problems against one-fourth of the non–

Kenyan-African firms.

Two-third of the firms are confident that they could find the funds to deal with the

situation. Only a couple firms worried that they could not find the money at all.

Two-thirds of the firms ever needed to borrow, and two-thirds of them could find a

lender. Kenyan-African businesses are again at a disadvantage in terms of access to

credit. Although a similar pattern exists across firm sizes, with small firms less likely

to be able to borrow, it is not as marked as between ethnic groups. A probit regres-

sions (not shown) indicates that ethnicity alone has a significant e¤ect on the ability

to borrow when faced with liquidity problems. Firm size has the expected sign but is

not significant. Older firms are more likely to be able to borrow for liquidity crises.

The most often cited strategy to deal with liquidity crises is to delay payment to

suppliers and to speed up payment from customers. Of course, only firms that receive

credit from suppliers and o¤er credit to customers can use that strategy. This in itself

penalizes Kenyan-African businesses because they receive trade credit less often. The

second most important strategy is to request help from the bank, typically in the

form of a temporary extension of the overdraft limit. A few respondents indicated

that they could call up their bank and ask them to ‘‘sit’’ on one of their checks for a

couple of days. In these cases the bank acts as the firm’s accomplice in delaying pay-

ment to creditors. Borrowing from friends and relatives and other informal lenders

comes next. It is the source of external funds most often cited by Kenyan-African
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businesses. Own funds in the forms of savings or alternative sources of income are

the most often cited source of relief for Kenyan-African businesses. A third of them

also mention reducing their margin to sell faster and stopping purchases of new

goods, thereby hurting their business.

21.4.2 Zimbabwe Case Study

More detailed questions were posed to the Zimbabwe case study firms. Almost all of

the firms declared having experienced cash-flow problems at one time or another

(table 21.5). Respondents were asked whether they considered their cash flow as

highly variable or not. Probit analysis (not shown) indicates that firms in the textile

and garment sector were most likely to describe their cash flow as highly variable.

Table 21.4
Cash-flow management in Kenya

All firms African
Non-
African

How often liquidity problems occur

Frequently 33% 48% 24%

Occasionally 22% 19% 24%

Rarely 30% 24% 33%

Never 15% 10% 18%

Access to credit when facing financial di‰culties

% of firms that ever needed to borrow 69% 81% 62%

% of firms that were always able to borrow 68% 41% 91%

% of firms that were ever in a di‰cult position 30% 44% 23%

Possible sources of funds when facing financial di‰culties

Personal savings 30% 62% 23%

Banks and financial institutions 59% 33% 71%

Personal loan 46% 48% 46%

Delay payment/speed up recovery 63% 33% 80%

Sell faster, etc. 21% 29% 17%

Strategies to avoid or minimize liquidity problems

Overlook liquidities carefully 31% 14% 41%

Limit production and purchases 65% 76% 59%

Limit credit to clients/insist on advances 45% 62% 35%

Use a bu¤er fund or open access to credit 18% 19% 18%

Reduce margin 22% 33% 15%

Other 7% 10% 6%

Bu¤er fund

% firms with a bu¤er fund 67% 62% 70%

Bu¤er fund as proportion of liabilities 60% 61% 58%

Source: RPED case study.
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They indicated that variability is mostly due to seasonality in demand. All categories

of firms are susceptible to liquidity problems, though a larger fraction of small firms

and textile firms report having been through tough times. Forty percent of the case

study firms at some point went through a major crisis in which the survival of the

firm was threatened. In the great majority of crises, firms were forced to downsize

their operations, but many respondents had since recovered. Of course, those who

succumbed to a liquidity crisis were no longer around to be interviewed.

The causes of liquidity problems are both diverse and cumulative in the sense that

problems typically result from a combination of negative shocks. The most com-

monly cited cause of cash-flow problems are lack of demand and seasonality in

demand. The combination of a drastic drought in 1992 and of the liberalization of

imports following ESAP in 1991 created di‰culties for a number of firms. Several

respondents said they were put in a critical situation when customers failed to pay

them, suggesting that di‰cult conditions in one part of the economy ripple through

the rest. These di‰culties were compounded by rising interest rates and tightening

finance.

To the extent that cases of failed commercial debts get publicized within the busi-

ness community, a few cases of bad debt can create pessimistic expectations that get

reflected in an unwillingness to grant trade credit. Many respondents, for instance,

indicated that one of their responses to the 1992 drought was to ‘‘consolidate’’ their

trade credit position by reducing their exposure and cutting o¤ numerous marginal

customers.

We then asked Zimbabwean case study firms how they respond to cash-flow

problems. The most commonly cited response is to delay payments to suppliers (table

21.6). The flexibility of trade credit thus acts as an important source of cash-flow

smoothing, helping firms to weather di‰cult times by shifting some of their liquidity

Table 21.5
Liquidy crises in Zimbabwe

Size Ethnicity
All
firms Micro Small Medium Large African White Other

Firms ever experiencing
cash flow crises

91% 86% 100% 100% 82% 100% 88% 89%

Firms whose survival
was ever threatened

40% 33% 53% 33% 35% 42% 38% 44%

Among those, firms
forced to downsize

80% 100% 67% 100% 83% 100% 64% 100%

Source: Case study survey in Zimbabwe.
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problems onto their suppliers. It also provides strong support for the financial motive

for trade credit. The next most often cited response was to rely on the overdraft

facility. Over 20 percent of the firms experiencing problems borrowed above their

overdraft limit. Slowing down purchases is much more common than reducing pro-

duction when firms experience normal liquidity problems. This suggests that firms

manage their inventories as a way of dealing with cash-flow problems, drawing down

inventories of supplies and accumulating inventories of products when demand is

low. It is only in times of serious crisis that they cut production and employment.

Other strategies for coping with cash-flow problems include reducing margins

to speed up sales, securing a loan from a bank or parent company, asking customers

to pay early (often using cash discounts as an incentive), and reducing the credit

available to customers. A few respondents drew upon their own personal savings or

managed to obtain a personal loan. A few firms confessed they had to delay payment

to their workers. Though delaying payments to suppliers was often cited, reducing

credit to customers was not, presumably because it undermines the ability of the

firm to market its products precisely when demand is low. Reducing credit to cus-

tomers may also signal that the firm is in di‰culty and incite clients to search for new

suppliers.

After having asked about specific problems and responses, we turned to preven-

tion. We thus asked a series of specific questions about possible actions firms may

Table 21.6
Response to liquidity crises in Zimbabwe

Firms

Delay payment and speed up revenues

Delayed payment to suppliers 49%

Asked customers to pay early 8%

Delayed payments to government or workers 8%

Raise new funds

Went over overdraft limit 20%

Got bank loan 6%

Borrowed from other sources 8%

Used personal savings 8%

Change business

Stopped new purchases 24%

Reduced margins to sell faster 10%

Reduced production/employment 10%

Reduced credit to customers 2%

Source: Case study survey in Zimbabwe.
Note: Multiple responses were allowed.
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take to prevent cash-flow problems, or make sure they can deal with them when they

arise. Answers are summarized in table 21.7. About half of the respondents do keep a

portion of their overdraft facility as a reserve; a third hold precautionary savings.

This confirms our analysis in chapter 7. White-owned firms and firms other than

microenterprises are more likely to have an overdraft reserve, presumably because

they are more likely to have an overdraft facility. African and Asian firms and

microenterprises and small firms are much more likely to hold precautionary savings,

perhaps also because they are less likely to have an overdraft facility. Only a small

proportion of firms have diversified sources of income that can be drawn upon in

an emergency; more smaller firms and Asian firms are in this situation than other

firms.

About 40 percent of firms claim that they have refrained from expanding their

business because of concerns about cash flow; this is more of a concern for African

and smaller firms. About one-third of the case study firms do not provide customer

credit because of their concerns about cash flow—less among white-owned firms and

medium-size firms. Few firms request advances from customers for cash-flow rea-

sons, but most microenterprises and a substantial fraction of African and wood

sector firms do. Delaying purchases is a commonly used strategy by all categories

of firms, particularly textile firms. Three-fourths of the case study firms, without

marked di¤erences across firms of di¤erent ethnicity, size, or sector, stated that they

know someone they could borrow from in the event of an emergency. Subsidiaries of

a holding or parent company state that they could rely on their parent company to

bail them out of most di‰culties.

Table 21.7
Strategy to prevent liquidity crisis in Zimbabwe

All firms African White

Financial bu¤er

Keep a portion for overdraft as a reserve 50% 33% 63%

Keep savings as a reserve 32% 73% 16%

Have other income to use in an emergency 18% 27% 10%

Reduce exposure

Refrain from expanding your business 40% 56% 39%

Refuse to give credit to customers 35% 58% 19%

Request advances from customers 15% 36% 9%

Delay purchases until money available 57% 58% 55%

Informal insurance

Know someone to borrow from in an emergency 76% 64% 80%

Source: Case study survey in Zimbabwe.
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Taken together, these results show that the precautionary motive for saving is

stronger among small and African firms, and for firms facing more cash-flow vari-

ability, a finding consistent with predictions made in chapter 7. They demonstrate the

importance and flexibility of trade credit, and support the financial and sales pro-

motion motives for trade credit. They again bring out the importance of overdraft

facilities. They show that subsidiaries of holding companies have an important

source of insurance against cash-flow problems as well as finance for investment.

They indicate the minor role that other sources of credit (moneylenders, personal

loans) and equity capital play in dealing with cash-flow problems.

These findings demonstrate the great importance of cash-flow management and

the value that financial opportunities represent for preventing and coping with cash-

flow problems. It is in their e¤ort to deal with unexpected external shocks that firms

find themselves most hurt by credit constraints like overdraft ceilings, which is why

the presence and flexibility of trade credit are so important. It is therefore likely that

financial constraints, even when they do not directly prevent firms from undertaking

profitable expansionary investments, may indirectly retard them because firms worry

about being able to deal with the increased risk associated with expansion. Because

firms cannot find insurance against day to day liquidity problems and because over-

draft facilities perform this task only imperfectly, long-term investment opportunities

may be missed.

21.5 Enterprise Finance in Africa: A Typology of Firms

Based on the information summarized in previous sections and on the literature, the

situation with respect to enterprise finance for African firms can be summarized as

follows: At the bottom of the firm hierarchy are microenterprises who, for the most

part, receive no credit from suppliers and financial institutions. Small African firms

seem particularly disadvantaged. Some of them manage to collect advances from

customers in order to cover the cost of raw materials, but the practice varies from

country to country—less prevalent in Zimbabwe than in Ghana and Kenya (e.g.,

Cuevas et al. 1993; Fafchamps et al. 1994, 1995). The middle group of small- and

medium-size firms have access to three, relatively simple sources of external finance:

bank overdrafts, hire purchase, and supplier credit. The top half of this category may

also have access to other forms of short-term domestic credit like bankers accept-

ances. In some countries such as Zimbabwe, the three systems—short-term credit

from suppliers, line of credit from commercial banks, and medium-term credit from
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finance houses—are linked through a reputation mechanism whereby serious failure

to comply with a particular lender a¤ects one’s ability to continue receiving credit

from the others. In others, the three systems are not integrated and work much less

e¤ectively.

At the top of the hierarchy are not one but several, partly overlapping, categories

of firms. Most of them are large by African standards, but they di¤er in their access

to specialized, often cheaper sources of external finance. One type of finance is

medium- and long-term loans. African commercial banks are reluctant to lend to

manufacturing firms except on short term. To access medium- to long-term finance,

firms must turn to other sources like finance houses, merchant banks, and develop-

ment banks. Many of them typically economize on screening and monitoring costs

by focusing on a few, large-scale investment projects. As a result medium- and long-

term loans tend to disproportionately go to large firms that can justify large enough

investments. Smaller long-term investments typically fall by the wayside and have to

financed out of retained earnings or short-term credit. African countries with a small

number of large firms do not have finance houses, merchant banks, and development

banks. Another type of external finance that, in practice, is available only to a spe-

cific category of firms is o¤shore borrowing. It is not for the fainthearted given the

frequent and abrupt devaluations that often a¤ect African currencies.

Outside equity financing remains confined to a very small number of firms: for

instance, in 1994 there were only 70 Zimbabwean manufacturing firms or so quoted

on the Zimbabwe Stock Exchange at the time of the case study. At the same time the

Kenyan Stock Exchange only had 35 listed companies, most of them not in manu-

facturing. All listed companies are large, well-known firms, many of them associated

with popular products and brands. For those happy few who successfully floated

stock, the amount of external finance that can be mobilized is substantial.

A special category of firms are those that belong to a group or a holding company.

Because groups of firms and holding companies operate in e¤ect like a mini capital

market, members of a group find it easier to access finance for expansion projects or

for crisis management. Such firms then can expand more easily if they so wish, or

withstand shocks if they come under fire, even when on their own they would be too

small to access project finance or equity investors. Holding companies are prominent

in Zimbabwe, much less so in the rest of sub-Saharan Africa.

A small but promising category of firms are those promoted by venture capital

firms. Here small- and medium-size firms have found access to outside equity

through an institutional innovation that enables an outside investor to closely moni-

tor start-up firms and prop them up until they are viable. The few firms we inter-
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viewed clearly benefited from the arrangement, and the availability of capital at

critical periods of their development enabled them to survive growing pains. The

downside of the arrangement is not negligible, however: loss of control and external

interference. Managers who go for venture capital must be prepared to have a ‘‘big

brother’’ constantly looking over their shoulder, patronizing them somewhat and

scrutinizing their every little mistake. This is the price to pay to compensate for the

lack of experience and reputation these firms begin with.
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VII CONCLUSIONS AND POLICY IMPLICATIONS





We have covered a lot of ground in this book. This concluding part takes stock of

what we have learned and draws lessons for policy. We also discuss issues for future

research.





22 What Have We Learned?

22.1 Market Institutions

At the end of an already long book devoted to market institutions, it would be

tedious to restate the conclusions of the various chapters. Instead, I propose to com-

pare our findings with the initial conjectures I wrote in 1992 when I began working

on market institutions in Africa. These conjectures are those that appeared in chapter

1. How many of these conjectures turned out to be correct? Let us examine each of

them in turn.

conjecture 22.1 Whenever contracts are not perfectly enforceable and therefore

mutual trust is an essential condition for economic exchange, the probability for two

parties to trade increases with previous economic exchange between them. Conse-

quently a larger share of economic exchange takes place among acquaintances than

predicted by random matching.

This conjecture was largely borne out by the facts. Relational contracting is the

rule in African manufacturing, with firms buying from the same suppliers for many

years on average. When relational contracting is not practiced, for instance, as

among many agricultural traders, exchange takes a rudimentary form. Only when

information is shared widely in the economy can firms easily secure alternative

sources of finance or supply at similar conditions. Anonymous exchange is an oxy-

moron. Anonymity is not what market institutions should aim for: markets in which

buyers and sellers do not know each other are the lowest possible form of market

exchange. Rather, institutions should favor the circulation of reliable personal infor-

mation, together with adequate forms of identification (e.g., business registration).

conjecture 22.2 Whenever contracts are not perfectly enforceable and a reputa-

tion mechanism is nonexistent, no economic exchange can take place among unac-

quainted parties and all exchange is social network based.

Conjecture 22.2 was slightly overdramatic: exchange can take place when par-

ties are unacquainted but it takes a rudimentary form—what we called the flea mar-

ket economy. Breach of contract is avoided by insisting on cash-and-carry trade.

Inspection of quality is done on the spot. There is no placement of orders, no

invoicing, no trade credit, no brand name, and not even payment by check. More

sophisticated form of exchange are limited to acquainted firms. Although the con-

jecture is correct to state that, in this case, exchange is based on social networks, it

fails to recognize that network links can be created through repeated interaction—

the trial period for trade credit documented in earlier chapters.



conjecture 22.3 Economic exchange is more likely to be based on reputation in

industrialized economies, and on social networks in pre-industrial societies.

Conjecture 22.3 was by and large verified by our observations, but with several

important caveats. First of all, it is now recognized that social networks and personal

relationships play a role in economic exchange even in developed economies (e.g.,

Bernstein 1992, 1996; Montgomery 1991; Granovetter 1995a).

Second, the form taken by social networks varies dramatically across countries. In

Ghana, for instance, entrepreneurs typically know only a handful of clients and sup-

pliers they deal with regularly. The density of business networks is low. Switching is

di‰cult and costly. The same is true for agricultural trade in Malawi and Madagas-

car. In Kenya, business networks are more dense, at least among Asian entrepre-

neurs. This is also the case to some extent for Beninese agricultural traders. As a

result information circulates more freely and e‰ciency is enhanced.

In Zimbabwe, where a credit reference system is in place, the situation resem-

bles more closely the reputation-based exchange associated, in conjecture 22.3, with

industrial development. It is true that Zimbabwe is more industrially developed than

the other African countries in the sample, and so to some extent this finding supports

the conjecture. But the Zimbabwe economy is still a long way from being a devel-

oped economy. This suggests that there is hope of approaching levels of market

institution sophistication of advanced economies even at relatively low levels of

development.

conjecture 22.4 In social network based exchange, prices are established through

mutual bargaining.

Although field observations are by and large consistent with conjecture 22.4, the

price formation mechanism was not studied in detail in this volume, so we cannot say

much about this conjecture. But the models presented in chapters 2, 11, and 12 make

it clear that transactions must yield net positive benefits for relationships to be valu-

able. How the benefit from a transaction is shared between the two parties is limited

by voluntary participation constraints: trying to squeeze too much out of a client

may be counterproductive if it lowers the value of the relationship so much that the

client no longer has an incentive to pay. But there typically remains a surplus after

satisfying both participation constraints. This surplus must be allocated via bargain-

ing. Conjecture 22.4 thus agrees with our preferred model constructed on the basis of

the evidence presented here.

conjecture 22.5 The number of intermediaries between consumer and producer is

larger in social network based exchange than in reputation-based exchange.
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No attempt was made to verify conjecture 22.5 directly, so we cannot provide hard

evidence for or against. Field observations of agricultural traders in Benin, Malawi,

and Madagascar, however, were by and large consistent with it. Traders are not

vertically integrated and tend to cover only a small portion of the marketing chain.

This issue deserves more research.

conjecture 22.6 In social network based exchange, a large share of gains from

trade is appropriated by trade intermediaries.

Our analysis of returns to network capital in chapters 16 and part VI and our

study of networks and investment in chapter 21 suggest that better connected traders

and firms do indeed appropriate a large share of the gains from trade. However, our

results also indicate that network capital is not used by African traders to raise prices

but rather to increase volume. To the extent that better connected traders have lower

unit marketing costs, however, they reap larger gains from trade. The evidence sug-

gests that competition among productive, well-connected traders is not su‰cient to

eliminate the competitive fringe. The presence of a fringe flea market economy seems

to cap the surplus better connected traders can extract, without eliminating it totally.

conjecture 22.7 In social network based exchange, trade relationships tend to

remain nonspecialized, unless the development of commodity or activity specific

skills are important and the volume of trade in a particular commodity is large, in

which case traders may specialize in a particular commodity and/or activity.

Although we did not emphasize it here, the evidence on agricultural traders over-

whelmingly confirms conjecture 22.7: specialization in a single crop is rare; many

traders deal in nonagricultural products or farm inputs as well as crops. Traders

operate in an opportunistic manner, using their contacts to identify arbitrage possi-

bilities irrespective of the crop or product involved.

The same is obviously not true of manufacturing firms that specialize in a narrow

range of items they produce. But they make use of unspecialized traders or import/

export firms to secure inputs and distribute their products.

conjecture 22.8 In stable pre-industrial economies, exchange may be influenced by

culturally inherited economic roles.

We found little evidence that culturally inherited roles matter in Africa. It is true

that in some African countries, nonindigenous groups occupy a dominant position in

business. At first glance this might suggest that they harbor cultural values that are

more conducive to trade and business. But the origin of these groups varies tremen-

dously from country to country without noticeable impact on business practices.
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For instance, Asians in Kenya are the dominant group in manufacturing. They

deal with each other in a more businesslike fashion than their Kenyan-African

counterparts. In other countries, however, Asians are not the dominant group. In

neighboring Tanzania, where they are a minority in business, they appear, if any-

thing, to operate in a less businesslike fashion than other firms, while in Zimbabwe,

where whites dominate industry, Asians appear, if anything, less sophisticated. It is

also worth pointing out that countries such as Cameroon and Côte d’Ivoire where

business is mostly in the hands of Africans do not necessarily perform less well in

terms of trade credit or exports, quite the contrary.

To a professor who claimed that whites were more attuned to Western culture,

Condolezza Rice (advisor of President Bush and former provost of Stanford) is said

to have responded, ‘‘I speak French, you don’t, and I play piano better than you.

Culture is something that you learn, not something you are born with.’’ The evidence

suggests that given the chance, African businessmen and women can learn to play by

new, more modern rules and that they can adopt more e‰cient market institutions.

The challenge is to help them do that. This is what we do in the final chapter. Before

doing so, we examine the implications of our findings for other important research

issues.

22.2 Firm Dynamics

In the first chapter of this book, we noted the relationship between modes of

exchange and the size distribution of firms. We pointed out that the large number

of small firms in Africa grants the market an important resource allocation role—

probably more so than in developed economies where large firms and government

administrations organize much of exchange through command and control within

hierarchies. Many see the process of development as one by which increasing returns

are captured, either at the level of the firm or at the level of an entire industry (e.g.,

Rosenstein-Rodan 1943; Nurkse 1953; Myrdal 1957; Hirschman 1958; Romer 1986;

Rodriguez-Clare 1996a, b; Fafchamps 1997b). There is therefore a close relationship

between development and the size distribution of firms (e.g., Staley and Morse 1965;

Fafchamps 1994; Liedholm and Mead 1999). We now briefly discuss the feedback

e¤ect between market institutions, firm dynamics, and the size distribution of firms.

Among other things, market institutions determine access to finance, in the form

of bank loans, bank overdrafts, supplier credit, or equity. Access to funds at the right

time and the right quantity a¤ects firms’ ability to grow and survive. The financial

structure is thus an important determinant of industrial structure, namely of the size

and vintage distribution of firms. The evidence presented here and elsewhere (e.g.,
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Bigsten et al. 1999a, b, 2000a, b, 2002) depicts firm dynamics in Africa as varying

with di¤erent levels in the firm hierarchy. In this section we briefly discuss some of

the lessons we learned and the remaining gaps in knowledge.

22.2.1 Microenterprises

Without doubt the firms whose potential is most restricted by di‰cult access to

external finance are microenterprises. Entry for microenterprises is often easy (for

caveats, see, however, Daniels 1994; Liedholm and Mead 1999; McCormick 1999),

but growth and survival are not. Most microenterprises live a precarious life, vulner-

able as they are to liquidity shocks. In their case, bank overdrafts and contractual

flexibility cannot be used to smooth temporary cash-flow problems. It is therefore

not surprising to note that the survival rate among microenterprises is indeed low:

according to Daniels (1994), one-third of microenterprises close down each year. Only

the most fortunate ones accumulate some personal savings that can be used as bu¤er

stock against temporary di‰culties. In order to grow, microenterprise must graduate

into the middle category, that of small- and medium-size firms, those that have a

bank overdraft and supplier credit and that can use hire-purchase if they choose to.

The hurdle that microenterprises must pass in order to graduate is, however, so

di‰cult that very few succeed (e.g., McCormick et al. 1997; Liedholm and Mead

1999). Only a very small proportion of small- and medium-size firms grew out of

microenterprises. The hurdle is di‰cult to jump over because several conditions must

be satisfied more or less at the same time for graduation to be realistic. Because it

belongs to a group of risky borrowers, a microenterprise cannot typically obtain a

bank overdraft without providing collateral.

Even if a microenterprise has collateral, banks may turn them down for an over-

draft. In the days of regulated interest rates African banks used to argue that they

could not cover the costs of screening and processing small borrowers because rates

were not remunerative enough. Now that rates have been liberalized in many coun-

tries, the bank sta¤ we interviewed argued that small borrowers could not a¤ord high

interest rates. It appears as if microenterprises can never win! It remains, of course,

that as a group they are risky borrowers and that bankers’ suspicions will for a long

time to come take the form of statistical discrimination. To combat such discrimina-

tion, ambitious and promising microentrepreneurs must be able to distinguish them-

selves from the rest.

One way they can potentially do so is by building a good track record with the

bank and with other lenders. By making regular withdrawals and deposits on their

bank account and by not bouncing checks, borrowers demonstrate they ability to

handle their personal finances. Banks may then use this information as signal of good
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character. Ironically many Africans prefer to put their personal savings either with

one of the building societies or on a post o‰ce savings account. These financial

institutions do not open lines of credit to their clients. This is particularly damaging

because microentrepreneurs are more likely to have a savings account than a check-

ing account.

Another way microenterprise can potentially raise finance and at the same time

establish a track record is through supplier credit. We saw that many suppliers are

willing to grant limited credit to customers who have satisfied a trial period of several

months of regular purchases. What suppliers do then is typically to set the customer’s

line of credit to his or her level of purchases over the preceding months. By paying

regularly and progressively increasing purchases, a client can then gradually increase

the line of credit. The process is very gradual and can take several years, but it

enables the firm to establish a track record that is publicly available through credit

reference and credit information services. A firm that has behaved in a satisfactory

manner with one supplier can then secure credit from others, and so on. A good

reputation with suppliers also helps the bank decide in favor of a bank overdraft and

the finance house to decide in favor of a hire-purchase loan.

An essential element of the reputation mechanism, however, is firm registration

with the Registrar of Companies. Although registration is not a prerequisite for

any form of lending, it often facilitates the operation of the reputation mechanism

because registration makes public crucial information on the firm, like the address

of its owner(s) and the level of its capital. It also makes it easier to trace other rele-

vant information like the number of its employees and involvement in court cases.

Although registration per se does not provide immediate access to finance, in the

long run it is probably beneficial. There are significant costs to registering one’s

business (e.g., fees and preparation of balance sheet), however, and the benefits are

uncertain and only materialize in the distant future. This probably explains why most

small firms never bother to register.

To sum things up, the path that leads from the microenterprise category to the

small and medium firm category is narrow and treacherous. What compounds the

di‰culty is that without bank overdraft and credit from numerous suppliers, a firm is

a worse debtor. This is because contractual flexibility is, as we have seen, a major

way that firms smooth their cash flow. When the firm has a single creditor, that

creditor alone has to bear the burden of whatever shock a¤ects the debtor. This tends

to make the debtor a worse payer and consequently makes it more di‰cult for a

debtor with a small number of creditors to establish a good reputation. One should

therefore not be surprised that so few microenterprises succeed to graduate into the

small- and medium-size category.

446 Conclusions and Policy Implications



These realities help understand the prevailing ethnic mix in African entrepreneur-

ship. If a particular group, for historical reasons, establishes itself in business, it

becomes easier for other members of that group to succeed in business as well:

information about how lenders make credit assessments circulates more freely within

the group so that candidate entrepreneurs can adapt their behavior accordingly;

reputation spreads within a group that comprises other businesses, and thus potential

suppliers and trade creditors; and the wealth accumulated by members of the group

can be used, through inheritance or personal guarantees, to serve as start-up capital

and to ease newcomers’ access to bank credit. For all these reasons it is easier for

members of that group to jump over the initial hurdle that slows down the growth of

so many microenterprises and to immediately—or at least rapidly—join the ranks of

small- and medium-size firms.

22.2.2 Small and Medium Firms

Let us now turn to the second category of firms, the small- and medium-size firms

with access to bank overdrafts, trade credit, and hire-purchase finance. Although

their situation is much better than that of microenterprises, it is not without flaws

of its own. Firms in this category typically find it much easier to survive for the rea-

sons we already talked about—bank overdraft and contractual flexibility. But those

that perceive expansion opportunities often find it di‰cult to grow: many projects

are deferred or downsized due to lack of funds; many investments are not under-

taken because firms are reluctant to assume fixed debt obligations in order to finance

them, and refuse to endanger their control and peace of mind by bringing in equity

partners.

Shifting from one line of business to another is also di‰cult as it means estab-

lishing trade credit relationships with new suppliers. How easy this can be varies

from country to country. We have seen, for instance, that Zimbabwean firms are

at an advantage compared to Ghanaian or Kenyan firms because they are assisted

by the existence of a sophisticated reputation mechanism (e.g., Cuevas et al. 1993;

Fafchamps 1996; Fafchamps et al. 1994, 1995). The formal reputation mechanism

through credit reference bureaus and information sharing among financial institu-

tions, however, is largely tailored to the needs of existing firms; it benefits less the

firms that, under any circumstance, have a harder time, namely new entrants. Word

of mouth, personal contacts, and the backing of friends and relatives are what deter-

mines the success or demise of new entrants at the small- and medium-size level.

With luck and e¤ort, small and medium firms can graduate into higher categories,

for instance, by accessing cheaper o¤shore financing. To do so, they must be big

enough to become customer of a merchant bank, and they need to export if they wish
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protection against foreign exchange risk. Exporting, however, is not without its own

hurdles. Project loans are another option open to entrepreneurs who dedicated and

patient enough to convince one of the few sources of long-term finance to invest in

their project. The delays involved are significant and the administrative costs non-

negligible, so the investment opportunity must be one that nobody else can jump on

before the loan application goes through.

22.2.3 Large Firms

At the top of the industrial hierarchy, a few fortunate firms face few financial con-

straints. They can access external equity by floating shares on local stock exchanges,

in case one is present. They can pool resources with other firms to form holding

companies that can then raise credit and equity more easily.

For this category of firms, what are constraining is not their inability to raise

external finance but the thinness of the market they can tap into and the paucity

of financial instruments they can use. In the absence of corporate bonds, for instance,

there is no secondary market through which institutional investors could invest in

long-term corporate financing. Without mutual funds, small private investors find it

di‰cult and risky to buy into equity. There is no market for derivatives, for futures

on commodities or foreign exchange. There is no secondary market for mortgages.

One could argue that these markets do not exist because there is no demand,

because Africa has not reached a su‰cient degree of sophistication for these financial

markets and instruments to emerge on their own. Whether or not this is the case is

beyond the scope of this volume. What is clear is that operating in Africa is not easy

even for large firms.

22.3 Networks, Specialization, and Segmentation

The evidence reported in this volume suggests that business networks (of which

ethnicity is a strong predictor) influence firm entry, survival, and investment. As we

discussed in the previous section, entry and investment require funds to purchase

equipment and hire workers. Firm growth also requires information on which tech-

nology to adopt, which managers to hire, and the like. Better connected entrepre-

neurs have better access to factors of production and to the information required to

package them into productive investments. Barr (2000), for instance, argues that

better connected Ghanaian entrepreneurs are better able to identify profitable tech-

nologies. They may also identify and attract better technicians and workers.

Entry in a particular line of business also implies entry into a particular market.

For instance, one cannot set up a grain trading business without buying and selling
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from other traders.1 Potential investors who already know people in a particular line

of business—or who can be introduced by relatives and friends—are therefore at

an advantage. During survey work, for instance, we heard several similar stories in

which traders set up an entirely new shop in a new location and immediately received

credit from suppliers because they were well connected, while their less connected

competitors were struggling to self-finance the expansion of their business. Potential

entrepreneurs are thus most likely to enter a line of business in which they have

relatives or friends, not because they can more easily buy from them or sell to them

but because relatives and friends can provide them with much needed references and

background information.

Once patterns of specialization are established, they are likely to get reinforced

over time due to network externalities. For instance, if there are many Luos in fish

trade, Luos who wish to start their own business are more likely to enter fish trade

than any other trade, simply because they are more likely to already have contacts

with fish traders. Segmentation reproduces itself.2 Segmentation has several prob-

lems, however. First of all, not all segments of economic activity are equally profit-

able. This means that certain groups will be better o¤ because the segment of activity

in which they have an advantage happens to be more profitable. This is an important

equity concern, but by itself it need not have an e‰ciency cost: as long as all profit-

able business opportunities are seized, investment is e‰cient. The political risk asso-

ciated with segmentation may nevertheless be a disincentive to invest and a driving

force behind capital flight.

Second, segmentation is likely to distort the aggregate allocation of investment. To

see why, suppose again that Luos dominate fish trade. Since new Luo investors have

an advantage in fish trade thanks to the contacts they have with other traders, they

are likely to invest in fish trade as well. If there are many Luos who wish to enter

business, there will be an oversupply of fish trading services, that is, excess entry. At

the same time, another line of business, say software programming, may be under-

supplied because the group of people who know about software is too small to grow.

The end result is too many fish traders and too few software programmers.

Third, segmentation has implications for the kind of careers people plan for

themselves. Consider again the choices open to an ambitious Luo. One option is to

follow in his kinmen’s footsteps and prepare for the fish trade; another option is to

1. Possible exceptions are rural markets where producers sell their products to local consumers, and urban
fish and produce markets where smoked fish and vegetables are sold by producers directly. But these
examples hardly constitute trading businesses.

2. One could hypothesize that the Indian caste system is the formalized end result of such segmentation
process in an economy where patterns of activity specialization are very static over time.
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study software programming. In addition to the fact that studying is costly, segmen-

tation lowers the anticipated returns from learning programming relative to those

generated by learning the fish trade. Of course, if our young man had lots of friends

in Bangalore, India, software programming may begin to look more attractive. Short

of this, fish trade is likely to be the optimal choice.

This reasoning therefore suggests that the aggregate e‰ciency cost of network

segmentation might be quite high once its distorting e¤ects on investment and choice

of career is properly taken into account. More research is necessary to quantify the

magnitude of these e¤ects.

22.4 Networks and Competition

The existence of network segmentation also has deep implications about market

competition. For lack of space, we will limit ourselves to a few observations. It is

commonly believed that the number of firms operating in a particular market is

a good indication of the extent of competition. This need not be the case in the

presence of network e¤ects, however. First of all, relationships are not in general

tradable.3 Although contacts are an accumulable assets (see Fafchamps and Minten

2001b, and chapter 20 for evidence), the absence of a market for individual contacts

preclude that returns to contacts are arbitraged out. Consequently firms and indi-

viduals with better contacts will collect a rent and make more profit (e.g., Barr 2000,

2002b; Fafchamps and Minten 2002b).

This may explain why certain sectors of activity witness free entry and yet remain

uncompetitive. Barrett (1997a), for instance, reports massive entry into grain trade

following market liberalization in Madagascar, but points out that certain market

functions such as grain assembly and large-scale wholesale remain more profitable

and are more concentrated. This kind of result is usually interpreted as evidence of

imperfect capital markets. Fafchamps and Minten (2001b, 2002b), however, suggest

another possible explanation, namely social capital: better connected traders make

more profit and hence invest more and expand their business. To put it di¤erently,

what appears to be happening is that a small group of well-connected traders cap-

tures the more lucrative portion of the business. Competition among them is insu‰-

ciently fierce so that smaller, less e‰cient traders are able to compete. In other words,

the mere presence of small, ine‰cient traders together with large, well connected

3. More impersonal aspects of relationships, such as reputation in the population at large, may neverthe-
less be traded. The goodwill of firms, their brand name, and their trademarked products, for instance, are
all subject to intellectual property rights and can be traded as such (Tadelis 1999).
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traders is a sign that competition among large traders is insu‰cient—otherwise, they

could drive the smaller traders out of business by cutting their margin. In this case

the abundance of small firms coupled with a high concentration of activity in the

hands of larger firms indicates less competition, not more as is usually assumed. If

large traders were competing with each other more forcefully, small traders would

disappear because they do not have the adequate social capital and operate in an

ine‰cient manner (no invoicing, no credit, etc.).

At the same time the presence of a single seller or buyer in a market need not

indicate insu‰cient competition. The reason is that the establishment of trust is a

costly process. The same is true for the search process itself. Trust building, screen-

ing, and search costs are all examples of sunk transactions costs: they need be

incurred only once. Once these costs have been incurred, it is in the interest of the

parties to continue trading with each other. Other transactions costs have to be

incurred repeatedly but may also have a nonconvex nature, such as transportation

and negotiation costs. All are examples of nonconvex transactions costs.

To see how nonconvex transactions costs may naturally result in monopoly or

monopsony, consider a remote village somewhere in Africa. Suppose that the cost of

accessing this village by truck is C. Further assume that what villagers have to sell

can represented by an inverse supply curve PðQÞ ¼ aþ bQ, where Q ¼
P

i qi is total

quantity, with qi being the quantity purchased by trucker i. Truckers charge Cournot

prices; if a single trucker shows up in the village, he or she charges the monopsony

price. Variable cost is ignored to simplify notation. The first-order condition for

profit maximization is the usual

Pþ qiP
0 ¼ 0; ð22:1Þ

which, assuming a linear supply function, yields the usual

q�
i ¼ Ps � a

bðnþ 1Þ ; ð22:2Þ

where Ps stands for selling price and n is the number of truckers. Free entry implies

that truckers enter until they just break even. The break-even or zero profit condition is

ðPs � aÞ2

bðnþ 1Þ2
bC: ð22:3Þ

Equation (22.3) determines the free entry equilibrium number of truckers n�. It is

clear from equation (22.3) that n� is a decreasing function of C: the higher transactions

costs are, the fewer truckers make the trip to the village. For su‰ciently high C, a
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single trucker shows up, to whom villagers sell at the monopsony price. This exam-

ples illustrates that in the presence of nonconvex transactions costs, free entry need

not result in competitive pricing. In fact, if the lone trucker was forced to pay a

higher than monopsony price, he or she would not undertake the trip and villagers

would be worse o¤. Yet, short of eliminating transactions cost C, monopsonistic or

oligopsonistic competition naturally arise from free entry, without assuming any

factor market imperfection (chapter 14). The implication of these tentative con-

clusions is that, in the presence of nonconvex transactions costs such as those

incurred in the formation of relationships, contestability is a better measure of com-

petition than industry or sector concentration.

In addition, when transactions costs are sunk, not only will oligopoly or monop-

sony arise, it will subsist over time. This pattern is quite apparent in manufactur-

ing input markets. Bigsten et al. (2000a), for instance, report that most African

manufacturers purchase their inputs from a handful of suppliers to whom they are

extraordinarily loyal, even when alternative suppliers are available. This finding

is consistent with the irreversible nature of screening and search costs and with the

establishment of relationships based on mutual trust. Although theoretical and

empirical work has begun on the structure and e‰ciency of trade in the presence of

networks (for recent theoretical work, see, e.g., Bala and Goyal 1998, 2000; Kranton

and Minehart 2000a, 2001), much work remains to be done.

22.5 Application to International Trade

Before we present our final conclusion, it is useful to briefly explore how the concepts

developed here apply to international trade. The example of the Luo fish trader and

Bangalore software programmer illustrates that the concepts of trade networks and

market segmentation, which we developed to describe how domestic African markets

function, may actually help us understand Africa’s place in the world economy:

if African entrepreneurs are more familiar with primary commodities such as co¤ee

or vanilla than with manufacturing or software programming, chances are they will

invest in co¤ee and vanilla.4

Although economists actually have very little hard evidence on what makes a

country a successful exporters, casual observation suggests that network and seg-

mentation e¤ects are worth investigating (e.g., Casella and Rauch 1998; Rauch and

Casella 1998; Banerjee and Munshi 1999; Banerjee and Duflo 2000; McCormick

4. In several African countries, market liberalization has resulted in new entry, but much of it seems to be
in primary production and exports (Akiyama et al. 1999). On the theoretical side, Young (1991)’s model
provides a formal description of lock-in into specialization patterns that perpetuate themselves over time.
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1999). It has long been recognized that it is di‰cult for a country to break into

export markets. Traditional explanations for international patterns of trade, such as

labor costs and comparative advantage, fail to explain why some cheap labor coun-

tries manage to export manufactures while others do not. Could it be that network

and segmentation e¤ects could explain them better?

Biggs et al. (1994), for instance, documents e¤orts by US retail corporations to

source products in Africa. What is immediately apparent from the description of

these e¤orts is that the search and screening process is extremely costly for US cor-

porations. Sourcing from Africa is complicated by the fact that US firms lack reliable

contacts in the continent that can assist them in screening out undesirable firms—or

even countries. If US retail corporations with all the resources and finance they can

muster find it hard to source products in Africa, it must be extremely di‰cult for

African firms to investigate and penetrate Western markets, except in sectors where

they already have some contacts.

Circumstantial evidence suggests that contacts among expatriate communities

across international boundaries may play a crucial role in the international location

of industries (e.g., Casella and Rauch 1998; Rauch and Casella 1998). The relocation

of textile and garment industries from Taiwan to Mauritius has, for instance, been

attributed to links with the local Chinese community. Similar international links and

the particularly important role played by expatriate Chinese have been noted in East

Asian economies such as Singapore, Malaysia, Indonesia, and Thailand. Interper-

sonal relationships with businessmen and women in Hong-Kong and Taiwan have

similarly been credited for the rapid development of the coastal areas of mainland

China (Rauch and Casella 1998).

What remains to be seen is whether expatriate communities present in sub-Saharan

Africa (e.g., Asians, Syro-Lebanese, and Europeans) can play a comparable role of

bridge between Africa and more developed economies,5 and whether newly estab-

lished expatriate African communities in Europe and North America can serve as

a beachhead for African manufacturing exports. Empirical work on international

networks involving African and foreign entrepreneurs is much needed to get a more

accurate picture of the prospects for export-driven growth in sub-Saharan Africa.

5. If the East Asia experience is representative, it is disappointing to note that unlike Taiwan and Hong-
Kong, the parts of the world where Africa’s expatriate communities primarily come from are not faring
much better than Africa itself (e.g., South Asia, Middle East). This simple fact may explain why sub-
Saharan Africa has so far remained by the wayside in the industrial globalization process. Of course, not
so long ago Taiwan and Hong-Kong had incomes per head comparable to those of Africa today. If this
experience can be extrapolated to Africa, all that is needed is for one or two African economies—not
necessarily large ones—to take o¤ and establish themselves as manufacturing export platforms. Contagion
to neighboring countries could then follow the East Asia example, for instance, through African expatriate
communities within Africa.
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22.6 Conclusion

We have seen that allocation of resources can be organized in essentially three dif-

ferent ways: via gift exchange, through markets, and using command and control.6

Gift exchange continues to play a major role in the allocation of subsistence goods

among individuals and households in much of sub-Saharan Africa. Unlike developed

economies where command and control allocation dominates within large corpo-

rations and public agencies, in Africa markets are the primary allocation mechanism

outside of gift exchange. These markets, however, are di¤erent from those portrayed

in economic textbooks: they involve individuals who form relationships and net-

works to economize on transactions costs. In the words of (Granovetter 1985), mar-

kets are embedded in webs of social relationships that help shape them.

We have discussed in detail the di¤erent types of market imperfections that give

value to relationships and we have documented the formation of networks. Contrary

to what is often believed, buying and selling to family members is rare. Relatives

appear to play a role principally in terms of business exposure, training, equity

financing, and referral. Evidence suggests that communities form around business

activities, be it through wedding and funerals or sports events, rather than the con-

trary. Ethnic concentration probably reinforces itself over time as a result of the

referral process, possibly compounded by statistical discrimination once business

populations become sharply di¤erentiated.

These principles apply to product as well as factor markets. We provided evidence

regarding equity and labor markets in particular. Much work remains to be done to

ascertain how much of an impediment to growth moral hazard in factor markets

actually represents, once preventive measures adopted by economic agents are taken

into account. Network segmentation was shown to have allocation costs that a¤ect

firm entry and investment in a perverse manner. Thanks to the referral process,

familiarity with a particular type of business tends to reproduce itself over time,

thereby locking particular groups or countries into a specific production pattern.

We then applied these insights to international trade issues. Although the data on

international networks is still in its infancy, circumstantial evidence, particularly

from East Asia, suggests that network externalities might be quite large. Research is

urgently needed on the relationship between network segmentation and the interna-

tional division of labor.

6. These three institutional arrangements largely overlap with what Braudel (1986) calls the subsistence,
market, and capitalist spheres.
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23 Policy Implications

In this final chapter we speculate on the possible policy implications of our work.

Drawing policy prescriptions from economic analysis is a hazardous endeavour. The

reason is that while the analysis itself is based on rigorous scientific principles, pol-

icy prescriptions are not. Neither could they be since, by definition, they are about

changing the current state of a¤airs and thus about something that does not exist—

and cannot be studied.

The following example illustrates perfectly the dangers of drawing policy pre-

scriptions from analysis. When we finished the Ghana study in early 1993, we were

struck by the virtual absence of any information-sharing mechanism on bad payers,

let alone of a coordinated process to punish breach of contract. Even courts appeared

unwilling to punish opportunistic breach. An interview with a lumber trader on the

Accra market perfectly summarized the situation. When asked what he would do if

he saw a client in arrears trying to buy from a neighboring trader, he responded he

would simply relish the thought of having a competitor deal with a bad customer.

What a perfect example of coordination failure. The only form of information shar-

ing was not on bad payers but on good types. This took the form of an information

referral system by which people would recommend others to suppliers.

Combined with ample evidence of breach of contract and risk avoidance practices,

these findings suggested a highly ine‰cient form of market exchange. We speculated

that sharing information more widely could only deter breach, reduce the need for

risk avoidance, and thereby improve e‰ciency. We also expected it to favor equity as

it would punish bad payers and reward good types. Our policy recommendation for

Ghana was thus to favor networks and business associations while at the same time

reinforcing courts.

The next case study took place in Kenya in September 1993. It became immedi-

ately apparent that information sharing was much more prevalent than in Ghana but

that it was primarily practiced among Asian businesses. Several informal networks

seemed to coexist and partially overlap. As a result well-connected entrepreneurs

could more easily initiate trade and even, in some cases, set up a business. Informa-

tion sharing was thus delivering the improvement in market performance that we had

anticipated. The downside was that the system benefited predominantly Asian entre-

preneurs and seemed to preclude entry by African businesses. As a result the pop-

ulation of Kenyan businesses was unrepresentative of the population, a source of

political and economic tension in the country. Consequently capital flight was ram-

pant and investment low.

On the basis of these findings, we concluded that information sharing was too

confined. The problem, we argued, was that only network members benefited from

it. Networks were organized around socialization, and socialization was driven by



things like religion and ethnicity. As we hypothesized, informal networks were too

restrictive in their composition and, by their very nature, could never grow to encom-

pass all segments of society. The solution, we speculated, was to spread information

more broadly so as to encompass all entrepreneurs. We therefore advocated the

establishment of a formal information-sharing mechanism, such as a credit reference

bureau.

One year later we conducted the Zimbabwe case study. To our delight, Zimbabwe

had a well-organized formal credit reference agency with, according to the manager,

no less than 75,000 business entries in its database. The services of the agency were

widely used by businesses of all sizes except microenterprises. Banks also had a for-

mal information-sharing arrangement on bad credit risks. To our amazement, how-

ever, this sophisticated system did not yield the outcome we had anticipated.

Granted, it made it much easier for established businesses to deal with each

other in an impersonal manner. Business networks remained important, albeit their

role was more subtle—access to technology and market opportunities—than simply

deterring breach of contract. But sharing information widely made it extremely di‰-

cult for starting firms to be accepted in the system. The reason was that unlike in

Kenya and Ghana, established firms could a¤ord to refuse dealing with an unknown

client or supplier: information sharing ensured that a known firm would show up

sooner or later. The end result was that unknown firms found it di‰cult, if not

impossible, to establish a track record because they were never given an opportunity

to prove themselves. Given that established businesses were in their overwhelming

majority in the hands of entrepreneurs of European and Asian descent, the outcome

was hardly equitable. Nor was it e‰cient because it de facto excluded from business

the majority of the population. These observations were formalized in the models

presented in chapters 11, 12, and 17.

Although we learned a lot from this sequence of events, it also made it clear that

recommending policy in the absence of counterfactual evidence is dangerous. While

our recommendations in Ghana and Kenya were not entirely misguided, judging

from the experience of the other countries, they would not have yielded the outcomes

we had predicted. To the extent that informal networks have a tendency to generate

ethnically biased business communities, and to the extent that ethnic bias fuels polit-

ical tension and depresses investment, it is not even clear that our recommendation

for Ghana to favor informal networks would have yielded a superior outcome. While

it would most likely have improved the operation of markets in the short run, it

might have generated a situation that, in the long run, would have been more detri-

mental to the country.
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Having made this clear, we nevertheless venture to propose a number of policy

implications from the work presented here. These suggestions should be taken with a

grain of salt. Hopefully they are better informed than alternative recommendations.

But policy makers should be prepared to adjust their policies as they learn more

about how these policies work in practice.

23.1 The Scope for Policy Intervention

We now turn our attention to potential remedies to ine‰cient market institutions.

Markets are imperfect because of information asymmetries and enforcement prob-

lems. No policy action can remove the roots of market imperfection. If anything, the

implementation of government policies su¤ers from information and enforcement

problems of its own. What policy action can nevertheless do is to seek to mitigate

some of the problems and redress the most glaring consequences of market imper-

fections. The macroeconomic environment must also be such that finance is available

to manufacturing firms at the aggregate level, and that they have adequate incentives

to invest and expand into socially desirable activities.

Incremental institutional change can help reduce enforcement problems and

improve access to markets and credit. To identify what set of policy interventions

may be appropriate, one has to specify the reasons why e‰cient institutional

responses have not emerged in practice. To this task we turn first.

23.1.1 Why Institutions Do Not Emerge

The economic literature on institutions is basically split into two camps: the neo-

classical institutional economists who believe that e‰cient institutions arise naturally

to respond to any transaction cost or information asymmetry, and the others who

believe that e‰cient institutions do not always arise spontaneously.

Neoclassical institutional economics point out that individuals are typically aware

of where their best interest lies. As a result they are quick to exploit ways to improve

their lot, whether in production and consumption activities or in contractual rela-

tions with others. Parties to a negotiated contract have a mutual interest in iden-

tifying the most e‰cient way of organizing their relationship. Even if, on their own,

they may not be imaginative enough to find out what the optimal contract is, they

promptly copy ideas concocted by the smartest among them. Firms and patterns of

behavior that are ine‰cient are less profitable and quickly disappear as a result of

economic competition. By this logic, economic systems and institutions are expected

to quickly converge toward their evolutionary stable equilibrium.
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Those who disagree with the neoclassical view give essentially three sets of reasons

why institutions may fail to emerge that e‰ciently take care of transaction costs and

information asymmetries: coordination failure, innovation failure, and authority fail-

ure. Coordination failure refers to the fact that in many cases an e‰cient institutional

solution requires that economic agents coordinate their actions. Although coordina-

tion may arise naturally, in many cases it does not. Innovation failure treats institu-

tions like technology: just like medieval man did not discover the nuclear bomb,

he did not invent credit-rating systems. Institutional innovations invented in some

places can be usefully transferred to others—such as, contract law, the credit card,

and the credit reference agency. Of course, when attempting to introduce an institu-

tional innovation elsewhere, one should be careful not to create havoc in whatever

indigenous institutional setup is already in place.

Authority failure follows from the fact that decentralized self-enforcing mecha-

nisms cannot rely on the coordinated use of force. Coercion requires the interven-

tion of a central authority, typically the government. By putting the government’s

authority at the service of contracts, the government can achieve a level of contract

enforcement that is out of the reach of informal mechanisms built upon the idea of

reciprocity and repeated interaction (Benson 1990). Furthermore, unlike medieval

states under which the law merchant blossomed (Milgrom et al. 1991), modern states

oppose themselves to groups who build coercive forces to police the behavior of their

members or to influence others. Private militias and vigilante groups are illegal

in most countries, and groups that try to enforce their own separate law through

violence (e.g., the Mafia) are a threat to the state (Gambetta 1993). Under these

conditions groups of merchants and entrepreneurs typically find it impossible to sep-

arately organize the use of force to sanction contracts.

23.1.2 Coordination Failure, Innovation, and Coercion: Examples

Several examples of coordination failure have been given in previous chapters. When

certain categories of firms do not qualify for supplier credit as a result of statistical

discrimination, there is coordination failure. When firms fail to share information

about bad payers even though they would all collectively benefit from doing so, there

is coordination failure. When certain financial instruments are not provided because

the market for them is too small to justify the required investment, and this results

in an inferior business environment and depressed investment, there is coordination

failure.

Innovation failure provides another possible explanation for the nonexistence of

specialized markets and financial instruments. Before Milken thought of it, there was

no market for junk bonds. Before someone thought of setting up the required finan-
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cial infrastructure, there was no such thing as a stock exchange or a futures market.

Before someone thought of credit reference, it did not exist. Before Black-Scholes,

there was no market for derivatives. In all these cases new institutions emerged as

the result of an innovation process, much like new technologies are invented over

time. One should not assume, like the neoclassical school does, that institutions and

contracts automatically and instantaneously emerge in response to relative price

changes. There is scope for improving Africa’s institutions by borrowing ideas from

other countries and cultures.

The role of state imposed coercion in supporting contract enforcement is central

to most of the writing of North and his followers. Better courts and tribunals are

needed to protect property rights and enforce private contracts (e.g., Benson 1990;

Milgrom et al. 1991; Cooter 1997; Messick 1999). Registration and titling increase

the collaterizability of land and vehicles and help enforcing credit contracts. External

auditing increases the verifiability of a firm’s situation, thereby enlarging the range of

enforceable contingent contracts including participation to a stock market. Reputa-

tion mechanisms are improved when disinformation is punished by the law. External

verification and publication of critical events, like failing to pay a bill of exchange

on time, favors the circulation of accurate information and encourages firms to pay

promptly in order to preserve their reputation. In all these cases state intervention

is able to achieve results that private parties cannot achieve on their own. The state,

by putting its monopoly of the use of coercion to the service of private contracts,

enables private parties to go beyond purely self-enforcing agreements and to expand

the enforcement mechanisms they rely on.

How do these general principles apply to African market institutions? To this we

now turn.

23.2 Policy Implications for Countries with Undeveloped Market Institutions

The level of market development in Ghana is representative of much of sub-Saharan

Africa, with an embryonic manufacturing sector and a plethora of small firms. The

example of SGS (Société Générale de Surveillance) and the letter of credit suggest

that even in such an unappealing environment, appropriate institutions for the enforce-

ment of international commercial contracts were able to expand the economic reach

of Ghanaian firms. Other institutional innovations may be relevant for Ghana and

similar countries. The recommendations we make are, of course, purely tentative.

Before we begin, three caveats must be kept in mind. First, even if contract

enforcement institutions are dramatically reformed, firms in Ghana as elsewhere will

continue to conduct most of their business on the basis of interpersonal relations and
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trust (e.g., Williamson 1985; Stone et al. 1992). The objective of policy intervention

should not be to undermine existing institutions but to add new options to existing

ones. Second, contractual flexibility is necessary and will continue to be. New insti-

tutions should not aim at the rigid enforcement of all contracts, thereby closing the

door to risk sharing and excusable default. Third, collecting payment from insolvent

firms and individuals is always problematic, regardless of contract enforcement

institutions. Since many Africans are poor and many firms are small and under-

capitalized, insolvency is likely to continue creating payment problems. No new

institution can—or should try to—eliminate noncompliance altogether.

In our view, the focus of policy intervention for countries at low levels of market

development such as Ghana should be to enable firms to conduct at least a portion of

their business with other reliable firms and individuals with whom they have no or

little prior acquaintance. By extending the economic reach of firms, policy interven-

tion should improve economic e‰ciency and foster the development of a dynamic

business community. Success in this endeavor requires that opportunistic behavior be

discouraged in contractual matters, either by attaching a higher penalty to opportu-

nistic breach of contract or by helping firms assess the reliability of potential clients

and suppliers.

The fact that a couple of respondents to the Ghana case study are ready to extend

credit on the sole basis of a bank credit report suggests that establishing a system of

credit rating for Ghanaian enterprises could open access to trade credit for reliable

firms.1 Disseminating information about credit repayment performance should assist

firms in screening out unreliable business partners and enable good payers to access

credit by di¤erentiating themselves from bad payers. Once credit rating is commonly

used, trustworthy firms would probably find it in their interest to signal their relia-

bility by establishing an excellent track record. Firms with a good record would

therefore be good credit risks not only because they have demonstrated their ability

to comply with strict payment schedules but also because they want to preserve their

reputation.2 Credit rating could similarly be used by banks and financial institutions

to assess the credit worthiness of their clients. Thanks to credit rating, firms that

cannot o¤er su‰cient real security as collateral may still qualify for bank credit

through the discounting of bills and postdated checks.

The court system in Ghana, although not particularly expensive nor ine‰cient by

African standards, remains too costly for most commercial cases. The value of com-

1. Stone et al. (1992) come to a similar conclusion regarding Brazil and Chile.

2. Kreps et al. (1982) apply the same principle to a very di¤erent situation, that of a chainstore facing
potential entrants.
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mercial transactions rarely justifies the cost and time involved in a legal suit in front

of Ghana’s regular court system. Setting up small claims courts tailored, for instance,

on the American example may reduce the cost of legal proceedings and help bring

the court system closer to small Ghanaian businesses. An alternative and perhaps

complementary option would be to favor private arbitration, particularly for small

cases. One could also envisage specialized commercial courts with simplified judicial

and asset recovery procedures.

When faced with the breakdown of a relationship, a few firms in the sample sought

help by bribing members of the police or paramilitary groups. The police, however,

has no authority to seize property. All it can do is to threaten to detain or, per-

haps, mistreat bad payers. Alternative options should be made available that put

state coercion at the service of expeditious debt recovery without infringing on the

debtor’s human rights. A more liberal use by judges of the impounding of accounts

and movable assets at the outset of court proceedings, for instance, would discourage

delaying tactics by recalcitrant debtors. Ghanaian judges’ concern for a certain con-

ception of fairness seems to currently stand in the way, but this issue deserves more

investigation. The same idea could be taken one step further by instituting a rapid,

nonadversarial procedure to assist commercial creditors. A special judge or legal

o‰cer could be instituted whose duty would be to impound assets and accounts to

serve clearly identifiable commercial debt instruments, such as postdated checks, bills

of exchange, and signed invoices. The ultimate objective of these measures, however,

should neither be the replacement of face-to-face negotiations nor the reduction of

contractual flexibility, but rather deterrence of opportunistic behavior and the pre-

vention of unnecessary delays. Since all these measures ultimately remain at the dis-

cretion of the creditor and since it is not in the interest of a creditor to jeopardize a

valuable relationship, they are unlikely to be used in cases of excusable default. We

therefore expect most contractual disputes to continue being handled through direct

negotiations.

The system of international payments generally works well but it could be

improved in a important areas. Without third-party inspection of their exports,

Ghanaian exporters face the risk of foreign firms disputing shipment on arrival,

thereby delaying payment and forcing them into granting discounts. To reduce this

problem, third-party inspection could be extended to Ghanaian exports.3 Another

area of possible improvement concerns trade between Ghana and its neighbors. Dis-

cussions with respondents suggest that it is much safer for a Ghanaian firm to trade

3. Ghanaian firms may, however, object to SGS inspection on exports because it reduces opportunities for
underinvoicing.
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with Europe than with a neighboring African country. E¤ort by the Ghanaian gov-

ernment and the international community to ease inter-African border procedures,

reduce rent seeking, and assist the enforcement of regional import and export con-

tracts could only boost trade between African neighbors. Increased trade in turn

should help manufacturing firms gain access to a larger market and capture returns

to scale.

23.3 Policy Implications for Countries with Intermediate Market Institutions

Kenya is an example of an African country with intermediate market institutions.

Strong business networks exist and operate well. But they are too limited and only

partially overlap. Policies to address these problems fall under two broad categories:

those that seek to remove barriers to trade directly, and those that seek to redress

unwanted consequences of barriers to trade. We first consider ways of shifting credit

boundaries through policy action and projects. Through various types of institutional

reform and legal improvements, policy can help reduce coordination failure, promote

institutional innovation, and put state coercion at the service of private contracts.

23.3.1 Coordination Failure

Perhaps the best example of coordination failure uncovered in Kenya during empir-

ical work is the absence of a credit reference bureau. Information about bad payers is

not shared among firms. As a result firms are less able to identify bad payers from

good payers and less inclined to give supplier credit and accept payment by check.

The absence of an information-sharing mechanism makes it particularly di‰cult for

new firms to secure supplies at normal conditions. Indeed, they must establish a

credit repayment history with each potential source of supply individually. Estab-

lished firms also find it di‰cult to shift their activities in response to changes in rela-

tive prices because, in the absence of information sharing, dealing with new suppliers

requires establishing a new credit history with them directly.

Subsets of the Kenyan-Asian business community have managed to overcome

these limitations by establishing reputation mechanisms among themselves. Infor-

mation about business behavior and debt repayment is exchanged between business-

men. One should be careful, however, not to assume that all of Kenya’s 80,000 strong

Asian population shares business information. Reputation remains largely confined

within small business communities—‘‘the Patels, the Shahs, the Sikhs, and the

Ismaelians,’’ as one respondent to the case study survey put it. These commun-

ities distrust each other about as much as they distrust non-Asians. There is there-
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fore considerable scope for improving the circulation of information even among

Kenyan-Asian businesses.

To our surprise information sharing does not appear to take place among the

Kenyan-African business community, along ethnic lines or otherwise. We may have

missed it because the four sectors of economic activity on which we focused happen

to be dominated by Kenyan-Asians. At any rate, Kenyan-African firms in these

four sectors at least are at a clear disadvantage in terms of access to supplier credit

because information about their credit repayment history does not currently cross

ethnic boundaries. Because good Kenyan-African businesses cannot rapidly and

costlessly di¤erentiate themselves from bad ones, they are statistically discriminated

against in terms of access to credit. There is a coordination failure in information

dissemination.

At the time of the survey, a private firm was attempting to overcome this coor-

dination failure by pooling business credit histories from various sources onto a

computer data bank, and making the information available to its customers in con-

venient form. The firm was experiencing serious di‰culties as Kenyan businesses

reluctantly relinquish information that can help their competitors without knowing

if they will receive similar information from them (the Ghana lumber market syn-

drome). Banks, in particular, are unwilling to share information about bounced

checks and bills of exchange.

The same is true for credit card companies and hire-purchase firms. All have their

own credit history data bank that they will not give away without assurances that

others will do the same. Indeed, in a world of imperfect information, credit histories

constitute an important asset on which credit suppliers of all kinds base their busi-

ness. Unless all agree to share information, no one will, at least until the credit

reference data bank is large enough that the participation of a single major player

would not give a competitive edge to its competitors. There is therefore a role for

policy to help coordinate action and favor the establishment of a critical mass of

credit information. This could perhaps be achieved if the e¤orts of a small enter-

prise promotion project to establish a database on the credit history of its own cus-

tomers is coordinated with private e¤orts to establish a credit reference service in

Kenya.

23.3.2 Institutional Innovations

Just as one does not expect African firms to know how to make computer chips

simply because they are manufactured elsewhere, one should not assume that insti-

tutional innovations introduced elsewhere are instantaneously transferred to Africa.

The establishment of computerized credit reference services is one example of an
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institutional innovation that is not immediately transferable because of coordination

problems. There are many examples of policy interventions whose success, hypo-

thetical or real, rests on institutional innovation. We focus on a few.

A number of development projects distribute credit to small businesses. In Kenya

at the time of the survey, the Kenya Industrial Estates was such a project. A compu-

terized credit history for firms that have received credit from project lenders to micro

and small enterprises could be developed. Regardless of whether that information is

shared with other lenders, as has been suggested, computerization is an innovation

that enables a lender to keep track of thousands of credit histories and therefore

to use more e¤ectively the information at its disposal. By enabling small firms to

establish a credit repayment history, computerization helps good payers get access to

more credit (Onyango and Tomecko 1995).

Group lending is a relatively recent addition to the panoply of credit instruments

promoted in Africa and elsewhere in the Third World. Its success as an e¤ective way

of channeling credit to firms that otherwise would not get it relies on the ability of

the group to help enforce repayment by one of its members. Group lending is thus an

contract enforcement innovation. Viewed in this light, group lending is most e¤ective

if it generates incentives on the group to put pressure on delinquent members, if

group members have some leverage on other members, and if it is not in the interest

of the group to defect collectively (e.g., Ghatak and Guinnane 1999; Morduch 1999;

Ghatak 2000; La¤ont and N’Guessan 2000; Armendariz de Aghion and Morduch

2000).

From the conversations we had with various organizations (banks, NGOs, and

projects) involved in group lending, it appears that the most successful programs are

those that stagger credit to members over time. As a result those members who are

becoming eligible for credit have an incentive to put pressure on delinquent mem-

bers, and the group as a whole finds it di‰cult to collude to default. The ability

of group members to put pressure on others, however, is problematic, especially in

groups that were formed exclusively to receive credit. The cost of keeping the group

together is high. This is hardly surprising given that in order to provide incentives

for repayment, one has to create antagonistic relations between group members. The

disbursement of large amounts of money through group lending therefore requires

large investments in group formation and maintenance. For this reason group lend-

ing is costly if attempted on a large scale. It may not even be possible as many po-

tential recipients of credit refuse to join groups and to get embroiled in other people’s

a¤airs and problems.

Credit guarantee is another recent institutional innovation in Africa. The idea is

for an outside party (donor or government agency) to partially guarantee a supplier
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of credit against default. A special fund is usually created whose purpose is to

compensate a creditor who faces default. The success of such programs depends

on whether lenders prefer to collect the insurance premium without spending much

e¤ort collecting from their delinquent clients, or prefer to bear the full cost of

screening, monitoring, and recovery. If the cost of recovery is higher than the risk

borne by the lender, no e¤ort to recover will take place, and the guarantee fund will

be rapidly depleted. Credit guarantee does nothing to increase debtors’ willingness to

repay. It only reduces the lender’s risk in trying out new borrowers. It constitutes

a possible avenue out of statistical discrimination by providing good borrowers an

opportunity to prove themselves that is denied when the lender has to assume all

the risk.

Hire-purchase can be considered an institutional innovation as well. According

to our observations, hire-purchase is a rapidly growing form of credit in Africa,

especially for vehicles, and to some extent for consumer durables. Hopefully it

will expand to include equipment and machinery as well. What is innovative about

hire-purchase is that it relies on the collaterizability of movable assets. Because the

lender remains owner of the good until full payment, the good can be repossessed

from the delinquent debtor without having to resort to court action. A new avenue

for credit is thus created through the establishment of an alternative enforcement

procedure.

A similar idea is behind the resuscitation of chattel mortgages. The idea behind the

chattel mortgage is similar to that behind hire-purchase, namely to make a piece of

movable property directly responsible for servicing a debt. The di¤erence with hire-

purchase is that in a chattel mortgage the lender is not the owner of the property.

Repossession of a chattel in case of loan delinquency involves simplified procedures

that are less costly than for unsecured loans. Chattel mortgages have enabled many

micro and small firms to receive credit from Kenya Industrial Estates using their

equipment as collateral (Onyango and Tomecko 1995).

The collateral value of equipment and machinery currently su¤ers from thin,

unorganized markets for used capital. The absence of registration for items other

than vehicles also introduces an element of uncertainty in equipment transactions. A

dishonest debtor may be tempted to evade contractual obligations by liquidating the

firm’s equipment. If buyers cannot easily verify if a piece of property is free of lien,

the market for secondhand equipment may su¤er. The solution is to set up a regis-

try of industrial machinery and equipment and to develop a market for auctioned

equipment. These actions would increase the collateral value of equipment and

improve access to credit for small and medium manufacturing firms in Kenya.

Policy Implications 465



23.3.3 State Coercion at the Service of Private Contracts

The key feature that di¤erentiates the state from private agents is its monopoly on

the use of public force. The state can help decrease barriers to credit by putting

public force at the service of contract enforcement. To do so e¤ectively, public force

must be harnessed at reasonable cost to private agents. Currently the use of courts

and tribunals in many African countries is too costly for most commercial contrac-

tual disputes. The attractiveness of hire-purchase and chattel mortgage is precisely

that they bypass the need for full-fledged court proceedings. The usefulness of Afri-

can courts could be increased by setting up small claims courts in which lawyers are

not admitted. Specialized courts for business disputes could also be envisaged.

The state can also help contract enforcement by assisting informal mechanisms.

The sharing of information on credit repayment, for instance, is an essential ingredi-

ent of any reputation mechanism. The state can favor the circulation of information

by assisting the establishment of private or public credit reference services. The state

should encourage collaboration, in whatever form, between private credit reference

companies, lending organizations, the Kenyan Firm Registration O‰ce, private and

public banks, credit card agencies, and hire-purchase companies. By pooling their

information together, the coordination failure can be overcome. The o‰cial regis-

tration of chattel mortgages and hire-purchase contracts on equipment and machin-

ery could also be envisaged. This would be far cheaper than registering all equipment

and machinery. Finally, the government could help set up an auction market for

used equipment through which all repossessed items could be liquidated.

23.3.4 Directed Credit

Although highly desirable, policies striving to eliminate barriers to credit are unlikely

to be fully successful. Directed credit may remain necessary. The di‰culty, however,

is that any credit program, directed or not, is bound to run out of funds if su‰cient

care is not given to contract enforcement issues. Many targeted credit programs turn

out to operate as welfare transfers: when loans become due, default rates rise, and

funds are no longer replenished. As a result many directed credit programs are short-

lived. Moreover they constitute an ine¤ective form of welfare transfer since they fail

to reach the neediest. Because these programs often hesitate to seek loan repayment

from their target population, they favor the emergence of dishonesty and cynicism

among those who would most benefit from establishing their credit worthiness.

Directed credit must therefore rely on innovative contract enforcement mecha-

nisms, whether they be group lending, credit guarantee schemes, hire-purchase,

computerization of credit histories, or chattel mortgages. Credit programs that
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entertain a naive attitude toward credit repayment should be discouraged. Political

interventions to protect delinquent debtors beyond reason should be avoided.

23.4 Policy Implications for Countries with Developed Market Institutions

We have seen that market institutions in Zimbabwe are sophisticated by African

standards. There nevertheless remain a number of problems in financing investment

and cash-flow management. The emphasis is thus on finance. There are also many

areas in which improvements can be made, in particular, regarding the ethnic selec-

tion of entrepreneurs through the workings of the market institutions. In this section

we draw a series of policy implications for countries at the level of sophistication

of Zimbabwe. The first subsection is devoted to institutional solutions for small,

medium, and large firms. The second subsection examines in detail the predicament

of microenterprises and African-headed firms.

23.4.1 Institutional Policy for Small, Medium, and Large Firms

In the previous chapter it was argued that firms in di¤erent categories face di¤erent

kinds of di‰culties accessing markets. The situation of microenterprises and African-

headed firms, in particular, was sharply contrasted with that of other small, medium,

and large firms. There also were significant di¤erences within the latter category.

Even though more fortunate than microenterprises from an enterprise finance point

of view, small manufacturing firms were shown to have less access to certain types of

financial services and markets than large firms. Large corporations themselves were

not exempt of problems, particularly regarding the limited sophistication of available

financial instruments. Finally, expanding firms were often limited in the pace and size

of their investments by financial considerations. Although there is considerable

overlap among these various issues, we address the needs of each of these catego-

ries in turn. We begin with small- and medium-size firms, continue with large cor-

porations, and finish with rapidly expanding and contracting firms. The plight of

microenterprises and African-headed firms is reviewed in the next section.

Institutions for Small- and Medium-Size Firms

Small- and medium-size firms raise most of their finances in the form of overdraft

facility, trade credit, and, to less extent, hire-purchase. How can the finances of these

firms be improved? For a number of firms, access to bank overdrafts can be facili-

tated by enlarging the stock of titled urban property. This seems to be true, in par-

ticular, in Harare townships, secondary towns, and so-called growth points. One of
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the main bottlenecks appears to be the small number of qualified surveyors available

and the resulting high cost of securing a title. These di‰culties should be amenable

provided that new surveyors are trained and facilities expanded. One may also

wish to examine whether the use of satellite imaging could reduce the costs of land

surveying.

Another often used form of contractual security, notarial bonds, could also be

improved. Zimbabwe and South Africa follow Dutch Roman Law and thus do not

allow liens and other contractual obligations to follow movables into the hands of a

new owner. This tends to weaken the security value of a notarial bond. Short of

revising one of the major tenets of Dutch Roman Law, however, this weakness can-

not be accommodated within the existing system. What can nevertheless be done is

to enforce the seniority of notarial bonds, that is, to prevent a debtor from pledging

his movables to several creditors. A way to achieve this is to institute the registration

of notarial bonds. With this system a debtor would find it harder to issue a second

notarial bond against the will of the first creditor. It may seem paradoxical to restrict

debtors’ freedom of movement to improve their financial situation. But the reason

why access to finance may be restricted is precisely that in the current system, credi-

tors cannot prevent opportunistic behavior by some. Because lenders are unable to

discriminate between honest and opportunistic borrowers, the security value of the

notarial bond fails to achieve its potential. As a result good borrowers are penalized

even though they do not feel the need or inclination to pledge the same collateral

twice. The registration of notarial bond should enable good borrowers to distinguish

themselves from potentially opportunistic borrowers and thus enhance e‰ciency in

the delivery of credit.

Hire-purchase is important in Zimbabwe and could become more important in

other African countries as well. The success of hire-purchase derives from the fact

that the good being financed is its own collateral. The legal form the security takes is

a simple one: the lender is or becomes the owner of the good. As such, the lender can

repossess the good from the borrower or from anyone who may have fraudulently

purchased it from the borrower. The security value of hire-purchase is highest when

two conditions are satisfied: the ownership of the good used as security is o‰cially

registered, and the good can easily be liquidated by the lender with little loss of

value. Registration makes it di‰cult for the borrower to dispose of the item without

falsifying ownership documents and thus incurring criminal penalties. This explains

why hire-purchase is most popular for the movable item par excellence, motor vehi-

cles. Ease of liquidation depends on the existence of a strong secondary market for

used equipment. In Zimbabwe this is achieved through well-attended public auctions.

Specialized equipment and large pieces of machinery are not good candidates for
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hire-purchase because the secondary market is too thin and their resale value is

highly uncertain. Hire-purchase works best for small standardized equipment and

machinery—cars, trucks, farm equipment, simple textile looms, industrial sewing

machines, and so on.

Hire-purchase is also a popular way of financing consumer durables. In view of

protecting Zimbabwean consumers against their own lack of foresight, the govern-

ment has instituted certain restrictions on hire-purchase contracts. In particular, the

duration of the contract must be three years and the down payment must be 40

percent of the value of the sale. These restrictions, although sensible for consumer

durables, often are too constraining for productive equipment. Certain financial

institutions have sought to circumvent these restrictions by using sui generis lease

agreements. The widespread use of such contracts is currently held back by taxation

issues. We recommend that these taxation issues be resolved so that more flexible

lease agreements can be used.

The third main type of credit small and medium firms have access to is trade

credit. This form of credit, however, is largely decoupled from financial credit and

the collateral value of receivables is little used. Trade bills have fallen in disfavor,

partly, we were told, because of past abuses. Furthermore bill discounting facilities

o¤ered by banks typically deduct discounted bills from the client’s overdraft ceiling.

Consequently the discounting of trade bills does not serve as an independent route to

external finance. Postdated checks, which elsewhere constitute the basis of an active

curb market (Biggs 1991), are not commonly used in Zimbabwe. Debtors in arrears

typically o¤er postdated checks to their creditors as a sign of good faith when asking

for further delay, and as a form of commitment that they will pay by the due date.

Indeed, a bounced check constitutes a convenient legal basis to secure an expeditious

judgment. The only form of financial arrangement in which receivables are used as

stand-alone security is factoring. What distinguishes factoring from bill discounting

is that all the receivables of the firm are discounted, independent of the firm’s need

for funds, for a set period of time, typically three to four years. The borrower also

loses the ability to pick and choose which debtor to discount. Factoring is not wide-

spread, but it was used by several of the firms we spoke to. All said that it improved

their ability to manage their cash flow and that the backing of the factor had sig-

nificantly reduced payment delays by their customers. Factoring is particularly

appealing for small and medium firms, which have little bargaining power to enforce

prompt repayment by large monopsonistic customers. One can only surmise, how-

ever, that the burden of late payment is then passed onto firms that do not use fac-

tors. There do not seem to be institutional impediments to the use of factoring in

Zimbabwe. The practice could be encouraged, however.
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Orders are occasionally used to raise external finance, particularly when they are

large and come from well known, established buyers. Tenders from the Central Pur-

chasing Agency can also be used as security. Orders, however, constitute an imper-

fect form of collateral because the recipient of the order may be unable or unwilling

to complete it. If the order is not completed to the satisfaction of the buyer, the bor-

rower will not be paid, and the lender will not recover his or her money. Lenders are

therefore reluctant to finance firms solely on the basis of an external order. They

usually require other forms of security and assess the borrower’s ability to complete

a large order on time and to the satisfaction of the buyer. The most widespread use

of orders as security is in pre-shipment export financing. In Zimbabwe this form of

finance can, for the most part, only be accessed through merchant banks. Since

merchant banks cater only to the needs of large corporate clients, this means that

small- and medium-size firms typically have no access to pre-shipment financing.

Filling this lacuna is essential before small- and medium-size firms can actively take

advantage of new export opportunities opened by structural adjustment.

Other forms of government interventions are also required in foreign trade finance.

Since the Reserve Bank of Zimbabwe discontinued its foreign exchange guarantee

scheme, exporters who wish to import raw materials and equipment on o¤shore

credit currently must pay extremely high premia to insure themselves against foreign

exchange risk. While large firms and firms that are already exporting may be able to

withstand such risk, this is not typically the case for small and medium candidate

exporters. The establishment of a foreign exchange guarantee fund for businesses

willing to expand into manufacturing and other nontraditional exports could only

enhance small and medium firms’ desire to take on exporting. Postshipment finance

could also be made more readily available, particularly if it is coupled with export

credit insurance. Finally, the Zimbabwean government and financial institutions may

investigate the possibility and desirability of making o¤shore finance available in

Rand. In the long run the economies of Zimbabwe and South Africa are destined to

become more integrated. Yet exporters to South Africa can currently secure o¤shore

financing only in hard currencies, although their exports receipts will be in Rand.

This forces them to shoulder a significant currency risk. One of our respondents, for

instance, was put into a di‰cult predicament as a result of the depreciation of the

South African currency.

Institutions for Large Corporations

The di‰culties large corporations face in accessing external finance are di¤erent in

nature from those faced by small- and medium-size firms. The existence of an active

stock market in Zimbabwe makes it possible to envisage extending the existing sys-
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tem in several directions. These extensions will undoubtedly require that the physical

infrastructure on which the stock exchange currently rests be upgraded and modern-

ized and that the number of authorized traders be expanded. The first step is to float

some interesting shares on the market as to increase the stock of securities available

for trade. Some people we spoke to, for instance, suggested that the government put

some of its shares in Delta onto the market. These are, no doubt, sensitive political

issues with which we do not wish to interfere, but what is clear is that more interest-

ing stu¤ on the stock market would raise the level of activity and make participation

to the stock market easier to corporations wishing to expand.

The time may also have come to consider creating new financial instruments.

Derivatives were on the lips of many of the people we spoke to. The idea is that by

adding to a standard debt contract the option to participate in the debtor’s future

benefits, one may increase the profitability of lending and thus make more credit

available. We do not have any strong disagreement with this view, but derivatives

may prove to be too delicate to leave the rarefied confines of high Zimbabwean

finance. To open the market for long-term credit, there may be a simpler, more

promising instrument: the corporate bond. There is currently no secondary market

for long-term private credit in Zimbabwe. Financial institutions who lend to cor-

porations cannot, as they do with government bonds, resell their claims to other

investors. As a result pension funds and insurance companies end up putting their

money into government securities and, more recently, into the stock market; none of

it goes to finance medium-term credit to the corporate sector. Yet creating a market

for corporate bonds should not, given the level of financial sophistication achieved

by Zimbabwe, present major di‰culties. Merchant banks, which already operate as

underwriters for many stock market flotations and as intermediaries for institutional

investors in the case of long-term mortgages, could easily take on the additional

function of underwriting and circulating corporate bonds. This would enable insti-

tutional investors to diversify their portfolio into medium-term instruments. These

instruments, unlike mortgages but like government bonds, would be liquid and

could be traded in a secondary market, a feature that should greatly increase their

attractiveness.

Another institutional innovation for which the time may have come is the mutual

fund. To our knowledge, there is currently no mutual fund in which private Zim-

babweans can invest their savings. This lacuna increases the risk and e¤ort investors

must incur in order to participate in the stock market. As a result investing in the

stock market probably remains confined to a small number of private individuals.

Mutual funds seriously reduce the risk of stock market operations through portfolio

diversification. They also lower transaction costs as many investors delegate the
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management of their finances is to a single specialist. Mutual funds would of course

not limit themselves to securities quoted on the stock market. They could include

money market funds, corporate bonds funds, government and AMA bonds funds,

and combinations of the above. Before mutual funds can become a reality, however,

a Mutual Funds Act is needed that sets up some guidelines as to the operations and

capitalization of such funds, and protect private investors against abuse.

Institutions for Start-ups and Rapidly Expanding Firms

The institutional innovations suggested above should help all firms gain better access

to external finance. They may, however, be insu‰cient for start-ups and rapidly

expanding firms. As should be clear from the analysis presented in chapters 3 to 6,

start-up firms have the hardest time getting access to external finance. This is why so

many firms begin on the sole financial resources of the initial investor, and why

therefore in a country like Zimbabwe where many people have little personal wealth,

so many firms also are microenterprises. It would be naive to advocate the free dis-

tribution of credit to whoever wishes to establish a new enterprise. The potential for

abuse would indeed be enormous and few loans would probably be repaid. What

then are the alternatives? We discuss several of them in the next section devoted to

microenterprises. Here we wish to address two of them that are suitable for larger

firms, namely venture capital and project loans.

Venture capital is a reality in Zimbabwe. As mentioned at the outset of chapter 4,

we made an e¤ort to meet with some of the entrepreneurs who got started thanks to

venture capital. Their experiences were all positive in the sense that venture capital

allowed them to survive initial miscalculations and mishaps and to grow to become

viable small- and medium-size enterprises. The price to pay, however, is fairly high in

terms of loss of independence and pride. Venture capital works because the venture

capitalists is intimately involved in the everyday conduct of the business. Close-range

monitoring is what substitutes for collateral and social capital. Firms that receive

venture capital are kept on a short financial leash, but they also receive fatherly

advice and support in bad times. The venture capitalist is also involved in directing

the course of the firm toward profitable activities, for instance, by intimating that the

firm abandon a project or take on another. Because monitoring is time-consuming,

there is a limit to the number of firms a single venture capitalist can optimally over-

see. There is thus plenty of room in Zimbabwe for other venture capital firms to step

in. In due course venture capitalists may be able to raise funds from institutional

investors and thus serve as intermediaries to channel external finance toward start-

ups. The success of venture capital in Zimbabwe ultimately lies in the rapid growth

of some sectors of manufacturing and services, and in turn on Zimbabwe’s ability to
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export manufactured goods and other nontraditional products. In other words, if a

few people get rich overnight through venture capital, more venture capital will be

forthcoming.

Project lending is another area for possible expansion. We saw in chapter 3 that

commercial banks do not see it as their business to help their clients expand. Mer-

chant banks are more pro-active in helping their customers secure project financing,

but they only cater to large corporations. Moreover they are reluctant to tie up their

own money in long-term lending and typically act as intermediary for other long-

term investors. Although there are a number of development banks operating in

Zimbabwe, they seem to be di‰cult to reach and appear to have had a minimal

impact. One respondent even got into serious financial di‰culties as a result of a

development bank’s delays in disbursing funds. Although an in-depth analysis of

development banking in Zimbabwe is beyond the scope of this book, we can safely

say that should many new investment opportunities arise in manufacturing, Zim-

babwe would be ill prepared to respond to the demand for project financing.

Institutions for Contracting Firms

Just as some firms expand, others contract. What happens when a firm must abruptly

reduce its activities a¤ects lenders’ expectations regarding debt recovery, and thus

their willingness to lend. Following ESAP and the 1992 drought, Zimbabwe has an

unprecedented series of failures among major companies. Banks have responded by

taking a closer interest in the running of distressed companies. Because bankers are

not in the business of managing large corporations, however, they seldom feel quali-

fied to do so well. As a result some voices have asked for a formal receivership status

akin to chapter 11 in the United States. This would allow judges to nominate an

external manager with the power to reorganize the company and change the man-

agement. There was no consensus on this issue among the people we spoke to and

we had no time to investigate it in detail. But it is possible that a modification to

bankruptcy law could help firms, especially medium and large companies, to access

external finance. This issue deserves more investigation.

23.4.2 Microenterprises and African-Headed Firms

In the preceding section we examined what institutional innovations can facilitate

the flow of external finance to small, medium, and large manufacturing firms. Our

recommendations were all directed at helping the existing system work better by

removing impediments erected by information asymmetries and enforcement prob-

lems. These recommendations, if implemented, would nevertheless be largely in-

e¤ective in assisting microenterprises. Moreover they fail to address the specific
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di‰culties African-headed firms face in Zimbabwe today. In this section we propose

a series of measures tailored especially for these two groups of firms.

Institutions for Microenterprises

Information asymmetries, enforcement problems, and transaction costs combine

to make extremely di‰cult the delivery of credit to microenterprises whenever one

is serious about debt recovery. We do not believe that doling out funds to micro-

enterprises without concern for recovery is justifiable for reason of either equity, as

only a few fortunate microenterprise benefit, or e‰ciency, as it fosters the wrong

kind of mentality and attitude toward business. Poverty alleviation is better served by

welfare programs and the delivery of social infrastructures than by lax credit to a

handful of microenterprises. What then should be the objective of a credit program

to microenterprises? One possibility is to foster the extension of the microenterprise

sector by the multiplication of the number of microenterprises. Achieving this objec-

tive requires helping individuals set up their own microenterprises. Although laud-

able, such e¤ort can only be undertaken at the grassroots and is bound to be onerous

per unit of credit disbursed. Another possibility is to help existing microenterprises

grow and graduate into the pool of small- and medium-size firms that we discussed in

the preceding section. Both objectives, although often confused in practice, are quite

di¤erent as to their assumptions regarding the ultimate usefulness of microenterprises

(see Fafchamps 1994 for a discussion). The first approach sees nothing wrong with

assisting the proliferation of extremely small production units. The second assumes

that production by microenterprises is suboptimal, but that for a variety of reasons,

one of which being lack of funds, microenterprises are prevented from reaping

returns to scale and reaching their full potential. The first approach makes sense in

sectors where returns to scale in production, organization, and marketing are entirely

absent, as may be the case in vegetable farming or micro-retail, for instance. The

second is more appropriate when returns to even a minimal scale are present, as is

typically in manufacturing. Since this report is concerned with manufacturing firms,

we focus on the second approach.

To be successful, the second approach must identify promising microentrepreneurs

and help them graduate into the regular pool of small-scale businesses. In Zimbabwe

the financial institution that has most e¤ectively followed this line is SEDCO (see

chapter 3). Because its ultimate objective is to graduate firms, SEDCO puts a lot of

emphasis on screening and monitoring. It is not easy to get SEDCO funding. One

has to demonstrate commitment and endurance. But these are precisely the qualities

one expects from a successful business person. We therefore recommend that as long

as SEDCO’s objective is to identify promising entrepreneurs, it should not lower its
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standards. More funds, however, could be piped through SEDCO. The queue of loan

applicants is way beyond what SEDCO can accommodate on the basis of its limited

capital. As a result credit rationing is extreme, and the level of endurance that is

requested from loan applicants is probably so high that it eliminates a good number

of perfectly good candidates. We feel that government special lines of credit would

be better disbursed through programs like SEDCO than via highly subsidized loans,

like the 5 percent interest CGC loans that were being allocated while we were in

Zimbabwe.

In line with its objective of helping selected microenterprises grow, SEDCO puts a

lot of emphasis on training. In our interviews, we developed the feeling that, among

microenterprises, a dominant mental attitude is to try to ‘‘beat the system.’’ Entre-

preneurs with such a mind-set cannot survive long among small- to medium-size

firms that share a much di¤erent business ethic of mutual trust and reliability. We

thus feel that part of the SEDCO training should be to make entrepreneurs aware of

the importance of establishing a good track record for their long-run success. Entre-

preneurs should be introduced to the mysteries of credit reference and told that

business reliability is essential. They should also be told what payment delays are

typically considered acceptable and what delays are not. They should be made aware

that business registration and operating a checking account are ways by which they

can upgrade their credit standing. They should be encouraged to seek title on their

property so that they can get a band overdraft facility. In other words, they should

be told the rules of enterprise finance that prevail among small and medium Zim-

babwean enterprises.

There are other forms of institutional innovations that could help promising

microenterprises grow. One is to follow UDC’s model but for smaller enterprises,

that is, to facilitate the hire purchase of secondhand equipment for microenterprises

and small firms. In practice, this means setting up or expanding the existing market

for secondhand equipment to encompass smaller and older pieces of equipment. It

may also require more flexibility in contractual terms than currently possible under

the Hire-Purchase Act. As the market develop, the collateral value of the equipment

should increase and the lender’s risk decrease. Through the regular repayment of

hire-purchase agreements, microentrepreneurs could also accumulate a track record

that helps them qualify for other sources of credit later on.

We mentioned titling in section 23.1. It appears that some microentrepreneurs

have real property, in Harare townships, for instance, that can serve as security for

a bank overdraft. But they often do not have su‰cient funds to cover the costs of

securing a formal title. The government may wish to consider simplifying procedures

for the acquisition of title in residential areas where the bulk of microentrepreneurs
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live. One cannot overemphasize the importance of securing a bank overdraft as a

first step into establishing one’s reputation as a bona fide business.

Regarding the first objective listed at the start of this section, namely the promo-

tion of the microenterprise sector as a whole, a number of potential institutional

innovations have received increased attention in the recent past. Two categories

are particularly promising: group loans relying on peer monitoring, and the use of

rotating savings and credit associations or savings collectors to channel credit to

microenterprises. In part because sample design eliminated the smallest of firms, we

collected no evidence on either of these credit delivery systems during the case study

survey. We thus have little to contribute to the debate regarding their possible e¤ec-

tiveness. Some of the people we spoke to, however, expressed concern that group

loans are costly to administer because group cohesion is hard to sustain when some

borrowers fall into arrears. For that reason channeling funds through savings asso-

ciations or collectors is probably more cost e¤ective. As far as we can judge from the

limited evidence we collected, savings associations seem unimportant in Zimbabwe.

There also appears to be no statute for savings and loans associations. Small depos-

itors often put their savings in building societies or the post o‰ce, but these institu-

tions do not make small loans to individuals.

The Zimbabwean government may want to consider encouraging the emergence of

financial institutions that channel at least part of the savings of small depositors back

to them in the form of consumption and small investment loans. There are several

ways of achieving this. The Kenyan system of SACCOs (Savings Associations and

Credit Cooperatives) is one possibility. In this system, small depositors can with-

draw up to three or four times their savings provided that two other depositors give

their guarantees. Others have also suggested that a flexible legal status for rotating

savings and credit associations (ROSCAs) and savings collectors be defined so that

they can be used to channel and deliver credit to small investors (Aryeetey and Steel

1993).

Institutions for African-Headed Firms

We have seen that African-headed firms experience problems in accessing external

finance that cannot solely be attributed to their smaller size and young firm age.

These di‰culties are due to two partly overlapping factors: network e¤ects and sta-

tistical discrimination. Network e¤ects tend to penalize African-headed firms because

blacks are largely outside the old-boy network, that is, the web of social interactions

that link wealthy whites and Asians with the corporate and financial world. As

several respondents emphasized, a ‘‘new-boy network’’ linking black businessmen

and people of influence is gradually being formed, but it has not reached the clout
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that the old-boy network still commands. Until the time that the new-boy network

becomes as powerful as the old-boy network, black businessmen and women will be

at a disadvantage. Statistical discrimination is a distinct phenomenon, one that has

little to do with contacts and a lot to do with relying on visible characteristics to infer

someone’s type. Statistical discrimination in financial and trade credit plays against

blacks because they belong to a group of entrepreneurs that, on average, is smaller

and thus more fragile financially. As a result rational lenders are more reticent to

grant credit to black entrepreneurs than to whites or Asians. In addition to all the

di‰culties inherent to any credit contract, promising black entrepreneurs must thus

also di¤erentiate themselves from the mass of microenterprises headed by blacks.

Statistical discrimination tends to perpetuate itself because it breeds prejudice and,

by hindering certain firms’ access credit, makes it harder for them to handle liquidity

shocks and thus de facto turns them into less reliable debtors.

It is not easy to devise forms of policy intervention that correct these inequalities.

Yet, without intervention, they may persist for an unacceptable length of time. The

first form of intervention consists in fostering and strengthening the new-boy net-

work. Many respondents hinted that this is indeed taking place through political

connections. We were told, for instance, that certain sectors of activity, like public

transports in Harare, were earmarked to particular political interests. There is no

doubt that a black bourgeoisie has rapidly emerged since independence and that its

wealth has initially been acquired, as elsewhere in Africa, thanks to political con-

tacts. Members of this bourgeoisie are now moving into business at large and man-

ufacturing in particular. With time one therefore should witness an Africanization of

business in Zimbabwe. Such development may, however, fail to benefit the mass of

black entrepreneurs who, for the most part, are not politically connected. Further-

more it is not known whether newcomers will continue to be co-opted in the new-boy

network, or whether, once a certain size achieved, the club will close its ranks.

To help the mass of black entrepreneurs, one must then fight statistical discrimi-

nation. Given Zimbabwe’s history, it is unlikely that the problem can be eliminated

without some form of a‰rmative action. The Zimbabwe government has experi-

mented with targeting certain lines of credit to blacks—‘‘indigenous entrepreneurs’’

as the politically correct jargon of the moment calls them. According to certain

people we spoke to, there has been considerable resistance to such practices by the

established business community: ‘‘we are all indigenous entrepreneurs’’ has been the

war cry of many of its members. It is, of course, beyond the scope of this report to

comment on these highly sensitive political issues. What we can do, however, is to

comment on the conditions for the success of a targeted credit program. As Coate
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and Loury (1993) emphasized, a‰rmative action can backlash whenever it results

in a patronizing equilibrium in which the target population is assisted but prejudice

remains. Applied to enterprise credit, this principle suggests that targeted credit pro-

grams should avoid generating an ‘‘assisted’’ mentality. Rather, they should strive to

help black enterprises to join the ranks of existing firms and be able to compete with

them on the same terms. As far as we can judge, the 5 percent CGC loans are pre-

cisely an example of counterproductive targeting because they convey the idea that

blacks deserve special conditions. In addition, because the loans have a heavily sub-

sidized interest rate, their allocation su¤ers from all the usual problems associated

with rationing. Loan applicants attempt to manipulate the outcome of the rationing

process, for instance, it is argued, by bribing CGC o‰cials, splitting large firms into

smaller ones in order to qualify, or using token blacks as the front men. In the long

run SEDCO and Venture Capital of Zimbabwe serve black entrepreneurs better than

highly visible, politically motivated loans.

Another approach that has been tried and should be continued is the credit guar-

antee program. In this program a special line of credit, or credit guarantee, is ear-

marked for small projects. The funds are made available to all financial institutions

who take care of retailing them according to program guidelines. The funds are

allocated in pro rata to the financial institution’s past success in reaching small busi-

nesses. To make participation in the program attractive for financial institutions, the

funds are typically lent to them at a low interest rate and the loans are partially

insured by CGC. All financial institutions seem to have responded positively to the

program by setting up Small Business Units and emulating some of SEDCO’s prac-

tices. Recently, however, interest in the program has faltered as many financial

institutions feel small borrowers cannot a¤ord the high interest rates currently pre-

vailing in Zimbabwe. Once interest rates return to more reasonable levels, the

continuation of this program should help small businesses gain better access to

credit and thus benefit small African entrepreneurs. What the program can probably

not achieve is the delivery of credit to microenterprises. To do this, alternative

credit delivery systems are required. We discussed some of them in the preceding

subsection.

23.5 Special Policies for Agricultural Markets

In earlier sections the discussion of policy issues was general. There are besides

specific policy interventions that are necessary for agricultural markets to perform

better. We discuss them here.
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23.5.1 Distance, Isolation, and the Rule of Law

The first problem raised by agricultural markets in Africa is geography. Africa is a

very large continent—the contiguous United States alone can fit into the Sahara

desert. Distances are enormous. The ultimate purpose of agricultural trade is to

reach all parts of the continent to enable rural dwellers to buy and sell their products.

Doing so is a formidable logistical undertaking that critically depends on the avail-

ability of roads, trucks, fuel, and spare parts. The importance of transport in Africa

is commonly accepted among policy makers so there is no need to revisit the

issue here.

Distance has other, less commonly recognized implications. One of them is the

reach of the law. Villages isolated by distance and high transport costs largely escape

formal law and remain ruled by local norms. The existence of laws and courts oper-

ating in urban areas does not guarantee that similar legal principles govern rural

transactions. The contradiction between formal law and local practices is most visi-

ble in patrimonial issues, such as land tenure practices and family law (e.g., Andre

and Platteau 1998; Platteau 2000a, b; Fafchamps and Quisumbing 2002a). It also

a¤ects markets. The reach of formal law may be broaden in various ways. One

original innovation is that of itinerant judges who tour the country side using simple

procedures and equipment (Ministère de la Justice 1999).

Contract farming and outgrower schemes illustrate the di‰culties of enforcing

contracts in rural Africa. With the elimination of state marketing boards across

much of Africa, input delivery to farmers has become problematic. One issue is that

of credit and insurance for expenditures on fertilizer by small farmers. An institu-

tional solution that has been proposed is to rely on credit by traders. How problem-

atic this solution can be is well illustrated by contract farming schemes. In such

schemes farmers typically receive inputs and advice on credit but commit to sell their

output. Although there are many issues a¤ecting the success of such schemes (e.g.,

Glover 1990; Little and Watts 1994; Ja¤ee and Morton 1995; Porter and Phillips-

Howard 1997; Warning and Key 2002), one is particularly relevant to our study of

market institutions: contract enforcement.

One di‰culty that often plagues contract farming schemes is leakage, that is, sales

of output outside the scheme. This di‰culty originates in the design of the scheme

itself: credit (or subsidy) on inputs is factored in the output price paid by the scheme.

If an alternative market exists for the produce, growers have an incentive to sell

outside the scheme to avoid repaying the inputs. If this problem cannot be solved, the

scheme collapses. This explains why schemes involving produce that has a local

market often fail, especially if they are close to an urban market.
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A similar problem used to plague marketing boards as well. In many cases the

board’s monopsony on an agricultural output was used to recover credit on inputs.

In such a system it was in the farmers’ interest to sell to private traders in order to

abscond repayment (Fafchamps 1999b). Countries with a long porous border like

Senegal or Ghana su¤ered massive leakages of peanuts and cocoa, for instance.

Contract farming must solve the same problem but with less powerful tools, for it

cannot enlists the authority of the state to set up roadblocks to prevent movements

of agricultural produce. To the extent that rural communities follow di¤erent legal

principles, such as sharing norms (Platteau 1996), they are likely to oppose the

enforcement of contracts, especially if this entails seizing the growers’ land. This

inability or unwillingness to enforce contracts on farmers is, in my view, a major hin-

drance to the development of input markets and interlinked input-output contracts.

Distance and isolation generate other problems. Data from Madagascar, Faf-

champs, and Moser (2002) show that crime is highest in isolated and less populated

areas. Cattle theft is the dominant problem, with likely spillovers in homicides and

rape. As we speculated in this earlier study, the relationship between crime and iso-

lation may be related to conflicts between communities over the control of land and

water. Fafchamps and Minten (2002a) further illustrate the importance of crop theft

in rural areas. As this work demonstrates, contrary to what is often believed, rural

areas need not be safer. The rule of law fails to extend everywhere, an observation

that may be related to the widespread prevalence of crime-linked guerilla activity in

remote areas of Sierra Leone, Columbia, Burma, Nepal, and the like. If confirmed by

further work, the inescapable conclusion is the need for better law enforcement in

rural areas to promote markets and market-related activities.

23.5.2 Institutional Support

Empirical work has brought to light other aspects of agricultural markets that can

benefit from improvement. Much trade in farm products takes place in market

towns. By nature, towns usually have better road connections and transportation

facilities than villages, but they su¤er from a number of other shortcomings.

Space is a case in point. In many agricultural markets, space is at a premium. This

is particularly true in large urban retail markets, which are nearly always congested

and unhygienic, with negative repercussions on public health. From an urban plan-

ning point of view, allocating more space to food retail may not seem to be a priority

as it is the plethora of traders that creates the need for more space. Food retail could

potentially be organized with fewer traders and much less space. This view, however,

ignores the di‰culties of organizing food distribution to thousands of consumers via

a large hierarchical organization, whether public or private. The unhappy fate of

480 Conclusions and Policy Implications



public e¤orts at food distribution in Africa serves as a stark reminder of the di‰-

culties involved. This outcome is usually interpreted as an indictment of government

intervention. Fafchamps et al. (2002) show that there are no increasing returns in

African agricultural trade, thereby suggesting that the nature of the problem may be

more with large organizations than with state intervention per se.

Whatever the cause, it remains that space is a constraint to agricultural trade

in many African towns. Initial results from the 2001 Madagascar trader survey, for

instance, indicates that between 1997 and 2001 many traders lost their business due

to relocation and forcible removal of their place of work.

Other institutional issues deserve attention as well. For instance, payment by check

is virtually unknown in agricultural trade, even when supplier credit is provided. This

stands in sharp contrast to manufacturing where payment by check is the norm

whenever invoicing takes place. The reason for the di¤erence probably lies in the

very short duration of supplier credit in agricultural trade: 7 days compared to 30

to 60 days in manufacturing. The slow speed with which African banks transfer

funds from one account to another probably explains why traders refrain from using

banks. A by-product of this state of a¤airs is that banks do not observe flows of

funds and hence cannot use this information to grant overdraft facilities. As of now,

agricultural traders receive virtually no bank credit of any kind. Speeding up bank

transfers may encourage traders to channel more of their funds through banks,

thereby reducing the risk of theft. We expect that in due course this would also

increase bank credit to agricultural trade.

Telephones are another burning issue. Empirical work indicates that agricultural

traders have access to phones for personal use but make virtually no use of them for

business purposes. This is in part a reflection on the lack of trust between traders, but

also of the absence of land line telephone services in agricultural markets. Conse-

quently traders constantly have to travel to supply markets, raising transport and

search costs. It would be much cheaper if traders could operate over the phone from

their o‰ces. The spread of mobile phones may ease this constraint. Time will tell.

Storage is another di‰cult issue. In Benin the government has encouraged the

creation of trader associations in each market town. These associations solve var-

ious coordination failure problems, such as common storage and market calendars.

Ayouz et al. (2002) provide some evidence that the e¤ect on trader performance is

positive. This example could be emulated elsewhere.

Grading and quality control are other important issues where the intervention of

the state could help. Currently traders spend a lot of time verifying the quality of the

agricultural goods they purchase. This task requires experience and is seldom dele-

gated to junior members of the trading business (e.g., Fafchamps and Minten 1999;
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Fafchamps and Minten 2001a; Fafchamps and Gabre-Madhin 2001). As a result it

takes much of the trader’s time. The need to inspect quality also makes it di‰cult to

trade over the phone.

A commonly accepted set of grades would simplify trade to a large extent. The

experience of the United States suggests that the shift to standard grades requires

that farmers use common seeds and that handling practices (e.g., drying) be relatively

uniform (Cronon 1991). African farmers still plant predominantly land races (or

improved varieties mixed or interbred with land races). As a result grade standard-

ization is di‰cult to implement, given the enormous diversity of seed material and

the related di¤erences in taste and quality. As improved seeds are introduced, how-

ever, a consistent e¤ort should be made to encourage the adoption of a common

grade classification.

A similar e¤ort should be done to standardize weights and measures. The over-

whelming majority of agricultural trade takes place using ‘‘traditional’’ measures.

These measures vary from one trader to another, generating noisy price signals and

necessitating transfers from bag to bag at each transaction. A standardization of

measures would undoubtedly reduce noise, discourage dishonest practices (e.g., half-

filled bags), and reduce transactions costs (e.g., transfers from bag to bag). For grain,

the key to success is shifting from weight-based to volume-based measures: weight-

based measures encourage improper drying of grain (or even wetting the grain on

purpose) and wet grain tends to rot. Moreover the caloric content of grain basically

depends on volume, not weight, since moisture can be added back at the cooking

stage. Quality control for export crops is also a critical issue that requires policy

attention.

As agricultural markets increase in sophistication, other institutional improve-

ments will become necessary. Price insurance is a good example. Recently a consor-

tium of funding agencies led by the European Union and the World Bank has

initiated a program o¤ering price insurance to co¤ee traders—whether corporate

traders or farmer cooperatives. The idea behind this program is to insure traders

against a fall in price so that they can more easily announce and commit to a given

price level. Although it is still at an early stage of development, this approach may

over time facilitate input credit and contract farming.

23.6 Conclusion

The main objective of market institution policy is to facilitate trade. As we have

shown here, trade can take place even in the crudest institutional environment. Such
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trade revolves around long-term personal relationships, around personal exchange.

The institutional challenge is to move from personal to impersonal exchange (North

2001).

The classical approach to this challenge is a modernization of the laws and an

improvement in the court system (e.g., Cooter 1997; Messick 1999). Several of the

suggestions made in the preceding pages go along the same lines, namely small

claims court, itinerant judges, laws regarding slander, and the like.

Many of the policy examples given here, however, go well beyond contract law

and court. Most have a hybrid nature in that they combine government intervention

with private or collective action. Their purpose is not to substitute court enforcement

to private screening but rather to facilitate and broaden trade opportunities. They

work by strengthening civil society, not replacing it with formal institutions.

This is a significant departure from the standard approach because, as we have

clearly demonstrated in this book, laws and courts alone are never su‰cient to

achieve the transition from personal to impersonal exchange. As Hayek (1945)

argued and as we discussed in chapter 2, asymmetric information is an endemic

problem that cannot simply be resolved through courts. Screening and monitoring

by private agents will always be essential. What market institutions must strive to

accomplish is to facilitate screening and monitoring.

Having said this, nearly all the policies advocated here require a change in the law,

taken in its broad sense to include regulations, decrees, and administrative action.

For instance, a grading system for grain typically requires creating an organization

responsible for setting the standard. This organization may be a government agency,

a private association, or a hybrid organization. But the concept of standard must be

recognized in law for a grading system to be implementable.

How much of a change in law is required will vary from country to country,

depending on existing laws and on the capacity of civil society to self-organize. Yet a

change in law will nearly always be necessary. In this sense it is correct to state that

better market institutions require better laws. But then any government policy is

implemented through a change in the law, broadly defined. This is not specific to

market institutions. The key about market institutions is that improvements require

subtle modifications in the legal environment that help economic agents better per-

form their market exchange function.
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Postscript

As I was putting the final touchs to this volume, I attended a conference organized

by Douglas North and the Mercatur Center at George Mason University. The

meeting on From Personal to Impersonal Exchange took place in Charlottesville in

June 2002. It brought together a small number of individual researchers working on

similar issues in the fields of economics, history, anthropology, law, and psychology.

I learned many things from this fascinating mix of people, but the one thing that

struck me most was the idea, put forward by Kevin McKabe and Pascal Boyer, that

the human brain is fine-tuned for personalized exchange. Socializing and interacting

with others is something that, as a species, we are very good at. As a result we have

a tendency to experience, and therefore express, many situations as personalized

exchange. In contrast, impersonal exchange based on following simple rules, such as

paying an invoice on time, does not evoke in the brain quite as much activity and

emotional involvement.

This observation led me to notice that individuals often implicitly personalize their

interaction with large organizations, as when they say they ‘‘trust’’ Mercedes to pro-

duce quality cars. At the meeting, Larry Neal reported on the early development of

stock markets in Europe, a form of impersonal exchange par excellence. Interestingly

his story had much to do with the actions of a small group of individuals who knew

each other well. He also emphasized the importance of the personal relationships

early brokers had with their aristocrat and merchant clients. Avner Greif made sim-

ilar observations in his commentary on the rise and fall of the community responsi-

bility system, pointing out the critical role that a small number of large traders

played in the transition, thanks to the personal relationships they entertained with

merchants in other cities. In both examples the transition from personal to imper-

sonal exchange involved a small number of individuals who bridged the gap between

organizations—cities and stock markets—and other individuals or organizations.

This observation suggests that a transition path from personal to impersonal ex-

change involves various forms of interface between the two types of exchange, with-

out necessarily eliminating personalized exchange entirely. There are many possible

illustrations of this idea. Stock market brokers, for instance, link their clients—many

of whom they know personally—to a large organization, the stock market, based on

impersonal rules. Marketing agents of large corporations often build personalized

relationships with their clients while the relationship with their employer is largely

rule based. Many marketing ploys can be seen in the same light, as when firms seek

to foster customer loyalty by personalizing brands and products and by favoring an

emotional attachment to a trademark. It is as if individuals were easy to trick back

into a personalized exchange mode even when it is obvious that the exchange is not.



Perhaps the gap between personal and impersonal exchange is not as wide as one

may think. If so, the transition from one to the other may be facilitated. The histor-

ical examples cited above further suggest that the transition from one mode to the

other can be gradual and need not a¤ect all transactions simultaneously. The transi-

tion can be staggered. This is good news for Africa because it means that moving to

a higher plane of economic exchange need not be insurmountable.

My earlier observation about bridging individuals suggests one further avenue

through which the transition could be implemented. The idea of bridging agents is

one that I already put forward in Fafchamps (1994). Applied to Africa, it means that

what the continent most need to penetrate export markets is personal links that

bridge di¤erent regions of the world. Similar views are expressed in Casella and

Rauch (1998) and Rauch and Casella (1998). These issues deserve more research.

486 Postscript



Bibliography

Abel, A. B. 1985. Inventories, stock-outs and production smoothing. Review of Economic Studies 52 (2):
283–93.

Abreu, D. 1988. On the theory of infinitely repeated games with discounting. Econometrica 56: 383–96.

Akerlof, G. A. 1985. Discriminatory, status-based wages among tradition-oriented, stochastically trading
coconut producers. J. Political Economy 93 (2): 265–76.

Akiyama, T., Larson, D., Varangis, P., and Ba¤es, J. 1999. Market liberalization: Lessons across country
and commodity experiences. Mimeo.

Amselle, J.-L. 1977. Les Négociants de la Savanne. Editions Anthropos, Paris.

Andre, C., and Platteau, J.-P. 1998. Land relations under unbearable stress: Rwanda caught in the
Malthusian trap. Journal of Economic Behavior and Organization 34 (1): 1–47.

Aoki, M. 1988. Information, Incentives and Bargaining in the Japanese Economy. Cambridge University
Press, New York.

Aoki, M., Murdoch, K., and Okuno-Fujiwara, M. 1995. Beyond the East Asian Miracle: Introducing the
Market Enhancing View. CEPR Publication 442. Stanford University, Stanford.

Armendariz de Aghion, B., and Morduch, J. 2000. Microfinance beyond group lending. Economics of
Transition 8 (2): 401–20.

Arrow, K. J. 1971. Essays in the Theory of Risk Bearing. Markham, Chicago.

Arrow, K. J. 1972. Models of job discrimination. In Racial Discrimination in Economic Life, Anthony H.
Pascal (ed.). Heath, Lexington, MA.

Arrow, K. J. 1974. The Limits of Organization. Norton, New York.

Arrow, K. J., and Hahn, F. 1971. General Competitive Analysis. Holden-Day, San Francisco.

Arthur, W. B. 1988. Self-reinforcing mechanisms in economics. In The Economy as an Evolving Complex
System, P. W. Anderson, K. J. Arrow, and D. Pines (eds.). Addison-Wesley, Redwood City, CA, pp. 9–
31.

Arthur, W. B., and Lane, D. A. 1991. Information constriction and information contagion. Mimeo.

Aryeetey, E., and Steel, W. F. 1993. Individual savings collectors in Ghana: Future financial intemedia-
tors? Mimeo.

Axelrod, R. 1984. The Evolution of Cooperation. Basic Books, New York.

Ayouz, M. K., Fares, M., and Tassou, Z. 2002. Association des commer cants, capital social et com-
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IFPRI. 1998. Une Analyse descriptive du marché des intrants et des produits agricoles et du comporte-
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in Côte d’Ivoire, 444
and credit, 184–85
and information sharing (Kenya), 463
institutions for, 476–78
among manufacturers, 41
microenterprises of (Kenya and Zimbabwe), 45
in RPED samples, 40
as smaller, 368
and socialization, 252
and statistical discrimination, 347
in Zimbabwe, 258
African manufacturers. See Manufacturers
African markets. See Market(s) in Africa
Agricultural markets (food sector)
delivery and quality problems in, 90
special policies for, 478–82

Agricultural traders (Malawi, Benin, and
Madagascar)

and information sharing, 255–56, 259, 399
and network capital, 313, 315–26
religion, ethnicity and gender as factors in trust

among, 397–402 (see also under Trust)
and social networks, 442
Agricultural trader surveys, 45–47, 51, 111–12
legal institutions and deterrence in, 121, 123,

126–33
and personal relationships (Madagascar), 187–88,

189, 199–200
emergency financial assistance from, 202
information sharing from, 191–92
regularity of supply and demand from, 192–94,
199

risk sharing in, 198–99
and trade credit, 194, 195, 197–98
training and start-up support from, 188, 190
and relocations (Madagascar), 481
and theft or breach of contract, 111, 112–17,

118–21, 122, 124–26, 128, 134, 135
Allocation
and graph of economy, 280
mechanisms for
barter, 168
gift exchange, 5–6, 7, 9, 168, 454
hierarchy (command and control), 5, 7–8, 9, 20,
284, 454

hybrid, 8n
market exchange, 5, 6–7, 9–12, 454 (see also at
Market)

perfect competitive allocation (PCA), 268–70,
272

and core of complete economies, 278
and graph theory, 271–72
power to influence, 273
Allocation in Africa, markets in, 4, 5, 444, 454
Alternative contract enforcement institutions, 30
Ancient patterns of trade, 226
across ethnic boundaries, 297
Anonymous markets or exchange, 245–46, 441
and legal institutions, 38
Antananarivo, Pakistan businessmen in, 308
Aoki, Masa, xvi
Arbitration, 85n
in case study surveys, 67, 73
as Ghana recommendation, 461
in manufacturing panel surveys, 85, 86
Asian traders or entrepreneurs, 299, 362
in case study samples, 44, 45
in Kenya
and agriculture, 304
and business networks, 307–308



Asian traders or entrepreneurs (cont.)
and closed-shop equilibrium, 229
and colonial or white-dominated governments,
346n
communities of, 310
and financial penalties, 75
information sharing among, 258–59, 455
as light-industry owners, 297
as manufacturing firm owners, 41, 299, 444
reputation mechanisms of, 462–63
and socialization, 253
and stigma-augmented strategies, 237
and supplier credit, 361, 363, 364
and survey on trade credit and ethnicity, 371
textile manufacturing in hands of, 331n
and variation in ethnic makeup of
manufacturing, 362

in Madagascar, 133
and ownership of manufacturing firms, 299
in RPED samples, 40
and supplier credit, 360–61, 364–65
in Tanzania, 41, 299, 365, 444
in Zambia, 41, 299, 362, 363, 365
in Zimbabwe, 41, 299, 362, 365, 444

Asymmetric information. See Information
asymmetries

Authority failure, 458

Badiane, Ousmane, xviii
Bank(s)
impartial information from, 181
international, 72
in Kenya(information sharing), 463
merchant, 470, 471, 473
and microenterprises, 445
slow operation of, 85n, 481
in Madagascar, 117n

Bank credit. See Credit, bank
Bankruptcy
and breach of contract, 235, 239
in Zimbabwe, 473

Bargaining. See also Negotiation
and payment problems, 55, 57
and social network based exchange, 19, 442

Bargaining power, in economic exchange with
nonconvex transaction costs, 276–80

Bargaining process, 281
Barter, 168
Benin, agricultural traders in
information sharing by, 255–56
and network capital, 315–26
and number of intermediaries, 443
religion, ethnicity and gender as factors in trust
among, 397–402

and locally dominant groups, 402
and network e¤ects, 402–11, 412–17, 418
social networks in, 442
surveys of, xviii–xix, xix, 45–47, 111–12 (see also

Agricultural trader surveys)
and theft or breach of contract, 113, 114, 117,
118, 119, 120, 121, 122, 127

and trader associations, 481
Biggs, Tyler, xvi, xvii
Bigsten, Arne, xvii
Bilateral monopoly, 278, 289
Bilateral punishment strategy, 18
Bilateral rationality, 214
‘‘Black money,’’ 386–87
Bonds, posting of, 311
Boyer, Pascal, 485
Brand or name recognition, 11, 246, 246n, 311
Brave reciprocity, 240
Breach of contract
in agricultural traders survey, 111, 112–17, 118–

21, 122, 124–27, 134
and contract flexibility, 35 (see also Flexibility)
dispute resolution methods for, 99–105
empirical predictions on, 38
enforcement mechanism against, 23 (see also

Contract enforcement)
exclusion from trade, 15, 212, 235–37, 247–48
excusable, 33–34, 35
flea market economy as avoiding, 441 (see also

Flea market)
frequency of (econometric analysis), 88–99
in Ghana, 455
among Madagascar agricultural traders, 194, 195,

196–97
and manufacturing panel surveys, 109
practices to minimize, 10
as sign of bankruptcy, 235
Breach of contract, opportunistic. See also

Cheating; Opportunistic behavior
collective punishments for, 295
and courts, 215n
deterrence of
legal institutions, 29
in model of trust-based exchange, 340
and enforcement provisions, 28
and market emergence, 240
morality vs. social pressures as deterrent against,

296
need for information on, 23
and relational contracting, 209, 210 (see also

Relational contracting)
in relational equilibrium, 222, 223
and trust between communities, 213
Bridging agents, 453, 486

502 Index



Burundi
ethnic composition of manufacturing firms in,

299
exporting by, 139
imports into, 84, 139
manufacturing surveys in, 39, 39n, 40, 41 (see

also Manufacturing panel surveys)
and contractual disputes, 85, 86
and contractual risk reduction, 140, 142
and relationships with clients and suppliers, 82
supplier credit and ethnic composition in, 360
supplier credit given in, 366
supplier credit received in, 364
Tutsis and Hutus in, 359
Business communities
competition among, 303–304
and networks, 308–10
Business culture, 296
Businessmen, success-making qualities of, 290
Businessmen and women, African, 444
Business networks. See Networks, business

Cameroon
Africans’ performances in, 444
ethnic composition of manufacturing firms in,

299
exports from, 139
imports into, 84, 139
manufacturing surveys in, 39, 40, 41 (see also

Manufacturing panel surveys)
and breach of contract, 93, 94
and contractual disputes, 85, 86
and contractual risk reduction, 138, 140, 142
and dispute outcome, 107, 108
and dispute resolution methods, 102, 103
and relationships with clients and suppliers, 82
supplier credit and ethnic composition in, 360
supplier credit given in, 366, 368
supplier credit received in, 364
white (European) entrepreneurs in, 362, 363
Capital
equity, 422–24, 428, 435
network, 187n, 309, 310, 313, 443 (see also

Network capital)
start-up, 408–409, 421, 447
Casella, Alessandra, xvii
Case study of Ghanaian and Kenyan firms, 171–

81
Case study of Kenyan and Zimbabwean firms

(ethnicity and credit), 371–74, 393, 395
and access to supplier credit, 376–82, 395
and bank credit, 386–88, 389
and cash discounts/implicit interest, 383, 385–

86

and credit to clients, 371, 388, 390–93, 394
and payment terms, 382–83, 384
and role of trade credit, 374–76
Case study surveys, 42–45, 51, 53–54, 77, 79
and clients who left business, 70–71
and contract compliance, 72–73
and contractual risks, 68–70, 137
and delivery problems, 59–62
and input quality problems, 62–63
and legal institutions, 66–67, 69, 79
and microenterprises, 77
and payment delays, 59
and payment problems, 54–57, 65–66, 73–74,

75
and penalties for late payment, 74–77, 78
and problematic suppliers, 63–64
and response to payment delays, 57–59
Case study of Zimbabwean firms, 181–85
Cash discounts, in Kenya and Zimbabwe, 383,

385–86
Cash-flow crises. See Liquidity crises
Cash reserves, and risk, 137. See also Liquidity

crises
Cattle and kola trade in West Africa, 226
Central planning, 7. See also Hierarchies
CGC loans, 478
Champagne Fairs, 201
Charismatic leaders, 286, 288
Chattel mortgages, 465, 466
Cheating, 14, 23. See also Breach of contract,

opportunistic; Opportunistic behavior
and breaking-up of relationship, 222
across ethnic or religious boundaries, 297
exclusion for, 15, 247
by incompetent agents, 244
as sign of incompetence, 36
in model of trust, 159, 160
and money, 169
punishment for failing to punish, 212–13
and reputation enforcement mechanism, 15, 201,

211–13
self-enforcing stigmatization of, 237–39
and trust model, 161, 166–67
Chinese, expatriate, 453
in Indonesia, 229, 304, 331n
Civil service, African, 9
Closed-shop equilibrium, 214, 227–29, 233–34,

246, 258
‘‘Clubs,’’ 295, 296, 310
Coalition, admissible, 280
Coalition-proof bargaining equilibrium, 268
Coalition-proofness constraints, 278
Coalition-proof payo¤ vectors, 281
Cobb-Douglas production function, 315

Index 503



Coercion
in contract disputes (agricultural trader surveys),
126

in contract enforcement, 24, 26, 458, 466
Collecting information. See Information collecting
Collective action, 4. See also Government

interventions; Legal institutions
Collective punishments, 295–96
Collier, Paul, xvii
Collusion, and Madagascar grain markets, 187
Command and control, 7, 454. See also

Hierarchies
Commitment failure, African solutions to, 4. See

also Breach of contract
Communities, and networks, 308–10
Community responsibility system, 485
Competition
and agricultural traders, 134
and network e¤ects, 450–52

Computerization, of credit histories, 463–64
Conflict resolution. See Dispute resolution
Confucianism, 397
Connectivity, 272–74
and bargaining power, 276–80

Consumer durables, and hire-purchase contracts,
469

Contract(s), xv, 23
and flexibility, 34, 35–36, 38 (see also under
Flexibility)

hire-purchase (Zimbabwe), 469
implicit, 33, 35
incomplete, 35, 164–67, 170, 202
lenient-harsh tension in, 28, 33
risk sharing in, 34–35
state-contingent, 34–35
and trust, 164–67, 170

Contract compliance, in agricultural trader survey,
111

Contract enforcement, 14, 23–25. See also Breach
of contract

and agricultural trader surveys, 133
and business networks, 294–97
and contract farming, 479
courts’ limitation in, 165
credit lack due to weakness of (Kenya and
Zimbabwe), 375

through credit reference bureaus, 311 (see also
Credit reference bureau)

and directed credit, 466–67
and emergence of markets, 209
and excusable breach, 33–34
formal model of, 25–28
and adverse selection, 31–32
empirical relevance of, 37–38

and moral hazard, 32–33
and reputation, 37
and statistical discrimination, 32
and trust, xv, 36–37
as general issue, xvii
by government vs. informal mechanisms, 458,

459
informal, 210–14, 235, 294
legal institutions for, 23, 24, 29–30, 29–30, 37, 38

(see also Legal institutions)
and market imperfections, 457
perfect (impersonal markets), 263
through public force, 466
through relational contracting, 263
and repeated interaction (case study surveys), 68–

70
Contract farming, 479–80
Contracting firms, institutions for, 473
Contractual disputes
and court system, 10
in manufacturing panel surveys, 84–88
outcome of, 105–106, 107–108

Contractual practices, and international markets,
110

Contractual problems, in Ghana-Kenya case
study, 176

Contractual risk, 137, 149
in case study surveys, 68–72, 137
and inventories, 137, 138–39, 140–45, 146–47
and liquidity, 137, 138, 139–43, 145, 148
and social ties (Malawi), 121
Co-optation, by business communities, 302–303
Coordination failure, 458
in Ghana, 455
in Kenya, 462–63
Coordination problems
in normal form one-period game, 284–85
in one-period economy, 268–70
Core, of economy, 268, 276, 278
Corner solution, 30n
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