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Foreword

The process of European economic integration has contributed to building 
an area of  growth and prosperity. Over the past decade, a number of 
important steps have been taken aimed at creating better-integrated goods 
and services markets in Europe. The completion of  the Single Market 
Programme (SMP) in 1992 established the principle of a free circulation 
of goods, services, capital and persons inside the European Union (EU). 
Economic and Monetary Union (EMU) was the logical subsequent major 
step in the continuing process of  European economic integration. It 
complements the SMP by facilitating cross-border transactions and making 
markets more transparent. 

Europe’s achievements in terms of economic integration have attracted 
worldwide interest and are seen as an example for other regions to follow. 
A dozen years after the completion of the Single Market Programme and 
almost half  a dozen years following EMU, it is time to look back and 
examine the extent to which the different measures taken to create integrated 
and better functioning product markets have been a factor in raising EU 
growth. In doing so, one needs to consider the growth effects of  other 
developments such as globalisation and technological progress, which lie 
outside the immediate realm of the European integration process. Clearly, 
it is diffi cult to disentangle the effects of the SMP from those of EMU and 
other advances in economic integration. 

The present assessment of  the impact of  European product market 
integration goes beyond that of earlier studies on the impact of the SMP, 
such as the Cecchini Report or the 1996 Internal Market Review. The 
Cecchini Report could only provide an ex-ante assessment of  the SMP, 
while the 1996 Review was based on data for only a couple of years post-
1992. In the meantime, signifi cant new information has become available, 
which enables tracking the effects of the SMP on market conditions, fi rm 
behaviour and the structure of industry. This information is particularly 
valuable because it allows the creation of  an empirical mirror image of 
the theoretical underpinnings of the EU’s product market reform policies. 
The intention of  the SMP and the EMU was to facilitate market entry 
and stimulate competition on EU product markets through the removal 
of non-tariff  barriers and exchange rate movements respectively. Increased 
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competition meant a decline in market power and increased economic 
effi ciency, which in turn contributes to higher productivity and potential 
growth. 

This volume provides an in-depth investigation of the different channels 
through which European economic integration has affected product market 
functioning and how such effects have fed into macroeconomic outcomes. 
While clearly indicating the benefi ts of economic integration, the book also 
highlights a number of weaknesses in the functioning of European product 
markets pointing to the need for an increased and coordinated economic 
reform effort. 

The establishment of  EMU has been a catalyst for increased product 
market surveillance, and Broad Economic Policy Guidelines, which are 
the main instrument for economic policy coordination in the European 
Union, now include recommendations for product market reforms at both 
the Community and the national level. The Lisbon strategy, launched by 
EU heads of state and government in March 2000, also aims to improve 
the product market performance by challenging the European Union to 
become the most competitive and dynamic knowledge-based economy in the 
world before the end of the decade. If  successful, this reform effort should 
help improve the functioning of  EMU by increasing the capacity of  the 
European economy to adjust to changes in the international environment 
and to face the technological challenge. Moreover, it should help raise the 
level of potential growth by transforming the EU into a more competitive 
and dynamic economy. Finally, EU enlargement implies a further expansion 
of the Internal Market, which offers an opportunity for further gains in 
economic effi ciency and growth.

The book builds on a number of studies carried out by acknowledged 
academic experts for the Directorate General for Economic and Financial 
Affairs of the European Commission. The aim of this study programme 
was to assess the functioning of European product markets ten years after 
the completion of the Single Market Programme. The different authors have 
made a substantial effort to extract the principal messages from their work 
and to include them in this volume’s chapters. The work by academic experts 
has been complemented by analyses carried out by staff  of the European 
Commission, which has helped to provide more of a policy perspective on 
the different issues raised. 

Klaus Regling
Director General for Economic 
and Financial Affairs
European Commission

 Foreword ix
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1.  Product market integration in the 
EU: an overview

 Adriaan Dierx, Fabienne Ilzkovitz and 
 Khalid Sekkat

The ten-year anniversary of the Single Market Programme (SMP) offers an 
excellent opportunity to look back and examine how economic integration 
has affected product market functioning in the European Union (EU). 
Although markets for goods and services have been infl uenced by other 
developments (for example, globalisation and Economic and Monetary 
Union (EMU)), the SMP remains an important driver of  change in EU 
product markets. EMU, which should be seen as a subsequent stage in the 
continuing process of  European integration, complements the SMP by 
facilitating cross-border transactions and making markets more transparent. 
The reduction in cross-border transaction costs and the elimination of 
exchange rate risk within the euro area are expected to stimulate trade and 
foreign investment. Moreover, the increased clarity of differences in price 
levels between Member States should encourage arbitrage and contribute 
to price convergence.

This volume provides an in-depth analysis of  the consequences of the 
on-going process of European market integration. It covers microeconomic 
aspects such as the level of  competition, the strategic behaviour of 
fi rms and the structure and location of  European industry as well as 
macroeconomic ones such as the impact of  product market integration 
on growth and employment and on the European Union’s exposure to 
asymmetric shocks. 

The volume contains eight chapters. This opening chapter presents the 
analytical framework, which links together the different chapters of  this 
book and gives an overview of its contents. The four following chapters deal 
with microeconomic aspects of integration. Chapter 2 develops a theoretical 
framework and provides indicators to investigate the impact of the increase 
in price transparency associated with the arrival of the euro on European 
product markets. Chapters 3, 4 and 5 look at enterprises’ reactions to the 
change in the economic environment brought about by the SMP and at 
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2 European integration and the functioning of product markets

the resulting impact on the structure of  European industry. Chapter 3 
focuses on the impact on the industrial and geographical diversifi cation 
of leading fi rms in European manufacturing. In Chapter 4, the impact of 
market integration on industrial concentration and industry performance is 
examined. Chapter 5 provides a comprehensive analysis of changes that have 
occurred in country specialisation, geographic concentration and location 
of  industry over the recent decades. The three remaining chapters deal 
with more macroeconomic aspects. Chapter 6 looks at the employment and 
growth impact of product market reforms carried out over the last decade. 
Chapter 7 focuses on the impact of euro/dollar fl uctuations on European 
manufacturing by examining the differences in sector sensitivity to exchange 
rate fl uctuations. Chapter 8 is more forward looking. It discusses how the 
changes in industry structure associated with the process of EU integration 
may affect the exposure of EU Member States to asymmetric shocks, such as 
those originating from euro/dollar fl uctuations. Chapters 2 to 5 and Chapter 
7 are based on external studies commissioned by the Directorate-General 
for Economic and Financial Affairs of the European Commission, while 
staff  of this Directorate-General have prepared Chapters 1, 6 and 8.

ANALYTICAL FRAMEWORK

Table 1.1 describes the analytical framework used in this volume to examine 
the microeconomic impact of EU product market integration. The table 
makes a distinction between the effects of the reduction of barriers to cross-
border activities inside the EU (as a result of both the SMP and EMU), 
and the increased price transparency associated mostly with EMU. The 
table also distinguishes between the expected effects on markets (viewed as 
short-term effects), on the behaviour of fi rms (in the medium term) and on 
the organisation of industry (in the long term). The table gives a simplifi ed 
view. It is for example very diffi cult to fully separate the impact of  the 
lowering of non-tariff trade barriers from that of greater price transparency. 
Similarly, it is not evident that changes in market conditions, fi rm conduct 
and industrial organisation necessarily occur in sequential order. Rather, 
these different elements are in a continuous and dynamic interaction.1

By eliminating non-tariff  barriers to intra-EU trade and exchange rate 
fl uctuations, the Single Market Programme and EMU facilitate market 
entry2 by new fi rms and therefore the introduction of new brands into the 
different national markets. Therefore, inter-brand competition is expected 
to rise. A decline in profi t margins, in particular for producers that fail to 
adapt, will result. A second effect of EMU is the increased transparency 
of  price differences between the countries in the euro area, especially 
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 Product market integration in the EU: an overview 3

since 2002 when the euro notes and coins were put into circulation. This 
increased transparency makes it more diffi cult for multinational enterprises 
to segment national markets geographically and maintain profi t margins, 
as higher price transparency reduces information costs and increases the 
ability of consumers or their surrogates to engage in cross-border arbitrage 
(see Chapter 2). Hence by reducing the ability of manufacturers to price 
discriminate between Member States, the common currency will increase 
intra-brand competition. Such transparency effects are likely to be reinforced 
by the increased importance of  electronic commerce with its relatively 
low level of cross-border search costs (European Commission, 2001). By 
changing the conditions of competition, product market integration should 
thus lead to an increase in allocative effi ciency, that is, prices should move 
closer to marginal costs. 

Increased competition and the subsequent decline in profi t margins may 
cause fi rms to make greater efforts to reduce production costs or implement 
strategies to increase their market power (see Chapters 2 and 3). In order 

Short-term effects 
Level of competition in 

product markets rises

Medium-term effects
Firms change 

production strategy

Long-term effects
Changes in the structure 

of industry 

Reduction of barriers to 
cross-border activities 
inside the EU (due to 
the SMP and EMU)

Market entryÈ
Inter-brand 

competitionÈ
Allocative effi ciencyÈ
Profi t marginsÍ

Sectoral diversifi cationÍ 
MultinationalityÈ
Productive effi ciencyÈ
Profi t marginsÈ

Industrial concentration 
(at Member State 
level)Í

Spatial concentrationÈÍ
Inter-industry tradeÍ
Intra-industry tradeÈ

Increased price 
transparency (due to 
EMU mostly)

Intra-brand 
competitionÈ

Market segmentationÍ
Allocative effi ciencyÈ
Profi t marginsÍ

Product differentiationÈ 
Sectoral diversifi cationÍ
Market powerÈ
Profi t marginsÈ
Vertical linkagesÈ

Intra-industry tradeÈ

Table 1.1 The effects of the SMP and EMU on EU product markets

Dierx 01 chap01   3Dierx 01 chap01   3 25/10/04   4:52:23 pm25/10/04   4:52:23 pm



4 European integration and the functioning of product markets

to reduce production costs, one option is to concentrate production in 
sectors where the fi rm has a leading position in the market (‘return to core 
business’), implying a decline in sectoral diversifi cation. Another option is 
to exploit economies of scale by expanding into new geographical markets. 
This will inevitably imply a strengthening of the multinational character of 
the fi rm. Such changes should be refl ected in average cost reductions, that is, 
gains in productive effi ciency, and thus should contribute to the restoration 
of profi t margins. In order to regain market power, one option, facilitated 
by the increased price transparency, is to come to a tacit agreement amongst 
producers and distributors to set high prices. However, the increased risk 
of collusion can be counteracted by an effective application of competition 
policy. Another option is to increase product differentiation. If  a fi rm’s 
product can be clearly distinguished from that of competitors or from its 
own product marketed in other countries, the fi rm’s ability to set prices at 
the desired level can be increased. However, product differentiation requires 
investments in R&D and advertising. To avoid spreading their limited 
investment resources, fi rms may be forced to focus on their core business 
and to abandon non-essential activities. This is another explanation for the 
decline in sectoral diversifi cation. Finally, intra-brand competition may give 
rise to a strengthening of vertical linkages. Sellers may attempt to establish 
contractual or ownership arrangements with distributors in order to protect 
profi ts currently achieved through price discrimination.

The implications of these changes in company behaviour for industrial 
concentration are not immediately evident, as there are offsetting 
developments. At the level of  individual Member States, a decline in 
industrial concentration is likely to occur mainly because of market entry 
by foreign fi rms. This would probably be a more important factor than the 
failure or takeover of  national fi rms. At the level of  the EU as a whole, 
market integration may lead to an increase in industrial concentration 
because mutual entry does not imply an increase in the total number of 
fi rms. While failures or takeovers will increase industrial concentration at 
the European level, the smaller number of  fi rms is expected to compete 
more intensely across borders. It is diffi cult to decide a priori what the net 
impact will be. However, the empirical analysis suggests that the strategic 
reactions of fi rms are unlikely to offset the positive effect of integration on 
the performance of the European economy (see Chapter 4).

With fi rms having expanded their markets beyond national borders, it 
is only natural for them to reconsider the location of production facilities, 
raising the questions of  whether, and how, closer European integration 
affects the location of  economic activity. Krugman (1991a and 1991b) 
argued that aggregate production would become more concentrated in the 
regions closest to the largest markets, as companies would increasingly 
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 Product market integration in the EU: an overview 5

exploit the agglomeration and other scale economies present in a more 
integrated Europe. This basic argument was further developed in the 1990s 
within the context of the so-called ‘New Economic Geography’.3 However, 
as the concentration of  economic activity in the EU core increases, the 
price of  immobile production factors may increase and congestion may 
appear (that is, negative agglomeration economies). If  this is the case, a 
further reduction of intra-EU trade barriers may lead to a re-dispersion of 
economic activity over space. As fi rms concentrate and re-disperse, they may 
affect the specialisation of countries and regions in different activities. 

The impact on industrial specialisation depends on two forces working in 
opposite directions. On the one hand, the removal of barriers to trade should 
lead to a reduction in transport and transaction costs and thus allow a better 
exploitation of scale economies in production. Such a development would 
be refl ected in an increased specialisation of the EU Member States. On the 
other hand, European integration has contributed to a convergence of factor 
endowments (see Aiginger et al., 1999) and the removal of exchange rate 
variability, which would be expected to lead to an increase in intra-industry 
trade and a decline in industrial specialisation (see European Commission, 
1996 and 1997; Frankel and Rose, 1997; and Fontagné and Freudenberg, 
1999).4 For Europe, there is empirical evidence for both lines of thought. 
While production specialisation seems to have been rising since the early 
1980s, export specialisation has remained more or less unchanged and there 
has been a notable increase in the relative importance of  intra-industry 
trade (see Chapter 5). 

The analytical framework described above illustrates how the SMP 
and EMU may affect the conditions of competition and the organisation 
of  industry in the EU, an issue that is further elucidated in Chapters 2 
through 5. These microeconomic effects can in turn have an impact on the 
macroeconomic performance of  the EU economy, which is examined in 
Chapters 6, 7 and 8. 

MICROECONOMIC EFFECTS OF PRODUCT 
MARKET INTEGRATION

Chapter 2 by Gasiorek et al. discusses the issue of market integration, price 
transparency and price convergence. This chapter starts by analysing the 
impact of European integration on price levels and price dispersion. This 
analysis shows that following the completion of the SMP a signifi cant price 
convergence was visible for the countries in the EU core, that is, countries 
with relatively stable exchange rates, while a signifi cant divergence away from 
the EU average was detected for other countries – upwards in Scandinavia 
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6 European integration and the functioning of product markets

and downwards in the Iberian peninsula. These empirical results give some 
support to the theoretical argument according to which some reduction 
in price dispersion is expected to arise from the greater integration and 
exchange rate stability resulting from EMU.

This chapter also proposes a microeconomic model to analyse the 
impact of the greater transparency of prices associated with EMU. This 
microeconomic model distinguishes three channels through which price 
transparency may affect price–cost margins. First, an increase in price 
transparency reduces the search costs and facilitates price comparisons 
between products for consumers. Second, it improves the information 
available to producers and widens the possibilities of  collusion between 
them. Third, it creates possibilities of  arbitrage between countries for 
consumers, distributors and wholesalers, thereby increasing the price 
elasticity of  demand. The fi rst and the third mechanisms should reduce 
price–cost margins while the second one should increase them. On the 
whole, price transparency has opposite effects on price levels and price–cost 
margins depending on whether it makes it easier for consumers or producers 
to detect price changes. In that respect, the chapter argues that the costs to 
the large producers of collecting information on prices across markets are 
already relatively low and that therefore the single currency is likely to have 
a relatively limited impact on the information available to producers. The 
greater impact should come from the improved consumer price transparency 
and from the greater scope for arbitrage to frustrate marketing strategies 
based on price discrimination.

The effects of higher price transparency also depend on the characteristics 
of  the industries. These effects should be smaller in industries with 
differentiated products because it is more diffi cult for consumers to compare 
prices, in industries selling intermediate products to other fi rms because 
producers already have good information on prices, in highly concentrated 
industries because the degree of collusion could be greater and in industries 
with strong vertical linkages which make it possible to preserve price 
discrimination.

Building on the above theoretical analysis, a computable general equilibrium 
model is developed comprising 15 countries and 50 manufacturing sectors. It 
investigates the potential impact of greater price transparency for producers 
and consumers on economic welfare. Simulation results show increased 
output as a result of  increased price transparency in a large majority of 
manufacturing sectors and lower mark-ups in all but one of them. Therefore, 
if  the single currency in Europe does have a greater positive impact on 
consumer transparency than on producer transparency, one can expect 
pro-competitive effects resulting in a decrease in price–cost margins and 
an increase in output. 
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 Product market integration in the EU: an overview 7

Chapter 3 by Rondi, Sleuwaegen and Vannoni traces the changing 
industrial and geographical diversifi cation strategy of leading fi rms over 
the decade 1987–1997. The chapter uses a market share matrix to analyse 
the distribution of  production of  leading fi rms in the European Union 
across sectors and Member States.

The results suggest a tendency for fi rms to refocus on their core businesses. 
It appears that the competitive rise of R&D and advertising expenditures 
in the larger and more integrated market has encouraged fi rms to divest 
secondary activities. There are, however, differences over time: it is only after 
1993 that the movement of a return to the core became truly evident. Since 
the completion of the SMP was expected to lead fi rms to reorganise their 
corporate structures before the end of 1992, this somewhat surprising result 
suggests that the return to the core may still be in progress. There is also 
evidence of a convergence of corporate structures across EU Member States. 
Countries that in 1987 were hosting the most industrially diversifi ed leaders 
have undergone a considerable reduction in diversifi ed operations. 

At the same time fi rms have increasingly expanded and/or re-balanced 
their geographical operations across Member States, thereby strongly 
increasing the multinational character of  their production over time. 
Amongst the SMP sensitive industries, for example, leading fi rms in high-
tech industries characterised by a high percentage of public procurement 
strongly reduced their industrial diversifi cation, while at the same time 
increasing their geographical diversifi cation. The simultaneous movements 
of a return to the core and increased multinationality seem to suggest that 
there is a trade-off  between industrial and geographical diversifi cation as 
possible routes to growth. However, this hypothesis could not be confi rmed 
as surviving leaders appear to have pursued both diversifi cation strategies 
at the same time. 

The fourth chapter by Veugelers examines the impact of such strategic 
reactions on industrial concentration and industry performance, using the 
same market share matrix but over the period 1987–2000. 

The results suggest that average production concentration did not change 
very much before 1997 but slightly increased afterwards. However, for some 
industries there have been dramatic changes over the 1990s, and especially 
in the post-1993 period. The highly concentrated sectors especially have 
witnessed a decline in concentration, but nevertheless remain at above 
average concentration levels. There has also been considerable turbulence 
in market leadership in EU manufacturing industries. By 2000, the top fi ve 
companies from 1987 had lost more than half  their production share and 
in most of the sectors with a dominant leader in 1987, a new leader had 
emerged in 2000, often with an even greater market share. 
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8 European integration and the functioning of product markets

Chapter 4 concludes by attempting to make the link between industry 
concentration and industry performance. The results suggest that productivity 
growth is signifi cantly higher in industries with declining concentration 
levels. In addition, productivity and profi tability are higher in concentrated 
industries, while the speed of decline in price dispersion is slower. 

Chapter 5 by Midelfart, Overman, Redding and Venables tracks the 
impact of market integration on country specialisation and the geographical 
concentration of  manufacturing activity in the European Union. It also 
analyses the determinants of location of activities in the EU.

The data on product specialisation show that, since the early 1980s, there 
has been a gradual increase in production specialisation, which has been 
rather more abrupt in countries joining the European Union recently than in 
its long-standing members. This seems to indicate that EU enlargement is as 
important a factor in terms of product specialisation as the SMP or EMU. 
Nevertheless, the usual division between north and central Europe, on the 
one hand, and the south, on the other, remains valid, with the northern 
countries more specialised in increasing returns and high-tech industries.

The data on export specialisation – contrary to those on production 
specialisation – show no clear increase in the 1980s and 1990s. This 
discrepancy is explained by the rapid growth of intra-industry trade, which 
has tended to make sectoral trade vectors more similar between countries. 

At the aggregate level, the geographical concentration of manufacturing 
production in the EU has remained more or less unchanged since the early 
1980s. However, at the level of  individual industries, more signifi cant 
changes in the degree of concentration are observed. Medical and precision 
instruments, and radio, television and communication equipment are 
amongst the industries with the sharpest declines in concentration. In these 
industries, peripheral countries like Ireland and Finland have made inroads 
at the expense of  Germany, France and the UK. For motor vehicles, on 
the other hand, the already high level of concentration has risen further, as 
Germany has reinforced its position at the expense of both France and the 
UK. Low-tech and labour-intensive industries also show a tendency towards 
increased concentration. In textiles and clothing, for example, the already 
important share of the southern European countries has risen further.

Further analysis of the determinants of location in the EU shows that a 
high proportion of the cross-country variation in industrial structure can be 
explained by the interaction between country and industry characteristics. 
The location of  R&D-intensive industries, for example, has become 
increasingly responsive to countries’ endowments of researchers. Similarly, 
backward and forward linkages between industrial sectors are becoming 
increasingly important determinants of location. Economies of scale, on 

Dierx 01 chap01   8Dierx 01 chap01   8 25/10/04   4:52:25 pm25/10/04   4:52:25 pm



 Product market integration in the EU: an overview 9

the other hand, have been steadily declining as a location factor in the 
European Union.

MACROECONOMIC EFFECTS OF PRODUCT 
MARKET INTEGRATION

Chapter 6 by Dierx, Pichelmann and Röger looks at the macroeconomic 
impact of the product market reforms since the early 1990s. Product market 
reforms are considered as strengthening competition, increasing effi ciency, 
stimulating technological innovation and reinforcing the capacity of  the 
economy to respond to adverse shocks. The authors use macro-model 
simulation analysis: shocks to price mark-ups and total factor productivity 
are fed into the European Commission’s macro-econometric QUEST II 
model to assess the effects of product market reforms on macroeconomic 
performance.

The simulation results suggest a medium-term increase in GDP relative to 
its baseline level of about 2 per cent. In terms of growth rates, this translates 
into an acceleration of output growth by almost a quarter of a percentage 
point annually over a period of seven to eight years. Simulations also show 
that a macroeconomic policy framework providing medium-term stability 
allows for better exploitation of the positive effects of structural reforms 
and that coherence and comprehensiveness of reforms is essential. Thus, 
structural reform efforts have indeed borne fruit and delivered signifi cant 
benefi ts in terms of output and employment levels. However, the growth 
stimulus from past structural reforms tends to fade away over time. Hence, 
the authors argue that if  reform fatigue were to win the day, Europe would 
not even attain the baseline medium-term growth rate, which barely exceeds 
2 per cent. This would be a signifi cant setback to the European Union’s 
ambition to become the most competitive and dynamic economy in the 
world. In order to achieve the sustainable 3 per cent annual rate of growth, 
as formulated at the Lisbon summit, the momentum and the breadth of 
structural reforms will have to be increased. 

Chapter 7 focuses on the likely impact of  euro/dollar exchange rate 
fl uctuations on European manufacturing. By looking at the sensitivity to 
monetary fl uctuations of manufacturing sectors and the relative importance 
of these sectors in the different EU Member States, Fouquin and Sekkat 
are able to measure the degree of asymmetry between the Member States 
in terms of exposure to movements in the euro/dollar exchange rate. The 
degree of sensitivity of a given manufacturing sector depends on its exposure 
to competition from the dollar zone and on its trade elasticity to exchange 
rate fl uctuations. 

Dierx 01 chap01   9Dierx 01 chap01   9 25/10/04   4:52:25 pm25/10/04   4:52:25 pm



10 European integration and the functioning of product markets

The exposure to competition from the dollar zone takes into account both 
competition from imports in the EU market and competition affecting EU 
exports in the dollar zone and in third markets. The results show that textile 
products, leather products, machinery and equipment, electrical optical 
equipment and transport equipment and, to a lesser extent, chemicals are 
the sectors facing the most competition from the dollar zone.

In analysing the elasticity of trade to exchange rate fl uctuations, two issues 
are addressed: the difference of elasticities across sectors and the extent to 
which market structure explains such a difference. The results confi rm that 
the effects of exchange rate movements on trade vary across sectors and 
that such variations can be explained by market structure. For instance, 
the higher the degree of concentration in a sector, the lower should be the 
elasticity of trade with respect to exchange rate fl uctuations. The level of 
the elasticity being affected by other factors such as product differentiation 
or barriers to trade, one ends up with the following classifi cation: the 
sectors with a high elasticity are energy, food, paper products, machinery 
and electrical products for imports, and energy, machinery and transport 
equipment for exports.

Combining the exposure indicator and the elasticity estimates, the 
sectors that are most sensitive to euro/dollar fl uctuations can be identifi ed 
as machinery and equipment, electrical and optical products and transport 
equipment. These sectors together represent about one-third of European 
manufacturing output. High elasticity–low exposure sectors, that is, energy, 
food and paper, also represent an important share of the European economy. 
Low elasticity–high exposure sectors (textiles and leather), on the contrary, 
make up only a small share of the economy. Except for basic metals, the 
low elasticity–low exposure sectors (wood and wood products, rubber and 
plastic products, other non-metallic mineral products and basic metals 
and fabricated metal products) add up to only a relatively small share of 
value-added in European manufacturing. 

The eighth and fi nal chapter, by Dierx, Ilzkovitz and Sekkat, examines 
how the changes in the conditions of competition and in the organisation 
of industry resulting from product market integration affect the exposure of 
EU Member States to asymmetric shocks originating from the euro/dollar 
fl uctuations. Such shocks are asymmetric as there is a variation between 
sectors in terms of  their sensitivity to exchange rate fl uctuations and as 
there is a difference between countries in the economic weight of  these 
so-called ‘sensitive’ sectors.

Two channels by which European integration can affect country exposure 
to the euro/dollar fl uctuations are identifi ed in this chapter. First, as the 
Single Market Programme and EMU are raising the level of competition in 
some of the least competitive sectors, a reduction in the differences between 
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sectors in terms of  competition levels should be expected, which should 
result in a decline of country differences in terms of exchange rate sensitivity 
as well. Second, European integration may exacerbate the differences 
between countries in the economic weight of  sensitive sectors. However, 
the increase in the 1990s of  both production specialisation and intra-
industry trade leaves doubt about the direction of this specialisation effect. 
As there are forces working in opposite directions, the chapter concludes 
that that while euro/dollar fl uctuations indeed represent an asymmetric 
shock, the hypothesis that European integration signifi cantly increases the 
exposure of the EU Member States to this type of asymmetric shock does 
not receive support.

THE ROAD AHEAD 

This volume investigates how the process of product market integration has 
affected the conditions of competition, the strategies of European companies 
and the structure of European industry. These effects appear to have helped 
to improve the macroeconomic performance of the EU economy. Macro-
model simulations show that annual GDP growth rates would have been a 
quarter of a percentage point lower without this process of product market 
integration. In addition, empirical evidence does not support the view that 
changes in industry structure resulting from product market integration 
have increased the exposure of the EU to asymmetric shocks. Instead, by 
increasing the capacity of prices to adjust to market conditions, product 
market reforms help to reinforce the power of the economy to respond to 
adverse shocks. This illustrates the importance of product market reforms 
for the competitiveness of the European economy.

In spite of the progress made in the 1990s in terms of product market 
integration, EU living standards were no longer catching up with those in 
the US, as had been the case for most of the post-World War II period. Since 
the mid-1980s EU GPD per capita has fl uctuated at around 70 per cent of 
the level in the US. Moreover, EU labour productivity growth rates, which 
had been consistently above US levels until the mid-1990s, have come down, 
while those in the US have increased. One main reason for this is that the EU 
has been lagging behind in the development and use of new technologies. 
The contribution of information and communication technologies (ICT) 
to EU growth in the second half  of the 1990s, for example, was only half  
of that observed in the US. 

Such observations led to the decision of European leaders in March 2000 
to re-launch and broaden the process of structural reforms in the European 
Union. Within the framework of the ‘Lisbon strategy’ the focus is not only 
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on the still needed improvements in the functioning of the Single Market 
(now renamed as the Internal Market), but also on labour market reforms 
aimed at raising the employment rate and on measures to accelerate Europe’s 
transition to a ‘knowledge economy’. This comprehensive reform effort 
targets an increase in the medium-term annual growth rate of EU GDP to 
3 per cent. Due attention has been paid to the need to ensure the long-term 
sustainability of the improved growth performance envisaged. This implies 
tackling social exclusion, improving the natural environment and assuring 
the sustainability of public fi nances through pension and health care reform. 
These concerns are clearly beyond the scope of this book, which is focused 
on product market related issues only. 

Regarding product markets, the lack of dynamism of the EU economy 
can be attributed to the following main elements. First, despite the SMP 
and EMU, European markets remain relatively fragmented, at least in 
comparison with the United States. While progress has been made in 
integrating goods markets, in services significant obstacles to market 
entry in other EU Member States remain. Many of  these obstacles are 
of  a regulatory nature. Second, even within Member States unnecessary 
rules and regulation and administrative red tape discourage market entry. 
Improvements in the regulatory framework would certainly contribute to 
creating in Europe a more competitive business environment conducive to 
entrepreneurship and economic dynamism. Third, business investment in 
R&D is insuffi cient. While such investments are on a clear upward trend in 
the United States, they have been more or less stagnant in Europe. Fourth, 
the EU is also lagging behind in product innovation and the diffusion of 
new technologies. 

This is the reason why European leaders have decided within the framework 
of  the Lisbon strategy to promote new reforms aimed at improving the 
functioning of the Internal Market, simplifying the regulatory framework, 
increasing investment in knowledge and stimulating the diffusion of new 
technologies. In order to identify specifi c priorities for action European 
leaders meet annually at the Spring European Council. Discussions at this 
meeting are based on the European Commission’s ‘Spring Reports’, which 
provide an assessment of progress made thus far. An overall assessment of 
the Lisbon strategy, however, would merit another book.

NOTES

1. Two other limitations are worth mentioning. First, the analysis does not consider the impact 
of  changes in labour and capital markets and their interactions with those in product 
markets. Second, the more dynamic effects of market integration and reform on business 
investment in R&D and innovation are not analysed as such.
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2. Other measures that facilitate market entry, such as the reduction in the administrative burden 
for company start-ups or the liberalisation of  network industries (telecommunications, 
energy, transport, postal services) will have similar effects (see Blanchard and Giavazzi, 
2001). The new Internal Market Strategy encompasses all these elements. 

3. See Neary (2001) for a critical but constructive review of this literature.
4. This argument is consistent with the ‘New Trade Theory’ based on increasing returns to 

scale and product differentiation (Helpman and Krugman, 1985). Markusen and Venables 
(2000) extend the theory and predict that multinationals, which tend to be heavily involved 
in intra-industry trade, are more likely to be operating if  countries are more similar in both 
relative and absolute factor endowments.
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PART I

Microeconomic issues
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2.   The impact of a single currency 
in Europe on product markets: 
theory and evidence

  Michael Gasiorek, Russell Davidson, 
Steve Davies, Bruce Lyons, David Ulph, 
Richard Vaughan and Alan Winters

INTRODUCTION

A key economic objective of integration in Europe is to increase economic 
welfare by reducing or eliminating barriers between markets. That process of 
barrier reduction inevitably leads to structural changes in European markets 
which impacts upon both allocative and technical effi ciency. The (positive) 
impact on effi ciency may yield static welfare gains as well as dynamic welfare 
gains through engendering a potential increase in growth rates. 

The extent and nature of the impact of any process of integration depends 
to a large degree on the effect that barrier reductions or eliminations have 
on product markets. Hence the primary impact of  the Single Market 
Programme (SMP) was to reduce the costs of trade or market access between 
European economies. The mechanisms generating structural changes in 
product markets are then typically seen to be the following. The reduction in 
trade costs should in the fi rst instance increase the intensity of competitive 
interaction in European markets. In imperfectly competitive industries the 
increase in competition leads to reductions in price–cost margins, potentially 
reductions in profi ts, and hence to a degree of industrial restructuring. The 
direct impact of barrier removal as well as any subsequent restructuring 
could in turn also lead to a greater exploitation of economies of scale. The 
welfare gains thus derive from the standard triad of potential gains under 
imperfect competiton – increased variety, economies of scale and the pro-
competitive effect. 

The creation of a single currency also involves a direct reduction in trade 
barriers. This arises through the elimination of the costs of exchange rate 
transactions themselves, as well as the risks associated with movements 

17
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in the exchange rate. The mechanisms outlined above are thus likely to be 
present with the creation of a single currency, though probably to a lesser 
extent. However, in addition to this, a single currency involves the creation 
of transparency in relation to proposed transactions, that is, the ability of 
consumers and producers to directly compare prices in terms of a single 
currency. 

It is this impact on price transparency, and through it the effect on 
product markets, which is potentially the biggest difference between the 
SMP and the establishment of a single currency. Specifi cally what we show 
and then empirically address in this chapter is that the creation of greater 
price transparency can result in: (a) consumers being more aware of price 
differences thus creating greater intensity of product market competition; 
(b) producers being more aware of their competitors’ responses which can 
in turn engender greater coordination or collusion between them; and (c) 
an increase in the scope for arbitrage activity. 

The overall effect on product markets of  the single currency will thus 
depend on the interaction between the impact of  greater transparency, 
and that of cost reductions implied by a single currency. Specifi cally, four 
analytically distinct effects on markets arising from such a process of 
integration can be identifi ed. These are:

1. The market access effect: integration means that fi rms have easier access 
to each other’s markets, hence increasing the intensity of competitive 
interaction.

2. The market size effect: integration can lead to an effective increase in the 
size of the (integrated) market through increased effi ciency (for example, 
from the reallocation of resources or economies of scale), through the 
reduction in transactions costs and through the possible impact on 
growth.

3. The price transparency effect: the ability of producers, consumers and 
arbitrageurs to make price comparisons across markets.

4. The competition effect: each of the above and in particular the market 
access and price transparency effects can lead to a change in the nature 
of competitive interaction. This could imply, for example, a switch from 
non-collusive to (tacitly) collusive or more coordinated behaviour by 
fi rms, or a switch from Cournot competition to Bertrand competition, 
or a switch from a segmented market to an integrated market strategy.

Most analyses of economic integration have tended to focus on the fi rst, 
second and last of these effects. This largely arises from the nature of the 
integration processes being considered which usually involves the reduction 
of physical or fi scal barriers to trade. In this chapter, summarised here, we 
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focus on the possible extent and subsequent impact of the third effect – price 
transparency. We do so in the following manner. The fi rst section outlines the 
underlying theoretical model which explicitly incorporates transparency and 
its effects on product markets. The second section provides an evaluation of 
existing data and focuses on how that data could be usefully employed to 
analyse the impact of a single currency. The third section details the use of 
more formal econometric techniques in order to analyse selected indicators 
of  product integration and their changes over time. Again the aim here 
is to develop practical methodologies which can be used to evaluate the 
impact of integration. The data and methodologies considered in the two 
fi rst sections largely focus on what can be learnt from an examination of 
price statistics. In contrast the fourth section focuses directly on issues of 
integration and market structure. By focusing on a number of well-defi ned 
industries, the discussion here highlights that much can be learnt about the 
impact of integration on product markets through those developments in 
market structure. Finally, the fi fth section discusses the application of  a 
multi-country multi-sector computable general equilibrium model in order 
to evaluate the possible impact of transparency across a range of different 
sectors and to allow for an assessment of the aggregate welfare effects.

2.1  PRICE TRANSPARENCY AND MARKET 
EQUILIBRIA

A Summary of the Theoretical Model

The underlying theoretical model used in this study encompasses the 
three principal avenues by which an increase in price transparency may be 
expected to infl uence market equilibria. Firstly, via the effect on consumers 
information availability, by making price comparisons between products 
easier; secondly by enhancing the coordination between fi rms, by making 
price wars less likely; thirdly by increasing the arbitrage possibilities between 
countries.

We assume that there exists a unit mass of  consumers, and n fi rms 
each selling a different branded good. Let di(pi, p) be the demand by the 
representative consumer for a particular brand i when that brand charges 
a price pi and other brands charge prices pi represented by the (n – 1) 
dimensional price vector p.

We will sometimes think of this demand being determined as follows:

 di(pi, p) = fi(pi, p) · xi(pi) (2.1)
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where fi(pi, p) is the fraction of the consumers who buy good i and xi(pi) is 
the amount of good i that each consumer decides to buy. 

Before developing the theory further, for reference purposes we note the 
conventional Bertrand–Nash equilibrium for this model, which in terms 
of the Lerner price cost margin is,
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elasticities of market share and individual consumer demand, then ηii = σii 
+ εii, so (2.2) can also be written:
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Note that conventional theory suggests that both ηii and σii will be strictly 
increasing functions of n – the number of fi rms/products in the market.

We now turn to our basic extension of the differentiated products model 
to take account of the introduction of the effects of price transparency on 
market equilibria. 

The consumer price transparency effect
We assume that if fi rm i decides to cut its price proportionately by the amount 
zi ≥ 0, then the proportion of consumers that detect this price change and 
will react to it is defi ned by the function hi(zi), hi(0) > 0, hi'(zi) > 0. Thus we 
assume that some consumers are always monitoring price changes, and a 
positive fraction will always detect even the smallest change. In this way we 
can model consumer behaviour in the presence of non-transparency of price 
change. The proportion of consumers revising their demand is assumed to 
be an increasing function of the proportionate price change. 

Transparency and the trigger strategy
We assume that if  fi rm i decides to cut its price proportionately by the 
amount zi ≥ 0 the probability that other fi rms will react to this price change 
is defi ned by the function gi(zi), gi(0) = 0, gi'(zi) > 0. Notice that, contrary to 
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consumers, fi rms have no reason to react to infi nitely small price changes. 
If  the proportionate price cut is detected by any fi rm, it is assumed to 
be detected by all fi rms; we also assume that all consumers are aware 
of  the proportionate price cut. Prices of  other fi rms are assumed to be 
reduced to the level p where p < p consequent on implementation of the 
trigger strategy.

Transparency and arbitrage
Increased price transparency may increase arbitrage in any market. 
Arbitrageurs in this context are simply viewed as additional suppliers to 
consumers. The number of fi rms in the market therefore increases, and the 
price elasticity for fi rm i’s product is assumed to increase with the number 
of products offered to consumers in the market.

Consider the case where the initial price vector in the market for fi rm i is 
(pi, p). In order for fi rm i to wish to stay with this price the expected profi ts 
of the fi rm must be lower either if  the fi rm increases the price or lowers the 
price. Consider initially the case where price reductions are considered.

As a result of these additional assumptions Ulph and Vaughan (2000) 
show that the following equilibrium condition results,
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where αi = hi(0) and βi = g'(i) = 0.
We may immediately note that if  we eliminate the transparency effects 

from the equation, that is if  we operate in the conventional textbook world 
where all consumers fully detect any price change – and so αi = hi(0) = 1 
– while other fi rms do not react to prices – and so βi = g'i (0) = 0 – then 
equation (2.4) just reduces to equation (2.3) which is the standard Bertrand–
Nash Equilibrium.

As can be seen the comparative static effects of  an increase in price 
transparency work in the way intended in respect of equation (2.4).

• An increase in the perception of price changes by consumers – that 
is, an increase in αi – would reduce the RHS of (2.4) and thus reduce 
the price–cost margin.

• An increase in the responsiveness of fi rms to a price change – that is, 
an increase in – βi would serve to increase the price–cost margin.

• An increase in arbitrage, by increasing the number of suppliers, would 
increase σii and hence ηii and so reduce the price–cost margin.
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Market Segmentation

In the simplest model we have considered the equilibrium for a single 
market with a representative consumer. Market segmentation may occur 
for a number of reasons:

• It may be possible for fi rms to segment the market according to the 
demand characteristics of consumers, that is, we drop the assumption 
of the representative consumer.

• There may be differences in costs in reaching different groups of 
consumers.

If  segmentation exists on the basis of  historical precedent, for example, 
existing national markets within the EU then differences may exist both with 
respect to the search behaviour of consumers or with respect to strategic 
considerations and trigger strategies between these groups.

Consider segmentation into k groups; we assume that all prices and costs 
are defi ned by a common currency.

By the assumption of  independence between the groups, we therefore 
have k equations to determine the price cost margins for each of the groups 
as defi ned by
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where we have assumed that the number of fi rms existing in each of the 
market segments is identical. In the assessment of price dispersion across 
market segments, (EU countries) therefore the following variables are viewed 
to be of importance:

1. The variability of consumer tastes as refl ected in the own price elasticities 
of demand.

2. Differences in cost structures.
3. Differences in the implementation of  implicit cartels through the 

detection function, and the trigger prices consequent on any price 
change.

4. Differences in the revision effect of consumer demand consequent on 
any price change.
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Note also that in the theoretical model then, price dispersion within market 
segments is absent. A clear implication is therefore that inter-country price 
variability should far exceed intra-country price variation.

The effect of the introduction of a single currency on price dispersion 
therefore depends on the differential impact of  such a currency on the 
above four effects. One possible outcome is that the differences between 
the segmented markets of revision effects and trigger strategies disappear; 
through diffusion of attitudes and responses by consumers and fi rms. If  
tastes are then homogenised, although the ability of fi rms to discriminate 
prices across segments would still exist, it would be no longer optimal to 
do so. 

The effects on evaluation of consumer welfare have not been formulated 
in this chapter, however, it may be noted that if  price dispersion across 
segments decreased or disappeared, this is quite compatible with greater 
welfare losses for consumers if  a high price equilibrium across segments 
is engendered.

It is also worth remarking that it is likely that the parameterisation of the 
model would be rather different depending on whether a fi nal consumer or 
intermediate market is being considered. Whilst one might expect the trigger 
strategy aspects of the model to be important both for fi nal markets and 
intermediate markets, the demand response functions may indicate a far 
swifter response in intermediate markets. It may even be postulated that αi 
= hi(0) = 1, βi = g'i(0) = 0 for the intermediate market cases.

Overall, we would not expect the introduction of  a single currency to 
increase the variation in the costs of  production and distribution across 
countries. In so far as change is brought about we would expect a convergence 
in cost structure and hence a reduction in the variance of costs. Similarly 
with respect to demand, the euro would not be expected to increase demand 
differences between countries. Likewise, increased variation in the collusion 
regime across countries is unlikely to result.

Concluding Remarks

The model outlined above may be deemed to have some attractive features 
in relation to the appraisal of price transparency. It predicts an equilibrium 
price–cost margin above that of the Bertrand–Nash equilibrium. Factors 
that make it easier for consumers to detect price changes lower the 
equilibrium price–cost margin. Factors which make it easier for fi rms to 
detect price–cost changes raise the equilibrium price–cost margin. The 
introduction of a single currency and associated increased transparency of 
information for both consumers and producers, may therefore have 
ambiguous effects on the price level within a single market. The effects on 
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price dispersion may also be ambiguous; if  increased information leads to 
homogenisation of consumer and producer behaviour then price dispersion 
will be reduced; however whether this leads to an improvement in consumer 
welfare depends on whether increased competitive effects resulting from 
increased consumer information are not offset by the improved ability for 
implicit collusion by producers.

2.2 INTERPRETING EUROPEAN PRICE DATA

The previous discussion gives strong theoretical grounds for suggesting that 
the impact of a single currency on product markets is likely to be refl ected 
in both price levels and in the dispersion of prices. In this section we thus 
focus on an analysis of  price data from ACNeilsen and from Eurostat. 
A description of  these data, as well some of  the methodological issues 
related to their use is given in Appendix 2.A. In so doing we indicate some 
of the methodological issues and summary statistics which may be useful 
in considering the impact of integration, and in particular the impact of 
a single currency.

Analysis of Consumer Price Data from ACNeilsen

The most interesting data are those from ACNeilsen, although the sample 
is patchy in coverage. Since our main interest was in the evolution of price 
dispersion we deleted any commodity/country pair for which there was 
not a full set of thirteen observations (two-monthly from March 1994 to 
March 1996). We refer to this sample as the unbalanced sample – unbalanced 
because commodities have different country coverage and countries different 
commodity coverage. 

Table 2.1 is constructed from the unweighted coeffi cients of variation (cv) 
for each product: ‘mean cv’ refers to these averaged over time and ‘std. dev. 
of cv’ to the standard deviation of the cvs over time, which summarises the 
variability of these measures of dispersion. Those for the EU-14 – EU-15 
less Luxembourg – in the fi rst two columns are supplemented by measures 
for EU-core (Belgium, France, Germany, Netherlands) and EU-non-core 
(EU-14 less the core).

Considering the EU-14 columns, it is plain that these coeffi cients of 
variation do not vary much through time. The standard deviations are all 
small. This issue was looked at further but it seems to suggest that price 
dispersion is permanent and stable, and not the result of random noise to 
the prices in Member States. It is also plain that extracting Switzerland and 
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Norway, the two non-member countries, does little to change our perception 
of European price dispersion.

Figure 2.1 plots the mean coeffi cient of variation and standard deviation 
through time. It indicates considerable stability, with a very slight upward 
trend in price dispersion over 1994–95.

A more interesting exercise is to separate EU-14 into core and non-core 
countries. ‘Core’ here refers not only to monetary stability, but also to the 
deep connections that are likely to arise from long-standing connections 
between the real side of the economies. The latter consideration led us to 
exclude Austria (usually viewed as part of the Deutschemark zone), while 
the former led us to include France as well as the other formal DM-zone 
countries of Germany, the Netherlands and Belgium (–Luxembourg).

In Table 2.1, both the core and non-core columns report mean coeffi cients 
of  variation and standard deviations only where there are at least three 
countries in the sample (which implies two degrees of freedom in identifying 
the coeffi cient of variation). The numbers of countries in the two samples 
are reported in the table, as is the F-statistic for testing the equality of 
the variances of prices within the core and non-core samples against the 
alternative hypothesis that the non-core has the higher variance. Since the 
squares of the coeffi cients of variation are the variance of normalised prices 
(prices normalised by the mean of their particular sample), the distribution 

Note: EUR16 = EU15 less Luxembourg plus Switzerland and Norway.

Figure 2.1  Mean coeffi cient of variation over time, EUR-16, unbalanced 
sample
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Table 2.1 Summary statistics of coeffi cients of variation (cv), unbalanced sample, March 1994–March 1996

 EU-14 EU-core EU-non-core F-tests Signif. No. of 
      countries*

 Mean  Std  Mean  Std.  Mean Std.  (Non-core > Core Non-
 cv dev. cv Dev. cv dev. core)  core

 1. Kelloggs Frosties 500g 0.270 0.015 0.105 0.019 0.291 0.016 7.68 S 3 10
 2. Kelloggs Corn Flakes 500g 0.268 0.014 0.264 0.028 0.254 0.017 0.93  3 10
 3. Uncle Ben’s rice (long grain) 500g 0.151 0.044 0.075 0.013 0.172 0.054 5.30 S 4 7
 4. Heinz Tomato Ketchup 340g 0.308 0.011 0.129 0.011 0.336 0.014 6.78 S 3 8
 5. Danone yoghurt 4 × 125g 0.214 0.012 0.233 0.028 0.194 0.012 0.69  3 5
 6. Babybel mini 6-pack 0.228 0.028 0.106 0.009 0.235 0.033 4.92 S 3 9
 7. Whiskas canned cat food 400g 0.202 0.009 0.078 0.005 0.216 0.010 7.63 S 4 10
 8. Pedigree canned dog food 400g 0.273 0.027 0.013 0.004 0.291 0.030 480.73 Ss 3 10
 9. Sheeba cat food 100g 0.144 0.008 0.127 0.016 0.148 0.013 1.35  4 8
10. Twix (Standard) (1 pack, 2 fi ngers) 0.320 0.012 0.271 0.012 0.326 0.018 1.45  4 8
11. Toblerone (milk) 100g 0.237 0.025 0.138 0.007 0.236 0.029 2.95 S 3 8
12. M&M 1 pack 45g 0.359 0.014 0.000  0.369 0.017   0 5
13. Nutella Chocolate Spread 0.446 0.017 0.101 0.025 0.450 0.020 19.98 Ss 4 6
      (hazelnut) 400g
14. Kit-Kat (1 pack, 4 Fingers) 0.283 0.050 0.158 0.011 0.290 0.055 3.34 S 3 9
15. Nescafé instant 100g 0.226 0.012 0.113 0.008 0.233 0.019 4.24 S 4 10
16. Lipton tea bags (Breakfast) (50 bags) 0.225 0.014 0.000  0.245 0.015   0 5
17. Ovomalatine/Ovaltine tin 400g 0.231 0.009 0.251 0.011 0.201 0.016 0.65  4 6
18. Nesquik powder 400g 0.176 0.028 0.061 0.018 0.149 0.050 5.98 S 3 9
19. Coca Cola can 330ml 0.439 0.026 0.103 0.006 0.469 0.030 20.70 Ss 4 9
20. Schweppes Tonic 750ml (plastic bottle) 0.268 0.028 0.000  0.298 0.031   0 9
21. Gatorade (regular) 500ml 0.053 0.017 0.000  0.053 0.017   0 3
22. Perrier bottle 750ml 0.318 0.021 0.185 0.006 0.256 0.023 1.92 S 4 8
23. Evian bottle 2L 0.476 0.028 0.264 0.012 0.509 0.032 3.72 S 3 5
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24. Johnnie Walker Red Label 70cl 0.413 0.043 0.020 0.009 0.485 0.049 595.15 Ss 3 7
25. Bailey’s Irish Cream 70cl 0.384 0.025 0.042 0.008 0.424 0.025 99.70 Ss 3 8
26. Heineken cans 4 × 330ml 0.363 0.051 0.000  0.365 0.052   0 7
27. Beck’s bottles 6 × 330ml 0.322 0.015 0.000  0.242 0.022   0 5
28. Guinness cans 4 × 330ml 0.239 0.027   0.259 0.030   0 5
29. Ariel washing powder E3 0.269 0.016 0.000  0.277 0.019   0 5
30. Palmolive hand wash liquid 500ml 0.278 0.012 0.116 0.024 0.361 0.019 9.68 S 3 4
31. Ajax 500ml 0.447 0.078 0.390 0.099 0.400 0.018 1.05  3 7
32. Kleenex Tissues regular (1 × 150) 0.289 0.037 0.121 0.010 0.323 0.048 7.07 S 4 7
33. Pampers Ultra Maxi (1 pack 40) 0.082 0.028 0.000  0.000 0.000   0 0
34. Tampax regular (1 pack 32) 0.100 0.020 0.075 0.012 0.107 0.027 2.02 S 3 6
35. Duracell batteries AA 1.5V 4-pack 0.208 0.012 0.086 0.029 0.226 0.015 6.92 S 3 9
36. TDK video tape (VHS180 Hi-grade) 1 unit 0.139 0.020 0.000 0.000 0.000 0.000   0 0
37. Lux soap 4 × 125g 0.129 0.020 0.091 0.019 0.132 0.021 2.11 S 3 8
38. Colgate toothpaste (regular) 100ml tube 0.222 0.053 0.000  0.231 0.053   0 8
39. Nivea face cream 50ml tube 0.219 0.013 0.276 0.012 0.164 0.016 0.35  3 4
40. Oral B toothbrush regular adult (1 unit) 0.146 0.043 0.000  0.161 0.052   0 6
41. L’Oreal Freestyle Mousse aerosol 150ml 0.232 0.018 0.000  0.204 0.030   0 5
42. Plax mouthwash (original) 250ml 0.088 0.018 0.000  0.092 0.020   0 6
43. Gillette Sensor razor blades 5-pack 0.159 0.015 0.110 0.011 0.173 0.021 2.48 S 4 9
44. Impulse Body Spray 75ml 0.203 0.022 0.000  0.180 0.029   0 7
45. Timotei shampoo 200ml 0.155 0.013 0.000  0.139 0.015   0 6

Note:* This refers to the number of countries used to calculate the statistics reported in this table. It equals the number of countries for which the 
price data are available.
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28 Microeconomic issues

of their ratio may be taken to be F-distributed (precisely so if  prices are 
distributed normally).1 The F-statistics provide only moderate support 
for the hypothesis that the non-core sample has signifi cantly greater price 
dispersion than the core sample.

It is also noticeable that the non-core sample shows higher standard 
deviations. That is, the dispersion of prices over these countries is much less 
stable over time than in the core, suggesting more shocks. Thus while the 
non-core sample may not frequently have statistically higher dispersion, it 
does seem to display greater variability.

Figure 2.2 compares core and non-core dispersion in a different 
dimension. It plots the mean cvs over time for each commodity (subject 
to n≥3). The numbers refer to the commodities defi ned in the left-hand 
column of Table 2.1. The fi gure shows a quite clear tendency for higher 
dispersion in the non-core sample. The difference is most marked for two 
alcoholic beverages (commodities nos 24 and 25), presumably because of 
the dispersion in taxes.

Although we have focused mainly on price dispersion, it is worth thinking 
a little about how best to characterise price differences between countries. 
For this purpose we constructed a reduced, compact sample of observations 
from the ACNeilsen data in which we have complete coverage – that is, 
no holes. As noted above this required quite drastic surgery because 
consumption patterns differ strongly across Europe, and left us with 20 
commodities, 8 countries and 13 periods. 

We subjected this sample to two exercises. First, to isolate any systematic 
differences in prices across countries we conducted an analysis of variance 
on normalised prices to separate the variance across countries from that 
across commodity/time combinations. That is, we fi rst divided each price 

Figure 2.2 CVs for core-4 and non-core
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observation by the mean for that commodity over all time periods and 
countries, and then decomposed the variance of the resulting data into parts 
explained by country, by commodity/time combinations and a residual. 
The commodity/time dimension explained virtually none of the variance. 
This is not wholly surprising, since commodity variance had essentially 
been squeezed out by the normalisation. However, the result suggests that 
in this time period the systematic temporal variation of prices is completely 
insignifi cant. Systematic country variation, on the other hand, was highly 
signifi cantly different from zero, explaining around 14 per cent of the total 
variation of  the sample. This result has some parallels with Engel and 
Roger’s (1998) observation that while exchange rate fl uctuation explain some 
of the dispersion in prices between US and Canadian cities, there remains 
a major component due to real-side factors such as distribution practices 
and so on. In our case, the latter will be captured by the country effects, 
whereas within-sample exchange rate effects would have shown up in the 
commodity/time time dimension. If, however, the effects of exchange rate 
disequilibria extend over the whole of our sample period – by no means 
an impossibility, given the long adjustment periods identifi ed by other 
researchers – they would also be captured here in the country effects and 
we cannot rule them out in this way.

In a second exercise we sought variation in normalised prices in the 
country/time direction. Again this proved statistically signifi cant overall, 
explaining about 15 per cent of the variance. However, since 14 per cent 
of  this can be explained by country alone, adding the time dimension is 
not at all statistically signifi cant. Thus no material part of  the observed 
dispersion of prices comes from time-specifi c country shocks, common to all 
commodities sold in the market at that time. Exchange rate changes fall into 
this last class (unless they are instantly offset by changes in the local currency 
price of commodities, leaving the ECU price unchanged), so we conclude 
that in this sample exchange rate variability does not directly lead to price 
dispersion. Note, however, that, as observed above, our sample is really 
too short to capture the effects of exchange rate variability. Neither does 
it refute the hypothesis that different currencies are one of the means that 
fi rms can use to segment markets and so can be responsible for persistent 
price dispersion.

Analysis of PLI Data from Eurostat

For this study we examined more formally (than heretofore) the differences 
in price statistics between the ‘EU-core’ and ‘non-core’ regions. As noted 
above the term core is merely shorthand for the EU-12 DM-zone plus 
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France and does not imply anything about degrees of  commitment to 
European integration. 

We have compared both the price levels and dispersions between core 
and non-core countries for the 1997 sample. (Given the stability in the data, 
there is no point in doing this for more years.) There are 268 categories for 
which we can calculate the statistics. Of these, 144 reported higher mean 
prices in the non-core than in the core, and there were some regularities 
in the distribution of these ratios. For example, non-core prices appear to 
be systematically higher in foods except for fi sh and fresh meat, transport 
equipment, audio and related equipment and cultural expenditures, and 
consistently lower in clothing, leather goods, footwear and all building-
related expenditure. Not too much should be made of  these differences, 
however, because in only thirteen cases was the difference between prices 
statistically signifi cant (and this using a set of assumptions that maximised 
the probability of  rejecting the hypothesis of  equality – namely that the 
variances of prices in the core and non-core were equal and known). 

The results on dispersion show more differences – as we might have 
expected from the analysis of the ACNeilsen sample. The non-core sample 
persistently showed higher dispersion – 231 cases out of 268 – and in 89 
cases the difference was statistically signifi cant. The strongest indications 
came in fruits, meats, beverages (as above), utilities, insurance and building-
related activities.

We repeated these exercises on the Classifi cation of Economic Activities 
within the European Communities (NACE) 2-digit data derived by 
combining the category data as described above. Now none of the 40 2-digit 
groups displayed signifi cant differences in price levels, but 15 of them had 
signifi cantly larger dispersion outside the core.2 Figure 2.3 illustrates the 
core and non-core cvs where it is obvious that dispersion is greater in service 
sectors than for goods. In part this probably refl ects the lower tradability of 
services (NACE 40 and higher) than goods, but it also presumably arises 
from the fact that the data for certain services are based on input price 
data (Eurostat, 1996). The prices for health services, construction and 
government services (including education) are all costed up from input 
prices, in which wages will necessarily play a very large part. Whether this 
biases the results reported here is unclear, although it presumably reduces 
their statistical signifi cance because it introduces a statistical dependency 
between the observations for the various service sectors.

Both the ACNeilsen data and the current PLI (Price Level Indices) data 
suggest that there is less dispersion in prices inside the core than outside 
it. We do not speculate on why this should be, but clearly it could refl ect 
higher degrees of integration induced by greater relative monetary stability. 
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One cannot simply conclude from this that EMU would reduce dispersion, 
but it does suggest that further work on the evolution of core-convergence 
would be worthwhile. If it can be related to changes in the degree of effective 
monetary integration, then there would perhaps be a case for expecting 
EMU to have similar effects. Unfortunately, however, there are many non-
monetary connections between the core countries – for example, the higher 
volume of trade, smaller distances, historical mobility between countries 
– that could just as easily explain price patterns, so it will be no easy task 
to attribute them confi dently to monetary conditions.

2.3 ECONOMETRIC ANALYSIS

The aim of this section was to see the extent to which a more formal analysis 
of price data can help in understanding the degree to which the markets for 
specifi c products are integrated or remain segmented across the different 
countries of the EU. 

The model proposed here is based on two snapshots of  prices, for a 
number of  commodities, in the different countries of  the Union, at 
reasonably well separated times. This sort of model is incapable of providing 
estimates of price dynamics, but it does allow a comparison of price levels 
in different countries at different times, and, to that extent, it allows one 
to see to what degree prices have converged over the period separating the 
two snapshots. 

Figure 2.3 Core vs non-core cvs, NACE 2-digit sector, 1997
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A Cross-Section Approach

The approach developed here is to compare two (or more) snapshots of 
the prices of a variety of products at different points in time, with a view to 
seeing to what extent overall price levels in different countries have moved, 
either together, or in separate directions. The underlying model is a form of 
fi xed-effects model of the sort used in panel data analyses (see for instance 
the fi rst chapter of Baltagi, 1995) but without the time dimension. There 
are still two dimensions however, one the cross-country dimension, and 
the other the dimension of  the different products (or industry product 
aggregates) for which price data are available. 

The main object of the exercise is to compare the extent of cross-country 
dispersion at different time periods, in order to assess to what extent price 
levels in different countries have converged over the period of progressive 
monetary unifi cation. To that end, results will be compared for the PLI 
data in 1993 and 1997.

The data-generating process that is assumed is very simple. The price of a 
given product in a given country at the moment the snapshot is taken is the 
sum of, fi rst, a fi xed effect associated with the product itself, the same across 
all countries in the sample; second, a fi xed effect associated with the country, 
the same for all products considered; and, third, a random error term, which 
subsumes all other determinants of the observed price. The Eurostat data 
sets provide PLIs for a little more than 250 product aggregates (although 
at a rather low level of aggregation) for the 15 countries of the European 
Union. In order to obtain as wide a separation in time as possible, snapshots 
were treated for 1993 and 1997. A few cases of missing observations made 
it necessary to eliminate some of the aggregates from the samples. Actual 
sample sizes are reported in Table 2.2. 

Various hypotheses suggest themselves as suitable for empirical testing. 
The most restrictive of these would be that there are no country-specifi c 
effects, presumably because the European Union constitutes a single, 
transparent, market in which costs of transportation can be ignored in the 
sense that they do not give rise to price differentials. The data reject that 
hypothesis very convincingly indeed. 

This being so, it is of interest to see which countries have small effects, 
that is, have price levels close to the European average, and which countries 
have signifi cantly positive effects (higher prices) or signifi cantly negative 
effects (lower prices). 

In Table 2.2, the estimated coeffi cients, and the associated Student’s t 
statistics are presented for all 15 countries for 1993 and 1997. The coeffi cients 
are presented as difference from unity: a value of zero would correspond to 
a price level exactly equal to the EU average, while a positive (negative) value 
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corresponds to a higher (lower) price level. All 15 countries of the EU are 
present in the PLI data. In the 1993 snapshot, signifi cantly positive effects 
are seen for Germany and France (around 8 per cent), and for Austria (10 
per cent), Denmark (23 per cent), Sweden (12 per cent) and Finland (8 per 
cent). Signifi cantly negative effects are seen for Italy (8 percent), the UK 
(12 per cent), Ireland (7 per cent), Greece (17 per cent), Spain (10 per cent) 
and Portugal (17 per cent). Effects for the three Benelux countries were 
insignifi cant. These results contain no surprises.

In 1997, the positive German effect is no longer signifi cant, the French 
one remains signifi cant but is smaller (3 per cent), similarly for Austria (4 
per cent), Denmark remains almost unchanged (22 per cent), while Sweden 
and Finland have larger positive effects (20 and 11 per cent respectively). 
Regarding the negative effects, that for Italy falls a little (7 per cent), the 
UK effect remains unchanged, Ireland no longer has a signifi cant effect, 
Greece has a smaller effect (12 per cent), while Spain and Portugal both have 
larger effects (15 and 20 per cent respectively). Belgium and Luxembourg 

Table 2.2 Snapshots based on PLI data

 1993 1997
Country Parameter  Student’s t Parameter  Student’s t
 estimate  estimate 

Germany 0.085141 5.565200 0.011424 0.820495
France 0.084772 5.541043 0.043224 3.104476
Italy –0.07952 –5.19768 –0.06708 –4.81818
Netherlands –0.01199 –0.78352 –0.07179 –5.15585
Belgium 0.000388 0.025367 –0.02273 –1.63226
Luxembourg 0.012037 0.786795 0.016415 1.17895
UK –0.11895 –7.77475 0.012055 0.865840
Ireland –0.07228 –4.72453 –0.00942 –0.67626
Denmark 0.229348 14.99118 0.216058 15.51786
Greece –0.16753 –10.95062 –0.12091 –8.68424
Spain –0.09557 –6.24657 –0.14509 –10.42103
Portugal –0.16647 –10.88106 –0.20227 –14.52773
Austria 0.098387 6.431019 0.037043 2.660565
Sweden 0.125392 8.196143 0.195890 14.06936
Finland 0.076831 5.021987 0.107181 7.698003

Notes:
1993: Sample size: 251 product aggregates; standard error = 0.015. F statistic for hypothesis 
that all parameters are zero: 57.751, with degrees of freedom 14 and 3499.
1997: Sample size: 269 product aggregates; standard error = 0.014; F statistic for hypothesis 
that all parameters are zero: 68.966, with degrees of freedom 14 and 3751.
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continue to have no signifi cant effect, but the Netherlands now shows a 
negative effect of 7 per cent. 

These results suggest further possible hypotheses. An interesting one 
applies only to the original six countries, Benelux, Germany, France and 
Italy. It can be seen by simple inspection of the t-statistics that, with the 
exception of the later negative effect in the Netherlands, all country-specifi c 
effects that were signifi cant in 1993 became less so in 1997 implying that 
in six countries (Belgium, Germany, France, Italy, Luxembourg and the 
Netherlands) a convergence of prices towards the EU average took place 
between 1993 and 1997. For other countries, it is less obvious how best to 
formulate plausible hypotheses, other than for single countries, for which a 
comparison of the t-statistics is suffi cient, but it does seem that Scandinavian 
prices diverged upwards away from the average over the four-year period, 
while Iberian prices diverged downwards.

2.4 INTEGRATION AND MARKET STRUCTURE 

In this section we focus on the evolution of market structure in response to 
the process of integration. This approach is complementary to the price-
based analysis in the preceding two sections and suggests that the way that 
integration or transparency impacts upon product markets depends on the 
underlying characteristics of the market in question. 

As discussed earlier the effect of  reductions in barriers to trade and 
competition depends on the impact of these reductions on the four main 
analytical effects identifi ed – the market access effect (bringing more fi rms 
into direct competition with one another), the market size effect (increasing 
the size of  the market), the competition effect (changing the nature of 
competitive interaction, for example, allowing for more price coordination) 
and the price transparency effect (allowing consumers and/or professional 
arbitrageurs to respond to cross-country price differences). In turn the 
impact via each of these analytical channels will depend on key industry 
characteristics, namely the extent of economies of scale, the nature of price 
competition, and the extent of  international integration, as well as the 
nature and scale of  investment in endogeneous fi xed costs such as R&D 
or advertising. 

For this study we constructed a small sample of seven industry case studies 
and then examined changes in industry concentration and multinationality 
over the 1987–97 period. The industries were carefully selected to illustrate 
the mechanisms discussed above for the sub-set of industries characterised 
by competition via investment in endogenous sunk costs (notably advertising 
and R&D). The industries examined include railway stock; soaps, detergents, 
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perfumes, toiletries; rubber products; domestic appliances; alcohol and 
spirits; wine; and brewing and malting. Railway stock we included as a 
pronounced example of the effects of removing public procurement bias 
in an R&D-intensive industry. We included the three sub-industries within 
the alcoholic drinks sector in order to explore the effects of disaggregation. 
In a similar way, soaps, detergents and so on comprises two fairly distinct 
parts: ‘soaps and detergents’ and ‘toiletries and perfume’. 

Results

Our fi ndings are summarised in Table 2.3, and the main trends that can be 
identifi ed are:

• On average, producer concentration (indicated by the five firm 
concentration ratio, CR5) at the aggregate EU level has tended to 
increase – in four cases substantially, and in one case marginally. The 
two exceptions are rubber (in which it was already high by 1987) and 
wine (which remains unconcentrated).

• In all seven cases, the leading fi rms have increased the extent of their 
intra-EU multinational activity. This is indicated by the number 
equivalent measure (NM) which normalises across industries by 
converting each fi rm’s actual distribution of turnover across Member 
States into a hypothetical number of equal sized operations (note that 
this measure tends to approach an upper limit of 5 or 6 in industries 
in which fi rms are equally distributed across all Member States in 
rough proportion to the sizes of the Member States).

Both of  these fi ndings are interesting from a structural perspective and 
add some valuable new insights into how market structure is evolving 
with the ongoing market expansion coming from European integration. 
The implication of  the former is that the escalation in sunk costs has 
not only kept pace but even outstripped the growth in market size, such 
that increased concentration is the norm. The only exceptions are rubber 
(notably tyres) in which concentration was already very high at the start of 
the period, and wines. Our interpretation of the latter is that wines, unlike 
the other forms of alcoholic drinks, are characterised by horizontal product 
differentiation, and are not typically heavily advertised (that is, sunk costs 
are largely exogenous). 

Similarly, the pervasive increase in multinationality is to be expected, given 
what is known about the rapid growth in intra-EU foreign direct investment 
(FDI) and cross-border acquisitions since the late 1980s. We would expect 
this to be especially pronounced in markets, such as those characterised by 
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strong product differentiation and brand images – these are amongst the 
classic fi rm-specifi c assets which typically give rise to multinational fi rms. 
In this case, however, it is noticeable that the drinks industries have lagged 
behind, both in the level and rate of growth of the NM index. This implies 
that, in these cases, market integration is being achieved more by trade or 
licensing than by cross-border production by owned subsidiaries. 

Table 2.3  Changing concentration and intra-EU multinational activity in 
the sample of industries

Description C5 NM
 1997 1987 1997* 1997** 1987

Soaps, detergents, 42.9 34.4 4.702 4.388 3.778
perfumes, toiletries
Rubber products 46.1 48.7 3.851 3.851 2.549
Domestic appliances 43.4 41.6 2.633 2.502 1.753
Alcohol and spirits 52.0 37.3 1.776 1.776 1.401
Wine 17.4 18.4 1.327 1.327 1.176
Brewing and malting 30.3 25.7 1.637 1.637 1.456
Railway rolling stock 77.5 50.6 2.176 2.176 1.0
Arithmetic mean 40.4 36.1 2.858 2.769 2.131

Notes: 
C5 is the fi ve-fi rm production concentration ratio; NM is the number equivalent measure 
of the Herfi ndahl-based index of intra-EU multinationality of the fi ve leading fi rms in each 
industry (constructed as in Davies and Lyons, 1996, chapter 7).
* refers to the case confi ned to the 12 original Member States; ** refers to the case where 
Sweden, Austria and Finland are also included. For comparability with 1987, the former 
estimates are to be preferred.

Market Structure and Price Transparency

As mentioned earlier, integration and the single currency are likely to lead 
to an intensifi cation of competitive interaction through the market access 
effect, as well as through increased transparency. This mechanism was 
already very advanced for most of our sample even in 1987. The enormous 
potential impact of this effect can also be seen in the one case where national 
markets did open up to European-level competition – rail rolling stock. 

A key task is to assess the impact of price transparency on the intensity 
of competition through both increased consumer price transparency and 
producer price transparency. Start by considering the latter. For most of our 
sample industries, competition is channelled into advertising and/or R&D, 
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with price often of relatively less importance. There is typically signifi cant 
product differentiation, both in vertical quality and horizontal product 
characteristics. In such industries, individual brands have considerable 
market power, and even with perfect price information, it is diffi cult to 
make quality and characteristic adjusted price comparisons. Thus, increased 
price transparency as a collusion-facilitating device has much less relevance 
than in more standardised product industries. Moreover, to the extent that 
differentiation reduces inter-brand cross-price elasticities, price competition 
is anyway already relatively soft in such cases.

Consideration of  the former requires addressing the question of  how 
the market transaction is effected? More precisely, what is the organisation 
of the buyers of the industry’s products (for example, the retailers)? A key 
issue here is the ability of  manufacturers to price discriminate between 
Member States, that is, intra-brand competition, in contrast to inter-brand 
competition. Of particular signifi cance are the extent to which buyers are 
organised on a European or a national basis, and the extent of  vertical 
linkages between seller and buyer. These issues can be seen through a closer 
examination of our sample industries.

Railway rolling stock
Purchasing by rail service operators has become more fragmented in some 
areas where competition has replaced national monopolies, but wider 
alliances for international services will concentrate buyers. Signifi cant light-
railway buyers are municipal. However, the most important feature is that 
systems are typically sold by some form of tender, for which there is already 
perfect transparency as bids must be in a stated currency. It is unlikely 
therefore that the single currency would result in significant further 
changes.

Rubber products
First installation tyres for cars and lorries are via bilateral oligopoly. This 
accounts for 33–50 per cent of sales; the remainder are replacement tyres 
sold mainly to fi nal consumers through garages and specialist retailers. 
Some of these are vertically linked to manufacturers. For example, Michelin 
has 1200 ‘Euromaster’ depots and Continental has 950 in various national 
chains (NTS in the UK; Vergoelst in Germany). Kwik-fi t is Europe’s largest 
independent retailer, but even its geographical breadth is confi ned to the 
UK and Benelux. Nevertheless, worldwide procurement of tyres is possible, 
and car manufacturers can select the cheapest offer, subject to quality and 
specifi cation. For some consumers, brand loyalty will be important: they 
may be inclined to buy replacement tyres of exactly the same brand as on 
the original equipment; and some will be heavily infl uenced by advertising 
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and therefore relatively unresponsive to price. However, others will be more 
price sensitive, which allows wholesalers and retailers some leeway to source 
competitively, including imports from eastern Europe and the far east, as 
well as private brands and affi liate brands of the majors. Internet shopping 
is unlikely to have a signifi cant impact because of  the necessity for sales 
services, including fi tting, which can only be done locally (and it is likely 
that unbundling sales and fi tting would increase transaction costs far more 
than any saving from price competition).

Domestic electrical appliances
The European Competition Commission report on the Electrolux-AEG 
merger in 1994 suggests that: ‘a considerable bargaining pressure is exercised 
by big stores and by buying groups, of which several are active on a cross-
border basis. In addition, private label products are sold under trademarks 
owned by large retail chains and are mostly produced under tenders by 
manufacturers.’ Cross-border buyer groups are a substitute for the single 
currency in facilitating international price comparisons and buying where 
the quoted price is lowest. However, they are only a very imperfect substitute 
unless they cross all borders, which is organisationally unlikely. It seems that 
the euro may have a modest impact on prices, as long as the stores remain 
independent of  the manufacturers. Furthermore, there is considerable 
opportunity for the internet to have an impact on consumer purchasing 
habits, since the main products are high-value search goods. Manufacturers 
may develop their own direct sales.

Soaps, detergents, perfumes and toiletries
Soaps and detergents are sold alongside food and drink in increasingly 
concentrated supermarkets, which are able to exercise buyer power on 
all but a few ‘must stock’ brands. Toiletries are still sold through a wider 
range of retail outlets. In both cases however, as with domestic appliances, 
in the absence of widespread cross-border buying groups, increased price 
transparency might have an impact on intra-brand price differentials. 
Given the nature of the products, it is probably only high-value perfumes 
which might have a separate internet market, but selective distribution 
by the manufacturers may prevent this from developing on a signifi cant 
scale. Beyond this, any internet shopping is likely to be mediated by 
supermarket chains.

Drinks
Legal cross-border arbitrage sales are still constrained by differential 
indirect taxes. There is likely to be little impact of price transparency for 
sales through bars, unless those bars are organised in signifi cant chains. For 
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sales through shops and supermarkets, our comments with respect to soaps 
and detergents apply equally here. Independent internet shopping is likely 
to be feasible only for higher quality wines and substantial consumers.

Concluding Comments

The preceding analysis shows that there are clear reasons as to why certain 
industries may be affected more by integration than other sectors. It also 
identifi es reasons and sectoral characteristics as to why changes in transpar-
ency may have a greater effect on either consumer or producer behaviour. 

The Single Market Programme (SMP) had a very signifi cant impact 
on a relatively small group of industries. It was especially strong in those 
industries characterised by potential competition in endogenous fi xed 
costs (particularly R&D) but which had been artificially constrained 
within national borders (for example, by strong public procurement bias). 
A much wider group of industries benefi ted from more modest injections 
of competition.

The additional impact of a single currency (full EMU) is likely to be of a 
different nature because of the role of transparency. Seller price transparency 
of  the type that facilitates collusion may turn out to be important in a 
few industries. However, where products are heterogeneous, even a single 
currency will make it little easier to compare the prices of rival differentiated 
products. Furthermore, producers can often still offer secret price cuts to 
customers unless they are selling to fi nal consumers (for example, retailers), 
in which case price transparency is superfi cial. This begins to focus attention 
on distribution channels, and it is here that we anticipate a major impact 
on both competition and structure. 

Their importance is even greater when considering buyer price 
transparency. Even with products that are heavily differentiated between 
different producers, buyer price transparency becomes important for 
comparing the same brand sold in different locations. A single currency 
makes international price comparisons for a particular brand enormously 
easier (the most famous example is for cars). This potentially allows 
arbitrage to break down international price discrimination. Thus, EMU 
can introduce intra-brand competition. The extent to which this is actually 
achieved will depend on: (a) the nature of  the product in question (for 
example, homogeneous or differentiated); (b) the organization of buyers 
(for example, their concentration); and (c) vertical linkages between buyers 
and sellers (both through ownership and contracts). Once again, the most 
famous example is how the car distribution system preserved international 
price differences.
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We believe that there are strong grounds for arguing that the most likely 
avenue for an impact of the single currency is via a toughening of competition 
resulting from increased buyer awareness. Even in the presence of different 
currencies in many (more homogeneous goods) industries the costs to the 
larger producers (who comprise the majority of the industry) of collecting 
information on prices across markets are relatively small. For industries 
with more heterogeneous products even a single currency is unlikely to make 
it easier to compare prices of rival differentiated products. Transparency 
for producers is thus not likely to have a large impact. Secondly, other 
developments (such as the growth of  the internet or the possibilities for 
professional arbitrage) are likely to facilitate responses to price differentials. 
Clearly, however, the extent to which this materialises will depend on the 
nature of the product as well as the nature of the buying sector.

In particular just as inter-brand competition brings about a horizontal 
response in terms of structure (that is, increased EU-level concentration), 
intra-brand competition can be expected to result in a vertical structural 
response. In order to protect profi ts currently achieved through price 
discrimination, but threatened by a single currency, sellers can be expected to 
look for contractual or ownership links to preserve their market power.

2.5 THE SINGLE CURRENCY: A CGE ASSESSMENT

In this section we use a computable general equilibrium (CGE) model in 
order to investigate the relationship between changes in transparency and 
the consequent impact on industries. The CGE model we use comprises 
15 countries and 49 imperfectly competitive manufacturing industries and 
one perfectly competitive sector. 

The theoretical analysis identifi ed key ways in which transparency might 
impact on product markets. What is clear from that analysis is that the 
impact on product markets is likely to depend on the extent to which both 
consumer and producer behaviour is affected. We have incorporated these 
theoretical insights directly into our modelling structure which thus allows 
for changes in either consumer or producer transparency (or both). 

We also use the results of  the earlier sections of  this report in order 
to inform our choice of  experiments. A key feature of  the modelling 
procedure then concerns: (a) the base levels of the consumer and producer 
transparency measures; and (b) the size of  the impact (experiment) on 
these transparency measures. In the calibration procedure we can allow 
for both symmetric or differentiated levels of transparency. Similarly in the 
experiments we can allow for either symmetric changes or differentiated 
changes in transparency.
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We thus fi rst conduct some symmetric simulations based on symmetric 
calibrated transparency measures. The purpose of  these experiments is 
that it allows us to identify the relationships between differing industry 
characteristics and any changes in transparency. This is important in then 
interpreting the results of  the subsequent experiment. The subsequent 
experiments are all based on the differential calibrated equilibrium. We start 
with a symmetric experiment but then move on to consideration of what 
are the more realistic differential experiments. The differential experiments 
are then based on underlying information on industry characteristics and 
on existing levels of  price dispersion across industries. The symmetric 
experiment should thus be seen as providing a framework for interpreting 
the differential experiments, which in turn can be interpreted as a preliminary 
assessment of the impact of monetary union in European markets.

The principal aims of this section of the chapter are therefore:

1. To assess the possible impact of EMU and the consequent changes in 
transparency on output, mark-ups and welfare. Where relevant we report 
on the results both by industry and by country.

2. To examine the sensitivity of the results to both the size and underlying 
symmetry of the experiments.

3. To look at the extent to which differing industry characteristics might 
shed light on the possible sectoral impact of transparency. In so doing 
we show how transparency is likely to impact upon both mark-ups and 
industrial structure in identifi able ways.

Model, Calibration and Data

The underlying theoretical model is based on imperfect competition and 
increasing returns to scale. Full details of the model are given in Gasiorek 
et al. (1992), who use the same basic model, at a more aggregated level. 

The model has 15 countries: each of the EU countries (with Belgium-
Luxembourg treated as a single country) plus the rest of the world. Each 
country is endowed with three primary factors of  production – capital, 
and manual and non-manual labour. Capital is assumed to be perfectly 
mobile internationally, and available at a constant price. Other factors 
are internationally immobile, so their prices adjust to equate demands to 
endowments. The commodity structure is defi ned by NACE 3-digit industries 
with the rest of each economy aggregated into a single perfectly competitive 
composite, which is tradable and which we take as the numeraire. At the 
3-digit level there are slightly over 100 manufacturing industries. Each of 
the manufacturing industries is assumed to be imperfectly competitive, with 
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a number of  fi rms producing differentiated products, production being 
subject to increasing returns to scale. 

Table 2.4 lists the manufacturing industry aggregates we work with, and 
presents some descriptive information regarding each of these industries. 
Column (1) gives the average degree of  concentration in each industry 
adjusted for import penetration. The fi gure reported here is a Herfi ndahl 
index, the reciprocal of which gives the number of equivalent sized fi rms 
(the larger the index the more concentrated the industry); columns (2) 
and (3) indicate the extent to which each industry is traded within the 
EU. The import share gives the weighted average EU share of imports in 
total domestic consumption, where the weights are each country’s share 
of  total consumption of  that industry. Hence, for industry 151, of  total 
domestic consumption in the EU, 18.4 per cent is provided by imports 
from other EU countries. Analogously, the export share gives the weighted 
average share of  exports to other EU countries as a proportion of  total 
production by each country (where the weights are each country’s share 
in total production of  that industry). Hence, again for industry 151, the 
table shows that on average 19.1 per cent of EU production is exported to 
other EU countries. These two columns thus give some indication of the 
extent to which each industry is traded in the EU at the base. It can readily 
be seen that the industries which are traded the most include other textiles 
(NACE 175), basic precious and non-ferrous metals (NACE 274), engines 
(NACE 291), and offi ce machinery (NACE 300). Industries which are traded 
comparatively little include publishing (NACE 221), printing (NACE 222) 
and metal product (NACE 281–283).

Column (4) gives the calibrated elasticities of substitution where we have 
allowed the consumer and producer transparency measures to differ by 
industry and market (these can be interpreted as the elasticities of demand 
for a given product holding the prices of all other varieties constant). As can 
be seen from the table these elasticities range from 6.7 (highly differentiated 
products) to 33.02 (more homogeneous products).

Demand for differentiated products is modelled as a two-stage process, 
where the demand for a product aggregate depends on a price index for that 
aggregate, while demand for an individual variety depends on the price of 
the variety relative to that of the product aggregate. We assume that fi rms 
act as price competitors in segmented markets. Each fi rm chooses price in 
each country market, taking as constant the price of all its rivals in each 
market. Optimisation requires the equation of marginal revenue to marginal 
cost in each market, where the slope of each fi rm’s perceived demand curve 
depends on the extent of product differentiation, and on the share of the 
fi rm in that market. A key feature of the model is that in the fundamental 
pricing equation we incorporate the insights from the theoretical work we 
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Table 2.4 Industry characteristics

NACE Description Herf.  Import share  Export share  El. (D) 
  (1) (2) (3) (4)

151–153 Meat, fi sh, fruit & veg 0.006 0.184 0.191 8.52
154–158 Other food products 0.009 0.292 0.258 9.68
159–160 Beverages & tobacco 0.043 0.127 0.111 16.19
171–172 Textile fi bres & weaving 0.003 0.309 0.335 14.55
174 Textile articles 0.006 0.166 0.222 18.66
175 Other textiles 0.005 0.389 0.352 12.92
176–177 Knitted textiles 0.008 0.276 0.413 17.31
181–183 Clothes inc. leather & fur 0.003 0.220 0.329 32.9
191–192 Leather products 0.003 0.205 0.271 35.11
201–202 Wood + veneer sheets etc. 0.010 0.211 0.291 18.79
203–204 Builders carpentry + containers 0.004 0.117 0.123 18.06
211–212 Pulp, paper & paper products 0.018 0.263 0.274 9.79
221 Publishing 0.072 0.070 0.071 7.37
222 Printing 0.076 0.046 0.047 7.28
241 Basic chemicals 0.039 0.275 0.282 6.7
242–243 Agro-chemicals, paints etc. 0.059 0.212 0.193 7.85
244–245 Pharmaceuticals, soaps etc. 0.037 0.240 0.220 8.06
246 Other chemicals 0.066 0.291 0.299 6.88
247 Manmade fi bres 0.290 0.146 0.172 10.06
251 Rubber products 0.127 0.318 0.349 16.34
252 Plastic products 0.004 0.253 0.245 20.28
261 Glass & glass products 0.118 0.300 0.277 18.03
262–263 Ceramic products 0.019 0.251 0.264 15.99
264–268 Other non-metallic minerals 0.053 0.083 0.082 6.58
271–273 Basic & fi rst processed iron & steel 0.031 0.323 0.310 13.82
274 Basic precious & non-ferr. metals 0.019 0.347 0.443 13.69
281–283 Metal products 0.008 0.101 0.095 13.72
286 Cutlery and general hardware 0.005 0.291 0.307 14.8
287 Other fabricated metal products 0.002 0.274 0.286 14.93
291 Engines, except aircraft etc. 0.013 0.355 0.340 9.12
292–293 Agricultural & other machinery 0.005 0.310 0.278 13.26
294 Machine tools 0.003 0.271 0.298 13.26
295–296 Other machinery 0.007 0.328 0.238 13.95
297 Domestic appliances 0.094 0.278 0.314 13.11
300 Offi ce machinery 0.054 0.344 0.591 10.54
311–312 Electric motors + distribution etc. 0.037 0.185 0.193 6.36
313 Insulated wire & cable 0.058 0.270 0.261 6.36
314–315 Accumulators etc. & lighting 0.024 0.330 0.366 16.02
316 Electrical equipment n.e.c. 0.015 0.272 0.301 6.13
321 Electronic valves etc. 0.096 0.330 0.449 17.94
322 TV & radio transmitters etc. 0.049 0.214 0.203 15.98
323 TV & radio receivers 0.099 0.291 0.391 17.64
331 Medical & surgical equip. 0.062 0.302 0.336 6.72
332–334 Precision instruments 0.012 0.276 0.314 6.33
341–343 Motor vehicles, bodies, and parts 0.038 0.332 0.337 12.09
351–355 Ships, railways, aircraft, motorcycles 0.039 0.253 0.252 12.14
361 Furniture 0.005 0.196 0.198 18.89
362–365 Jewellery, music. ins., sports, games 0.005 0.185 0.273 18.85
366 Manufactured goods n.e.c. 0.048 0.296 0.330 21.2
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have done for this chapter and allow for both consumer and producer 
transparency. Hence, increases in producer transparency serve to increase 
price-marginal cost mark-ups, while increases in consumer transparency 
have the reverse effect (see equation (2.4) of the model in section 2.1). 

Numerical specifi cation of the CGE model is undertaken fi rst by setting 
some key parameters and variables, notably those describing concentration 
and returns to scale on the basis of literature estimates, and then calculating 
the values of remaining parameters and endogenous variables, including 
the transparency measures, so that the 1997 base year observations support 
an equilibrium (for more information on the calibration, see European 
Economy, 2002, chapter 2). 

Transparency, Industry Characteristics and Market Structure

In order to examine more closely the factors which might determine the 
extent and pattern of the impact of price transparency we have looked at 
some of  the underlying characteristics of  the base data set, and related 
those characteristics to the changes arising from symmetric experiments 
based on symmetric calibrated transparency measures.

Here we allow first for an increase in consumer transparency, and 
secondly an increase in producer transparency. The model was calibrated 
such that the consumer transparency parameter, α (see equation (2.4) in 
section 2.1), is set equal to 1 with regard to sales by domestic fi rms in their 
own market, and is set equal to 0.75 in all other markets. In other words 
we are assuming that all consumers are aware of any price changes if  they 
originate in the domestic market; and that 75 per cent of  consumers are 
aware of  price changes that originate in foreign markets. The producer 
transparency measure in calibration is simply set equal to zero.

For the fi rst experiment (SS1) we change the consumer transparency 
parameter in EU markets from 0.75 to 0.85 – that is, we are allowing for a 
13 per cent change in consumer transparency. For the second experiment 
(SS2) we allow for a change in producer transparency from 0 to 0.1. For 
all these experiments we allow for the free entry and exit of fi rms but we 
hold factor prices fi xed. The purpose of holding factor prices fi xed at this 
stage is to minimise the factor market general equilibrium effects in order 
to isolate as clearly as possible the impact of the changes in transparency. 
Changes in factor prices are allowed for in subsequent experiments.

The results of  these experiments are illustrated in Figure 2.4, which 
graphs the correlation of  the impact of  changes in consumer and 
producer transparency respectively on output and mark-ups with respect 
to key industry characteristics – the calibrated elasticities of substitution, 
concentration and average import shares.

Dierx 01 chap01   44Dierx 01 chap01   44 25/10/04   4:52:34 pm25/10/04   4:52:34 pm



 The impact of a single currency in Europe on product markets 45

For example, one might posit that where industries are more imperfectly 
competitive and hence are characterised by higher price–cost mark-ups an 
increase in consumer transparency might have a larger impact on those 
mark-ups and hence also on output. All else being equal, industries that 
are more imperfectly competitive are likely to be more concentrated and 
are more likely to have lower calibrated elasticities of demand (refl ecting 
a greater degree of product differentiation). Similarly, the extent to which 
particular industries are affected is likely a priori to depend on the extent to 
which the products of that industry are traded. Clearly these factors interact 
with each other in complex fashions. For example, the calibrated elasticity 
depends both on the concentration in the industry as well as on the assumed 
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Figure 2.4  Change in consumer transparency: correlation of changes with 
key characteristics
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level of returns to scale. At the same time, industries with high economies of 
scale tend to be more concentrated. We should not therefore expect unam-
biguous results from such an analysis. The purpose is simply to see whether 
such correlations can shed any light on the mechanisms at play.

Figures 2.4 and 2.5 each have six panels. Moving from left to right the 
fi rst two panels in each case show the relationship between the calibrated 
elasticity and the changes in average EU output and the changes in average 
EU mark-ups. The middle two panels look at the relationship between base 
concentration and the output and mark-up changes; and the last two panels 
focus on the extent to which industry is traded by looking at the average 
EU import share.

Looking at the impact of changes in consumer transparency: the fi rst two 
panels show that there is little evidence of correlation between the output 
changes and the underlying elasticity (which represents the extent to which 
products are differentiated), but there is clear evidence of the relationship 
between the change in mark-ups and the elasticity. Those industries which 
have more homogeneous goods tend to see a smaller impact on the price–cost 
margins. This in turn indicates that the more homogeneous the goods the 
smaller the impact of consumer transparency on reducing price dispersion. 
Note that the more homogeneous goods are more likely to have lower levels 
of price dispersion at the base because of the underlying higher elasticity. 
Mark-ups at the base tend to be higher for the more differentiated industries, 
and consequently integration has a greater impact on those mark-ups. 

Panels 3 and 4 show some evidence of a relationship between the results 
and the degree of  concentration in the industry. To a certain degree the 
more concentrated the industry the larger the output changes, and the 
larger the changes in price–cost mark-ups. As before the more concentrated 
industries tend to have more market power (higher mark-ups) at the base, 
and then the given change in consumer transparency reduces their mark-ups 
proportionately more. However, these relationships do not appear to be very 
strong. Finally the last two panels show, particularly in the case of output 
changes, that there is a clear relationship between the extent to which the 
industry is traded at the base and the respective levels of impact.

These results would appear to suggest that a given change in consumer 
transparency is principally likely to have a smaller impact on mark-ups 
the more homogeneous are the products (the higher the elasticity), and to 
some extent the less concentrated is the industry. Regarding the changes 
in output, the impact tends to be larger principally according to the extent 
to which the good is initially traded, but also to some extent the more 
concentrated the industry. 

A slightly different pattern can be discerned in looking at the impact of 
changes in producer transparency (see Figure 2.5). The fi rst two panels 
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show evidence of a strong relationship between both the changes in output 
and mark-ups and the base calibrated elasticity. The lower the elasticity, 
the larger the increase in the mark-up, and the larger the decline in output. 
This serves to partially reinforce the results derived from looking at the 
changes in consumer transparency, though of course the direction of change 
is reversed. There is no strong evidence of a relationship between the base 
levels of concentration and the output and mark-up changes. To some extent 
the higher the concentration the bigger the change in output, and the higher 
the elasticity the bigger the change in mark-up, but these effects are less 
clear. Finally, the impact of changes in consumer transparency depended to 
a greater extent on the base traded shares than appears to be the case when 

Figure 2.5  Change in producer transparency: correlation of changes with 
key characteristics
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looking at the changes in producer transparency, where little relationship 
can be observed. It does therefore appear that the biggest infl uence on 
changes in both output and mark-ups with regard to changes in producer 
transparency are related to how differentiated the products are. 

Finally in Figure 2.6 we show the correlation between the changes in 
concentration, and the output and mark-up changes, for each of  the 
producer and consumer transparency experiments. Panels 1 and 2 show 
the correlations for the changes in consumer transparency and panels 3 
and 4 show the correlations for the changes in producer transparency. It 
is quite clear that there is a signifi cant relationship, for both transparency 
parameters, between the changes in concentration and the changes in output 
and mark-ups. With regard to each of the transparency measures the larger 
the output changes the larger the changes in concentration, and the larger 
the change in mark-up the larger the change in concentration. This serves 
to reinforce the analysis in earlier sections of the chapter where we argued 
that the examination of changes in market structure can be seen as the dual 
of the analysis of prices or price–cost mark-ups.
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Figure 2.6  Correlation between changes in concentration and changes in 
output and mark-up
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The Single Currency and Price Transparency

We now focus more directly on the possible impact of the single currency 
on product markets by allowing for a differentiated base calibration and 
then allowing for more realistic differentiated experiments. For each of the 
experiments we allow for the free entry and exit of  fi rms and for fl exible 
factor prices.

1. Symmetric simulation – DS1 A uniform increase in both the producer 
and consumer transparency measures. For each industry we allow for a 
20 per cent increase in consumer transparency, and a 10 per cent increase 
in producer transparency. 

2. Differentiated simulations – DD1 For these experiments we differentiate 
the size of the transparency impact by sector. This is derived as follows. 
With regard to producer transparency, we do not expect a large impact 
on producer transparency nor do we have strong evidence for believing 
that the impact would differ significantly across sectors. Producer 
transparency is thus increased by 5 percentage points in each EU market. 
In contrast changes in consumer transparency are more likely to be 
substantial and to differ across sectors. The considerations that appear to 
be important here are the nature of the product in question (for example 
the extent to which the product is homogeneous or differentiated, the 
nature of buyer–seller relationships, and the extent to which the products 
are sold largely to final consumers, or the extent to which they are sold 
as intermediate inputs). Information on some of the above is available. 
We have information from the recent work of Davies and Lyons (1996) 
on industry types. We also have information on the final expenditure 
share by industry from national accounts statistics. On the basis of this 
information we therefore allow for a small, medium or high impact on 
transparency depending largely on these industry characteristics, but also 
with a degree of judgement where relevant. The rating we have given to 
each industry is given in the ‘Exp. rating’ column of Table 2.5 where an 
H represents a high impact, M a medium impact and L a low impact.3

3. Differentiated experiment with integrated markets – DDint The preceding 
experiments were all based on the segmented markets assumption. For 
this fi nal experiment we assume that fi rms change their pricing strategy 
from one based on segmented markets to one based on integrated 
markets. 

The impacts on output and on mark-ups of the experiments can be seen 
in Table 2.5 where the columns headed with an ‘X’ refer to the percentage 
output changes; and those with ‘Mkup’ refer to the percentage changes 

Dierx 01 chap01   49Dierx 01 chap01   49 25/10/04   4:52:35 pm25/10/04   4:52:35 pm



50 Microeconomic issues

in mark-ups. The fi rst two columns give the output and mark-up changes 
for the symmetric experiment. All but two industries see an increase in 
output, with the largest increases being experienced by medical and surgical 
instruments (8.7 per cent) and by precision instruments (8.1 per cent). The 
two industries which see a small decline in output are metal products (–0.2 
per cent) and printing (–0.1 per cent). All industries see the price–marginal 
cost mark-ups decline. 

It is interesting to compare these columns with columns (3) and (4) where 
we give the results for the fully differentiated experimented (DD1). The 
sectoral impact of  the changes in transparency are clearly very different 
where we differentiate the experiment as opposed to where we postulate a 
uniform impact. Of the 49 industries, 16 experience a decline in output, 
which comprises all but one of the low impact rated industries plus six of 
the medium impact rated industries. Clearly the net effect of the relatively 
smaller consumer price transparency change for these industries, and 
the producer transparency change, coupled with the general equilibrium 
interactions results in these declines. Note also that all industries but 
one (medical and surgical equipment) experience a decline in price–cost 
margins – including those that see a decline in output. Nevertheless for these 
industries the decline in price–cost margins is markedly smaller. The largest 
changes in output are experienced by textile articles (11.22 per cent), other 
textiles (12.97 per cent), and knitted textiles (9.05 per cent). These results are 
unsurprising given that these are all high impact rated industries, with fairly 
high traded shares as well as high elasticities. Not surprisingly also these are 
among the industries which see the largest changes in price–cost margins. 

It is quite clear from these results that if  the single currency in Europe 
does indeed have an impact on consumer transparency, and if  the orders of 
magnitude of that impact are similar to those modelled here, that we can 
certainly expect a substantial impact on product markets. This is refl ected 
in both the changes in output and in the changes in price–cost margins. 
Those changes in price–cost margins would then be refl ected in the levels of 
EU price dispersion. In order to assess the extent to which the overall size 
of the postulated experiments might be reasonable we have compared the 
changes in price dispersion as a result of these two experiments, with the 
differences in price dispersion between the core and non-core EU economies 
reported earlier. It is obviously unlikely that any differences in the latter 
can be entirely explained by differences in transparency, and therefore such 
a comparison can perhaps be seen as providing simply an approximate 
indication for the potential impact of  a single currency on transparency 
and through that on price dispersion. From the comparison, our results 
suggest that the changes which we report do not appear to generate changes 
in price dispersion which are greatly different in magnitude to the difference 
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Table 2.5 The impact of a single currency in Europe

Description Experiment
 Exp.  DS1 DD1 Integrated 
 rating   markets (DDint)
 X Mkup X Mkup X Mkup
 (1) (2) (3) (4) (5) (6)

Meat, fi sh, fruit & vegetables H 3.87 –19.0 7.04 –31.0 7.80 –31.5
Other food products H 4.25 –18.8 9.04 –37.5 9.46 –37.9
Beverages & tobacco H 0.53 –16.9 6.38 –46.4 11.09 –48.3
Textile fi bres & weaving H 5.39 –20.5 8.88 –47.2 3.82 –43.7
Textile articles H 3.68 –18.5 11.22 –46.5 12.08 –46.2
Other textiles H 5.82 –19.8 12.97 –43.7 10.72 –41.9
Knitted textiles H 5.97 –20.9 9.05 –48.9 –0.12 –44.9
Clothes inc. leather & fur M 5.88 –18.6 6.08 –24.9 5.39 –25.0
Leather products H 4.62 –17.5 7.54 –55.1 2.27 –53.1
Wood + veneer sheets etc. H 3.67 –17.9 8.00 –36.5 9.57 –37.4
Builders carpentry + containers M 1.26 –17.0 1.44 –19.6 2.02 –20.1
Pulp, paper & paper products M 5.85 –19.3 3.76 –21.1 5.83 –22.3
Publishing L 0.58 –18.4 –1.93 –6.8 7.62 –12.4
Printing L –0.08 –18.0 –1.81 –7.2 10.12 –12.7
Basic chemicals L 8.83 –20.8 –1.60 –4.6 2.70 –7.5
Agro-chemicals, paints etc. M 4.85 –18.5 1.38 –18.2 9.24 –23.0
Pharmaceuticals, soaps etc. M 5.1 –19.7 2.46 –21.7 7.22 –24.1
Other chemicals L 6.89 –20.9 –1.48 –4.6 14.54 –9.4
Manmade fi bres L 6.38 –26.5 –0.19 –9.2 28.26 –18.9
Rubber products M 7.00 –21.1 6.04 –23.0 31.92 –36.7
Plastic products M 1.87 –18.4 2.91 –24.9 2.97 –24.8
Glass & glass products M 4.25 –18.4 5.30 –25.8 21.31 –33.5
Ceramic products M 3.99 –17.5 2.44 –21.6 4.87 –22.9
Other non-metallic minerals L 1.10 –17.8 –2.35 –1.1 4.34 –5.9
Basic & fi rst processed iron & steel L 5.67 –19.0 0.01 –6.3 3.42 –9.0
Basic precious & non-ferrous metals L 7.81 –20.8 –0.49 –5.0 0.58 –6.7
Metal products M –0.22 –17.2 –0.70 –33.1 0.02 –33.3
Cutlery and general hardware M 4.80 –19.7 2.01 –26.0 0.60 –24.0
Other fabricated metal products M 3.53 –18.1 3.97 –28.5 4.40 –27.8
Engines, except aircraft etc. M 4.61 –18.0 –0.96 –5.0 0.26 –6.3
Agricultural & other machinery M 4.72 –18.5 1.55 –10.7 2.21 –11.1
Machine tools M 4.84 –18.9 0.52 –9.9 0.75 –9.7
Other machinery M 3.27 –17.0 0.29 –9.1 0.76 –9.2
Domestic appliances H 5.93 –19.0 7.48 –27.5 23.91 –35.9
Offi ce machinery H 5.54 –23.4 2.85 –36.8 6.09 –38.0
Electric motors + distribution etc. M 4.69 –21.5 –1.52 –6.9 2.28 –9.9
Insulated wire & cable M 6.45 –20.0 –1.02 –6.1 5.08 –10.1
Accumulators etc. & lighting M 6.47 –19.6 5.24 –25.6 8.11 –25.5
Electrical equipment n.e.c. M 4.97 –19.8 –1.89 –5.8 0.27 –6.5
Electronic valves etc. M 4.54 –17.7 1.64 –15.8 10.25 –21.6
TV & radio transmitters etc. M 2.95 –16.0 1.56 –14.3 9.90 –18.5
TV & radio receivers M 6.84 –19.9 3.56 –18.5 21.50 –25.7
Medical & surgical equip. L 8.67 –21.1 –3.37 0.3 2.70 –3.9
Precision instruments M 8.06 –20.9 –1.38 –7.7 –0.2 –8.7
Motor vehicles, bodies, and parts M 6.49 –18.2 2.11 –15.1 6.67 –19.5
Ships, railways, aircraft, motorcycles L 4.86 –18.4 –1.25 –5.3 2.11 –8.3
Furniture M 1.89 –17.2 2.44 –20.8 2.92 –21.2
Jewellery, music. instruments, sports, 
 games M 6.30 –18.8 3.16 –19.7 3.75 –20.3
Manufactured goods n.e.c. M 6.72 –17.6 6.24 –24.7 12.30 –28.1
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in price dispersion between the core and the non-core, and that therefore 
our results can be seen as providing a preliminary indication of the impact 
of monetary union on European product markets (for detailed results on 
this, see European Commission (2002), chapter 2, table 16).

Integrated Market Experiment

The integrated markets assumption is one that has been widely used in 
the empirical literature as a means of modelling a strong pro-competitive 
impact arising from deeper integration. When there is national market 
segmentation, fi rms set prices in each national market independently; 
moving to integrated markets means that producers treat the EU market 
as a single market in which they have to adopt a unifi ed pricing strategy. 
Earlier work has shown that switching to an integrated markets pricing rule 
tends to lead to much higher welfare changes, but also much larger sectoral 
changes especially for the smaller economies. The theory outlined earlier 
suggests that transparency is likely to impact on consumers, producers 
and on the activities of arbitrageurs. We do not have an explicit means of 
modelling arbitrage here. Nevertheless, wide-scale arbitrage, if  it occurred, 
would have a strong pro-competitive impact on EU product markets as well 
as leading to a narrowing of price differentials (net of transport costs). The 
integrated markets assumption leads to similar outcomes, and can thus be 
seen as, in some ways, analogous to the presence of widespread arbitrage. 
However, it should be emphasised that the two are not identical.

For the integrated market experiment the size of the transparency impacts 
is exactly the same as in the fi rst of  the fully differentiated experiments 
(DD1), and so the results in columns (5) and (6) of  Table 2.5 should be 
compared with those in columns (3) and (4). It can be readily seen that 
the pattern of results is quite different. There are now only two industries 
which see a decline in output (knitted textiles and precision instruments) 
and neither of these are low impact rated industries. Indeed with segmented 
markets, knitted textiles was one of  the three industries which saw the 
largest expansion in output; with integrated markets its position changes 
dramatically. The industries with the largest output changes are now 
manmade fibres (28.3 per cent), rubber products (31.9 per cent) and 
domestic appliances (23.9 per cent). Note that of these three industries, while 
manmade fi bres has a large change in output, the change in the price–cost 
mark-up is relatively lower in comparison to the other industries. 

What these results suggest is that there is a signifi cant difference between 
the impact on product markets of  a change in consumer transparency 
and the pro-competitive impact of integrated markets, and also that as in 
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earlier work the shift to integrated markets does represent a much greater 
pro-competitive impact which is then refl ected in the output and mark-up 
changes.

The Potential Impact of Monetary Union on Member States

In this section we turn to examining how the different experiments impact 
upon output and welfare across countries (see Table 2.6). If  we consider 
fi rst the impact by country of the symmetric experiment (DS1) we see that 
all countries witness an increase in manufacturing output with the biggest 
changes occurring in Belgium, the Netherlands, Ireland and Denmark, 
and the smallest changes in France, Germany, Spain and the UK. The 
differences are quite substantial with Denmark seeing an increase of 14.79 
per cent and Spain seeing output go up by just 2.09 per cent. Price–cost 
margins go down in all countries and the average decline ranges between 
16 per cent and 22 per cent.

Table 2.6 The impact of transparency by country

 Change in  Change in  Change in )
 output (%) mark-ups (%) welfare* (%
Country Imp.  DS1 DD1 DDint DS1 DD1 DDint DS1 DD1 DDint
 share

France 0.307 4.64 2.58 5.51 –17.59 –13.15 –14.21 0.49 0.05 –0.16
Belgium-Lux 0.454 14.01 15.76 20.77 –21.55 –20.45 –22.35 1.32 2.91 4.79
Netharlands 0.442 13.23 18.41 21.97 –21.10 –21.12 –22.65 1.32 2.67 4.21
Germany 0.242 3.19 0.71 2.22 –16.17 –10.91 –11.43 0.20 –0.14 –0.25
Italy 0.207 4.92 1.61 6.96 –17.94 –12.63 –14.68 0.40 –0.02 –0.14
UK 0.236 3.65 0.51 2.72 –16.93 –12.42 –13.19 0.37 –0.04 –0.23
Ireland 0.459 13.50 21.91 29.93 –20.79 –29.16 –31.31 1.24 3.80 8.64
Denmark 0.445 14.79 21.04 27.41 –21.58 –24.47 –27.03 1.16 3.30 5.21
Greece 0.483 4.40 17.07 27.73 –18.51 –35.09 –37.77 2.01 6.70 9.23
Portugal 0.411 5.55 9.62 26.30 –18.88 –25.02 –30.30 2.44 5.05 13.35
Spain 0.278 2.09 1.42 9.82 –17.22 –17.28 –20.68 0.69 0.37 0.61
Sweden 0.364 7.86 9.93 13.76 –19.30 –21.09 –23.24 0.56 0.78 0.97
Finland 0.317 8.63 3.42 11.89 –19.10 –24.89 –28.13 0.55 0.99 1.64
Austria 0.463 12.67 14.70 20.78 –20.95 –24.30 –26.31 0.99 1.80 2.91

Note: * change in compensating variation as a proportion of manufacturing value-added.

More realistic are the results when we differentiate the experiment 
according to the underlying industry characteristics (DD1). We now see 
that while the relative country rankings of  the changes are very similar 
there is a much greater variation in the output changes across country, and 
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correspondingly in the price–cost mark-ups. The biggest change in output 
occurs in Ireland and Denmark (just over 21 per cent), and the smallest 
changes in the UK and Germany (~ 0.5 per cent). These results are driven 
by two factors: (i) countries with the larger output changes tend to be more 
open, as refl ected in the larger import shares; (ii) this is reinforced by the fact 
that at the base consumer transparency levels are lower in certain countries, 
and hence the differential impact of  transparency in these countries is 
relatively higher.

Turning now to welfare it can be seen that with experiment DS1 all 
countries experience an increase in welfare, and the cross-country pattern of 
changes shows that Portugal and Greece experience the largest increases in 
welfare (2 per cent and 2.4 per cent respectively), while the smallest changes 
are for Germany and the UK (0.2 per cent and 0.37 per cent respectively). 
For all countries these changes in welfare are fairly modest. While the 
relative cross-country rankings remain fairly constant when we allow for 
the more realistic differentiated experiment (DD1), the relative magnitudes 
change considerably. If  we consider fi rst the ‘smaller’ experiment we see 
that Greece and Portugal see an increase in welfare of 6.7 per cent and 5.1 
per cent respectively, Ireland and Denmark 3.7 per cent and 3.8 per cent, 
Belgium-Luxembourg and the Netherlands 2.9 per cent and 2.7 per cent 
respectively, while Germany, Italy and the UK all experience a small welfare 
loss. Once again this is the consequence of the differences in the openness 
of the economies, but also, and more importantly, of the differences in the 
base levels of transparency by industry and by country. The impact of the 
integrated markets assumption results again in larger welfare effects, but 
the cross-country pattern of changes is very similar. 

2.6 CONCLUSIONS

Conceptually there are four key effects on product markets arising from 
greater economic integration and from the introduction of a single currency: 
the market access effect, the market size effect, the competition effect and the 
price transparency effect. The impact of the reduction of barriers to trade, 
be they physical or fi scal, is largely on the fi rst three of these effects; the main 
signifi cance on product markets of the single currency is through the price 
transparency effect. While greater producer price transparency may turn out 
to be important in a few industries, we argue that there is a prima facie case 
for the single currency having a relatively small direct impact on producer 
price transparency, and a greater impact in certain identifi able industries 
on consumer price transparency. The greater facilitation of international 
price comparisons gives scope for arbitrage to break down international 
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price discrimination. The extent to which this occurs will depend on the 
nature of the product in question, the organisation of the industry, and the 
nature of vertical linkages between buyers and sellers. 

Empirically the effects of market integration and greater transparency 
should, in principle, be observable both through their impact on prices and 
price dispersion and on key aspects of market structure such as concentration. 
In order to examine the impact of integration and transparency on product 
markets, detailed (highly disaggregated) data are required. This applies 
both to analyses of prices and price dispersion and to analyses of market 
structure. Given the availability of  disaggregated price data, coeffi cients 
of  variation appear to be one of  the most appropriate statistics for the 
analysis of such data.

The use of  a computable general equilibrium model to analyse price 
transparency again suggests that the impact of transparency across both 
industries and countries depends crucially on the underlying characteristics 
described above, as well as on the extent to which industries are traded within 
the EU. Increases in welfare will depend on the extent that the consumer 
transparency effect dominates, or on the extent to which integration results 
in a substantial pro-competitive impact either through arbitrage or through 
fi rms switching to an integrated markets strategy.

APPENDIX 2.A  DATA USED AND 
METHODOLOGICAL ISSUES 

Data Used

(A) The Neilsen Sub-Sample of Consumer Products This sample was kindly 
made available by ACNeilsen as illustrative of the data they could provide 
for monitoring prices. It comprises information on the prices of 45 non-
durable consumer goods between March 1994 and March 1996, converted 
into ECUs. Sixteen countries are covered – the EU-15 less Luxembourg plus 
Switzerland and Norway. These data allow a much fi ner view of consumer 
prices than the Eurostat PLI data and are probably a more satisfactory way 
of reviewing the effi ciency of markets.

(B) Eurostat PLI Sample These data were made available for the years 
1990, 1993, 1995, 1996 and 1997 at the level of the 270 products or product 
groups, although earlier data also exist. As these data have been extensively 
analysed elsewhere – for example, DRI (1997), European Commission 
(1999a and 1999b) – we do not present many calculations on them.

Dierx 01 chap01   55Dierx 01 chap01   55 25/10/04   4:52:37 pm25/10/04   4:52:37 pm



56 Microeconomic issues

Methodological Issues

Choice of summary statistics
First, pricing decisions are inherently product-specifi c which makes it very 
diffi cult to make meaningful comparisons of price statistics across products 
at a given point in time. Instead, one needs to look at changes in price 
statistics for given products over the period in which transparency could 
have changed. Secondly, fi rms’ pricing is subject to a variety of extraneous 
shocks – for example, cost and tax changes, new technology, new products 
and switches in demand. Since these are diffi cult to quantify accurately it 
is then diffi cult to say whether an observed price change is due to changes 
in transparency or to some other stimulus. At an empirical level, however, 
it may be easier to identify changes in transparency in terms of changes in 
price dispersion rather than changes in price levels. This is because price 
dispersions may be more robust to many of  the extraneous shocks than 
price means, and second, the formulae for dispersion derived from the 
theoretical model suggest that changes in transparency enter price dispersion 
quadratically and so might generate more observable movements there.

Following previous work (for example DRI, 1997; European Commission, 
1999a, 1999b) we use the coeffi cient of variation (standard deviation ÷ mean) 
as our basic measure of price dispersion. The coeffi cient of variation (cv) is 
unit-free, and reports on the proportionate variance across countries and is 
thus comparable across commodities. This is also the statistic that falls most 
naturally out of the theoretical analysis. It is worth reiterating, however, that 
dispersion is strictly only an intermediate variable. The ultimate objective 
is to see if  the SMP or EMU lowers average prices to consumers and so 
increases real income.4

Aggregation
On the basis of  the theory it seems most natural to use statistics at the 
level of individual products, because summary statistics entail the loss of 
information. However, data are not always available at the most detailed 
level and if  they were, would be almost overwhelming in their volume. 
Hence it is also necessary to think what could be usefully done with more 
aggregated series. 

If  the focus is on compiling cost of  living indices (price level indices 
– PLI), one wishes to take account of  the fact that relatively high prices 
for one commodity can be offset by relatively low prices for another. Some 
averaging over commodities is then desirable, and the dispersion of these 
PLI aggregates can be considered across countries. When it comes to 
assessing the effectiveness of commodity markets greater detail is desirable. 
Even if price differences between commodities are offsetting, their existence 
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speaks of frictions in the arbitrage between markets, and there is at least a 
presumption that eliminating these frictions will lower prices and improve 
consumer welfare.5 Although ultimately the objective is to assess (and 
eventually minimise) the PLI, the diffi culties of  identifying the various 
determinants of the PLI mean that studying only the aggregates is likely 
to miss developments in market structure.

Weighting
Although detailed data are best for assessing market performance, in practice 
most data refer to aggregates of  individual products. For examining the 
phenomenon of  price collusion, price dispersion treating all products and 
markets symmetrically in the aggregation procedure would be appropriate 
(as each observation is a separate drawing from the distribution of prices 
and to a fi rst order it does not matter if  it pertains to a ‘large’ product or 
market, or a small one). If interest extends to the signifi cance of collusion or 
price dispersion, the case for symmetry is much weaker. If  theory suggests 
consumer costs to dispersion, it becomes important to know how many 
consumers purchase at each price. In this case it is more appropriate to 
weigh prices by population in calculating the statistical moments.

NOTES

1. However, the exact degrees of freedom for the test are unclear. If  we had data for only one 
period the correct degrees of freedom would be (nn–1) and (nc–1) where nn is the number 
of non-core countries and nc the number of core countries. If  we view periods as identical 
– the polar extremes of our observations above that pattern were very stable – these would 
remain the correct degrees of freedom for the actual exercise. Signifi cance on this basis is 
indicated by a lower-case ‘s’ in the signifi cance column, of which there are fi ve in all. The 
alternative is that periods are wholly independent, in which case we have 13(nn–1) and 
13(nc–1) degrees of  freedom, leading to upper-case ‘S’s in the column. There are 22 of 
these (out of 45) in all. In truth the answer probably lies closer to identical information 
than to independent observations.

2. The signifi cant cases were: NACE 15, 16, 21, 22, 25, 26, 32, 40, 41, 52, 55, 62, 66, 70, 93. 
3. For H industries, we move the consumer transparency measure 50 per cent of  the way 

towards complete transparency, for M industries 25 per cent of the way, and for L industries 
10 per cent.

4. There is a theory that suggests the welfare advantages of uniform prices, but it is equally 
well known that price discrimination can be welfare improving if  it increases the total 
volume of sales (output). The implicit assumption of our and the Commission’s analysis is 
that reductions in dispersion due to improved transparency will be welfare improving even 
though, for quite different reasons, the optimal dispersion could be greater than zero.

5. It is possible that contestability keeps the profi ts of incumbent fi rms at normal levels, while 
allowing random differences in the prices of individual products; in this case product-level 
price dispersions will not be informative. However, this does not really explain why entry 
cannot undercut the prices of those products that have relatively high price drawings in 
the random distribution.
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3.  Changes in the industrial and 
geographical diversifi cation of 
leading fi rms in European 
manufacturing

 Laura Rondi, Leo Sleuwaegen and 
 Davide Vannoni*

INTRODUCTION

For a long period the industrial policies of national governments in Europe 
aimed at reinforcing the position of leading fi rms in the country in order to 
face the rapidly growing competition from US and later from Japanese fi rms 
(Cox and Watson, 1996). The privileged position of these fi rms offered them 
substantial monopoly power within their markets, which, unfortunately, also 
often resulted in the use of many ineffi cient practices. Most governments 
sustained the privileged position of  these national champions through 
the erection of various kinds of non-tariff  trade and investment barriers 
directed against foreign competitors and creating strong borders protecting 
national markets. 

The recognition that these policies failed and were partly responsible 
for slow growth, high unemployment and infl ation after the fi rst oil shock 
in 1973 led the European Commission to formulate and implement an 
ambitious integration programme eradicating all the various barriers to 
trade and investment. The Single Market Programme came into effect in 
1987 and was largely completed by the mid-1990s. The programme concerned 
mainly the manufacturing industries. Services sectors have more recently 
become the subject of  integration measures. The macroeconomic and 
sectoral consequences of the integration programme have been intensively 
discussed in the literature. Surprisingly, the consequences for individual 
fi rms have hardly been documented. 

The present chapter represents an original attempt to trace the changing 
industrial and geographical diversification strategies of  firms as the 

61
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integration process moves forward. The analysis is based on a unique 
database covering the product structure and geographical distribution of 
the leading European fi rms in the manufacturing sectors for three years 
characterising different moments in the integration process, 1987 (start), 
1993 (half-way) and 1997 (near completion). Before analysing the data, 
Section 3.1 offers some theoretical perspectives on the consequences of the 
European market integration programme for the international strategies 
and structures of European fi rms. 

3.1  EUROPEAN MARKET INTEGRATION: 
THE SINGLE MARKET PROGRAMME

The Economic Consequences

The process of European market integration involves primarily a reduction 
in trade and investment costs of  doing business across borders of  EU 
Member States, and a displacement of fragmented national markets by a 
single (EU) market. Market integration was triggered by the Single Market 
Programme (SMP) in 1985, comprising a wide variety of  measures to 
harmonise regulations and open up public procurement markets in the 
EU. The integration process has since then been systematically changing 
the nature of competition, and therefore the structure and performance of 
industries and fi rms. The ‘offi cial’ European Commission view (summarised 
in the Cecchini Report on the ‘Costs of Non-Europe’ (Cecchini, Catinat and 
Jaquemin, 1998) anticipates four main effects from the SMP, each having 
implications for the structure of industries and fi rms: 

• direct cost savings due to the elimination of non-tariff  barriers, such 
as fewer customs delays and costs of multiple certifi cation; 

• cost savings derived from increased volumes and more effi cient location 
of production (scale and learning economies and better exploitation 
of comparative advantage); 

• tightening of  competitive pressures, reduced prices and increased 
effi ciency as more fi rms from different member states compete directly 
in the bigger market place; and 

• increased competitive pressures generating speedier innovation.

Besides the direct effects, strong industry and fi rm restructuring effects are 
expected to follow from market integration. Unfortunately the research on 
the latter point is rather limited (Sleuwaegen, 1995). From a macroeconomic 
point of  view, the most extensive evaluation of  the SMP is that of  the 
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European Commission itself (1996) based on a large body of commissioned 
research, using mainly fairly aggregate Eurostat databases. Following the 
results of  a macroeconomic model it was estimated that the level of  EU 
GDP in 1994 was about 1.1 per cent to 1.5 per cent above the level that 
would have prevailed in the absence of the Single Market Programme. 

The Impact of the SMP on Industrial and Geographical Diversification of 
Firms

The ex-ante expectations of the effects of the Single Market on the product 
structure of  individual fi rms mostly relied on the hypothesis of  ‘return 
to core business’ (Davies et al., 2001a and 2001b). Increased European 
competition involves the widening of competition to a European-wide set of 
players in all industries which, if  no strategic action were taken, would lead 
to a deterioration of the competitive position of the fi rm in all of its product-
market combinations. The competitive threat spurs the fi rm to reallocate 
resources into its core activities and related products, such that the fi rm’s set 
of distinctive competencies becomes more focused towards those businesses 
in which it has excelled before. As a result the fi rm is likely to reduce the 
level of industrial diversifi cation and also, stimulated by the reduced costs of 
doing business across national borders, to expand geographically. Moreover, 
the wider European Single Market creates more possibilities to specialise 
and reduce the level of vertical integration in line with Adam’s Smith adage, 
‘Specialisation is limited by the extent of  the market’. Firms will divest 
activities and opt for outsourcing those activities for which they now fi nd 
suppliers offering better conditions within the EU. As a result industrial 
diversifi cation across vertically related stages of production and distribution 
is expected to decline as market integration progresses. 

Considering geographical diversifi cation, beyond the need to expand 
the core business across borders, increasing market integration makes it 
easier for fi rms to enter other EU Member States. The costs connected with 
entering the market of another Member State are comparatively low for 
established European fi rms. This gives rise to major cross-entries of markets 
within the EC (frequently through mergers and acquisitions (M&A)). This 
not only applies to established fi rms, but also to small or new fi rms that are 
no longer interested in penetrating a national market but wish to launch 
themselves on the single European market. The competitive pressure caused 
by fi rms entering the market is often reinforced by fi rms outside the EC. 
These fi rms fear that the completion of an internal market will inexorably 
lead to an increase in Community protectionism. With these forces at work, 
the level of  geographical diversifi cation of  EU as well as non-EU fi rms 
across Member States is expected to rise substantially.
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Market integration also improves coordination possibilities for larger 
established fi rms and drives fi rms better to exploit scale and scope economies 
within Europe. This improvement changes the configuration of  firm 
activities, such that certain sub-activities will become more geographically 
concentrated in some Member States. The geographical concentration 
process goes together with the development of  more effi cient logistics 
systems made possible by further deregulation of the transportation and 
telecommunications sectors in Europe. Vandermerwe (1993) discusses the 
formation of Euro-networks within Europe in view of the ongoing market 
reconfi gurations on a European and global scale, with the structure and 
location of activities of fi rms no longer based on specifi c countries. 

A recent UN Report (United Nations, 1993) identifi es a similar shift in 
strategy of multinational enterprisess (MNEs). As stand-alone strategies 
with multi-country structures become too costly due to duplications, 
transnational fi rms reorganise to a structure that allows a complex strategy. 
The restructuring leads to so-called new global and regional networks, where 
fi rms concentrate on their core activities and build close relationships with 
suppliers and distributors. In this process of organisational restructuring, the 
location of every part in the supply chain becomes a strategically important 
element. The way in which the development of such a network structure 
is expected to affect the geographical diversifi cation of fi rms remains an 
empirical question. This chapter will provide a fi rst assessment of  the 
possible impact of market integration on the geographical diversifi cation 
of large fi rms as well as on other fi rms’ characteristics. 

3.2  CHANGES IN INDUSTRIAL AND 
GEOGRAPHICAL DIVERSIFICATION 
OVER THE PERIOD 1987–97 

The MSM Data

The analysis uses fi rm-level data from the Market Share Matrix (MSM).1 
This matrix identifi es the set of ‘leading fi rms’ in European manufacturing 
industries and disaggregates their turnover data, extracted from individual 
company accounts, according to NACE 3-digit product lines and production 
centres located in the EU. A fi rm qualifi es as a ‘leader’ if  it is one of the 
fi ve largest EU producers in at least one manufacturing industry. For 
every such fi rm, the matrix includes estimates of its EU turnover in each 
industry in which it operates (not only in those where it is a ‘leader’), and 
disaggregates fi rm turnover, according to its production across industries 
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and across production centres in EU Member States. The MSM has been 
constructed for the years 1987, 1993, 1997.

The matrix built on these principles provides measures of  industrial 
diversifi cation and intra-EU geographical diversifi cation of  the matrix 
fi rms. 

Changes in Diversification Patterns over the Decade 1987–97 

A comparison of  the basic dimensions of  the time comparable matrices 
1987, 1993, 1997 provides a quick guide to the major changes in fi rm 
diversifi cation over this period, as reported in Table 3.1. The evidence suggests 
that EU fi rms have reduced their industrial diversifi cation at the expense 
of  industries in which they are not leaders (non-leading diversifi cation). 
Reduction in diversifi cation occurred between 1993 and 1997 in particular, 
after the completion of the Single Market Programme, and not between 
1987 and 1993 when the removal of non-tariff  barriers was in progress and 
most expected to exert its infl uence over corporate restructuring. This non-
linearity suggests that the de-diversifi cation process may have continued in 
the years after 1997. Recent anecdotal evidence is consistent with the idea 
that fi rms are still pursuing strategies of  return to the core. With all the 
caveats that these comparisons deserve, 1993 appears as a transition year, 
with fi rms tentatively undergoing rationalisations, fi rst increasing and then 
decreasing their range of operations across industries. The analysis of fi rm 
diversifi cation when survival, entry and exit (within the MSM) are taken 
into account will throw more light on this issue.

Turning to geographical diversifi cation, we fi rst notice that although 
the number of EU fi rms in the matrix decreased over time, the number of 
transnational EU fi rms increased in that same period. Whereas in 1987 
only 61 per cent of  all EU fi rms in the matrix were active in more than 
one Member State, this signifi cantly increased, to 83 per cent in 1997. In 
1987 EU fi rms were on average active in three countries only. This number 
continuously increased over the period to an average of  4.5 countries in 
1997. The percentage of  total production occurring outside the home 
country has also increased: from, on average, 19 per cent to 30 per cent. 
Although this is a remarkable increase, it indicates that more than two-
thirds of  total production is still produced in the home country. Thus, 
for the average EU fi rm, the location strategy seems to be still very much 
home country oriented, but geographical diversifi cation across EU member 
states is strongly increasing. Non-EU fi rms were much more geographically 
diversifi ed before market integration, and still increased the number of 
countries in which they are active. The larger diversifi cation refl ects the fact 
that most of these fi rms do not have a home basis in any of the European 
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countries and have typically been more transnational before any market 
integration took place.

Table 3.1 Changes in the structure of the MSM between 1987, 1993 and 1997

 1987 1993 1997

Number of industries 67 67 67
Number of fi rms 223 218 223
Industrial diversifi cation
 Number of diversifi ed fi rms 175 176 170
 Number of industry entries 1079 1016 810
  Leading 335 335 335
  Non-leading 744 681 475
 Number of industry entries per fi rm 4.84 4.66 3.63
  Leading 1.50 1.54 1.50
  Non-leading 3.34 3.12 2.13
Geographical diversifi cation
 Number of EU transnational fi rms 117 124 138
 Number of non-EU transnational fi rms 32 43 57
 Country entries per EU fi rm 3.06 4.01 4.53
 Country entries per non-EU fi rm 4.94 5.21 5.23
 Average % home country production EU fi rms 81 76 70

Changes in the Distribution of Diversification across Firms 

Table 3.2 presents the distributions of diversifi cation indices across fi rms, 
by comparing the quartiles and extreme deciles of the distributions of our 
two measures for industrial and geographical diversifi cation (DI and DG, 
respectively): the ‘Number equivalent of entropy’ and the ‘Output share in 
secondary industries/countries’ (with fi rms ranked by diversifi cation). The 
higher the entropy,2 the more diversifi ed the fi rm’s operations are across 
industries or countries. The second measure is part of the entropy measure 
and looks at the share of output that the fi rm is producing in secondary 
industries outside its most important industry. For geographical diversifi -
cation, the output measure looks at the share of EU production outside 
the most important production country in the EU. For EU fi rms the most 
important country is defi ned as the home country where they are based. 

The return to the core (industrial de-diversifi cation) in the 1987–97 period 
is only partially refl ected in the decline of  the mean values of  the two 
measures of industrial diversifi cation. The evidence of de-diversifi cation is 
clearly evident only when the entropy index is used, which suggests a retreat 
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by fi rms from marginal industries. While the mean value of the entry index 
remained stable between 1987 and 1993, it decreased between 1993 and 
1997. The decline of the standard deviation of both indices of industrial 
diversifi cation confi rms a general convergence of corporate structures.

Measured by the number equivalent of entropy, EU leading fi rms had 
operations in 2.25 sectors in 1997, as opposed to 2.62 in 1987. Firms in the 
top decile of the distribution were operating in 4.74 industries in 1987 and 

Table 3.2  Distribution of industrial and geographical diversifi cation across 
fi rms, 1987, 1993, 1997

 Number equivalent  Output share in secondary 
 of entropy industries/countries*

 1987 1993 1997 Change  1987 1993 1997 Change 
    1997–87    1997–87

Industrial diversifi cation
Arithmetic mean values of DI
All matrix fi rms 2.62 2.60 2.25 –0.37 0.27 0.29 0.25 –0.02
Std. dev. 1.95 1.72 1.44 –0.51 0.24 0.24 0.23 –0.01
Survivors 2.68 2.76 2.46 –0.22 0.28 0.31 0.29 0.01
Distribution of DI across fi rms
Decile 9 4.74 4.77 4.33 –0.41 0.59 0.64 0.61 0.02
Quartile 3 3.23 3.37 2.72 –0.51 0.46 0.49 0.43 –0.03
Median 2.05 2.03 1.79 –0.26 0.25 0.30 0.22 –0.03
Quartile 1 1.20 1.26 1.13 –0.07 0.04 0.06 0.03 –0.01
Decile 1 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.00
Geographical diversifi cation
Arithmetic mean values of DG
All matrix fi rms** 1.89 2.37 2.76 0.87 0.17 0.26 0.33 0.16
Std. dev. 1.17 1.42 1.51 0.34 0.21 0.25 0.24 0.03
Survivors 2.23 2.73 3.00 0.77 0.23 0.32 0.35 0.12
Distribution of DG across fi rms
Decile 9 4.88 5.22 5.34 0.46 0.70 0.71 0.72 0.02
Quartile 3 3.51 4.37 4.88 1.37 0.60 0.63 0.65 0.05
Median 2.26 3.00 3.49 1.23 0.41 0.53 0.52 0.11
Quartile 1 1.27 1.87 2.36 1.09 0.25 0.33 0.37 0.12
Decile 1 1.00 1.00 1.40 0.40 0.13 0.19 0.25 0.12

Notes:
* Industries applies to industrial diversifi cation, countries to geographical diversifi cation.
** For EU fi rms secondary countries are all EU countries except the home country. For 

non-EU fi rms the ‘EU home country’ is the EU country in which they have the largest 
production, secondary countries are all the remaining EU countries.
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in 4.33 ten years later. Looking through the indices in Table 3.2, we fi nd 
that highly diversifi ed fi rms decreased diversifi cation more substantially, 
although the trend is non-linear, with fi rms displaying fi rst an increase 
and then a reduction in the mean values. At this level of aggregation, these 
preliminary fi ndings are nonetheless suggestive of  rationalisations that 
eliminated operations in unrelated or marginal industries. 

A separate row in the table looks at fi rms that have survived in the MSM 
as leaders in at least one industry over the period 1987–97. We would 
expect that the increasing competitive pressure would be more in favour 
of less diversifi ed fi rms than of high diversifi ers. Hence, we should fi nd that 
survivors are either less diversifi ed or refocusing over the period. Overall, 
the empirical fi ndings appear to be consistent with the return to the core 
hypothesis. The survivors (120 fi rms) display relatively high diversifi cation, 
which appears to be associated with the fact that they tend to be amongst the 
largest fi rms in the sample (see Section 3.3). Nevertheless, they reduced their 
degree of industrial diversifi cation by the end of the period as measured 
by the entropy index. The mean value of  the output share in secondary 
industries, on the other hand, remained virtually unchanged, which suggests 
that de-diversifi cation has mainly affected marginal, secondary activities.

Summarising the results for product diversifi cation, the comparisons 
across indices allow us to partially confi rm and better qualify the former 
preliminary results. Firms have readjusted their corporate structure around 
a lower number of industries, but have not re-focused the output share in 
their primary industries in any remarkable way. In other words, instead of 
a return to core business, we are documenting a return to core businesses.

The strong expansion outside the home country in the 1987–97 period is 
refl ected in the increase of the mean values of the distribution of geographical 
diversifi cation. This holds true for the entropy index as well as for the output 
measure. The standard deviation of  the indices has not increased to the 
same degree, confi rming a general tendency of wider geographical corporate 
structures crossing the borders of  Member States. The output share in 
secondary countries, on average, almost doubled over the decade. 

Measured by the number equivalent of entropy, EU leaders had operations 
in 2.76 countries in 1997, as opposed to 1.89 in 1987. Firms in the top decile 
of  the distribution were operating in 4.88 countries in 1987, and in 5.34 
countries ten years later. The biggest changes appear to have happened at 
the centre of the distribution, shifting the distribution substantially over 
time. As to the output share in countries outside the base country, the largest 
shift occurs at the lower half  of  the distribution. The combined fi ndings 
for the two measures suggest that heavily diversifi ed fi rms have increased 
diversifi cation by spreading their activities more equally across borders, 
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while the less diversifi ed fi rms have increased diversifi cation by investing 
more outside the base country.

The fi rms that survived in the MSM as leaders in at least one industry 
over the period 1987–97 (120 fi rms) displayed a relatively high geographical 
diversifi cation, which increased further by the end of the period. This result 
is consistent with the overall shift in the distribution of all leading fi rms, 
including the entrance of new leaders after 1987.

3.3  DIVERSIFICATION IN RELATION TO 
CHARACTERISTICS OF LEADING FIRMS

Firm Size 

A stylised fact in the empirical literature on diversifi cation is the positive 
correlation between industrial and geographical diversifi cation and fi rm 
size (see, among others, Davies et al., 1996; Davies et al., 2001a and 2001b; 
Sembenelli and Vannoni, 2000; Vannoni 1999a). The theoretical literature 
provides several motivations for this well-documented evidence: scale and 
scope economies, intangible and proprietary assets, managerial hubris, 
risk diversifi cation.3 In particular, the resource theory of  diversifi cation 
argues that, in the growth process, fi rms accumulate resources which can 
be profi tably employed to enter new markets, if  transaction costs make it 
costly to sell the services of such resources through the market mechanism 
(Penrose, 1959; Rubin, 1973; Teece, 1980 and 1982). 

While the empirical literature suggests that industrial and geographical 
diversifi cation are basically different growth strategies of fi rms exploiting 
fi rm-specifi c assets, their exact relationship – complements or substitutes 
– is still largely unexplored (but see Davies et al., 2001b). The evidence on 
the EU leaders diversifi cation after 1993 suggests that both diversifi cation 
strategies need not to go in the same direction. In Section 3.4 we analyse 
this relationship at a somewhat deeper level. 

In addition to common factors, some arguments point to a specifi c 
relationship between fi rm growth and either industrial or geographical 
diversifi cation.

According to the agency view of diversifi cation, managers pursue their 
own objectives (private benefi ts deriving from empire-building and risk 
diversifi cation) in confl ict with shareholders’ interests for profi t maximisation 
(Marris, 1964), and over-invest in growth projects that reduce the fi rm’s 
value (Jensen, 1986). A side effect of  the positive relationship between 
size and product diversifi cation is that large corporations are most likely 
to exhibit a considerable amount of  unrelated and industrially illogical 
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diversifi cation. Empirical and theoretical literatures converge in predicting 
that this ‘golf-course’ diversifi cation is eliminated as soon as competition in 
the core industry toughens. In Table 3.3 we explore whether this prediction 
applies to EU leaders.

Table 3.3 Diversifi cation by fi rm size, 1987, 1993, 1997

 Number equivalent  Output share in secondary 
 of entropy industries/countries*

 1987 1993 1997 Change  1987 1993 1997 Change 
    1997–87    1997–87

Industrial diversifi cation
Arithmetic mean values of DI
Top 50 3.72 3.86 3.11 –0.61 0.36 0.40 0.36 0.00
Top 100 3.42 3.22 2.69 –0.73 0.37 0.37 0.32 –0.05
Firms outside top 100 1.96 2.08 1.89 –0.07 0.20 0.23 0.20 0.00
Geographical diversifi cation
Arithmetic values of DG
Top 50 2.56 2.97 3.47 0.91 0.27 0.31 0.39 0.12
Top 100 2.40 2.83 3.40 1.00 0.25 0.32 0.40 0.15
Firms outside top 100 1.47 1.98 2.24 0.77 0.11 0.21 0.27 0.16

Note: * Industries applies to industrial diversification, countries to geographical 
diversifi cation.

By comparing the mean values for the top 50, the top 100 and the 
remaining matrix fi rms, we fi nd evidence that fi rm size is positively related 
with diversifi cation levels at every point in time. Medium and small fi rms 
outside the top 100 display, on average, lower levels of diversifi cation, only 
marginally decreasing between 1987 and 1997. Within the largest size classes, 
we fi nd that the top 50 fi rms do reduce diversifi cation, on average, over the 
decade. We have counted that, from 1987 to 1997, fi ve fi rms drop down 
from the top 50 list to a lower ranking as a result of the return to the core. 
But the most sizeable reduction is in the top 100 class, in which the output 
share of the secondary industries falls by 5 percentage points in the 1993–97 
sub-period. Necessarily, therefore, the medium–large fi rms ranked 51 to 
100 appear to have de-diversifi ed more substantially than the largest fi rms 
that are ranked in the top 50.

Looking at the timing of the return to the core, we fi nd an interesting 
pattern. Changes in the mean values display a monotonicity in de-
diversifi cation only for medium–large fi rms. In contrast with the ex-ante 
expectations of  the effects of  the SMP, the largest firms increased 

Dierx 01 chap01   70Dierx 01 chap01   70 25/10/04   4:52:42 pm25/10/04   4:52:42 pm



 Industrial and geographical diversification 71

diversifi cation in the run-up to 1992, and appear to have responded to the 
increased competitive pressures only in most recent years. Firms outside 
the top 100 display a similar trend, but the motivations behind the lag in 
the response to increased competition may differ across size classes, and is 
clearly a matter for further research.

The link between the process of fi rm growth and the transnationalisation 
process has been examined in several studies. In combination with the 
evidence pointing at the importance of intangible assets, empirical research 
has shown that when fi rms grow in their home market, the opportunities on 
the national market shrink and fi rms are pushed or pulled into international 
markets (Horst, 1972; Caves and Pugel, 1980). When fi rms decide to go 
abroad, they must incur a fi xed cost of learning how things are done abroad. 
Moreover, establishing a subsidiary abroad implies a considerable sunk cost, 
which can better be incurred by large fi rms. Oligopolistic reaction theories 
also predict that larger fi rms in loose-knit oligopolistic industries are also 
likely to follow each other in expanding abroad (Knickerbocker, 1973). 

From Table 3.3, it is clear that there is a strong difference in geographical 
diversifi cation between the top 100 fi rms and the fi rms outside this top 
100, and this difference becomes even stronger over time. In 1987, top 100 
fi rms were already much more internationally active than fi rms outside the 
top 100. From the entropy measure, the fi rms inside the top 100 increased 
their geographical diversifi cation substantially more than the fi rms outside 
top 100 fi rms. The latter group of fi rms, however, showed a more marked 
increase in the output share in secondary countries. Again, this evidence is 
consistent with the fi nding that larger fi rms have rationalised production by 
spreading it more equally across EU Member States while the smaller leaders 
have focused on catching up in the transnationalisation of production, be 
it in a less balanced structure than the one observed for larger fi rms. All 
in all, the evidence suggests, for geographical diversifi cation as well as for 
industrial diversifi cation, a tendency toward growing convergence in the 
geographical production structure of leading EU fi rms over time. 

Country of Origin 

In 1987, fi rms with origins in the UK, Germany and Italy exhibited a 
relatively high degree of industrial diversifi cation (see Table 3.4). German 
fi rms remained appreciably more diversifi ed in 1997. Italian fi rms, on the 
contrary, showed the largest decrease in the fi rst sub-period, 1987–93 (partly 
due to the privatisation of  several subsidiaries of  the state holdings IRI 
and ENI), while British fi rms de-diversifi ed more intensely between 1993 
and 1997. Firms originating in Germany, on average, exhibited a different 
pattern, as industrial diversifi cation increased quite remarkably in the fi rst 
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sub-period and declined thereafter. But the overall reduction, only refl ected 
by the entropy index, is marginal. French fi rms were only moderately 
diversifi ed in 1987, and they tended to remain so at the end of the period. 
The Netherlands and Sweden, with 8 and 6 leaders respectively in the 
1997 matrix, are both characterised by high diversifi cation, but the former 
displays an increase and the latter a decrease over the decade. The intra-EU 
operations by non-EU transnationals are less diversifi ed on average than 
their European rivals, but as we do not account for their operations at home, 
nor in the rest of the world, we have only a partial view of the extent and 
trend of their diversifi cation. Contrary to European fi rms, they increased 
their level of industrial diversifi cation within EU manufacturing.

Table 3.4 Diversifi cation by country of origin 1987, 1993, 1997

 Number equivalent  Output share in secondary 
 of entropy industries/countries*

 1987 1993 1997 1987 1993 1997

Industrial diversifi cation
Germany 2.85 3.32 2.77 0.29 0.37 0.33
UK 2.95 2.60 2.27 0.34 0.33 0.27
France 2.39 2.39 2.20 0.25 0.28 0.27
Italy 2.90 2.38 2.18 0.26 0.23 0.23
Belgium/Luxembourg 2.16 1.42 1.91 0.40 0.09 0.21
Netherlands 2.55 2.55 2.60 0.29 0.37 0.31
Denmark – 1.27 1.84 – 0.05 0.15
EU-12 2.71 2.64 2.33 0.28 0.30 0.27
Other countries** 1.34 1.72 1.96 0.13 0.19 0.20
Geographical diversifi cation
Germany 1.40 1.63 2.15 0.08 0.11 0.21
UK 1.78 2.31 2.54 0.16 0.27 0.31
France 1.69 2.44 3.10 0.12 0.26 0.33
Italy 1.37 1.77 1.76 0.10 0.17 0.18
Belgium/Luxembourg 2.04 2.63 3.67 0.15 0.32 0.47
Netherlands 2.85 3.35 3.82 0.33 0.38 0.45
Denmark – 1.33 2.06 – 0.08 0.17
EU-12 1.64 2.06 2.44 0.12 0.20 0.27
Other countries** 3.37 3.62 3.75 0.46 0.50 0.51

Notes:
* Industries applies to industrial diversifi cation, countries to geographical diversifi cation.
** Austria, Finland, Sweden, US, Japan, Australia, Canada, Switzerland and Norway.
Given the low number of  diversifi ed/transnational fi rms in Ireland, Greece, Portugal and 
Spain, no entropy measure is presented for these countries.
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Overall, although there is still evidence of  systematic differences and 
country specifi city, the changing pattern of industrial diversifi cation shows 
some indication of convergence between fi rms originating in the different 
EU Member States. While in 1993 German fi rms were the very signifi cant 
exception to the more general trend of a return to the core, this appears to 
be no longer the case. 

Firms originating from smaller countries reach their limits of growth in the 
home market much faster than fi rms originating from larger countries, and 
thus it is natural that they show a higher level of geographical diversifi cation. 
However one caveat when interpreting the empirical data is that, within the 
Market Share Matrix, fi rms originating from smaller countries are likely 
to be under-represented. Therefore, any inference based upon the average 
corporate structure for those countries is distorted by a selection bias. All the 
fi rms originating from smaller Member States, with the exception of those of 
Spanish origin, are transnational, that is, producing in at least one country 
other than the home country. Danish fi rms show the lowest and Belgian and 
Dutch fi rms show the highest level of geographical diversifi cation.

Among the fi rms originating from the larger Member States, French 
fi rms showed a high level of  geographical diversifi cation in 1997; over 
the period 1987–97 French fi rms also increased the level of geographical 
diversification most drastically. Italian firms appear to be the least 
geographically diversifi ed and show the smallest increase in entropy as well 
as in output share in secondary countries. Some of this appears to be due to 
a relatively higher percentage of smaller leaders amongst the Italian fi rms 
in the MSM. Non-European fi rms, not having a real home country basis 
in the EU have continued to expand more equally across Member States 
and show as a result a higher entropy as well as a larger output share in 
secondary countries. 

Summarising, the results for geographical diversifi cation show that 
the tendency to expand across EU borders generally holds for all fi rms, 
irrespective of their country of origin, suggesting a growing convergence 
of corporate structures. This is similar to the results obtained for industrial 
diversifi cation.

Industry Type 

In this section, we explore the infl uences of  product market factors by 
grouping fi rms according to the nature of  their primary industry. Table 
3.5 reports the mean values of  the usual diversifi cation indices for two 
industry typologies. The fi rst one distinguishes homogeneous product 
industries (Type 1) from those producing differentiated products (Type 2). 
Type 2 industries, in turn, may be further split up depending on whether 
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product differentiation is achieved mainly by advertising expenditures 
(2A), by investment in R&D (2R) or by both (2AR). The second typology 
identifi es the set of industries that were supposed to be most affected by 
the implementation of the SMP, that is, the so-called sensitive industries. 
Chapter 4, section 5 of this volume provides further detail on the defi nition 
and characteristics of the different types of industries.

In the fi rst part of the table, the industrial diversifi cation results for Type 
1 and Type 2 industries clearly indicate that there has been a convergence of 
corporate structures. In 1987, fi rms originating from differentiated product 
industries were more diversifi ed than those originating from homogeneous 
product industries. By 1997 Type 2 fi rms had re-focused to the point that 
they had become much less diversifi ed than Type 1 fi rms. This is not exactly 
what we would have expected, since fi rms in differentiated product industries 
are usually thought to enjoy more market power than fi rms in homogeneous 
industries, and therefore to be more ‘protected’ from the tougher competition 
associated with the opening up of EU markets. However, it appears that the 
competitive escalation in R&D and advertising expenditure in the larger 
and more integrated EU markets has led fi rms to divest from secondary 
industries and to concentrate their efforts on strengthening their position 
in their core businesses. 

Within the differentiated group, fi rms originating in research-intensive 
industries were, and remain, the most diversifi ed, but they reduced their 
levels of diversifi cation quite substantially (for example, the output share in 
secondary industries dropped from 35 per cent to 28 per cent). The return to 
the core has been particularly intense between 1993 and 1997. Advertising-
intensive fi rms and, to a lesser extent, 2AR fi rms started from lower levels 
of diversifi cation, but they also have reduced their diversifi cation, mostly 
in the fi rst sub-period. 

The theoretical literature predicts that research, and advertising-
intensive fi rms tend to be more diversifi ed because they have intangible 
assets (technological know-how, brand name, research or marketing skills) 
that can be used as public good and easily transferred to new (related) 
industries, or countries. Moreover, technological know-how and research 
expertise (and much less so advertising and marketing skills), can be also 
profi tably exploited through vertical integration, which is captured, but 
not separately identifi ed, by our indices of  diversifi cation. The evidence 
of net de-diversifi cation that we document in this section suggests that, in 
this period, the unlimited use of such intangible assets may ultimately have 
been restrained by the increasingly competitive pressure within the EU, 
leading fi rms to refocus on fewer industries where the price–cost margins 
are higher, and to exit from marginal industries where a leading position 
cannot be obtained. 
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Table 3.5 Diversifi cation by industry type, 1987, 1993, 1997

 Number equivalent  Output share in secondary 
 of entropy industries/countries*

 1987 1993 1997 1987 1993 1997

Industrial diversifi cation
All manufacturing 2.62 2.60 2.25 0.27 0.29 0.25

By type of product
Type 1 – homogeneous products 2.42 2.66 2.32 0.25 0.31 0.27
Type 2 – differentiated products 2.77 2.56 2.20 0.29 0.28 0.24
2A – Advertising-intensive industries 2.45 2.18 2.17 0.27 0.23 0.23
2R – Research-intensive industries 3.21 3.08 2.43 0.35 0.36 0.28
2AR – Advertising and 
 research-intensive industries 2.22 2.00 1.82 0.20 0.18 0.19

By SMP sensitivity (Non-tariff  barriers)
High-tech public procurement 3.30 2.81 2.21 0.35 0.32 0.21
Regulated public procurement 2.08 1.52 1.85 0.26 0.17 0.24
Traditional public procurement 2.05 2.70 2.06 0.24 0.34 0.26
Moderate non-tariff  barriers 2.90 2.69 2.22 0.30 0.30 0.24
Non-sensitive industries 2.51 2.60 2.33 0.26 0.29 0.27

Geographical diversifi cation
All manufacturing 1.79 2.08 2.46 0.21 0.28 0.34

By type of product
Type 1 – homogeneous products 1.30 1.65 1.87 0.10 0.22 0.30
Type 2 – differentiated products
2A – Advertising-intensive industries 1.77 2.31 2.33 0.22 0.38 0.35
2R – Research-intensive industries 1.64 1.95 2.26 0.17 0.22 0.29
2AR – Advertising and 
 research-intensive industries 2.02 2.21 2.62 0.21 0.29 0.35

By SMP sensitivity (Non-tariff  barriers)
High-tech public procurement 2.02 2.25 3.11 0.19 0.25 0.42
Regulated public procurement 1.76 2.15 2.65 0.22 0.28 0.36
Traditional public procurement 1.75 2.01 2.11 0.26 0.36 0.28
Moderate non-tariff  barriers 1.63 1.92 2.11 0.15 0.24 0.29
Non-sensitive industries 1.43 1.82 2.03 0.13 0.24 0.31

Note: * Industries applies to industrial diversifi cation, countries to geographical diversifi cation.

This interpretation is confi rmed when we look at the de-diversifi cation 
trend for industries classifi ed according to their sensitivity to the Single 
Market Programme. The removal of  non-tariff  barriers was expected to 
have a particularly strong effect on high-tech public procurement industries 
(such as computers, telecommunications and medical instruments) and on 
a sub-set of traditional or regulated public procurement industries (such as 
pharmaceuticals, wires and cables, railways and shipbuilding, soft drinks and 
beer and pasta). In Table 3.5 we fi nd that diversifi cation steadily came down 
in high-tech industries only, and much less so in traditional and regulated 
industries. Amongst the industries where the removal of non-tariff  barriers 
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was expected to have a moderate effect, the reduction of  diversifi cation 
was also quite substantial. Finally, the remaining group of non-sensitive 
industries displayed a weak tendency to reduce diversifi cation.

Concerning geographical diversifi cation, Table 3.5 shows that, as expected 
from the intangible assets hypothesis, fi rms active in Type 1 industries, 
that is, homogeneous goods industries, are less transnational than fi rms 
active in Type 2 industries. However, while fi rms of all types increased their 
geographical diversifi cation over time, the increase in output produced in 
secondary countries was most signifi cant in Type 1 industries, indicating 
that the relevant market for these fi rms has become EU-wide, with a real 
need to expand operations throughout Europe. Within Type 2 industries, 
the fi rms competing on the basis of  both advertising and R&D show a 
higher and increasing level of geographical diversifi cation. In contrast to 
Type I homogeneous industries, production is more equally spread across 
countries, as implied by the higher entropy value, suggesting a greater 
decentralisation of activities across Member States, in line with the need 
to be closer to customers.

Dividing the data sample into those fi rms active in non-SMP-sensitive 
industries versus those fi rms active in SMP-sensitive industries, the table shows 
that the non-SMP-sensitive group has strongly caught up in transnational 
production, especially with respect to the traditional public procurement 
and the moderate non-tariff barriers clusters of the SMP-sensitive group of 
industries. This observation suggests that the market integration process has 
provided, in general, a stimulus for all fi rms to internationalise. The fi rms 
that were strongly affected by market fragmentation through non-tariff  
barriers were already highly transnationally organised before the Single 
Market, especially those fi rms from high-tech public procurement cluster 
industries, characterised by high technology and a relatively high percentage 
of public procurement. This latter group of fi rms continued to increase its 
geographical diversifi cation and build up strong European-wide positions, 
at the same time specialising in core businesses, as revealed by their reduced 
industrial diversifi cation. The latter observation suggests a possible trade-off  
between geographical expansion and industrial diversifi cation.

3.4  ALTERNATIVE CORPORATE STRATEGIES: 
INDUSTRIAL AND GEOGRAPHICAL 
DIVERSIFICATION, AND FIRM GROWTH 

In this section we extend our analysis by considering industrial diversifi cation 
jointly with geographical diversifi cation as growth strategies available to the 
fi rm.4 In particular, using very simple statistical tools, we aim to respond 
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to the question of  whether industrial diversifi cation and geographical 
diversifi cation have been complementary or substitute routes to growth 
for leading fi rms in the EU.

We start by comparing, for 1987 and 1997, the simple count of  fi rms 
which are both industrially and geographically diversifi ed against those 
who choose only one option (see Table 3.6). The fi rst things we note is that 
both industrial and geographical diversifi cation have become increasingly 
important in achieving the status of an EU leader in this period. The number 
of fi rms that were uninational and specialised has halved, and the number 
of  fi rms both transnational and industrially diversifi ed has increased by 
almost 20 per cent. The two groups represent 6.7 per cent and 68 per 
cent of the fi rm total in 1997, thus suggesting complementarity between 
industrial and geographical diversifi cation. Interestingly, however, while 
the number of uninational fi rms that are only diversifi ed at home dropped 
from 47 to 18, the number of  specialised transnationals increased from 
19 to 38. This, in turn, suggests that the industrial diversifi cation route to 
growth, especially when confi ned to the domestic market has lost appeal 
amongst EU leaders. Finally, the rows and columns totals of these matrices 
show that in 1987 industrial diversifi cation occurred more frequently than 
geographical diversifi cation (175 versus 147), but that the opposite was true 
in 1997 (170 versus 190). 

Table 3.6  The incidence of industrially diversifi ed and transnational fi rms 
in 1987 and 1997: simple frequencies

 Number of fi rms
 1987 1997
 Specialised Diversifi ed Total Specialised Diversifi ed Total

Uninational 29 47 76 15 18 33
Transnational 19 128 147 38 152 190
Totals 48 175 223 53 170 223

It appears from this evidence that industrial diversifi cation was perceived 
as an easier route to follow than transnationality in 1987, at the start of 
the implementation of the SMP, but not in 1997. We can only speculate 
that the entry barriers raised by country specifi city due to cultural and 
institutional differences have been lowered, and that the trade-off  between 
entering another Member State or a new industry has been re-balanced in 
favour of the transnational option. 

Armed with this impressionistic view of  a re-balancing of  corporate 
strategies, we turn to Table 3.7 where we present the correlation matrix of 
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levels and changes in industrial diversifi cation, geographical diversifi cation 
and fi rm size.5 Our purpose is to provide some preliminary evidence of 
whether industrial and geographical diversifi cation are complementary 
or substitute routes to fi rm growth. Correlations are calculated between 
the 1987 levels and the growth rates of the sub-sample of 123 leaders that 
survived in the MSM from 1987 to 1997. Industrial and geographical 
diversifi cation in 1987 are shown to be moderately complementary (0.15). 
More interesting though is the strong positive correlation between output 
growth and the increase in industrial diversifi cation for surviving leading 
fi rms in the EU (0.41). The correlation between fi rm growth and growth in 
geographical diversifi cation is also positive, although it is perhaps somewhat 
lower than we expected (0.22). In contrast with the fi ndings for the full 
sample of fi rms in Table 3.6, which suggested substitutability between the 
two strategies, surviving leaders appear to have pursued both industrial 
and geographical diversifi cation as routes to growth. This is in line with 
the positive, although weak, correlation between the changes observed in 
both types of diversifi cation (0.05). The correlation between the levels of  
geographical diversifi cation and the growth of industrial diversifi cation, on 
the other hand, is negative (–0.19), which suggests that fi rms that were most 
geographically diversifi ed in 1987 showed a tendency to reduce industrial 
diversifi cation over the 1987–97 period. The reverse is not true, however, 
as the correlation between the levels of  industrial diversifi cation and the 
growth of  geographical diversifi cation is (weakly) positive (0.10).

Table 3.7  Correlation matrix of levels and changes in fi rm size, industrial 
and geographical diversifi cation

 Δ Size Δ Div. Δ Mult. Div87 Mult87 Size87

Δ Size 1
Δ Div. 0.41 1
Δ Mult. 0.22 0.05 1
Div87 –0.22 –0.39 0.10 1
Mult87 –0.05 –0.19 –0.34 0.15 1
Size87 –0.25 –0.13 –0.13 0.29 0.17 1

Note: Size = change in firm size between 1987 and 1997; Div. = change in industrial 
diversifi cation between 1987 and 1997; Mult. = change in geographical diversifi cation (or 
multinationality) between 1987 and 1997; Div87 = industrial diversifi cation in 1987; Mult87 
= geographical diversifi cation (or multinationality) in 1987; and Size87 = fi rm size in 1987.

To test the assertion that there has been a general convergence of corporate 
structures across size classes, with ‘smaller’ fi rms expanding via industrial 
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diversifi cation and ‘larger’, more mature fi rms moderately de-diversifying, we 
report in Table 3.8. the average growth rates of size, industrial diversifi cation, 
and geographical diversifi cation for fi rms distributed in quartiles based 
on their initial levels of  industrial diversifi cation. Comparisons of  the 
mean values across the quartiles show that the least industrially diversifi ed 
fi rms grew most rapidly, experienced the largest increase in industrial 
diversifi cation, but increased their geographical diversifi cation relatively 
slowly. In contrast, the most industrially diversifi ed fi rms grew less rapidly, 
but appear to have rationalised their corporate structures the most, as they 
displayed the highest rate of geographical diversifi cation and the highest 
rate of industrial de-diversifi cation of the four quartiles. Taken together, this 
multi-faceted evidence suggests that substitutability between industrial and 
geographical diversifi cation as routes to corporate growth may be present 
more frequently than accounted for by the previous fi ndings. This is clearly 
an issue for future research.

Table 3.8  Growth rates of fi rm size, industrial and geographical 
diversifi cation by initial (1987) level of industrial 
diversifi cation, arithmetic mean values

Percentile Div87 Δ Size/Size87 Δ Div./Div87 Δ Mult./Mult87

75th – 100th 3.41 0.45 –0.25 0.65
50th – 75th 2.15 0.59 0.03 0.54
25th – 50th 1.36 0.73 0.10 0.32
1st – 25th 1.00 0.86 0.13 0.36

Note: Size = change in firm size between 1987 and 1997; Div. = change in industrial 
diversifi cation between 1987 and 1997; Mult. = change in geographical diversifi cation (or 
multinationality) between 1987 and 1997; Div87 = industrial diversifi cation in 1987; Mult87 
= geographical diversifi cation (or multinationality) in 1987; and Size87 = fi rm size in 1987.

3.5 CONCLUSIONS 

This chapter has explored the diversifi cation strategies of EU leading fi rms. 
Its main purpose was to verify if, following the ex-ante expectations of the 
impact of the SMP as well as a variety of theoretical explanations, ‘return 
to the core’ and geographical concentration in production had occurred 
over the decade 1987–97. 

We have found evidence of a tendency for fi rms to refocus on their leading 
business. Industrial diversifi cation is decreasing on average and fi rms who 
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are either very large or very diversifi ed appear to reduce their initial levels 
of diversifi cation more than smaller or less diversifi ed fi rms do. In a similar 
vein, the decade under investigation witnessed a convergence of corporate 
structures between EU Member States. Countries that in 1987 were hosting 
the most industrially diversifi ed leading fi rms, such as Germany, the UK, 
Italy and Sweden, have undergone a considerable reduction in diversifi ed 
operations. The entropy index of industrial diversifi cation shows a greater 
decline than the output share in secondary industries, which suggests that 
fi rms’ operations in marginal industries have been scaled back more than 
proportionally. This is consistent with our fi nding that those fi rms that were 
able to survive as leading fi rms in the MSM displayed a relatively high degree 
of industrial diversifi cation, which however had declined by 1997.

At the same time fi rms have increasingly expanded and/or rebalanced their 
geographical operations across Member States, thereby strongly increasing 
their geographical diversifi cation of  production over time. French fi rms 
in particular have substantially increased the geographical scope of their 
operations within the EU.

The SMP was expected to impact asymmetrically across industries. In 
particular, fi rms in the sectors defi ned as most sensitive to EU integration 
were expected to react more strongly. Our analysis confi rms this for industrial 
diversifi cation. Amongst the SMP-sensitive industries, leading fi rms in high-
tech industries characterised by a high percentage of public procurement 
strongly reduced their industrial diversifi cation, while at the same time 
strongly increasing their geographical diversifi cation. Moreover, separating 
fi rms by type of  product (homogeneous or differentiated), we fi nd that 
industrial diversifi cation declined quite remarkably in industries where either 
advertising or R&D expenditures were important strategic weapons. This 
suggests that in these sectors competitive pressures induced fi rms to refocus 
towards the core business and to abandon non-leading activities. Firms in 
homogeneous industries expanded strongly outside their base country, albeit 
in a less balanced way than fi rms in differentiated industries.

The last issue we investigated is whether geographical and industrial 
diversifi cation are substitutes or complements in the growth strategies of 
fi rms. The results highlight the facts that the number of  fi rms which are 
both industrially and geographically diversifi ed has increased (suggesting 
complementarity), but also that geographical diversifi cation has become 
the preferred route to growth as compared to industrial diversifi cation 
(suggesting substitutability). Further evidence in favour of complementarity 
comes from the sub-sample of surviving leading fi rms, for which we report 
a positive correlation between growth in industrial and geographical 
diversifi cation. However, within this sub-sample, fi rms that were most 
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industrially diversifi ed in 1987 reduced industrial diversifi cation by 25 per 
cent and increased geographical diversifi cation by 65 per cent over the 
period, which would seem to be an indication of substitutability.

The above patterns are not linear through time. While industrial 
diversification for some categories of  firms appears to be still on the 
rise between 1987 and 1993, it is only in the period 1993–97 that we fi nd 
clear evidence of  a return to the core. This is an intriguing result, since 
the completion of the Single European Market was expected to persuade 
fi rms to reorganise their corporate structures by the end of 1992. The lag 
in the fi rms’ responses to the EU-wide shock suggests that the return to the 
core may still be in progress in the years after 1997 and that the process of 
European market integration has not necessarily slowed down. 

Contrary to some ex-ante theories of the impact of market integration on 
the geographical diversifi cation of fi rms, this chapter provides no evidence 
of a decrease in the level of geographical diversifi cation by leading fi rms 
in the EU over the period 1987–97. On the contrary, both the number 
of transnational fi rms and the level of geographical diversifi cation of the 
average fi rm have continuously increased over that period, irrespective 
of  the country of  origin or industrial sector. These fi ndings as well as 
the evidence of  a growing convergence in industrial diversifi cation and 
geographical diversifi cation of leading fi rms in European manufacturing 
industries strongly suggest that the relevant market in which fi rms compete 
has increasingly become European-wide.

NOTES

* The authors would like to thank An Van Pelt and Silvana Zeli for research assistance.
1. The principles, methodology and data sources for the 1987 exercise are explained in Chapter 

4, section 2 of this volume, and further detailed in Davies et al. (1996) and for the time 
comparison 1987, 1993, 1997 in Veugelers et al. (2002). 

2. The entropy index is defi ned as DI = – Σpilog(pi), where i stands for all industries in which 
the fi rm is active and pi for the relative share of the fi rm’s production belonging to industry 
i. It measures the degree of production size disparity between industries in which the fi rm 
is active. If  all industries have an equal share of a fi rm’s production, entropy equals log n, 
where n is the number of industries in which the fi rm is active. If production is concentrated 
in only one industry, the entropy index is at its minimum and equals zero. The entropy 
index of  geographical distribution (DG) is defi ned in an analogous way except that the 
index i stands for country instead of industry.

3. For surveys of the theories of diversifi cation and of the empirical evidence, see Montgomery 
(1994) and Vannoni (1999b).

4. Davies et al. (1996, Ch. 12) and Davies et al. (2001b) made earlier attempts to investigate 
this issue when only the data for 1987 were available. 

5. For simplicity, we use only the entropy measure of industrial and geographical diversifi cation 
in this table.
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4.  Industrial concentration, market 
integration and effi ciency in the 
European Union

 Reinhilde Veugelers*

4.1  THE IMPACT OF MARKET INTEGRATION ON 
INDUSTRY CONCENTRATION 

During the last decade markets have become increasingly globalised and 
national production systems more and more globally integrated. Many 
elements have positively infl uenced the level of  industry globalisation 
during the late 1980s and 1990s, such as convergence in demand, advances 
in transportation and globalisation of  business services, to name a few 
(Yip, 1995). In this process of  world market integration, the formation 
of regional economic blocs such as the EU has played an important role. 
Regional market integration within the EU was critically infl uenced by 
the 1992 Single Market Programme (SMP), and further strengthened by 
monetary integration.

The process of market integration systematically changes the nature of 
competition, and therefore the structure and performance of  industries 
and fi rms. Following Smith and Venables (1988), market integration can be 
seen as (i) a reduction in trade costs between national markets, and/or (ii) a 
complete displacement of segmented national markets by a single aggregate 
market (in which price discrimination is no longer possible). The benefi cial 
effects of market integration on the EU economy come from lower prices 
and increased production. Amplifi ed competitive pressure is an important 
catalyst for benefi cial effects, not only directly, by reducing market power, 
but also indirectly, by eliminating cost ineffi ciencies. Hence, a cornerstone 
in the evaluation of  market integration is the effect on competition and 
market concentration. 

Within the academic literature, most of  the rigorous analysis of  the 
impact of market integration on industry structure was due to Smith and 
Venables (1988).1 They applied an extended Krugman (1979) approach, 

84
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involving trade with monopolistic competition, to ten industries across six 
countries. Their results suggest that industrial structure does matter: the most 
dramatic effects on welfare are likely in industries in which national market 
concentration is high and pre-integration behaviour is less competitive. 

Focusing more explicitly on the theoretical implications for industrial 
concentration from an industrial organisation perspective, one can argue 
(see Davies et al., 1996) that as the fi xed and variable costs of  exporting 
within the EU decline, segmented national markets will be replaced by a 
larger single market. Prices will fall, especially if  there is a toughening in the 
competitive regime. High cost producers will exit, leaving survivors who will 
have typically increased their scale to exploit production scale economies. 
Within product markets characterised by product differentiation, where fi rst 
stage competition is conducted through advertising and/or R&D, the trend 
towards larger scale would be even stronger (Sutton, 1991). In such markets, 
enlargement encourages escalation of these sunk costs by the market leaders 
in pursuit of higher ‘vertical’ quality, accentuating the scale disadvantage of 
small fi rms. All in all, the expectation from market integration is fewer fi rms 
that are larger in size. Of course, this stylised story is essentially short-run, 
abstracting from possible second-round effects in which market enlargement 
encourages entry of  new low cost producers. A likely source of  entry of 
new fi rms comes from fi rms located outside the EU who are attracted to 
operating inside the larger integrated EU market.

In drawing out the empirical implications of  market integration for 
concentration, the appropriate market dimension needs to be identifi ed. 
Within an enlarged relevant market, there will be more and larger relevant 
sellers to take into consideration than was previously the case in each of the 
individual (more or less) segmented national markets. In that sense, seller 
concentration in the effective marketplace will be lower. However, with high 
cost producers exiting, leaving fi rms who have typically increased their scale 
of operations, the number of producers will decline, both at the aggregate 
EU level, and within individual Member States. The expectation must be 
for increased fi rm size and higher producer concentration. It should be 
stressed, however, that this is not necessarily a sign of reduced competition. 
To the extent that integration also leads to tougher competition among the 
large players, this will lower margins further, and lead to even greater exit 
of marginal fi rms, and increased concentration. 

In summary, the tightening of  competitive pressure, the shake-out of 
fi rms unable to produce innovations and exploit scale economies, leads to 
a smaller number of more effi cient producers, which typically will increase 
production concentration. Coordination among a smaller number of players 
may also lead to more coordinated behaviour in the sector.
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4.2  THE MARKET SHARE MATRIX MEASURING 
INDUSTRY CONCENTRATION IN EU 
MANUFACTURING

A number of studies have appeared, attempting to assess the actual impact 
of  SMP. The most extensive evaluation of  the SMP programme is that 
of  the European Commission itself  (1996), based on a large body of 
commissioned research, using mainly fairly aggregate Eurostat databases. 
The main drivers behind the economic gains were found to be an increase in 
effi ciency and a rise in total factor productivity. But the effects on industrial 
concentration of market integration in general and the SMP in particular 
remain relatively unexplored.

Rather than drawing on offi cial aggregate data, our empirical analysis 
allows us to assess changes in industry concentration by using more 
disaggregated fi rm-level data from the Market Share Matrix. Briefl y,2 the 
basic idea of the Market Share Matrix (MSM) is to identify a set of ‘leading 
fi rms’, and disaggregate their turnover data, extracted from individual 
company accounts, using a common industrial classifi cation scheme at a 
meaningful level of disaggregation. A fi rm qualifi es as a ‘leader’, if  it is one 
of the fi ve largest EU producers in at least one manufacturing industry. For 
any such fi rm, the matrix disaggregates its EU production into all industries 
in which it has operations – not only those in which it is a ‘leader’. The 
matrix furthermore disaggregates for every fi rm its total EU production 
within each industry across the different Member States in which the output 
is produced. 

A matrix built on this basis allows us to look into a range of structural 
dimensions of industries and fi rms. For any leading fi rm, we can discuss 
multinational production and fi rm diversifi cation (as in Chapter 3). For 
the purpose of  the current chapter, the MSM data when coupled with 
published Eurostat data on aggregate industry production will allow us to 
identify, for every considered industry, production concentration at the EU 
level. Since the Market Share Matrix was constructed so as to include the 
shares of at least the fi ve largest producers in each industry, the fi ve fi rm 
concentration ratio C5, being the shares of the fi ve largest matrix fi rms in 
total EU industry production, comes out naturally from the matrix and this 
will be the index we will be using in the analysis to discuss concentration. 
At the overall manufacturing sector level, since the matrix will include most 
large EU fi rms in manufacturing, it also enables us to estimate aggregate 
concentration of EU manufacturing.3

To avoid confusion, we must defi ne our measure of fi rm size very precisely. 
The size of fi rms and industries is measured by the value of sales of goods 
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produced in the EU. Firm size is therefore confi ned to production within 
the EU. It differs from sales in the EU at the fi rm level because it includes 
the fi rm’s extra EU exports and excludes any EU sales which are coming 
from outside the EU. At the industry level, there is an additional difference, 
because it excludes all imports from non-EU producers. Thus the use of the 
term ‘market share’ in the analysis is somewhat loose and must be excused on 
the grounds of convenience. Pragmatic reasons make sales-based measures 
almost impossible. While it is simple to adjust industry-level production data 
by subtracting extra-EU exports and adding extra-EU imports, there are two 
problems in identifying the share of the leading sellers by sales: company 
accounts do not always report the existence of non-EU sourcing and there 
is no systematic source of  information on the market shares of  leading 
importers not producing in the EU. This implies that data-driven constraints 
force us to use production concentration rather than seller concentration in 
the analysis, although of course, sales concentration data would be better to 
measure market power. Nevertheless, production concentration is less likely 
to be very different from sales concentration for the EU than for a typical 
Member State. Indeed, if  it wasn’t for extra-EU trade, sales and production 
concentration ratios would be identical at the EU level.

This matrix has been constructed for 1987, fi rst reported in Davies et 
al. (1996), and fi rst updated in 1993 (Davies et al., 1998). Veugelers et al. 
(2002) updates the mapping to 1997 and examines how certain aspects of 
structure have changed amidst a process of  ongoing market integration, 
while Van Pelt et al. (2002) reports on the 2000 results. While the MSM data 
are extremely valuable in sharpening our understanding of the changes in 
EU industries that have occurred over the critical period 1987–2000, the 
task is not trivial, not least because it necessarily involves identifying an 
appropriate counterfactual for a period in which major global changes 
were underway. It is important to keep in mind that the comparison over 
time cannot solely be attributed to the SMP, although it is a major factor 
of change in the considered period.

4.3  AGGREGATE RESULTS FROM THE MSM 
(1987–2000)

Table 4.1 provides a time comparison of the aggregate concentration of the 
EU industry as measured by the MSM. Although the number of sectors is 
fi xed over the time period, with 66 × 5 = 330 leading positions to be fi lled 
in the matrix, the number of matrix fi rms can vary over time since fi rms 
can take leading positions in more than one sector.4
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Table 4.1 Industry concentration in 1987–93–97 and 2000 matrices

 1987 1993 1997 2000

Number of matrix fi rms (NM) 221 212 214 222
Total matrix production (TMP) 655.8 788.3 918.5 1181.0
Total leading production (TLP) 485.0 597.8 723.6 931.5
Total manufacturing production* (TP) 2091.1 2485.0 3216.0 3773.1
Average fi rm size (TMP/NM) 2.97 3.72 4.29 5.32
Average matrix coverage (TMP/TP) 0.31 0.32 0.29 0.31
Average C5-concentration (TLP/TP) 0.23 0.24 0.23 0.25

Notes: * Production figures are expressed in billion euro and in current prices. Total 
manufacturing production (TP) is provided by the European Commission on the basis of 
Eurostat (New Cronos database). Total matrix production (TMP) includes the sum of  all 
EU production by all matrix fi rms. Total leading production (TLP) includes the sum of EU 
production accounted for by the top fi ve producers in their industry. 

The average size of matrix fi rms is large. Obviously, the size distribution 
of matrix fi rms, being highly skewed towards larger fi rms, given the selection 
of leading fi rms only, is not representative for EU manufacturing. It is more 
interesting to discuss the evolution of the production size for the leading 
fi rms over the considered period.

Over time the number of matrix fi rms has remained substantively stable, 
but their identities may well have differed between the years. Nevertheless, 
the identity of  the biggest fi rms in the matrix has remained remarkably 
stable. The top four positions in 1987, 1993 and 1997 were shared between 
Fiat, Volkswagen, Daimler-Benz and Siemens. In the top four of  2000, 
the American car manufacturer Ford replaced Siemens. Top position was 
shared between Fiat (in 1987 and 1997) and Daimler-Benz (in 1993 and 
2000). The size distribution of matrix fi rms has remained relatively stable 
as well, even if  the relative importance of the biggest fi rms has increased 
slightly over time. The top fi ve matrix fi rms represented 17.3 per cent of 
total matrix sales in 1987, 18.4 per cent in 1993, 19.3 per cent in 1997 and 
18.2 per cent in 2000. 

The average size of the matrix fi rms increased from 2.97 billion euro in 
1987 to over 3.72 billion euro in 1993, 4.29 billion euro in 1997 and fi nally 
to 5.32 billion euro in 2000 (in current prices). This confi rms the expectation 
of  fi rms increasing their size to exploit production scale economies in 
integrating markets. 

The matrix fi rms accounted for 31 per cent of total EU manufacturing 
production in 2000. This gives a broad indication of the extent of aggregate 
concentration in Europe: about 222 fi rms account for nearly one-third of 
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EU production.5 Aggregate turnover of matrix fi rms, expressed as a share of 
total EU manufacturing, remained almost unchanged, indicating a relatively 
stable matrix coverage. When expressing leading turnover of matrix fi rms 
as a share of  total EU production, we have in effect a weighted average 
C5-concentration ratio. The sum of the fi rms’ leading shares account for 25 
per cent of total manufacturing in 2000.6 These numbers suggest that in a 
typical EU industry, the top fi ve fi rms account for nearly one-quarter of EU 
production in the considered period. The average C5 producer concentration 
shows an increase between 1997 and 2000. 

4.4  CHANGES IN INDUSTRY CONCENTRATION 
BY SECTOR

The previous section has provided a bird’s eye view on changes in industry 
concentration following market integration, using aggregate MSM statistics. 
To sharpen our understanding of  the changes that have occurred in EU 
industries over this critical period, an inter-industry component of  the 
analysis is extremely valuable. The disaggregated fi rm-level data from the 
MSM project allows us to concentrate on explaining not only changes in 
the population averages, but also differences between industries. 

Table 4.2 details the distributions of industries in terms of concentration 
changes over the considered period 1987–2000 and also in the latest time 
period 1997–2000. While on average the concentration was quite stable 
over time (see Table 4.1), Table 4.2 reveals considerable inter-industry 
differences.

Table 4.2  Frequency distribution of changes in C5 concentration per 
industry

 Range percentage 1987–2000
 point change number of Industries

Largest increase     > + 0.25  7
Considerable increase [+ 0.10 + 0.25] 16
Minor increase [+ 0.02 + 0.10] 14
Stable [– 0.02 + 0.02] 12
Minor decrease [– 0.10 – 0.02] 8
Considerable decrease [– 0.25 – 0.10] 7
Major decrease     < – 0.25  2
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Over the period 1987–2000 we fi nd 32 out of  the 66 industries where 
concentration changes by as much as 10 percentage points, sectors which 
can therefore hardly be described as ‘stable’. Nine industries witnessed a 
decrease in concentration by more than 10 percentage points. These include 
industries like manmade fi bres, lighting, aerospace, motor vehicle parts, 
confectionery and steel tubes. In more than one-third of  the industries 
we fi nd an increase in concentration by more than 10 percentage points. 
These include musical instruments, clocks and watches, tobacco and railway. 
Hence, when zeroing in on individual sectors, we fi nd considerable cross-
industry variation, both in terms of the size of changes in concentration, 
but also in the direction of  change in concentration, with some sectors 
witnessing considerable decreases in producer concentration in the EU, 
while most manage to increase producer concentration. The next section 
will try to further unravel the cross-industry variation in the change in C5 
concentration. 

4.5  INDUSTRY CHARACTERISTICS AFFECTING 
CHANGE IN CONCENTRATION 

Industry Size 

There is a broad tendency for concentration to fall in larger industries, 
but to rise in smaller industries. For instance in basic chemicals, market 
concentration fell from 27 per cent in 1987 to 19 per cent in 2000, in motor 
vehicles market concentration fell from 54 per cent in 1987 to 52 per cent in 
2000. Also, telecom and electronic equipment saw its market concentration 
fall from 33 per cent in 1987 to 23 per cent in 2000. As reported in Veugelers 
et al. (2002), this size effect is confi rmed by a simple regression of the change 
in concentration on the 1987 turnover of the industry, where the regression 
coeffi cient is negative and (just) signifi cant.

Homogeneous versus Differentiated Industries

While larger industries seem to have a larger tendency for concentration to 
fall, industrial organisation theory suggests that the link between market size 
and concentration depends on the nature of product competition (Sutton, 
1991). Rather than seeing concentration as exogenously determined by basic 
market conditions such as economies of scale, more recently economists 
have viewed industrial concentration as the outcome of  the competitive 
process. The way fi rms compete and the instruments they use to compete 
will infl uence the industrial structure in which they operate. 
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In industries where products are homogeneous and competition is basically 
through prices, the so-called Type 1 (homogeneous, exogenous fi xed costs) 
industries, competition can be very fi erce, with fi rms only making suffi cient 
profi ts to keep themselves in the market. In such industries, the larger the 
market, the more fi rms can be sustained in the market, and hence the lower 
the concentration. The lower bound to concentration decreases as market 
size increases. The dynamics of  market integration will put downward 
pressure on prices as more fi rms compete with each other, shifting the 
lower bound to concentration. An important result here is that this process 
can continue with the lower bound to concentration even approaching zero 
as market size increases. 

This contrasts sharply with industries where products can be differentiated 
and where fi rms can engage in fi xed outlays to differentiate their products, 
such as R&D and/or advertising. Since these sunk costs are endogenous, 
and can be used as entry barriers to smooth competition, Type 2 industries 
will tend to be more concentrated than Type 1 industries. If  market size 
increases, this will – as is the case in Type 1 industries – lead to more 
competition by existing fi rms driving down concentration. However, with 
more competitors fi rms will also be encouraged to engage in higher spending 
on R&D and advertising, creating barriers to entry which will put an upward 
pressure on concentration. To summarize, the key difference as compared 
with Type 1 industries is that the lower bound to concentration will decrease 
less with increasing market size and may even increase. The main theoretical 
results are summarised in the following hypotheses (see also Davies et al., 
1996, p. 99):

• For Type 1 (homogeneous, exogenous fi xed costs) industries, the lower 
bound to concentration as a function of market size is monotonically 
decreasing, while for Type 2 industries (differentiated, endogenous 
fi xed costs), the lower bound to concentration as a function of market 
size need not be monotonically decreasing, and may even increase.

• For Type 1 industries, the lower bound to concentration approaches 
zero as market size increases, while for Type 2 industries, the limiting 
level of concentration is strictly positive.

We operationalise the distinction between homogeneous and heterogeneous 
industries using data on what a ‘typical’ industry spends on advertising 
and R&D: product differentiation is equated with ‘high’ expenditures on 
advertising and/or R&D. Within the differentiated group, industries are 
disaggregated further according to the method of differentiation: advertising 
versus R&D. Broadly speaking, Type 2A includes industries mainly in 
food, drink and tobacco, Type 2R are industries in engineering, broadly 
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defi ned, without signifi cant sales to fi nal consumers, and Type 2AR are 
often consumer durables.7

Table 4.3 Concentration in homogeneous and differentiated industries

 Number of  Average Average Average Average
 industries C587 C593 C597 C500

Type 1: Homogeneous products 29 16.2 17.1 17.3 19.7
Type 2: Differentiated products 37 31.1 33.8 33.9 37.3
 Type 2A: Advertising intensive 12 24.0 30.7 30.8 38.2
 Type 2R: R&D intensive 17 35.1 35.9 34.9 33.3
 Type 2AR: Advertising and 
 R&D intensive 8 33.2 34.2 36.4 44.6

If  we fi rst focus on the level of  concentration, Table 4.3 shows that 
– conforming to expectations – differentiated industries are indeed more 
concentrated than homogenous industries, a difference which is statistically 
signifi cant at <1 per cent signifi cance level for all years considered. This 
result is entirely consistent with the standard theory on the determinants 
of  concentration (see Davies et al., 1996). Sectors with a high level of 
concentration are typically associated with a combination of  R&D and 
advertising. 

For the dynamic analysis, there are no strong differences in the rate of 
change of concentration between homogeneous (Type 1) and differentiated 
product (Type 2) industries. Both types of sectors increased concentration 
by about 20 per cent on average over the period 1987–2000. This increase in 
concentration is mainly observed in the last sub-period 1997–2000. Contrary 
to expectations, we fi nd no evidence for decreases in concentration in Type 
1 industries, which on average have managed to increase concentration 
as measured by C5, albeit less marked than in the differentiated sectors. 
Overall, the level of concentration continues to be signifi cantly higher in 
Type 2 industries. 

On the other hand, there is some evidence of marked differences within 
the differentiated set of industries. Concentration is typically higher when 
product differentiation is driven by R&D or by a combination of advertising 
and R&D, as compared to concentration in advertising-intensive industries. 
But over time concentration has tended to rise fast where advertising was more 
important, but fall where R&D was the primary source of differentiation. 
The end result is a smaller divergence between concentration in R&D sectors 
and advertising-intensive sectors in 2000. The sectors combining R&D and 
advertising show the highest concentration levels.
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SMP Sensitivity

Another important difference between industries is how integrated they 
already were prior to 1992. The level of initial market integration is likely 
to affect how further developments will affect industry concentration. The 
sectors which are sensitive to market integration forces are typically more 
concentrated, as documented in Davies et al. (1996). Hence, we expect the 
forces of market integration to affect the changes of concentration, if  only 
because of non-linearities in the relationship. 

This implies including as an industry dimension for classification 
how sensitive industries were likely to be to further reductions in trade 
impediments. Buigues et al. (1990) identify a set of industries which were 
anticipated to be most sensitive to the effects of the SMP. This anticipation 
was based on a variety of  statistical criteria (for example, dispersion of 
prices, public procurement, trade fl ows and so on).8

Table 4.4 Concentration in SMP-sensitive industries 

 Number of  Average Average Average Average
 industries C587 C593 C597 C500

SMP-non-sensitive industries 40 21.1 23.7 23.5 28.1
SMP-sensitive industries 26 29.9 30.8 31.5 31.8
 Groups 1–2–3: public 
 procurement 12 31.0 34.4 37.0 37.3
 Group 1: High-tech 3 37.6 41.5 40.6 34.2
 Group 2: Regulated 4 27.1 33.3 33.9 45.0
 Group 3: Traditional 5 30.1 30.9 37.2 33.1
 Group 4: Moderate 
 non-tariff  Barriers 14 28.9 27.7 26.8 27.1

Table 4.4 illustrates that SMP-sensitive industries tend to be more 
concentrated, with a C5-concentration ratio in 1987 almost 10 percentage 
points above that in non-SMP-sensitive industries. But over the period 
1987–2000 the non-SMP-sensitive industries increased their concentration 
levels considerably, again mostly in the last sub-period, 1997–2000, closing 
the gap with the SMP-sensitive industries in 2000. If  we zoom in on the 
different types of  SMP-sensitive industries, we fi nd that the group of 
moderate non-tariff  barriers has witnessed on average a modest decline in 
concentration, while the high-tech public procurement industries show a 
signifi cant decrease in the last sub-period.9 The other public procurement 
industries have witnessed on average an increase in concentration, especially 
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the regulated public procurement. As a consequence, while the difference in 
concentration between groups 1–3 versus 4 was not statistically signifi cant 
in 1987, the public procurement type of industries had obtained by 2000 
a signifi cantly larger concentration than the moderate non-tariff  barrier 
industries (α = 6 per cent). 

Initial Level of Concentration

When examining the sectoral characteristics related to the nature of product 
market competition and SMP sensitivity, these factors were found to 
infl uence both the changes in concentration and the level of concentration. 
The relationship between the level of  concentration and the changes in 
concentration can be examined in more detail. Does the initial level of 
concentration matter? Do we expect a regression towards the mean with 
high concentration sectors showing a decline in the level of concentration 
and low concentration sectors managing to increase concentration? Or does 
the opposite hold, with high concentration sectors being able to further 
increase concentration? 

Table 4.5 Changes in concentration for high concentration sectors

 All sectors High C587 Low C587

C587 0.25 (0.16) 0.40 (0.12) 0.13 (0.06)
C500 0.30 (0.18) 0.41 (0.14) 0.21 (0.16)

Note: Arithmetic unweighted averages/standard deviations in brackets.

Table 4.5 shows that on average both high and low concentration sectors 
have witnessed an increase in concentration. However, the low concentration 
sectors have witnessed on average a much higher increase in concentration. 
This suggests a regression towards the mean only for the low concentration 
sectors. But the standard deviations are quite substantial, indicating an 
important cross-sector variation. Tables 4.6 and 4.7 further describe this 
cross-sector variation.

Table 4.6 details for the sectors with the highest initial concentration levels 
in 1987 the changes in concentration in the period 1987–2000. Interesting 
to note is that most sectors that were highly concentrated in 1987 have 
witnessed a decline in concentration, indicating the diffi culty of maintaining 
large leading production shares. Only tobacco and cycles and motorcycles 
have managed to increase their concentration levels, most spectacularly 
the tobacco sector. Nevertheless, despite the fact that most of the highly 
concentrated sectors have witnessed decreases in concentration, these 
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sectors have typically maintained an above average concentration level. 
Note that some ‘heavyweight sectors’ such as motor vehicles and aerospace 
are included in this list.

Table 4.6 Changes in concentration for high concentration sectors

Sector C587–C500

Lighting 0.61–0.41
Manmade fi bres 0.61–0.39
Aerospace 0.60–0.42
Computers and offi ce equipment 0.57–0.44
Motor vehicles 0.54–0.52
Optical instruments 0.52–0.43
Rubber and tyres 0.52–0.43
Tobacco 0.49–0.84
Cycles and motorcycles 0.42–0.48
Confectionery 0.42–0.26
Average of all sectors 0.25–0.30

When we examine the lower tail of the distribution we fi nd substantial 
cross-industry variation and no clear evidence for low concentration sectors 
to revert to the mean. Only footwear, leather and clothing and knitwear 
have managed to substantially increase their level of concentration, but they 
still remain, on average, at rather low levels of concentration. Plastics and 
wood manufacturing have seen their low level of  concentration decrease 
even further.

Table 4.7 Changes in concentration for low concentration sectors

Sector C587–C500

Clothing, made-up textiles and knitwear 0.03–0.07
Furniture 0.03–0.04
Textiles 0.04–0.05
Metal products 0.05–0.04
Wood sawing 0.05–0.04
Footwear 0.06–0.12
Meat products 0.06–0.07
Leather 0.07–0.19
Plastics 0.07–0.04
Wood manufacturing 0.08–0.06
Average of all sectors 0.25–0.30
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This concentration trajectory of reversion to the mean has been examined 
in more detail in Veugelers et al. (2002). Regressing end-period concentration 
against start-period concentration reveals a coeffi cient signifi cantly lower 
than unity, implying that sectors which are highly concentrated are less 
likely to increase their concentration levels as compared to less concentrated 
industries. This is however against a background of considerable turbulence. 
The period after the 1992 project displays most turbulence. This is contrary 
to the more typical expectation that most of the dramatic changes would 
have occurred in the period before 1992 but confi rms that market integration 
forces continue to be important after 1992. Turbulence will be further 
examined in the next section. 

4.6 PERSISTENCE IN DOMINANCE

A high market concentration classically worries policy makers since a high 
share enjoyed by the top fi ve fi rms in an industry usually makes it easier for 
these fi rms to collude, leading to welfare inferior monopolistic outcomes. But 
concentration as measured by the C5 ratio is not a perfect proxy for collusive 
conduct. The ability to collude also depends on other characteristics such 
as the homogeneity among leading fi rms and the stability within the group 
of leading fi rms. Collusion is expected to be easier when there are a limited 
number of similar leading fi rms, which face not too many changes. That the 
link between high concentration and collusion is not so straightforward is 
also refl ected by the structural conditions in the EU where in most sectors 
there are very few large fi rms – typically around three or four fi rms with 
an aggregate market share of at least 60–70 per cent – and also a relatively 
symmetric market share. 

From a dynamic perspective, we need to understand what determines the 
likelihood that collusive agreements are sustained over longer periods of 
time. Turbulence is one factor that may limit the leading fi rms’ capability to 
maintain collusive agreements. As Caves and Porter (1978, p. 289) already 
noted:

The instability of market shares, especially among an industry’s leading fi rms, 
provides a measurable indicator of rival behaviour in oligopolistic markets. The 
stability of  shares refl ects the stability and completeness of  the oligopolistic 
bargain, as well as the size and nature of  exogenous disturbances to that 
bargain.

When the leading fi rms face less changeable conditions, it is easier for these 
fi rms to collude. Hence when high concentration is observed together with 
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high stability, this is associated with more collusive potential. Consequently, 
the combination of high concentration and low turbulence will be more 
detrimental for welfare than when high concentration is associated with high 
turbulence. In order to better establish the link between concentration, as 
measured through C5, and collusion, the MSM methodology, being able 
to trace the individual leading fi rms over time, allows examinination of the 
stability of market share dominance in several dimensions:

• a change in the identity of leading fi rms (that is, entry of new leading 
fi rms and exit of old leaders) and/or

• a change in leading fi rms’ dominance (that is, evolution over time of 
production shares of the incumbent leaders).

Changes in the identity of leading fi rms are due to the entry of new fi rms 
into the club of  leading producers. These ‘new’ fi rms can be incumbent 
fi rms already producing in the industry, but joining the leading top fi ve 
producers for the fi rst time. They could also be new fi rms to the industry, 
possibly diversifying from other sectors. Entry into the top fi ve can be 
through internal growth or through acquisitions. The production share 
obtained by entrants is the complement of the change in shares of the old 
leaders, as the following equality shows:

 C5t + 1 ≡ PS5Lt
t + 1 + PS5ENT

t + 1 (4.1)

With PS5Lt
t + 1 = production share at t + 1 of the fi rms in the top fi ve at 

both time t and time t + 1. 

We will use as a measure of persistence of the leading fi ve the market share 
of the old leaders relative to the new leaders: PS5Lt

t + 1/ C5t + 1. Following 
(4.1) the measure in its complement can also be considered as assessing the 
force of new matrix fi rms entering into the top fi ve (1 – PS5ENT

t + 1/C5t + 1). 
The maximum value of 1 is obtained if  the same fi rms are in the top fi ve, 
that is, when there is no new matrix entry in the top fi ve. In this case we have 
stability in terms of the identity of the leading fi rms. Nevertheless, these 
leading fi rms may not have stable production shares, as their position relative 
to the other non-leading fi rms in the industry may improve or deteriorate. 
The change in dominance through changing shares is in this case perfectly 
refl ected in the change in the C5 concentration ratio. 

As soon as there is a new player in the top fi ve, the value for our measure 
PS5Lt

t + 1/C5t + 1 will be lower than 1. In this case, the more the old leaders 
have lost position relative to the new leading fi rms, the closer the value 
will be to zero. The measure PS5Lt

t + 1/C5t + 1 is therefore the inverse of 

Dierx 01 chap01   97Dierx 01 chap01   97 25/10/04   4:52:50 pm25/10/04   4:52:50 pm



98 Microeconomic issues

leadership turbulence. It measures, in case there are new leading fi rms, how 
important this entry is. 

With the MSM allowing us to measure whether there is persistence in the 
dominance of the fi ve leading fi rms, we can examine the hypothesis that 
highly concentrated sectors are more likely to stay concentrated or even 
increase their concentration if  entry among the leading fi rms is low and 
persistence is high. This means linking levels of concentration to persistence 
and changes in concentration. 

We will fi rst study the persistence in dominance of the top fi ve fi rms, to 
be followed by an examination of persistence in dominance of the leading 
fi rm.

Persistence in Top Five Leadership

As Table 4.8 shows, on average the value for PS5L87
00/C500 is 46 per cent 

(std 0.27), which suggests that over a period of 13 years, the leading top 5 
companies have lost more than half  of their production position relative to 
newcomers (arithmetic non-weighted averages across sectors). 

Table 4.8 Decomposition of the average C5 in 2000

 All sectors High C587 Low C587

PS5L87
00/C500 0.46 0.60 0.37

If we focus only on high concentration sectors, that is, those sectors that 
in 1987 have above average concentration levels (that is, higher than 25 per 
cent), the average value for PS5L87

00/C500 rises to 60 per cent, while for low 
concentration sectors the value drops to 37 per cent (a difference which 
is statistically signifi cant below the 1 per cent level) (see Table 4.8). This 
confi rms that high concentration sectors witness less turbulence among 
leading fi ve companies. Also Caves and Porter (1978) found that stability 
tends to rise with concentration.

Table 4.9 reports the change in concentration for sectors that are among 
the ten highest in terms of persistence. Over the period 1987–2000 there were 
only two industries (glass and alcohol and spirits) where there was no change 
in the fi ve leading companies over the considered period (that is, PS5L87

00/
C500 = 1). It is interesting that these are also industries with above average 
concentration levels and relatively small changes in concentration, which 
seems the fi rst evidence in favour of our hypothesis. Also the industries where 
there is a change in the leading fi ve companies, but with very low levels of 
turbulence in terms of production shares, have above average concentration 
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in 1987 (excluding soft drinks, bread and biscuits, and other foods, which 
score around average). Nevertheless, despite the low turbulence most of 
these sectors all witnessed a decrease in concentration by 2000, with the 
exception of soft drinks, soap and toiletries, and fi rst processing of steel.

Table 4.9 Concentration for sectors with no or little turbulence

Sector C587 PS5L87
00/C500 C500

Glass 0.38 1 0.37
Alcohol and spirits 0.27 1 0.35
First processing of steel 0.36 0.91 0.52
Soap and toiletries 0.31 0.91 0.47
Soft drinks 0.23 0.87 0.36
Rubber and tyres 0.52 0.86 0.43
Motor vehicles 0.54 0.85 0.52
Bread and biscuits 0.23 0.83 0.22
Aerospace 0.60 0.75 0.21
Other foods 0.21 0.75 0.21

Average of all sectors 0.25 0.46 0.30 

Source of Entry into the Top Five Leadership

With on average more than half of leading production in a sector accounted 
for by fi rms who were not among the top fi ve leading producers in 1987, 
it is interesting to examine where these new leading positions come from. 
New leading positions in the top fi ve within an industry can come from 
diversifying matrix fi rms who had a leading position in another sector in 
1987, or from ‘de novo matrix fi rms’ who were not previously in the matrix in 
1987 (but could have been active in the sector in a non-top fi ve position). 

C5t + 1 = PS5Lt
t + 1 + PS5DIV ENT

t + 1 + PS5DE NOVO ENT
t + 1. (4.2)

Table 4.10 reports the average values (arithmetic unweighted averages 
across sectors).

On average, new leading entry accounts for 15 per cent of the production 
share in a typical sector, while incumbent leaders also account for 15 per 
cent. Hence, new leading fi rms account for half  of C500. Decomposing this 
market share of new leading entry, we can observe that most of the entry is 
coming from ‘de novo matrix fi rms’: these hold on average 10 per cent of 
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industry production in 2000, while diversifying incumbent fi rms hold only 
half  of this, namely 5 per cent. The small production share of diversifying 
incumbents, 5 per cent, can be correlated to the general trend of diminishing 
diversifi cation and a return to the core activities in most of the sectors, as 
discussed in Veugelers et al. (2002). 

Table 4.10 Decomposition of the average C5 in 2000

C500 PS5L87
00 PS5ENT

00 PS5DIV ENT
00 PS5NOV ENT

00 PS5ENT
00/C500

0.30 0.15 0.15 0.05 0.10 50%

We can also split the entry according to geographical origin. Non-EU 
fi rms (including Austrian, Finnish and Swedish fi rms) entering into the 
leading top fi ve positions after 1987 on average account for 5.9 per cent 
of total industry production in the EU (arithmetic average). While this is 
rather modest on average (there are 23 sectors with zero non-EU entry), 
there are some sectors where this entry is very substantial. Examples of 
such sectors are: musical instruments (57 per cent), clocks and watches (33 
per cent) oils and fats (29 per cent), and pasta (22 per cent). 

Linking Turbulence to Changes in Concentration

Finally, we test whether in industries where concentration is high and at 
the same time turbulence is low, concentration is more likely to increase 
or at least to be maintained at a high level, while if  there were new leading 
fi rms in a highly concentrated industry, whether this ‘entry’ would reduce 
the producer concentration. This requires linking initial levels of market 
concentration and turbulence to changes in concentration. When splitting the 
high concentration sectors into high and low turbulence we fi nd important 
and signifi cant differences in changes in concentration (see Table 4.11). 
But the results do not entirely support the proposed hypothesis: highly 
concentrated sectors that have little turbulence in concentration (that is, 
relatively little, or less important, entry among the top fi ve) witness on 
average a stable level of concentration (that is, a very small decline of less 
than 1 per cent). The highly concentrated sectors where turbulence is high 
(that is, there is important new entry among the leading fi rms) witness on 
average an increase in concentration by 7 per cent. However, the difference 
between the two subgroups is not statistically signifi cant. All this seems 
to suggest that, on average, entry of new leaders in the top fi ve position, 
replacing older leaders, seems to lead to similar production share positions 
of the leading fi ve fi rms, hence leading to a stable concentration. The new 
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leaders seem to be able to obtain more or less the same production share 
as the fi rms they are replacing in the top fi ve. 

Table 4.11 Average change in concentration 1987–2000*

 Total High Low High C587 + High C587 + Low C587 + Low C587+ 

  C587 C587 High PS5/C5 Low PS5/C5 High PS5/C5 High PS5/C5

ΔC5 0.050 0.016 0.076 –0.003 0.072 0.041 0.103

Note: * Change in concentration is defi ned relative to the level of concentration. High and 
low turbulence are defi ned on values for PS5L87

00/C500 smaller/larger than 60 per cent, which 
is the average value for PS5L87

00/C500 for high concentration sectors.

When zeroing in on individual industries, namely the high concentration 
sectors with the highest and lowest turbulence, the same picture emerges 
(Table 4.12). Motor vehicle parts and sugar are illustrations of the proposed 
hypothesis, namely that highly concentrated sectors with high turbulence 
have problems maintaining their high concentration level. In these sectors 
the force of new leading entry reduces the dominance of the leading fi rms. 
Non-ferrous metals, oils and fats and pasta increased their concentration 
despite a high level of turbulence. Also confi rming the hypothesis, but at 
the other end of the spectrum, is that four of the fi ve sectors with the lowest 
turbulence managed to increase (or at least retain) their concentration level. 
These sectors are alcohol and spirits, glass, fi rst processing of steel and soap 
and toiletries. The only exception is rubber and tyres, which shows a decline 
in concentration, despite the low turbulence. In summary we only fi nd some 
support for one part of  the hypothesis, namely that high concentration 
sectors in an environment of low turbulence on average retain or increase 
their concentration levels. But most of  the high concentration–high 
turbulence sectors also manage to increase producer concentration. This 
result requires further investigation. It should be checked whether turbulence 
is the major explanatory variable for the changes in concentration occurring. 
This requires a multivariate analysis correcting for other correlated factors 
that may be driving the relationship. Most notably the importance of 
external shocks related to shifts in demand or costs, have to be included in 
the analysis. If  the result proves to be robust, it is important from a policy 
point of  view to assess whether the increase in production share of  the 
leading fi rms refl ects an improvement in the effi ciency among leading fi rms, 
with less effi cient incumbents being replaced by more effi cient new leaders 
or whether it results from increased collusion. This requires looking at the 
impact on productivity and performance (compare Section 4.7). 
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Table 4.12  Linking turbulence and changes in concentration for selected 
sectors 

 C587 PS5L87
00/C500 C500

Sectors with high initial concentration and low turbulence 
Glass 0.38 1 0.37
Alcohol, spirits and wine 0.27 1 0.35
First processing of steel 0.36 0.91 0.52
Soap and toiletries 0.31 0.91 0.47
Rubber and tyres 0.52 0.86 0.43
Sectors with high initial concentration and high turbulence 
Motor vehicle parts 0.37 0 0.20
Non-ferrous metals 0.25 0.20 0.31
Oils and fats 0.26 0.22 0.53
Sugar 0.42 0.22 0.28
Pasta 0.36 0.34 0.38

Average of all sectors 0.25 0.46 0.30

Turbulence in Top Leadership

Price leadership is often suggested as a mechanism used by firms to 
coordinate their (pricing) decisions. Dominant-fi rm price leadership, with 
one single fi rm setting prices that are followed by the other fi rms in the 
industry, can support a monopolistic solution to the oligopolists pricing 
coordination problem, as already identifi ed by Markham (1951). Hence, 
having a dominant and persistent fi rm in an industry can be associated 
with a higher probability of  the leading fi rms reaching and maintaining 
collusive outcomes. The MSM allows the identifi cation of the dominant 
fi rm as the fi rm which not only holds the largest production share but also 
has a considerable production share. This means an above average leading 
production share, that is, C1>9 per cent which is the average value across 
all industries in 1987. About one-third of the sectors classify accordingly. 
The most notable sectors with a dominant fi rm are lighting, with Philips 
as leader having a production share of 38 per cent, computers and offi ce 
equipment, where IBM holds the leadership with 33 per cent, and rubber 
and tyres, where Michelin holds 26 per cent. 

Stable leadership
For the 23 industries with a dominant fi rm, we can check the stability in 
leadership in Table 4.13. In only four sectors (that is, 17 per cent of  all 
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sectors) with a dominant leader, the same leader persisted over the time 
period considered. The MSM further allows tracking the production share 
of the persistent leader over the time period considered, ΔPS1.

Table 4.13  Changes in leading share in sectors with a dominant and 
persistent leader

 C187 ΔPS1* C100

Rubber and tyres 0.26 -0.60 0.14
Glass 0.19 0.06 0.20
First processing of steel 0.12 0.08 0.13
Confectionery 0.10 –0.25 0.07
Average (std. dev.) for all sectors 0.17 –0.17 0.14
with high C187 and same leader (0.08) (0.32) (0.05)

Note: * To calculate the change in production share of the leader in 1987 over time, defi ned 
as ΔPS1, we used the following equation:

ΔPS1 = (PS1L87
00 – PS1L87

87)/((PS1L87
00 + PS1L87

87)/2)

With PS1L87
00 = the production share which the old leader from 1987 still holds in 2000 and 

PS1L87
87 = the production share which the old leader from 1987 had in 1987 (= C187). C187 = 

production share of leading fi rm in 1987; ΔPS1 = change in production share of 1987 leading 
fi rm between 1987 and 1997; C100 = production share of leading fi rm in 2000.

On average, over the 13-year period considered, there was a decline of 
17 per cent in the production share of  the leading fi rm. But at the same 
time the large standard deviation shows that there is considerable variation 
around the mean. In rubber and tyres and confectionery, the leaders lose 
extensively in PS1 (their ΔPS1 is substantially above the average of –17 per 
cent). In glass and fi rst processing of steel, on the other hand, the leader 
has managed to slightly increase its leading position. All this indicates that 
on average even if  a fi rm is able to maintain leadership, maintaining a solid 
position as leader is diffi cult, on average. 

Changes in leadership
The diffi culty of maintaining leadership is brought out even more by the 
large number of sectors in which there was a change in leadership. In 19 
out of the 23 sectors where a dominant leader could be identifi ed in 1987, 
this fi rm no longer holds the top position in 2000 and is hence replaced 
by a new leading fi rm. In most of these sectors, the new leader originates 
from the top three in the industry in 1987 or at least from the top fi ve (see 
Table 4.14). Only in oils and fats, pasta and sugar did the new leader not 
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hold a top fi ve position in 1987 in the industry. Only for pasta was this new 
leader (Nestlé) already present in the matrix in 1987 with a leading position 
in another sector. In motor vehicle parts, railway and motor vehicles the 
new leader managed to move from a top fi ve position in 1987 into the top 
position in 2000 by acquiring a fi rm not present in the matrix of 1987. In 
aerospace the top two in 1987, British Aerospace and Aerospatiale merged 
with Casa to attain the number one position in 2000. Finally, in steel tubes, 
a fi rm not yet present in the matrix, Salzgitter, got into the top position in 
2000 by taking over the former number one, Mannesmann. 

For the sectors where there was a change in the identity of the leading 
fi rm, we next checked the position of the old leader (ΔPS1). 

Table 4.14  Changes in C1 and PS1 for sectors with a high C187 and a new 
leader in 2000

 C187 ΔPS1 PS1L87
00/C1L00

00 C100

Average (std. dev) for all sectors  0.16 –0.86 0.49 0.15
with a high C187 and a new leader (0.08) (0.82) (0.35) (0.06)

Sector C187 ΔPS1 PS1L87
00/C1L00

00 C100 Origin of MA/JV*

     new leader

Lighting 0.38 –1.16 0.56 0.18 Top 3 No
Computers and offi ce 
 equipment 0.33 –0.96 0.95 0.12 Top 5 No
Optical instruments 0.21 –2 0.00 0.14 Top 3 No
Aerospace 0.18 –1.02 0.26 0.23 Top 3 Yes
Pasta 0.18 –0.58 0.48 0.21 New No
Cycles and motorcycles 0.17 –0.39 0.90 0.13 Top 5 No
Manmade fi bres 0.17 –2 0.00 0.19 Top 5 No
Motor vehicle parts 0.16 –2 0.00 0.05 Top 5 Yes
Sugar 0.15 –0.91 0.79 0.07 New No
Motor vehicles 0.13 –0.15 0.72 0.15 Top 5 Yes
Oils and fats 0.13 –0.27 0.48 0.20 New No
Railway 0.12 –2 0.00 0.24 Top 5 Yes
Medical instruments 0.12 0.08 1 0.13 Top 3 No
Domestic appliances 0.11 –0.79 0.41 0.12 Top 5 No
Insulated wires and cables 0.11 0.18 0.72 0.18 Top 3 No
Tobacco 0.11 0.28 0.54 0.27 Top 5 No
Steel tubes 0.11 –2 0.00 0.07 Top 3 Yes
Telecom and electronic 
 equipment 0.10 –0.79 0.66 0.07 Top 3 No
Soap and toiletries 0.10 0.23 0.84 0.14 Top 3 No

Note: * Only mergers and acquisitions and joint ventures among leading firms are 
considered.
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On average there is a considerable decline in market share of the 1987 
leader (ΔPS1). As a consequence, if  the dominant fi rm in 1987 loses its 
leading position to a new leader, there is a substantial loss in position 
of  the old leader relative to the new leader as witnessed by a relatively 
low PS1L87

00/C1L00
00 measure, which indicates the production share in 

2000 which the old leader of 1987 holds, relative to the production share 
which the new leader of 2000 holds in 2000. But again there is considerable 
variation across sectors. 

In fi ve sectors (optical instruments, railway, steel tubes, motor vehicle 
parts and manmade fi bres), the old leader dropped out of the top fi ve (ΔPS1 
= –2). For Bayer (optical instruments), Alcatel (railway) and Hoechst (now 
Aventis) (manmade fi bres) this fi tted into their strategy of refocusing on 
other sectors. In steel tubes Salzgitter acquired the top position by taking 
over Mannesmann, the leader in 1987. In motor vehicle parts, Bosch 
lost its position in the top fi ve due to the entry of  US fi rms (TRW and 
GM) and M&A activity (Faurecia). The sectors where the PS1/C1 ratio 
is higher than average (51 per cent) are all sectors where the C1 declined 
substantially. Hence, these are the sectors where the new leading position 
is less dominating, tempering the loss in position of the old leader relative 
to the new leader. This pattern is for instance observed in computer and 
offi ce equipment, sugar and lighting. But there are also sectors where the 
new leader emerges as stronger than the old leader, such that C1 is much 
larger in 2000 than in 1987 (aerospace and oils and fats). In these cases the 
loss of position of the old leader, although relatively modest in absolute 
terms, is exacerbated when considered relative to the new stronger leader, 
resulting in a low value for PS1/C1, despite the modest loss in PS1.

Linking (Stability in) Leadership to (Stability in) Concentration

Finally in Table 4.15, we analyse to what extent having a dominant and 
persistent leader in an industry helps to establish and maintain collusion 
in the industry, as measured by the C5 ratio. 

When a sector has a dominant leader which is also persistent (as defi ned 
by a high C1, and the same leader over the considered period) this sector 
tends to have a higher than average C5 concentration in 1987. Examples 
are rubber and tyres, fi rst processing of steel and glass. For these sectors we 
fi nd that not only is concentration C587 high, it is also stable or increasing 
over time. In rubber and tyres the concentration declined to about the 
average level in 2000. 

In the sectors where the old leader did not manage to maintain its leading 
position, we fi nd, on average, a high C5 in 1987 and in 2000. Since we know 
that in most cases the new leader was at least as dominant as the old leader, 
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it seems that dominance suffi ces to maintain concentration, while stability 
seems less important, as long as the new leader is at least equally dominant. 
Nevertheless the variance in concentration in 2000 is higher in the sectors 
with changing leaders, where some sectors have witnessed a considerable 
decline in C5 – such as manmade fi bres, aerospace, lighting and motor 
vehicle parts – while others have managed to increase concentration, such 
as tobacco, oils and fats and railway. 

Table 4.15 Linking (stability in) leadership to (stability in) concentration 

 C587 C500

All sectors 0.25 0.30
 (0.16) (0.18)
Sectors with high C187 and stable leader 0.42 0.40
 (0.07) (0.11)
Sectors with high C187 and new leader 0.43 0.44
 (0.12) (0.16)

Note: C587 = total production share of fi ve leading fi rms in 1987; C500 = total production 
share of fi ve leading fi rms in 2000.

Although this crude analysis seems to suggest that dominant leadership 
is a catalyst for strong and stable collusion, any conclusion should await a 
full multivariate analysis of (changes in) concentration. The analysis only 
suggests an interesting possible explanatory variable to consider in such a 
full analysis.

4.7  CONCENTRATION, EFFICIENCY AND 
MARKET POWER

The MSM data have demonstrated the increasing size of  leading fi rms, 
with a consequent increasing effect on producer concentration, especially 
in the last sub-period observed, 1997–2000. But there is considerable cross-
industry variation. High concentration industries were found on average to 
be more likely to have decreasing production concentration. The MSM data 
also revealed a considerable turbulence among leading fi rms, both in the 
number of new fi rms in the top fi ve and in the production shares of the old 
leaders. While these results may suggest pro-competitive effects from market 
integration, the cross-section evidence also suggests that, especially in the 
last sub-period there is a marked trend towards an increase in producer 
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concentration on average and even in those sectors where concentration 
is decreasing, these decreases are modest. Furthermore, when there is 
turbulence due to new leading fi rms in highly concentrated sectors, these 
new leading fi rms typically succeed in maintaining and even increasing the 
leading production share. 

While the MSM has allowed us to discuss changes in concentration in 
a period of  ongoing market integration, the fi nal goal of  such analysis 
is to assess the impact of  changes in concentration (or the lack thereof) 
on EU welfare. The SMP through a more competitive environment, ‘will 
translate into a combination of a reduction in mark-ups and a reduction in 
costs, where those were due to the presence of X-ineffi ciency or ineffi ciently 
small scales of operation’ (European Commission, 1996, p. 128). Using data 
up to 1996, in a fi rst assessment the European Commission (1996) found 
that the SMP indeed had had an impact on productivity, prices and cost 
margins. In addition, the Commission concluded that ‘the completion of 
the internal market following the elimination of non-tariff barriers between 
EU countries, will ... lead to a higher degree of price convergence as far as it 
promotes a competitive pressure by imports and decreases the disparity in 
consumers’ preferences between countries’ (European Commission, 1996, 
p. 161). In fact, there has been a convergence in EU-15 price levels, which 
continues beyond the SMP period (European Commission, 2001). 

Using the MSM data for 1997, in the following we provide a rough 
exploration of the link between concentration and market effi ciency. Since 
the MSM does not collect information on fi rm costs or profi ts, effi ciency 
and profi tability is assessed at the industry level. Specifi cally, we ask whether 
(changes in) concentration are correlated with changes in labour productivity 
and price–cost margins at the industry level. We measure these effects for 
the period after the implementation of the SMP, that is, 1993–96/7. A full 
treatment of  the effects of  concentration on market effi ciency is beyond 
the scope of the current chapter, since it would require much richer data 
and econometric analysis. Here we will report the univariate results, which 
have been further tested in a multivariate analysis, reported in Veugelers 
et al. (2002).

(Changes in) concentration matter because of their effect on market power 
and effi ciency. We start with effi ciency, as measured by labour productivity 
growth of the industry. The correlation coeffi cient for productivity growth 
and concentration is positive and signifi cant (see Table 4.16). But the 
numbers already indicate that the relationship is, at least, not simply linear. 
Although low concentration sectors have the slowest increase in labour 
productivity, the highest concentration sectors have a smaller increase 
in labour productivity when compared with the medium concentration 
groups. When relating changes in concentration to productivity growth, 
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no signifi cant effect shows up in the univariate statistics. However, in an 
econometric analysis of  productivity growth à la Barro, correcting for 
other determinants, Veugelers et al. (2002) fi nd a negative and signifi cant 
coeffi cient for change in concentration. Hence, productivity growth appears 
to be higher in sectors where concentration is declining. Since we know from 
the previous section that the highly concentrated sectors are also the ones 
with the largest decreases in concentration, both univariate and multivariate 
results point in the same direction, namely that the high concentration 
sectors witness the largest decreases in concentration and have the higher 
productivity growth. 

Table 4.16  Linking concentration (1987) to changes in labour 
productivity and price–cost margins (1993–96/7)

Quantiles of Average Average Price– Speed of
concentration concentration annual cost price
  growth of margina convergence
  labour
  productivity

First quantile 0.08 2.04 0.15 0.50
0–25
Second quantile 0.18 3.69 0.16 0.43
25–50
Third quantile 0.30 3.21 0.15 0.36
50–75
Fourth quantile 0.56 2.87 0.14 0.26
75–100
Total 0.24 2.82 0.15 0.44
Spearman Rank 
 Correlation  0.18**  0.06*

Notes:
** signifi cant at 1%; * signifi cant at 5%.
For data availability reasons, not all 72 sectors are included for price–cost margins (n = 53) 
and speed of convergence (n = 49).
a Defi ned as (value added – wage costs)/gross production.

As is well known from standard industrial economics theory, higher 
concentration should be positively related to profits. The effect of 
concentration on price–cost margins (PCMs) encompasses an effi ciency 
effect and a market power effect. When correlating concentration levels 
to industry price–cost margins as an imperfect proxy for profi ts, we fi nd 
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a positive, but only weak link (see Table 4.16). Also in an econometric 
analysis linking PCMs to industry concentration, Veugelers et al. (2002) 
fi nd a weak, but positive sign. Since this positive effect could be due to the 
effi ciency effect (see above), this is by no means a proof of market power 
associated with concentration. 

A fi nal piece of information we can use to assess market power is price 
dispersion within the EU, across Member States. We would expect price 
differentiation to prevail in highly concentrated markets, where fi rms enjoy 
market power. Increasing market integration would reduce the scope for 
price differentiation if  it reduces market power. 

Using as input the standard deviation of the price level index (source: 
European Commission), Veugelers et al. (2002) estimate the speed of 
convergence in price levels using the concept of σ-convergence as formulated 
by Barro and Sala-i-Martin (1995). They find that concentration is 
uncorrelated with the average level of price dispersion, but that the speed 
of the decline in price dispersion depends on the level of  concentration. 
As the last column in Table 4.16 shows, the estimated speed of adjustment 
is much lower in concentrated industries. Although this result does not 
necessarily indicate the existence of market power, it is consistent with it.

4.8 CONCLUSIONS

An analysis of the Market Share Matrix data over time (1987–2000) provided 
a rich and detailed mapping of how industry concentration has changed 
within EU manufacturing in a period of ongoing market integration. The 
results suggest that production concentration initially did not change 
very much on average, but has increased in the last sub-period considered 
(1997–2000). However, this average hides a rich diversity across industries 
– in many cases, there have been dramatic changes over the decade as a 
whole, and especially in the post-1993 period. Highly concentrated sectors 
in particular have witnessed a decline in concentration, but nevertheless 
remain at above average concentration levels. At the same time, there has 
been considerable turbulence in market leadership in EU manufacturing 
industries. Over a period of 13 years, the leading top fi ve companies from 
1987 have lost more than half  of their production share position in 2000 
relative to new leading fi rms. Also, among the leading top fi ve fi rms there 
is considerable turbulence. In most of the sectors with a dominant leader 
in 1987, a new leader had emerged in 2000. 

When zeroing in on sectors, high concentration sectors witness more 
persistence in top fi ve leadership. We fi nd no support on average for the 
hypothesis that stability works positively for concentration levels. On the 
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contrary, highly concentrated sectors that have little turbulence in leadership, 
relatively little or less important entry among the top fi ve leading producers, 
witness on average a loss in concentration. The highly concentrated sectors 
where turbulence is high, that is, sectors where there is important new entry 
among the leading fi rms, witness on average an increase in concentration. 
The new leaders seem to be able to obtain a higher production share than 
the fi rms they are replacing in the top fi ve. A further characteristic to predict 
high concentration is the presence of a dominant leader in the industry. Our 
crude analysis seems to suggest that a catalyst for strong and stable industry 
concentration is the presence of a dominant leader in the industry, which 
does not necessarily need to be the same fi rm over time. 

When linking our concentration measure to industry performance 
measures, the results, although preliminary, are in line with previous 
research. We find that productivity growth is significantly higher in 
industries exhibiting a tendency of decreasing concentration. Additionally, 
productivity and profi tability are higher in concentrated industries, while 
the process of the decrease in price dispersion is slower. 

All in all, while the time comparison of the MSM results have generated 
interesting results, they call for further work. In-depth multivariate 
analysis fully taking into account the interdependence between structural 
characteristics in a dynamic framework is clearly needed to confi rm the 
tendencies discovered in the data and to identify the true drivers of  the 
observed trends. 

But further work is also clearly needed to expand the MSM data over 
time. Always keeping in mind the fragility of the data, the MSM data have 
uncovered an acceleration in turbulence during the later periods considered. 
This confi rms that market integration forces continue to be important 
beyond the 1992 project. This ongoing process of  market integration on 
a global scale and the acceleration in dynamics in the later years of  the 
observation period, which was uncovered in the chapter, call for a continued 
updating of the matrix and a constant monitoring of the effects of changes 
in concentration on market performance.

NOTES

* The author would like to express her gratitude for (fi nancial) support received from the 
European Commission and Ernst & Young. The author would also like to thank the 
contributors to the MSM research project (KUL, CERIS, UEA and WIFO) and more 
particularly Steve Davies, Peter Egger and Michael Pfaffermayr for their input into this 
chapter. The research assistance of An Van Pelt (Ernst & Young Researcher at KUL) is 
gratefully acknowledged.

1. See also Smith and Venables (1991), Venables (1990a), Venables (1990b), Baldwin and 
Venables (1995). 
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2. The principles, methodology and data sources of the 1987 MSM are detailed in Davies et 
al. (chapter 3). For the 1987–97 MSM, see Veugelers et al. (2002).

3. Although the list of  matrix fi rms is not likely to differ much from a list of  the largest 
European fi rms, there are some differences. On the one hand the matrix will include some 
small fi rms which have qualifi ed to be leader in a smaller industry. On the other hand, it 
will exclude some fi rms of large size which because they are diversifi ed, never attain a top 
fi ve position in any particular industry or because they lie just outside the top fi ve in a very 
large industry such as cars or aircraft.

4. In fact dividing the number of potential leading positions by the actual number of matrix 
fi rms gives a rough indication of the extent of diversifi cation with strong market power 
implications.

5. Since some large fi rms will not appear on the matrix, as explained before, this fi gure 
understates aggregate concentration.

6. While the C5 measure is based on the fi ve leading fi rms’ production only, the coverage also 
includes production by non-leading fi rms, which hold a leading position in other matrix 
sectors. The divergence between coverage and concentration is typically associated with 
inward diversifi cation from fi rms who have a leading position elsewhere.

7. See Davies et al. (1996) for more detail.
8. Within the set of sensitive industries, four groups were defi ned. Group 1 consists of industries 

that are associated with public procurement and are industries in which demand is growing 
strongly (including information technology, offi ce automation, telecommunications, 
medical equipment). Group 2 comprises more traditional industries (electric boilers, railway 
equipment, pharmaceutical products) characterised by high non-tariff  barriers with little 
openness. In group 3 (including shipbuilding, electrical and electronic equipment, certain 
food-processing activities) industries are structurally similar to those of group 2, except that 
price dispersion is much smaller (shipbuilding, electrical engineering). Group 4 comprises 
industries characterised by moderate non-tariff barriers, such as different national standards 
and administrative controls. Many of the products in this group are consumer goods (radios, 
televisions, domestic electrical appliances, clothing, footwear, toys).

9. But note that there are only three industries included: ICT, telecom and medical 
equipment.
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5. The location of European industry

  Karen-Helene Midelfart, Henry G. Overman, 
Stephen J. Redding and Anthony J. Venables*

INTRODUCTION

Closer European integration is likely to bring with it major changes in 
industrial location. Industries will move to exploit differences in countries’ 
comparative advantages and, even if  such differences are small, integration 
may change the attractiveness of central areas relative to peripheral ones 
and may facilitate the clustering of  activities that benefi t from linkages 
with each other.

There are many reasons to welcome such changes. The gains from 
exploiting comparative advantage can only be achieved by industrial 
relocation, and clustering brings economic benefi ts as fi rms gain better 
access to suppliers and other complementary activities. But relocation will 
typically involve short-run adjustment costs before the long-run benefi ts 
are achieved. Specialisation may also make countries more vulnerable to 
the effects of shocks in particular industries, which will be costly if  cross-
country adjustment mechanisms are inadequate. 

The objectives of this chapter are to describe the changes in industrial 
location that have occurred in Europe in recent decades; to establish whether 
these are associated with countries’ economic structures becoming more or 
less similar, and industries becoming more or less spatially concentrated; to 
compare industrial location patterns in Europe and the US; and to identify 
the underlying forces that determine industrial location and assess the extent 
to which these have changed in recent years. 

Our main fi ndings are as follows.

• Most European countries showed signifi cant convergence of  their 
industrial structure during the 1970s, but this trend was reversed in 
the early 1980s. There has been substantial divergence from the early 
1980s onwards, as countries have become increasingly different from 
the average of the rest of the EU and, in bilateral comparisons, from 
most of their EU partners.

113
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• The most dramatic changes in industry structure have been the 
expansion of  relatively high-technology and high-skill industries 
in Ireland and in Finland. However, the specialisation process has 
occurred more generally, with nearly all countries showing increasing 
difference from the early 1980s onwards.

• Many, although not all, industries have experienced signifi cant changes 
in their location. Key features of these changes include:

 – A number of  industries that were initially spatially dispersed 
have become more concentrated. These are mainly slow growing and 
unskilled labour-intensive industries whose relative contraction has 
been accompanied by spatial concentration, usually in peripheral low-
wage economies.

 – Amongst industries that were initially spatially concentrated, 
around half stayed concentrated. Signifi cant dispersion has occurred in 
a number of medium and high-technology industries and in relatively 
high growth sectors, with activity typically spreading out from the 
central European countries.

• Econometric analysis identifi es the underlying forces that determine 
industrial location, and we show that a high proportion of  the 
cross-country variation in industrial structure can be explained by 
a combination of factor cost and geographical considerations. Four 
main results come from the econometrics:

 – The location of R&D-intensive industries has become increasingly 
responsive to countries’ endowments of  researchers, with these 
industries moving into researcher abundant locations.

 – The location of non-manual labour-intensive industries was, and 
remains, sensitive to the proportion of countries’ labour forces with 
secondary and higher education.

 – The location of  industries with strong forward and backward 
linkages has become increasingly sensitive to the centrality/ 
peripherality of  countries. Thus, central locations are increasingly 
attracting industries higher up the value added chain (that is, industries 
which are highly dependent on intermediate inputs).

 – Industries which have a high degree of  increasing returns to 
scale tend to locate in central regions, but this effect has diminished 
markedly over the period. 

• Services are in general more dispersed than manufacturing. Two trends 
– the general shift from manufacturing to services, and catch-up by 
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poorer countries with small initial services sectors – have reinforced 
this spatial dispersion of services. 

• While the industrial structures of EU countries are diverging, those of 
US states are converging. However, in so far as it is possible to make 
any comparison of levels of industrial concentration between the EU 
and the US, we fi nd that EU industries are still less concentrated than 
are those in the US.

Our results on specialisation and concentration indices are broadly 
consistent with other studies in the area (for example, Brülhart and 
Torstensson, 1996; Amiti, 1999; OECD, 1999; WIFO, 1999), although 
differences arise due to differences in data, time periods and measurement 
techniques. We go beyond existing studies in a number of different ways. 
First, we draw out the relationship between the characteristics of industries 
and the characteristics of  the countries in which they are located. Thus, 
we trace out how the industrial composition of  each EU country has 
become more or less biased with respect to a set of industry characteristics, 
including capital intensity, skill intensity and technology intensity. Second, 
we introduce a new measure of spatial dispersion that takes into account 
the relative locations of clusters of industries. Using existing concentration 
measures, two industries may appear equally geographically concentrated, 
while one is predominantly located in two neighbouring countries, and 
the other split between Finland and Portugal. By taking into account the 
relative locations of concentrations of industries our measure allows us to 
discriminate between these two alternatives. We use the measure to study 
the evolution of location patterns in the EU. It also allows us to carry out a 
meaningful comparison of the EU and US economic geographies, something 
which has not been possible with the measures available hitherto.

Our econometric analysis breaks new ground by developing a specifi cation 
which systematically relates the location of  production to industry and 
country characteristics. We developed our empirical model by constructing 
a simulation model which incorporates both comparative advantage and 
new economic geography forces and allowing that model to guide our 
choice of  econometric specification. Estimating our empirical model 
using EU data allows us to show how some factors have become more 
important in determining location, and others less. We fi nd that skilled and 
scientifi c labour abundance are becoming more important considerations in 
determining industrial location, and that the pull of centrality is becoming 
more important for industries that are intensive users of  intermediate 
goods, although less important for industries with high returns to scale. 
This suggests that a new pattern of industrial specialisation is developing, 
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and that the changes we map out in descriptive sections of the chapter are 
the manifestations of this change.1

The structure of the chapter is as follows. In the next section we briefl y 
outline our data sources and the main variables that we use. Section 5.2 
looks at EU countries, showing how their industrial structures differ, and 
presenting evidence of  increasing difference in recent years. Section 5.3 
turns to industries, and shows how their location patterns have changed. 
We present evidence that a number of sectors have become more spatially 
concentrated, while others have become more dispersed. 

In both sections 5.2 and 5.3 we link the changes to industrial characteristics 
using graphical techniques and descriptive statistics. Section 5.4 undertakes 
a full multivariate econometric analysis of the way in which characteristics 
of  countries interact with characteristics of  industries to determine the 
pattern of industrial location. Both factor supply and geographical variables 
drive location patterns, although the importance of different factors has 
changed markedly over time. 

Sections 5.5 and 5.6 change focus, looking respectively at the location of 
service industries, and at a comparison of the EU with the US. We show 
that the available evidence shows a slight dispersion in service sector activity. 
The US is continuing a process of industrial de-concentration, although 
the data suggests that many US industries are still more concentrated than 
their EU counterparts. Section 5.7 concludes and offers some preliminary 
predictions and a discussion of policy implications.

5.1 DATA AND MEASUREMENT

Our main data source is the OECD STAN database. This provides 
production data for 13 EU countries and 36 industries, from 1970 to 1997. 
We combine this with production data for Ireland from the UN UNIDO 
database, giving us data on a set of 14 EU countries (the EU-15, excluding 
Luxembourg). The production data are complemented by trade data from 
the UN Com-Trade database for 14 countries and 104 industries, for the 
years 1970 to 1996. The level of aggregation provided by STAN might mask 
changes in national specialisation and industrial concentration occurring 
at the intra-sectoral level. Hence, in addition we use production data from 
Eurostat’s DAISIE database. This provides a level of desegregation that is 
fi ner than STAN, but there are a signifi cant number of missing observations 
and the data only covers the much shorter time period 1985 to 1997. We use 
it to cross-check the generality of our results. More detailed information 
on all three data sources is provided in Appendix 5.A.

The basic unit of analysis is the activity level – measured, when using the 
production data, by the gross value of output – of industry k in country i 

Dierx 02 chap05   116Dierx 02 chap05   116 25/10/04   4:52:00 pm25/10/04   4:52:00 pm



 The location of European industry 117

at time t, which we shall denote xk
i (t). We usually want to work with this 

expressed as a share, either of activity in the country, or total EU activity 
in the industry. We call these shares 

 vk
i (t) ≡ xk

i (t) / Σkxk
i (t) (5.1)

 sk
i (t) ≡ xk

i (t) / Σkxk
i (t) (5.2)

Thus vk
i (t) is the share of sector k in the total activity of country i, which 

forms the basis of our analysis of countries in Section 5.2; sk
i (t) is the share 

of  country i in the total activity of  industry k, which is the basis of  the 
industry analysis of sections 5.3 and 5.4. 

Previous studies on the location of  production in Europe have used 
value-added instead of  gross production value as measure of  activity 
level. However, the use of  value-added makes the analysis much more 
vulnerable to structural shifts in outsourcing to other sectors. Over the 
period we study there have been large changes in outsourcing, particularly 
increased outsourcing of service sector intermediates (see section 5.5 for 
a more detailed discussion), and it is this that motivates our use of gross 
production value.2

We link industrial activity levels to industrial characteristics (such as 
factor intensities and returns to scale) and to country characteristics (such 
as factor endowments and market potential). Data for these measures were 
collected from a variety of sources, including the OECD and Eurostat, and 
are described in detail in Appendix 5.B.

While the major part of this chapter focuses on manufacturing industries, 
we also consider services using data from the OECD services database. The 
comparison of  the economic geography of  Europe with that of  the US, 
draws on US state-level data for manufacturing employment, 1970–97.

5.2 THE SPECIALISATION OF COUNTRIES

In this section we look at the production structures of EU countries, and 
address three questions. How specialised are countries? How similar are 
the industrial structures of different countries? What are the characteristics 
of industries located in each country? We trace out changes through time 
and show that the picture is one of growing differences between countries, 
at least from the early 1980s onwards.

How Specialised are Countries?

We begin by considering a key question – how specialised are EU countries? 
Our approach is to construct a measure which allows us to compare each 
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country’s industrial structure with that of the average of the rest of the EU. 
In the next section, we then use the same type of measure to compare the 
production structures of different countries, and report a full set of bilateral 
comparisons for all fourteen countries with each other country. 

To construct the measure of  specialisation we proceed as follows. For 
each country, we calculate the share of industry k in that country’s total 
manufacturing output (gross production value). As outlined in Section 
5.1, we call this variable vk

i (t). Corresponding to this, we can calculate the 
share of the same industry in the production of all other countries, denoted 
vk

i (t). We can then measure the difference between the industrial structure 
of country i and all other countries by taking the absolute values of  the 
difference between these shares, summed over all industries, 

 Ki(t) = Σkabs[vk
i (t) – vk

i (t)] (5.3)

with vk
i (t) ≡ Σjix

k
i (t) / ΣkΣjix

k
i (t).

We call this the Krugman specialisation index, or K-spec (see Krugman, 
1991). It takes value zero if  country i has an industrial structure identical 
to the rest of the EU, and takes maximum value two if  it has no industries 
in common with the rest of the EU.

Values of these indices for each country are given in Table 5.1. They are 
calculated for four-year averages3 at the dates indicated, with bold indicating 
the minimum value attained by each country. The table reports them for 
each country and, in the bottom two rows, the average (simple, and weighted 
by country size).

Looking fi rst at the averages, we see a fall between 1970/73 and 1980/83, 
indicating that locations became more similar. But from 1980/83 onwards 
there has been a more or less steady increase, indicating divergence. Turning 
to individual countries, we see that from 1970/73 to 1980/83 ten out of 
fourteen countries became less specialised, while between 1980/83 and 
1994/97, all countries except the Netherlands experienced an increase in 
specialisation. That is, they became increasingly different from the rest of 
the EU.4

The magnitude of the size of the changes is also informative. For example, 
given production in the rest of the EU, Ireland’s coeffi cient of K-spec in 
1994/97 took a value of 0.779, indicating that 39 per cent of total production 
would have to change industry to get in line with the rest of the EU (that 
is 0.779 per cent divided by 2, because the measure counts positive and 
negative deviations for all sectors). Thus, from 1980/83 to 1994/97 (the 
changes given in column 5), 7.8 per cent of Ireland’s production changed 
to industries out of line with the rest of Europe.
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Table 5.1  Krugman specialisation index (production data, 4-year averages)

 70/73 80/83 88/91 94/97 94/97– 94/97
     80/83 Computed

Austria 0.314 0.275 0.281 0.348 0.073 0.057
Belgium 0.327 0.353 0.380 0.451 0.099 0.088
Denmark 0.562 0.553 0.585 0.586 0.033 0.026
Spain 0.441 0.289 0.333 0.338 0.049 0.043
Finland 0.598 0.510 0.528 0.592 0.083 0.034
France 0.204 0.188 0.207 0.201 0.013 0.019
UK 0.231 0.190 0.221 0.206 0.017 0.016
Germany 0.319 0.309 0.354 0.370 0.061 0.055
Greece 0.531 0.580 0.661 0.703 0.123 0.105
Ireland 0.701 0.623 0.659 0.779 0.156 0.197
Italy 0.351 0.353 0.357 0.442 0.089 0.119
Netherlands 0.508 0.567 0.547 0.517 –0.050 –0.046
Portugal 0.536 0.478 0.588 0.566 0.088 0.088
Sweden 0.424 0.393 0.402 0.497 0.103 0.110

Average 0.432 0.404 0.436 0.471
Weighted average 0.326 0.302 0.330 0.354

This growing divergence of  production structures could be due either 
to initial differences being magnifi ed by industries having different EU-
wide growth rates (so a country with a high initial share in a fast growing 
industry will become more different), or to countries moving in and out of 
industries (which we call ‘differential change’). The fi nal column in Table 5.1 
captures this differential change. It gives the difference between the actual 
1994/97 specialisation index, and what it would have been had production 
in each industry in each country grown at the EU-wide rate for that industry 
(obtained by projecting the 1980/83 values for each industry forward at the 
EU average growth rate for that industry). We see that more than 80 per 
cent of the actual change is ‘differential change’, while the remainder is due 
to amplifi cation of initial differences. 

Table 5.1 reports outcomes for selected time points, based on a four-year 
moving average. A fi gure plotting the time series for all countries and each 
year is confusing, but it is insightful to plot a two-year moving average 
for countries grouped by their EU accession date. This is done in Figure 
5.1. The different heights of the curves essentially refl ect different country 
sizes (thus EC1 is relatively low because of the predominance of Germany, 
France and Italy). More interesting, are the different patterns of change. 
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For the initial entrants there is a more or less steady increase throughout 
the period. The 1973 and 1980s entrants (EC2 and EC3) exhibit an increase 
from the early 1980s. The last wave (EC4) show increasing K-spec measures 
from around 1992 onwards.

Our fi ndings of a general increase in specialisation during the last decade 
are consistent with those of a recent study by WIFO (which only considers 
data for 1988 to 1998). With respect to individual countries, our results do 
not always coincide completely. This might be partly due to the fact that 
WIFO (1999) is based on analysis of value-added data, not gross production 
value data as employed here. As we suggested in Section 5.1, changes in 
value-added data may partly be driven by the large changes in the degree 
of outsourcing that we have witnessed in the last decades. Another possible 
reason for the discrepancies is the fact that we use four-year averaging to 
account for business cycle developments, while WIFO uses annual data. 
The WIFO report differs in one other important aspect – the degree of 
sectoral desegregation. Their use of the DAISIE data set allows a greater 
degree of desegregation than our data set. Midelfart et al. (2000a) provide a 
further comparison of the results and provide additional results at this more 
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Note: EC1 comprises Belgium, France, Germany, Italy and the Netherlands. EC2 comprises 
Denmark, Ireland and the UK. EC3 comprises Greece, Spain and Portugal. Finally EC4 
comprises Austria, Finland and Sweden.

Figure 5.1  Countries grouped by EC entry date (two-year moving 
average, unweighted)

Dierx 02 chap05   120Dierx 02 chap05   120 25/10/04   4:52:01 pm25/10/04   4:52:01 pm



 The location of European industry 121

desegregate level. Two broad conclusions emerge. First, three-digit sectors 
tend to follow their two-digit counterparts suggesting that our aggregate 
measures are informative about movements at the more desegregate level. 
Second, the DAISIE data set, with its short time span, misses many of the 
larger changes in specialisation patterns that occurred pre-1988.

The Krugman specialisation index is just one measure of specialisation. 
However, other statistics paint the same broad picture. Here, we briefl y 
consider results for alternative indices, beginning with the Gini coeffi cient. 
The Gini coeffi cient5 is defi ned over the relative share measures, rk

i (t):

 rk
i (t) ≡ vk

i (t) / v
k
i (t) (5.4)

We report the average Gini coeffi cient in Table 5.2. Just like the K-spec 
index, the Gini coeffi cient of specialisation indicates a general decline in 
specialisation from 1970/73 to 1980/83, that is followed by an increase in 
specialisation from 1980/83 to 1994/97. Other statistics can be computed, 
and they reveal further features of  the shape of  the distribution. Thus, 
we also look at the fi rst to fourth moments of  the distribution of  rk

i (t), 
pooled across countries and industries. These summary statistics are also 
reported in Table 5.2. The most important points to note are that – from 
1980/83 onwards – there has been a large increase in the variance of 
relative shares, once again indicating greater dispersion. The distribution 
has positive skew which increases over time, as would be expected if  a 
process of  clustering or extreme specialisation were taking place (with a 
few industries becoming particularly dominant in some locations). There 
is also some evidence of increasing kurtosis, indicating growing weight in 
the tails of the distribution. 

Table 5.2 Summary measures of relative shares

 70/73 80/83 88/91 94/97

Gini 0.321 0.312 0.334 0.355
Mean 1.008 0.979 1.004 1.004
Variance 0.471 0.419 0.525 0.611
Skewness 2.357 2.34 2.38 2.56
Kurtosis 13.53 13.62 12.66 14.07

Finally, a simple experiment suggests that these reported changes may 
refl ect an unravelling of specialisation patterns in the fi rst decade, followed 
by a reinforcement of new patterns in the following two decades. Thus, if  we 
regress 1980/83 log values of rk

i (t) on the 1970/73 values, we get a coeffi cient 
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of 0.818 (t = 39). This suggests that, on average, a country which had a 
comparative advantage in any given industry in 1970, saw that comparative 
advantage weaken over the following decade. In contrast, a regression of 
the 1994/97 log values of rk

i (t) on the 1980/83 log values gives a coeffi cient 
signifi cantly greater than unity (1.071, t = 34), indicating that there has been 
a ‘deepening’ of specialisation over the period. Industries that had a large 
share in a country tended to see this amplifi ed.

How Similar are Countries’ Industrial Structures?

The industry shares vk
i (t) for each country can be compared with the 

corresponding shares for the rest of the EU as a whole, as in Table 5.1, or 
with shares for other individual countries. Making this comparison yields 
a full matrix of  bilateral differences between the industrial structures of 
pairs of countries. Tables 5.3a and 5.3b report these bilateral measures for 
1980/83 and 1994/97 respectively. The tables are most easily read by selecting 
a country and reading across the row for that country; smaller numbers 
indicate similarity to the country in the column, and larger numbers indicate 
greater difference. We have highlighted the most different countries in bold 
and the most similar in bold italics.

The main point to note from these tables is that, of the 91 distinct pairs, 
71 exhibit increasing difference between 1980/83 and 1994/97. 

Element by element study of  the matrices is laborious, but it is worth 
drawing attention to a few of the more important features. First, France, 
Britain and Germany are most like each other; between Britain and France 
the degree of similarity has increased, but Germany has become somewhat 
different. They are each fairly similar to Italy, although the degree of 
similarity has declined (Italy is most like Austria in both periods). France, 
Britain and Germany are most dissimilar to Greece and Ireland, and their 
dissimilarity is increasing.

Turning to the lower income countries, Greece and Portugal are most 
similar to each other, as well as to Spain, although becoming less so. Spain 
is, however, more similar to France and Great Britain than to Greece and 
Portugal. This observation is most likely explained by Spain being the most 
advanced country out of these three cohesion countries rather than a result 
of country size effects. The calculations presented below confi rm that Spain 
has a very different industrial structure to the other two countries.

In 1994/97 Greece, Portugal and Spain shared the same most different 
economies – Finland, Sweden and Ireland. Finland and Sweden are most 
similar to each other. Ireland is most similar to Denmark, but very different 
from Finland and Sweden, and very (and increasingly) different from Greece 
and Portugal. The Netherlands – the only country that becomes more similar 

Dierx 02 chap05   122Dierx 02 chap05   122 25/10/04   4:52:02 pm25/10/04   4:52:02 pm



Table 5.3a Bilateral differences, 1980–83

 Austria Belgium Denmark Spain Finland France UK Germany Greece Ireland Italy Netherlands Portugal Sweden

Austria 0.00 0.44 0.61 0.40 0.55 0.38 0.32 0.33 0.61 0.67 0.36 0.67 0.50 0.45
Belgium 0.44 0.00 0.59 0.34 0.59 0.34 0.42 0.43 0.59 0.66 0.51 0.42 0.49 0.63
Denmark 0.61 0.59 0.00 0.62 0.58 0.57 0.56 0.65 0.74 0.42 0.64 0.51 0.63 0.63
Spain 0.40 0.34 0.62 0.00 0.55 0.26 0.37 0.40 0.42 0.67 0.40 0.60 0.40 0.56 
Finland 0.55 0.59 0.58 0.55 0.00 0.49 0.54 0.66 0.65 0.82 0.65 0.62 0.62 0.41 
France 0.38 0.34 0.57 0.26 0.49 0.00 0.22 0.31 0.57 0.63 0.39 0.51 0.47 0.41
UK 0.32 0.42 0.56 0.37 0.54 0.22 0.00 0.25 0.61 0.67 0.40 0.53 0.55 0.39 
Germany 0.33 0.43 0.65 0.40 0.66 0.31 0.25 0.00 0.73 0.75 0.43 0.64 0.64 0.42
Greece 0.61 0.59 0.74 0.42 0.65 0.57 0.61 0.73 0.00 0.83 0.62 0.64 0.25 0.80
Ireland 0.67 0.66 0.42 0.67 0.82 0.63 0.67 0.75 0.83 0.00 0.67 0.72 0.71 0.85
Italy 0.36 0.51 0.64 0.40 0.65 0.39 0.40 0.43 0.62 0.67 0.00 0.78 0.48 0.52 
Netherlands 0.67 0.42 0.51 0.60 0.62 0.51 0.53 0.64 0.64 0.72 0.78 0.00 0.55 0.66
Portugal 0.50 0.49 0.63 0.40 0.62 0.47 0.55 0.64 0.25 0.71 0.48 0.55 0.00 0.71
Sweden 0.45 0.63 0.63 0.56 0.41 0.41 0.39 0.42 0.80 0.85 0.52 0.66 0.71 0.00
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Table 5.3b Bilateral differences, 1994–97

 Austria Belgium Denmark Spain Finland France UK Germany Greece Ireland Italy Netherlands Portugal Sweden

Austria 0.00 0.54 0.59 0.48 0.58 0.43 0.39 0.46 0.78 0.81 0.43 0.64 0.57 0.55
Belgium 0.54 0.00 0.54 0.47 0.76 0.44 0.48 0.61 0.63 0.69 0.57 0.42 0.64 0.76
Denmark 0.59 0.54 0.00 0.61 0.69 0.57 0.58 0.72 0.70 0.63 0.61 0.51 0.68 0.66
Spain 0.48 0.47 0.61 0.00 0.78 0.33 0.38 0.43 0.57 0.85 0.53 0.58 0.50 0.63
Finland 0.58 0.76 0.69 0.78 0.00 0.62 0.58 0.66 0.97 0.87 0.66 0.71 0.86 0.42
France 0.43 0.44 0.57 0.33 0.62 0.00 0.19 0.35 0.69 0.78 0.51 0.46 0.55 0.51
UK 0.39 0.48 0.58 0.38 0.58 0.19 0.00 0.36 0.72 0.77 0.47 0.46 0.59 0.51 
Germany 0.46 0.61 0.72 0.43 0.66 0.35 0.36 0.00 0.86 0.82 0.49 0.61 0.74 0.49
Greece 0.78 0.63 0.70 0.57 0.97 0.69 0.72 0.86 0.00 0.91 0.76 0.62 0.49 1.03
Ireland 0.81 0.69 0.63 0.85 0.87 0.78 0.77 0.82 0.91 0.00 0.82 0.68 0.99 0.88
Italy 0.43 0.57 0.61 0.53 0.66 0.51 0.47 0.49 0.76 0.82 0.00 0.77 0.56 0.60
Netherlands 0.64 0.42 0.51 0.58 0.71 0.46 0.46 0.61 0.62 0.68 0.77 0.00 0.64 0.69
Portugal 0.57 0.64 0.68 0.50 0.86 0.55 0.59 0.74 0.49 0.99 0.56 0.64 0.00 0.84
Sweden 0.55 0.76 0.66 0.63 0.42 0.51 0.51 0.49 1.03 0.88 0.60 0.69 0.84 0.00
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to the rest of the EU – also becomes more similar to all countries except 
Finland, Portugal and Sweden.

Evidently, many more comparisons can be made. The main point is that 
the vast majority of  countries experienced a growing difference between 
their industrial structure and that of their EU partners.

Evidence from the Trade Data

Trade data offers a view of  the process at a more sectorally desegregate 
level. With the data available it is possible to go to a very fi ne commodity 
desegregation, and here we present results for 104 industrial sectors. 
However, care needs to be taken in interpreting these results, as trade fl ows 
are only an indirect measure of  the underlying production changes that 
we are interested in. Rapid growth of trade fl ows (both inter- and intra-
industry) make it diffi cult to infer the underlying changes in production 
patterns from changes in the trade data alone.

Tables 5.4a and 5.4b are analogous to Table 5.1, but are based on 
export and import data respectively. Looking fi rst at the export data, we 
see a dramatic decline in the difference between countries’ export vectors 
between 1970/73 and 1980/83, this flattening out in the later periods. 
Like the production data, this suggests a qualitative change in the early 
1980s, although the growing dissimilarity of  later years is largely absent 
in the export data. One reason for this may be that rapid growth in trade 
– particularly intra-industry trade – has tended to make trade vectors more 
similar. To control for this we separate out the change due to growth of 
trade in each industry from each country’s ‘differential change’. The fi nal 
column of Table 5.4a gives the actual 1993/96 measure minus the measure 
if  all countries had experienced the same sectoral export growth rates. We 
see that this differential change measure reports growing dissimilarity for 
eight of the fourteen countries. In addition, the averages show increasing 
dissimilarity.

On the import side, the picture is similar, except that the growing similarity 
seems to last through to the late 1980s, only being arrested (and possibly 
reversed) in the period 1988/91–1993/96, in which seven of  the fourteen 
countries experienced growing dissimilarity, and the means of the measures 
started to increase.

What do these changes in trade patterns really tell us about the underlying 
changes in production patterns? First, it appears that we have a fairly robust 
fi nding of  decreasing specialisation in the 1970s. Further, the results for 
exports and imports suggest that our results for production data would most 
likely carry over to a more desegregated classifi cation. From 1980 on, the 
data present a more mixed picture, with growing specialisation in production 
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Table 5.4a Krugman specialisation index: exports (4-year averages)

 70/73 80/83 88/91 93/96 93/96 – 93/96
     80/83 Computed

Austria 0.557 0.503 0.514 0.496 –0.007 –0.004 
Belgium 0.618 0.62 0.639 0.605 –0.015 0.019
Denmark 0.710 0.648 0.675 0.694 0.046 0.065
Spain 0.771 0.568 0.529 0.556 –0.012 0.010
Finland 0.294 0.259 0.276 0.267 0.008 0.019
France 1.140 0.984 0.932 0.951 –0.033 –0.048 
UK 0.294 0.259 0.276 0.267 0.008 0.019
Germany 0.403 0.347 0.339 0.345 –0.002 0.014
Greece 1.270 1.220 1.310 1.150 –0.063 –0.043 
Ireland 0.828 0.797 0.948 1.080 0.280 0.280
Italy 0.466 0.590 0.619 0.642 0.052 0.076
Netherlands 0.594 0.576 0.490 0.523 –0.052 –0.014 
Portugal 1.080 0.992 0.986 0.920 –0.072 –0.028 
Sweden 0.304 0.334 0.286 0.305 –0.029 –0.020

Average 0.666 0.621 0.63 0.629 0.008 0.024
Weighted average 0.561 0.522 0.514 0.521 0.000 0.014

Table 5.4b Krugman specialisation index: imports (4-year averages)

 70/73 80/83 88/91 93/96 93/96 – 93/96
     80/83 Computed

Austria 0.386 0.33 0.255 0.29 –0.040 –0.008 
Belgium 0.363 0.39 0.346 0.357 –0.032 –0.012 
Denmark 0.291 0.369 0.318 0.297 –0.072 –0.036 
Spain 0.565 0.448 0.255 0.259 –0.190 –0.170 
Finland 0.249 0.190 0.121 0.117 –0.073 –0.046 
France 0.405 0.334 0.238 0.316 –0.018 0.026
UK 0.249 0.190 0.121 0.117 –0.073 –0.046 
Germany 0.304 0.270 0.212 0.201 –0.069 –0.048 
Greece 0.614 0.609 0.436 0.398 –0.210 –0.130 
Ireland 0.379 0.389 0.376 0.504 0.120 0.130
Italy 0.347 0.352 0.325 0.296 –0.056 –0.035 
Netherlands 0.297 0.269 0.246 0.258 –0.011 0.019
Portugal 0.454 0.487 0.419 0.342 –0.140 –0.140
Sweden 0.296 0.289 0.242 0.267 –0.022 0.013

Average 0.371 0.351 0.279 0.287 –0.064 –0.034
Weighted average 0.334 0.301 0.238 0.249 –0.053 –0.024
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patterns not refl ected in changing patterns of trade. Although it is possible 
that the desegregate production structure is becoming more similar even 
while the aggregate production structure diverges, it is more likely that 
the trade results do not accurately refl ect underlying changing production 
patterns. The main reason for this is the growing volume of intra-industry 
trade (widely documented, for example, CEP II, 1997), which will tend to 
make countries’ trade vectors more similar. European integration, and the 
corresponding trade liberalisation, has – as trade theory would predict – 
vastly increased trade fl ows between European economies. To the extent that 
this is growth of intra-industry trade, it could have occurred without any 
changes in production patterns. Increasing integration also allows countries 
to specialise along (say) comparative advantage lines, changing production 
patterns as well as increasing trade volumes. If  the former effect dominates, 
trade vectors will become more similar, even if  production structures are 
unchanged or diverging. It seems likely therefore that changes in trade fl ows 
are not an accurate way of measuring changes in production patterns. Since 
we are primarily interested in the latter, trade data are at best an imperfect, 
and perhaps a misleading source of information.

What is the Industrial Specialisation of Countries?

In the previous two sections we have compared the industrial structures 
of countries, and considered whether or not countries are becoming more 
or less different, and more or less specialised. We would also like to know 
in what sort of industries countries are specialising. We address this, not 
by listing the industries that have moved to and from different countries, 
but instead by identifying key characteristics of industries and seeing how 
the characteristics embodied in each country’s industrial structure have 
changed. This allows us to consider whether, say, France has come to have 
more industries that are, on average, highly capital intensive.

Formally, we have a set of  industry characteristics, {zk}, which are 
listed in Box 5.1. These are unchanging over time, and details of  these 
characteristics are given in Appendix 5.B. We compute, for each country, 
the average score on each characteristic, where each industry characteristic 
is weighted by the share of that industry in the country’s production. Thus, 
for each characteristic, we defi ne the industry characteristic bias (ICB) of 
country i as

 ICBi(t) ≡ Σkvk
i (t)z

k (5.5)

Figures 5.2–5.4 report these ICBs for selected characteristics, and illustrate 
how they have evolved over time. Each fi gure has a panel for each country 
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(all drawn to the same scale), and the right- and left-hand edges of each 
panel give the 1980/83 and 1994/97 values respectively. 

The fi rst fi gure, Figure 5.2, gives each country’s ICB for technology 
levels and increasing returns to scale. As is apparent, the lines tend to move 
together, and we see some countries experiencing dramatic change, and 
others not. France, Britain and Germany are all countries with, on average, 
high-technology and high returns to scale industry, but a slight decline in 
scores (in contrast to Sweden). Finland and Ireland are the two countries 
for which the composition of  industry has changed the most in favour 
of high-technology and increasing returns to scale industries. In contrast, 
Greece and Portugal started low and have declined somewhat.

BOX 5.1 INDUSTRY CHARACTERISTICS

Economies of scale Measures of minimum effi cient scale 
(MES)

Technology level H igh ,  Med ium,  Low  (OECD 
classifi cation) 

R&D intensity R&D expenditures as share of value 
added

Capital intensity Capital stock per employee (K/L)
Share of labour Share of labour compensation in value 

added
Skill intensity Share of non-manual workers in 

workforce (S/L)
Higher skills intensity Share of higher educated workers in 

workforce
Agricultural input intensity Use of primary inputs as share of value 

of production 
Intermediates intensity Total use of intermediates as share of 

value of production
Intra-industry linkages Use of intermediates from own sector 

as share of value of production
Inter-industry linkages Use of intermediates from other sectors 

as share of value of production.
Final demand bias Percentage of sales to domestic 

consumers and exports 
Sales to industry Percentage of sales to domestic industry 

as intermediates and capital goods
Industrial growth Growth in value of production between 

1970 and 1994
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Figure 5.3 reports the ICBs for factor intensities. Looking fi rst at capital–
labour ratios, we see high (and continuing high) levels in Finland and the 
Netherlands, and moderate levels increasing signifi cantly in Greece and 
Portugal. Declines occurred in Ireland, Denmark and Germany – the last of 
these, curiously, from a low initial level. The industrial composition of the 
Netherlands, France and Britain, and then Austria, Germany and Sweden 
supports a high share of  non-manual employees, while this is lowest in 
Portugal and Greece. For employees with higher education, the Netherlands 
is top, followed by France, Britain and Germany, with Portugal and Greece 
again the lowest. The dramatic change in Ireland is of  course the most 
outstanding feature.

The characteristics reported in Figure 5.4 are intermediate goods 
usage and functional destination of industry output. Final demand bias 
(measuring the fi nal consumer orientation of  the industry) is highest in 
Greece and Portugal, and originally high but falling fast in Ireland and 
Denmark. Spain and Belgium (and increasingly Greece) have industries with 
a high intermediate goods input, while Finland and Italy have industries 
with a high share of intermediates from their own sector.

Aus

Increasing returns          Technology

Bel Den Spa Fin Fra GBr

Ger

Gre Ire Ita Net Por Swe

Figure 5.2  Industry characteristic bias of countries (economies of scale, 
technology)
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In Table 5.5 the industry characteristic biases of the EU countries are 
summarised for 1994/97. The selected characteristics are the same as those 
used in Figures 5.2–5.4: fi nal demand bias, total use of intermediates, use of 
intermediates from own sector, economies of scale, technology level, share 
of non-manual workers in workforce, capital–labour ratio, share of higher 
educated in workforce. H (high) indicates that a country ranks among the 
fi ve countries with highest ICB scores, M (medium) indicates a rank among 
the four countries with medium ICB scores, while L (low) denotes a rank 
among the fi ve countries with lowest scores. 

We see that the industrial structures of  France, Germany and Great 
Britain are characterised by high returns to scale, high technology, and a 
relatively highly educated workforce. This is distinctly different from Greece 
and Portugal, which are biased towards industries with low returns to scale, 
low technology and a workforce with relatively little education, that have a 
high fi nal demand bias and a low share of non-manual workers.

A comparison of the ICBs for Spain, Portugal and Greece reveals that 
Portugal’s and Greece’s industrial compositions are signifi cantly more 
similar to each other than they are to that of  Spain. This is in line with 

Aus

Capital/labour          Non-manual          Higher skill

Bel Den Spa

Fin

Fra GBr

Ger Gre Ire Ita

Net

Por Swe

Figure 5.3  Industry characteristic bias of countries (factor intensities)

Dierx 02 chap05   130Dierx 02 chap05   130 25/10/04   4:52:04 pm25/10/04   4:52:04 pm



 The location of European industry 131

the fi ndings on greater bilateral similarity between Greece and Portugal 
than between Spain and each of  these countries: on average, Spain has 
industry with higher returns to scale and higher technology than Portugal 
and Greece.

Country Analysis: Conclusions

The evidence presented in this section supports the idea that a quantitative 
change in the behaviour of  EU countries’ relative industrial structures 
occurred around 1980. A process of  growing similarity was replaced by 
slowly increasing dissimilarity and industrial specialisation. The process 
affected almost all countries, relative to the rest of the EU as a whole and 
relative to other countries individually. 

Inspection of  the industry characteristics of  each country indicates 
signifi cant cross-country differences, broadly along the lines that would 
be expected. Some dramatic changes stand out (notably for Ireland and 
Finland), while for other countries (France, the UK and Germany) the 
changes are much less signifi cant. In Section 5.4 we undertake a formal 

Aus

Final demand bias          Share of intermediates
Share of own intermediates

Bel Den

Spa Fin

Fra GBr

Ger

Gre

Ire Ita Net Por Swe

Figure 5.4  Industry characteristic bias of countries (intermediate goods 
usage and functional destination of output
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econometric analysis linking the characteristics of  industries to the 
characteristics of countries in order to understand better the forces driving 
these changes. 

5.3  THE LOCATION AND CONCENTRATION OF 
INDUSTRIES

In the previous section we looked at patterns of national specialisation in 
Europe, outlining the changes in individual country’s industrial structures 
and the extent to which these structures are diverging. We now switch the 
focus from countries to industries and ask: How is the location of different 
industries evolving? Which industries are becoming more or less spatially 
concentrated?

How Concentrated are Manufacturing Industries?

Table 5.6 shows the structure of the European manufacturing sector as a 
whole. In the beginning of the 1970s, 63 per cent of all EU manufacturing 

Table 5.5  Industry characteristic bias 1994/97

 FIN INT ITA IRS TEC S/L K/L HS

Austria L L M M M L L M
Belgium H H H L M H H M
Denmark M L L L L M H L
Spain H H M H M L M L
Finland L L H M L M H M
France M H M H H H L H
UK M M L H H H M H
Germany L M L H H M L H
Greece H H M L L L H L
Ireland H M L M H H L H
Italy L L H L M L L L
Netherlands M H L M L H H H
Portugal H M H L L L M L
Sweden L L H H H M M M

Note: The characteristics are: fi nal demand bias (FIN), total use of intermediates (INT), use 
of intermediates from own sector (ITA), economies of scale (IRS), technology level (TEC), 
share of non-manual workers in workforce (S/L), capital–labour ratio (K/L), share of higher 
educated in workforce (HS).
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was located in the UK, France and Germany (countries accounting for 
around 52 per cent of Europe’s population). Over the last three decades, 
this share has fallen, reaching 58.7 per cent in 1994/97. Southern European 
countries (Italy, Greece, Portugal and Spain) raised their share gradually, 
from 19.9 per cent in the early 1970s to 24.6 per cent in 1994/97 (compared 
to a population share of  32 per cent). The smaller countries – Austria, 
Finland and Ireland – have also seen a steady increase in their share of 
European manufacturing, from 3.8 per cent in the early 1970s to 5.3 per 
cent in 1994/97.

Table 5.6 Regional structure of European manufacturing

(sk
i (t), k = all manufacturing)

 70/73 82/85 88/91 94/97
 (%) (%) (%) (%)

Austria 2.1 2.4 2.5 2.4 
Belgium 3.9 3.3 3.4 3.8 
Denmark 1.4 1.4 1.3 1.6 
Spain 5.8 6.3 6.3 6.5 
Finland 1.3 1.8 1.8 1.7 
France 16.9 16.4 15.6 15.1 
UK 16.9 15.5 14.3 13.9 
Germany 29.4 27.7 28.8 30.0 
Greece 0.7 1.0 0.7 0.7 
Ireland 0.4 0.7 0.7 1.2 
Italy 12.5 14.5 16.4 14.5 
Netherlands 4.3 4.3 3.9 4.3 
Portugal 0.9 1.2 1.2 1.4 
Sweden 3.6 3.3 3.2 3.1 
 100.0 100.0 100.0 100.0 

UK + Germany + France 63.2 59.6 58.7 59.0 
Spain + Italy + Greece + 
Portugal 19.9 23.0 24.6 23.1

Gini coeffi cient 0.576 0.549 0.56 0.549

Has the concentration of manufacturing as a whole increased or decreased? 
To measure the degree of concentration, we report the Gini coeffi cient of 
concentration in the bottom row of the table (the Gini coeffi cient of the 
variable sk

i (t) for k = all manufacturing).6 If  all countries have the same 
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amount of manufacturing this measure is zero; if  all manufacturing is in 
a single economy it would take value 1.7 We see that according to this 
measure there has been a small decrease in concentration of  the overall 
manufacturing sector. 

What about individual industries? Midelfart et al. (2000a) report the 
Gini coeffi cient of concentration by industry for selected time periods. The 
pattern of change is summarised in Table 5.7. We see a majority of industries 
experiencing decreasing concentration during the 1970s and early 1980s 
followed by a majority showing increasing concentration in the later 1980s. 
During the 1990s the performance is more evenly balanced, although a 
majority became slightly less concentrated.

Table 5.7 Change in sectoral Gini coeffi cients of concentration

 Number of industries (average change)
Period Gini increase Gini decrease

1970/73–82/85 11 (5.6%) 25 (–5.0%)
1982/85–88/91 23 (2.5%) 13 (–3.0%)
1988/91–94/97 15 (2.9%) 21 (–3.4%)

Is there any clear evidence here of  increasing or decreasing average 
concentration? A number of  authors have found increasing average 
concentration of EU manufacturing in the 1980s (Brülhart, 1998; WIFO, 
1999). We fi nd that the (un-weighted) average of the industry Gini coeffi cients 
decreases slightly from 1970/73 to 1982/85, followed by a slight increase in 
concentration through to the early 1990s and a decrease thereafter (see the 
‘average’ line on Figure 5.5). However, these changes in the average are 
minuscule, and little weight should be attached to them. 

How do we reconcile this with the changes in national specialisation 
observed in Section 5.2? First, as emphasised by WIFO (1999), the 
combination of  both increased specialisation and constant or declining 
concentration is not necessarily a paradox; the two trends can indeed 
be reconciled as the EU Member States are not equal sized, nor are the 
industries.8 Second, the experience of industries is much more heterogeneous 
than the experience of countries. Increasing average specialisation from the 
early 1980s (Table 5.1) refl ects the experience of  (almost) all countries. 
But, as is clear from Table 5.7, the experience of industries is much more 
mixed, and attempts to produce an average measure of  concentration 
correspondingly less useful. 

Since some industries are clearly concentrating and others dispersing, we 
look industry by industry, and ask which industries have become more or 
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less concentrated. To answer this we divide the 36 manufacturing sectors 
into fi ve groups according to the following criteria: fi rst we took the 12 most 
concentrated industries in 1970/73; then we divided this group between those 
that were still among the 12 most concentrated in 1994/97, and those that 
had left the top 12. Similarly, we took the 12 least concentrated industries 
in 1970/73 and divided them into those which remained among the 12 least 
concentrated in 1994/97, and those which had left this group. Industries 
that meet none of these criteria form a residual group. Table 5.8 lists the 
industries that form each group, and Figure 5.5 plots the Gini coeffi cients 
for the fi rst four of  these groups, together with the average over all 36 
industries. The differences in the behaviour of the selected groups is clear, 
and we now look at each of them in detail.

Concentrated industries that have 
remained concentrated over time (CC)

Motor vehicles
Motor cycles
Aircraft
Electrical apparatus
Chemical products n.e.c.
Petroleum & coal products

Dispersed industries that have become 
more concentrated over time (DC)
Textiles
Wearing apparel
Leather & products
Furniture
Transport equipment n.e.c.

Footwear
Industrial chemicals
Drugs & medicines
Petroleum refi neries
Rubber products
Plastic products

Concentrated industries that have 
become less concentrated (CD)

Beverages
Tobacco
Offi ce & computing machinery
Machinery & equipment
Radio, TV & communication
Professional instruments

Dispersed industries that have stayed 
dispersed (DD)
Food 
Wood products
Paper & products
Printing & publishing
Metal products
Non-metallic minerals n.e.c.
Shipbuilding

Pottery & china
Glass & products
Iron & steel
Non-ferrous metals
Railroad equipment
Other manufacturing

Table 5.8 Industries grouped by levels and changes in concentration

Residual group (R)
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(CC) Concentrated industries
The six industries in this group, motor vehicles, motorcycles, aircraft, 
electrical apparatus, chemicals n.e.c. and petroleum and coal products were 
among the most concentrated industries in 1970/73 and have remained so 
through to 1994/97. There are, however, some differences within the group. 
Thus, while motor vehicles, motorcycles and petroleum and coal products 
experienced a slight increase in concentration after 1991, aircraft, electrical 
apparatus and chemicals have recently become slightly more dispersed.

The increased concentration observed in the motor vehicles and 
motorcycles sectors refl ects the fact that Germany has reinforced its position 
in both industries at the expense of both France and the UK. Although the 
overall pattern for the industry is dominated by this increased concentration 
in Germany, this is slightly offset by the increases in shares of production 
occurring in Portugal, Austria and Spain. For aircraft, Germany, the UK 
and France remain the dominant countries with a 78 per cent share of EU 
aircraft production in 1997. The UK and Sweden experienced tiny decreases 
in their share, while Belgium, France and Spain reported small increases.

Austria and Italy increased their share in electrical apparatus, but apart 
from this there was little relocation. Looking at the petroleum and coal 
industry, the most noticeable fact is that the UK’s position has declined 
strongly, although not enough to make a signifi cant impact on the fi gures 
for geographical concentration. In chemicals n.e.c., the UK, Germany and 
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CC

CD
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Average

Figure 5.5  Industry Gini coeffi cients: industries grouped by performance 
(two-year moving average)
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France remain dominant despite Spain and Ireland capturing around 6 per 
cent of the industry.

(CD) Concentrated and dispersing industries
There is also a group of industries that were initially very concentrated, 
but which have become more dispersed over time. This group comprises 
offi ce & computing machinery, machinery & equipment, radio, TV and 
communication equipment, professional instruments, beverages and 
tobacco.

In offi ce & computing and in radio-TV and communication equipment 
the major decline in geographical concentration is observed between 1991 
and 1997. The increased geographical dispersion is primarily driven by 
decreasing German dominance and reinforced by shrinking shares in the 
UK and France. In offi ce and computing, machinery & equipment, radio, 
and TV and communication equipment and in professional instruments, 
between 7 per cent and 17 per cent of  the EU production left Germany, 
France and the UK. Countries that strengthened their positions in some, or 
all, of these industries, were small countries such as Austria, Finland, Ireland 
and Sweden; and also the southern European countries Italy, Portugal and 
Spain. Most astonishing is perhaps the Irish performance: Ireland increased 
its share of EU production in all four industries. Also noteworthy is Finland, 
which increased its share in all except professional instruments.

For beverages and tobacco the patterns of  relocation we observe are 
similar to those above, but relocation takes place between a slightly different 
set of countries. Germany and the UK lose, while Spain, Austria and the 
Netherlands gain.

(DC) Dispersed and concentrating industries
Textiles, wearing apparel, leather & products, furniture and transport 
equipment form the third group of  industries. In 1970/73 they were all 
among the most dispersed industries in Europe, but became increasingly 
geographically concentrated up to 1994/97. Most of the increase took place 
prior to 1991. The fi rst three industries are those where European integration 
appears to have allowed the southern European countries to exploit their 
comparative advantage. 

France, Germany and the UK experienced reduced shares in textiles, 
wearing apparel and leather and products, while the southern European 
countries showed growing shares. The same patterns of relocation applied 
to furniture, but the extent of  the shift was much smaller. The southern 
performance was however, surprisingly non-uniform. Italy reinforced its 
position in each of the four industries; particularly in leather and products, 
where it increased its share of EU production from 22 per cent to 48 per 
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cent. This is also the industry that exhibits the largest rise in concentration. 
Spain got a slightly higher share of EU production in textiles and wearing 
apparel, although it experienced a decline in its share of leather and products. 
Portugal increased its shares in all four industries. Greece also obtained a 
slightly higher share of EU textiles production, but decreased its shares in 
wearing apparel and leather and products.

Transport equipment n.e.c. exhibits a clear increase in geographical 
concentration over time. But, in contrast to the other DC sectors, this did 
not refl ect north–south movements. Instead, we see that Germany increased 
its share by 10 per cent while the UK and Spain experienced a combined 
decrease of 7 per cent.

(DD) Dispersed industries
Food products, wood products, paper and products, printing and publishing, 
non-metallic minerals n.e.c., metal products, and shipbuilding were initially 
among the 12 least concentrated EU manufacturing industries, and have 
remained so throughout the 1980s and 1990s. These are industries with 
production spread out in the north, as well as the south, of the EU. One 
possible explanation for the continued dispersion of  such activities is 
national differences in tastes (food), culture, non-tariff  barriers (food), as 
well as national industrial policies (shipbuilding).

(R) The residual
The residual group contains the industries that were the 12 medium 
concentrated industries in 1970. A number of these industries, like railroad 
equipment, glass and products, iron and steel and plastic products have 
remained in this medium concentrated group up till 1997. However, there 
are also industries that have experienced rather signifi cant changes in the 
degree of geographical concentration. Drugs and medicines and industrial 
chemicals are industries that had around average concentration in 1970/73, 
but had moved down to the group of the 12 least concentrated industries 
in 1994/97. While drugs and medicines experienced the most signifi cant 
decline in concentration before 1990, in industrial chemicals the main 
decline happened after 1990. Twelve per cent of  drugs and medicines 
production moved out of  Germany and Italy and this production was 
primarily absorbed by Denmark, the UK, Ireland and Sweden. Ten per 
cent of  industrial chemicals left France, Germany and the UK – while 
Belgium, Ireland and Italy gained shares in the industry.

Footwear is an interesting example of a medium concentrated industry 
showing the opposite trend, where relocation has led to a large increase in 
concentration. In this sector, the three major manufacturing economies 
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showed declining shares, while Italy reinforced its position from 29 per cent 
to 46 per cent, and Portugal also gained a considerably larger share. 

Characteristics of Concentrated and Dispersed Industries

We would like to identify the characteristics of industries associated with 
the different concentration patterns that we have discussed in detail above. 
To do this, we show, in Table 5.9, how the fi ve groups of industries differ 
in some of the industry characteristics listed in Box 5.1. For each industry 
characteristic, H (high) indicates an industry ranked among the top 12, M 
(medium) indicates an industry ranked among the middle 12, and L (low) 
indicates an industry ranked among the bottom 12. 

Table 5.9 shows that geographically concentrated (CC) industries are 
typically high increasing returns, high/medium tech and have a high/medium 
fi nal demand bias. Half  the industries in the group use a high share of 
intermediates from their own sector, while most use little agricultural 
inputs. Most of the industries are capital intensive, and also relatively skill 
intensive.

What distinguishes the initially concentrated industries that have grown 
less concentrated over time (CD) from the former group? These CD 
industries tend to have lower increasing returns to scale, are less reliant on 
intra-industry linkages, but slightly more reliant on inter-industry linkages, 
have higher skill intensity, and less signifi cant fi nal demand bias. On average, 
the CD industries are also the industries that have shown the most rapid 
growth over the last three decades.

Turning to the initially dispersed industries that have concentrated over 
time (DC), we see that these are industries that are clearly different from 
those in the two previous groups. They are characterised by low increasing 
returns to scale, low tech, a high share of agricultural inputs, and low skill 
intensity. They are also industries that have grown relatively slowly.

The fourth group, the dispersed industries (DD), are more diverse. 
However, all seven industries in the group appear to be low tech and six 
use agricultural inputs intensively. 

We can summarise the effect of  these characteristics on industrial 
concentration by running some simple univariate regressions. The bottom 
two rows of  Table 5.9 report the results from regressions of  the Gini 
coeffi cients of  concentration from 1970/73 and 1994/97 on each of  the 
characteristics in turn. The fi t is generally poor, and many of the industry 
characteristics are not signifi cant in determining the extent of concentration. 
Studies that try to evaluate the forces driving location using summary indices 
as dependent variables, and industry characteristics as independent variables 
have encountered similar problems.9 Mostly, these problems arise from two 
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Table 5.9 Industry characteristics

  IRS TEC ITA ITE K/L S/L GRT FIN AGR

CC Motor vehicles H M H M M L L H L
CC Motorcycles H M L H M L L L L
CC Aircraft H H H L M H M H L
CC Chemicals n.e.c. H M H L H H H M M
CC Electric apparatus M H M M L M H M M
CC Petroleum & coal products H L L H H H M H L

CD Beverages L L M H H H M H H
CD Tobacco L L M H H M L H H
CD Offi ce & computing M H M H L H H L L
CD Machinery & equipment M M M M M H M L M
CD Radio,TV and 
 communication M H M L L H H M L
CD Professional instruments M H L M L H H M M

DC Textiles L L H L M L L H H
DC Wearing apparel L L H L M L L H H
DC Leather & products L L H L M L L H H
DC Furniture L L M M L L M M H
DC Transport equipment H M L H M M L L L

DD Food L L M H H M M H H
DD Wood products L L M M L L M M H
DD Paper & products M L H L H M M L M
DD Printing & publishing M L H L H H H L H
DD Non-metallic minerals M L M M L M M L M
DD Metal products M L M M M L H L L
DD Shipbuilding H L L H M L L M M

R Footwear L L H L M L L H H
R Industrial chemicals H M H L H H M M M
R Drugs & medicines H H L H H H H H M
R Petroleum refi neries H L L M H H H H L
R Rubber products L M L H L M L M H
R Plastic products L M L H L M H M H
R Pottery M L L M L M M L M
R Glass & products M L M M L L H L M
R Iron & steel M L H L H M L L L
R Non-ferrous metals H M H L H M M M L
R Railroad equipment H M L H M M L L L
R Other manufacturing L M L M L L H M M

Beta coeffi cient Gini70/73 .004* .039* –.080 .102 .000 .161* .048 –.020 –.050

Beta coeffi cient Gini94/97 .000 .019 .030 –.060 .000 –.030 –.040 .000 –.256

Note: * = signifi cant at 5% level. The following industry characteristics are included in the 
table: economies of scale (IRS), technology level (TEC), intra-industry linkages (ITA), inter-
industry linkages (ITE), capital intensity (K/L), skill intensity (S/L), industrial growth (GRT), 
fi nal demand bias (FIN) and use of agricultural inputs (AGR).
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sources: fi rst, the small number of data points (there are 36 observations; 
one for each industry); and second, the fact that theory is virtually silent on 
how different industry characteristics should affect summary measures of 
industrial concentration. Still, there are a few things that are worth noting. 
In the early 1970s, industry Gini coeffi cients are signifi cantly correlated 
with industry increasing returns, technology level and skill intensity. By the 
mid-1990s, these factors appear to have become insignifi cant. This suggests 
that high IRS, high-tech and skill-intensive industries are, on average, not 
as concentrated as they once were, although this is obviously not the case 
for the most concentrated industries.

The main drawback of these types of econometric exercise is that they 
take as dependent variables summary measures of concentration, when in 
fact we have data on the complete distribution. In contrast, the econometric 
specifi cation that we present in Section 5.4 uses information on the entire 
distribution.

Spatial Separation

The concentration index employed so far provides information about the 
extent to which each industry is concentrated in a few countries, but does 
not tell us whether these countries are close together or far apart. Using this 
measure, two industries may appear equally geographically concentrated, 
while one is predominantly located in two neighbouring countries, and the 
other split between Finland and Portugal. Distinguishing such patterns 
will provide additional insights on the geography of individual industries, 
about cross-industry differences and about the driving forces of economic 
geography.

Hence, as a complement to the traditional concentration indices, we 
propose an index of spatial separation, that can be thought of as a supra-
national index of geographical location. We defi ne the spatial separation 
of industry k, (SPk) as follows: 

 SPk ≡ (C) ΣiΣj(s
k
i s

k
j δij) (5.6)

where δij is a measure of  the distance between i and j, sk
i  is the share of 

industry k in location i, and C is a constant. For a given location i, Σj(s
k
i δij) is 

the average distance to other production in industry k. The fi rst summation 
adds this over all locations i, weighted by their share in the industry, sk

i . 
The interpretation of ΣiΣj(s

k
i s

k
j δij) is therefore a production weighted sum 

of all the bilateral distances between locations. The measure is zero if  all 
production occurs in a single place, and it increases the more spatially 
separated is production.
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Midelfart et al. (2000a) provide a complete table of  spatial separation 
indices for all industries in the four periods 1970/73, 1982/85, 1988/91 and 
1994/97. Here, we just provide a summary of those results. Figure 5.6 reports 
the time series for manufacturing as a whole and for selected industry groups 
(high-technology industries, high returns to scale industries, and industries 
with high capital–labour ratios). 

For manufacturing activity as a whole, we fi nd an inverse-U shape. 
There was a substantial increase in spatial separation between 1970/73 and 
1982/85. The increase in separation then slowed down in the mid-1980s 
before reversing in the 1990s. 

There are two things to note about the spatial separation of  overall 
manufacturing. First, the geographical separation in activity that took place 
during the 1970s was of far greater magnitude than the clustering that took 
place in the 1990s. Second, the reported changes in the spatial distribution 
of European manufacturing appear to be largely driven by developments 
in southern Europe (and possibly Ireland). Comparing the changes of 
the southern European countries’ total share of  EU manufacturing (see 
Table 5.6) with the changes in spatial separation of  manufacturing, we 
see that EU manufacturing dispersed as southern Europe experienced a 
signifi cant increase in its manufacturing share (1970/73–1982/85). In the 
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Figure 5.6 Spatial separation of manufacturing industries
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mid-1980s further increases in southern European manufacturing appear to 
be refl ected in continued increasing spatial separation of EU manufacturing. 
However, in the 1990s, this trend was reversed, as southern Europe’s share 
in EU manufacturing declined slightly, which again increases the extent of 
spatial clustering.

Figure 5.6 also shows that high-technology industries are the least 
separated throughout the entire time period and on average exhibited 
increasing separation. Individual results shows that drugs and medicines, 
offi ce and computing, radio, TV and communication, electrical apparatus 
n.e.c. and professional instruments became increasingly spatially dispersed. 
Aircraft is the exception, becoming slightly less separated. The fi ve high-tech 
industries that became increasingly spatially dispersed, are also industries 
that became less geographically concentrated (see Midelfart et al., 2000a). 
The evidence on spatial separation of these sectors tells us that the decline 
in geographical concentration reported on the basis of Gini coeffi cients is 
not only a story about the major EU countries trading shares, but about 
real geographical dispersion of economic activity.

High returns to scale and high capital intensity industries are initially 
more spatially separated than high-tech industries, and exhibit a similar 
pattern to manufacturing as a whole – increasing separation in the 1970s 
and 1980s followed by increasing clustering in the last period. Thus, different 
groups of industries also show increasing dispersion of economic activity in 
Europe between 1970 and 1990 in line with the increasing spatial dispersion 
of aggregate manufacturing.

There is signifi cant cross-industry, and within-group variation in spatial 
separation. Overall, between 1970/73 and 1994/97, the general trend towards 
spatial dispersion is refl ected in 29 out of 36 industries. In contrast, over 
the same period only 23 out of  the 36 industries report declining Gini 
coeffi cients of concentration. Hence, moving beyond traditional measures 
of industrial concentration to an index that takes the relative location of 
countries into account strengthens the impression of a spreading out of 
European manufacturing activity.

Finally, one may note that most industries for which we report declining 
Gini coeffi cients are also found to be spatially separating, and vice versa. 
However, a number of  industries clearly illustrate that this need not 
necessarily always be the case. Textiles, wearing apparel, rubber products, 
motor vehicles, motorcycles and bicycles all became more concentrated 
between 1970/73 and 1994/97. But, during the same period, they also 
became more spatially separated. This suggests that these industries are 
witnessing a pattern of increasing concentration in a smaller number of 
countries at the same time as they see a break-up of transnational clusters 
in central Europe.
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Industry Analysis: Conclusions

Taking the economic geography of the EU as a whole, the above analysis 
shows that, on average, industries became somewhat more dispersed until 
the late 1980s, although there is now some evidence of a reversal of  this 
trend. The aggregate picture masks substantial changes in the location 
of  individual industries. Dividing industries into groups according to 
their concentration, we see that of  those industries that were initially 
concentrated, one group – largely consisting of  high returns to scale 
industries – has remained concentrated; others, including some relatively 
high-tech, high-skill, fast-growing industries, have become more dispersed. 
Of those industries that were initially dispersed, the slower growing and 
less skilled-labour-intensive ones have become concentrated in low-wage 
and low-skill-abundant economies.

5.4 ECONOMETRIC ANALYSIS

Hypotheses and Econometric Specification

In Sections 5.2 and 5.3 we drew out the broad trends of country specialisation 
and industry concentration, and offered descriptive material on the 
changing industrial characteristics of countries. This descriptive material 
considered just one country/industry characteristic at a time. In reality, 
location and specialisation patterns are driven by multivariate interactions 
between industry and country characteristics. Countries differ across a 
number of dimensions. Some are relatively abundant in physical capital, 
some relatively abundant in human capital; some are larger, some smaller; 
some are core locations – with easy access to many markets – others are 
peripheral. Industries also differ across a whole host of dimensions. They 
differ in their factor intensities; in the proportion of their output that is 
sold to fi nal consumers as opposed to other producers; in their reliance 
on inputs from other producers; in the extent of their returns to scale. All 
of  these different country and industry characteristics should interact to 
determine the pattern of location across the EU. In this section we evaluate 
which of  these interactions are most important in driving the observed 
location patterns.

Hypotheses about the location of  production all take the form of 
interaction between an industry characteristic and a country characteristic. 
To see why it is the interaction of these characteristics that is important, 
it is simplest to take a specifi c example. Thus, for example, if  countries 
vary in their endowment of scientists, all industries might want to locate 
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where scientists are more plentiful. However, in equilibrium, all industries 
cannot be in the same place, so it is industries that most value scientists 
that will produce where scientists are most plentiful, while industries in 
which scientists are less valued will be under-represented in such locations. 
This will be true more generally. Industries that are particularly intensive 
in any given factor will be drawn to countries that are relatively abundant 
in that factor. This means that, if  we want to understand the forces driving 
industrial location patterns, we must consider the interaction of industry 
characteristics (listed in Box 5.1) with the appropriate country characteristics 
when seeking to explain those patterns.

Theory tells us which country characteristics should be interacted with 
which industry characteristics. Our initial econometric specifications 
included a large number of interaction variables. However, for the results we 
present here, we focus on just four country characteristics and six industry 
characteristics, giving the six interactions listed in Table 5.10. Two factors 
drive our choice of these particular interactions. First, they are emphasised 
by theory. Second, they all have a signifi cant effect at some point in the time 
period that we are considering. Other variables were tried, including some 
policy variables, but the results were inconclusive. We return to these issues 
in our discussion of results. 

Table 5.10 Interaction variables

 Country characteristic Industry characteristic

j = 1 General market access Sales to industry, % of output
j = 2 Market access to suppliers Intermediate goods, % of total costs
j = 3 General market access Economies of scale
j = 4 Agricultural production,  Agricultural input, % of total costs
 % GDP
j = 5 Secondary and higher  Use of skilled labour, % of 
 education, % pop total costs
j = 6 Researchers and scientists, 
 % labour force R&D, % of total costs

We fi rst briefl y consider the interaction variables. The last three pairs of 
variables are factor abundance and factor intensity measures. Theory dictates 
the obvious pairing of each quantity measure of factor abundance with a 
measure of the share of that factor in each industry. Since we are focusing 
only on the structure of manufacturing, we take agricultural production 
as an exogenous measure of  ‘agriculture abundance’ (rather than going 
back to an underlying endowment such as land). The education variable 
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(characteristic j = 5) is interacted with the share of non-manual workers in 
the workforce, times the labour-share in the sector; this captures the skilled-
labour intensity of  the sector. We do not have a separate interaction for 
capital endowments and intensities, because of the high degree of capital 
mobility within the EU.

The fi rst three pairs of variables are interactions suggested by the work 
on new economic geography. General market access uses a market potential 
measure to capture the centrality of each location. Market access to suppliers 
captures the centrality of each location with respect to intermediate good 
suppliers.10 The three corresponding industry characteristics capture the 
following arguments. In reverse order, interaction between market potential 
and economies of scale (j = 3) captures the idea that industries with higher 
economies of scale (and perhaps also, therefore, less intense competition) 
may tend to concentrate in relatively central locations. Interaction between 
supplier access and the share of intermediates in costs (j = 2) captures a 
forwards linkage; we hypothesise that fi rms which are highly dependent 
on intermediate goods will tend to locate close to other producers, that is, 
in regions of high supplier access. Finally (j = 1) the interaction between 
market potential and the share of sales going to industrial users captures a 
backwards linkage; fi rms will want to be near their customers to minimise 
transport costs on fi nal sales. We focus on industrial customers by taking 
the share of output going to industrial users although, a priori, the sign of 
this interaction is not clear; it depends on the importance of proximity to 
industrial customers relative to proximity to fi nal consumers.

While this gives the forces that we believe are important in determining 
industrial location, the specifi c form of  an estimating equation remains 
to be resolved. The fi rst point is that our data require that we estimate a 
single relationship over all industries and countries. Estimating industry 
by industry is ruled out, since there are only 14 country observations; we 
cannot increase the number of observations by pooling across time, because 
we believe that increasing EU integration has changed the importance of 
different country characteristics over time (a belief that is confi rmed by our 
empirical results). The second point is that, when it comes to estimating 
such a relationship for a general trade model (as opposed to one that tests a 
particular theory, such as Heckscher–Ohlin), the literature gives essentially 
no guidance on how to proceed. Unfortunately, it is just such a general 
trade model, incorporating both comparative advantage and new economic 
geography effects, that we believe is driving location patterns across the 
European Union.11

To resolve this specifi cation issue, we constructed a very general simulation 
model which nests within it both factor abundance and new economic 
geography models, and simulated the way in which interactions between the 
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variables listed in Table 5.10 determined the pattern of industrial location. 
We then used the simulation output to inform our choice of functional form 
for estimation, and settled on the following specifi cation:

ln(sk
i ) = αln(popi) + βln(mani) + Σjβ [ j ] (y [ j ]i – γ [ j ])(z [ j ]k – κ [ j ]) (5.7)

where sk
i  is the share of industry k in country i (as defi ned in Section 5.1); 

popi is the share of  EU population living in country i; mani is the share 
of  total EU manufacturing located in country i; y [ j ]i is the level of  the 
jth country characteristic in country i; z [ j ]k is the industry k value of the 
industry characteristic paired with country characteristic j (see Table 5.10). 
Finally, α, β, β [ j ], γ [ j ] and κ [ j ], are coeffi cients.

Before presenting the results we give the intuition behind this particular 
functional form. The fi rst two variables capture country size effects; all 
else equal, we would expect larger countries to have a larger industrial 
share in any given industry. The remaining terms in the summation capture 
the interaction of country and industry characteristics. To understand the 
specifi cation, it is easiest to think about one particular characteristic, say j 
= R&D, so z[R&D]k is then the R&D intensity of industry k and y[R&D]i 
is the R&D abundance of country i. The specifi cation says:

(i) There exists an industry with R&D intensity κ[R&D], the location of 
which is independent of the R&D abundance of countries.

(ii) There exists a level of R&D abundance, γ [R&D], such that the country’s 
share of  each industry is independent of  the R&D intensity of  the 
industry.

(iii) If  β[R&D] > 0, then industries with R&D intensity greater than 
κ[R&D] will be drawn into countries with R&D abundance greater 
than γ [R&D], and out of  countries with R&D abundance less than 
γ [R&D].

When we estimate the equation, we derive estimates of  the three key 
parameters for each interaction variable – that is, estimates of κ [ j ], γ [ j ] and 
β [ j ]. We also derive estimates for the impact of the two scale variables – that 
is, estimates of  α and β. In the discussion of our results, we concentrate 
on the β [ j ]’s which measure the sensitivity of all industries to variations 
in the location characteristics. Returning to the example of R&D, if  R&D 
abundance is an important determinant of  location patterns, then we 
should see a high value of  β[R&D]. The estimate of  κ[R&D] tells us the 
level of  R&D intensity which separates industries into ‘high’ and ‘low’ 
R&D intensive industries. The estimate of  γ [R&D] tells us the level of 
R&D abundance that separates countries into ‘abundant’ and ‘scarce’ R&D 
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countries. Industries which are highly intensive (relative to κ [R&D]) will 
be attracted to countries that are relatively abundant (relative to γ [R&D]). 
Likewise, industries that have low intensity (again, relative to κ [R&D]) will 
be attracted to countries where R&D factors are scarce (again, relative to 
κ [R&D]). To emphasise, this need to consider both high and low intensities 
and high and low abundance is a result of the general equilibrium nature of 
the system which makes estimating these relationships so complex. It is also 
the general equilibrium nature of the system that stops us from guessing at 
the cut-off points κ [R&D] and γ [R&D] that defi ne intensity and abundance. 
For example, there is little reason to think that the mean or median are the 
correct cut-off points, however intuitive these values might be. Finally, after 
adjusting for industry intensity and country abundance we can directly 
compare the importance of different country characteristics by considering 
the relative sensitivity of all industries to those characteristics as captured 
through the estimates of β [ j ].

Estimation

In this section, we deal with some important estimation issues. First we do 
not estimate our specifi cation directly, but instead, expand the relationship 
to give the estimating equation:

 ln(sk
i ) = c + αln(popi) + βln(mani) 

 + Σj(β [ j ] y [ j ] iz [ j ] k – β [ j ] γ [ j ] z [ j ] k – β [ j ] κ [ j ] y [ j ] i) (5.8)

For each time period, this equation was estimated by OLS, pooling across 
industries. The left-hand side is a four-year average of the industrial share of 
country i in the total output of industry k. Population and manufacturing 
data are also calculated as four-year averages. Country characteristics come 
from a wide variety of sources. Characteristics are measured at the start of 
the period and time averaged where possible.12 Getting data on industry 
characteristics is not simple, so we use information on intensities that is 
not time-varying. 

We omit three sectors – petroleum refineries, petroleum and coal 
products, and manufacturing not elsewhere classified (essentially a 
residual component). This leaves us with around 455 observations – the 
exact number of observations for each year are reported in the table. There 
are potentially two important sources of heteroscedasticity – both across 
countries and across industries. Because we cannot be sure whether these 
are important, or which would dominate, we report White’s heteroscedastic 
consistent standard errors. We use these consistent standard errors for all 
hypothesis testing.
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Results

Results are given in Table 5.11. The fi rst two rows give results for the two 
size variables – measures of population share (share in total EU population) 
and manufacturing share (share in total EU manufacturing). The next 
six rows (interactions) give the coeffi cients on the interaction variables. 
From the estimating equation, we see that this is an estimate of β[j] – the 
sensitivity of industry location to the various country characteristics. We 
do not report results for the levels terms and instead concentrate on these 
sensitivity estimates, which capture the changing importance of the various 
factors driving industrial location patterns.

Table 5.11 Estimation results of equation (5.8)

Variable 1970 1980 1985 1990 1997

CONSTANT 11.56 19.732 –0.592 –10.446 –20.556
 (12.387) (15.306) (15.444) (17.51) (19.073)
Size variables
ln(pop) 0.095 0.172 –0.093 –0.005 0.146
 (0.236) (0.347) (0.273) (0.200) (0.233)
ln(man) 0.342 0.425 0.795*** 0.404** 0.516**

 (0.261) (0.32) (0.198) (0.203) (0.208)
Interactions
Market access 0.305*** 0.244*** 0.252*** 0.227** 0.162*

• sales to industry (0.073) (0.078) (0.085) (0.092) (0.100) 
Supplier access –0.12 0.003 0.100 0.283 0.893*

• intermediates in % costs (0.428) (0.503) (0.548) (0.552) (0.600)
Market access 0.175*** 0.185*** 0.144** 0.130* 0.084
• economies of scale (0.073) (0.077) (0.088) (0.098) (0.098)
Agriculture in % GDP –0.088 –0.117 –0.069 –0.001 0.184*

• agriculturals in % costs (0.1) (0.109) (0.108) (0.110) (0.134)
Education 0.251*** 0.279*** 0.283*** 0.304*** 0.224***

• skill intensity (0.083) (0.072) (0.073) (0.089) (0.083)
Researchers 0.024 0.065 0.105* 0.182** 0.214***

• R&D in % costs (0.087) (0.079) (0.084) (0.108) (0.084)
Diagnostics 
Adjusted R2 0.83 0.82 0.8 0.77 0.75
Number of observations 456 456 456 456 456

Note: We report standardised Beta coeffi cients. Standard errors reported in brackets; *** = 
signifi cant at 1% level; ** = signifi cant at 5% level; * = signifi cant at 10% level. We report the 
results of one-sided tests where appropriate. All regressions are overall signifi cant according 
to the standard F-test. 
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In discussing results, we initially focus on years from 1980 onwards. The 
variables ln(pop) and ln(man) soak up country size differences, as expected. 
In particular, coeffi cients on ln(man) are close to unity. Country and industry 
characteristics (not reported) all have negative coeffi cients, as expected. 
But, given the general equilibrium nature of  the economic system, these 
coeffi cients are of little direct interest. We concentrate on the coeffi cients 
β[j], which measure the effect of the interactions and capture the sensitivity 
of location patterns to the various country and industry characteristics.

1. General market access and sales to industry The coeffi cient on this 
interaction is positive and signifi cant. This says that backward linkages 
between industrial sectors are important determinants of  location. 
Industries which sell a high share of output to industry are, other things 
being equal, likely to locate in countries with high market potential.

2. Market access to suppliers and share of intermediates in costs This 
interaction is positive and becoming signifi cant at the 10 per cent level. 
The interpretation is that forward linkages are becoming increasingly 
important. Industries which are heavily dependent on intermediate goods 
are coming to locate in central regions with good access to intermediate 
supplies.

3. General market access and economies of scale The coeffi cient on this 
interaction is positive, but steadily declining and becoming insignifi cant 
in later years. Theory predicts that the forces pulling increasing returns 
to scale industries into central locations are strongest at ‘intermediate’ 
levels of transport costs. The fact that this force is weakening supports 
the view that trade barriers in Europe may now have declined beyond 
these intermediate values.

4. Agricultural production and share of agriculture in costs This interaction 
has the correct sign and increases slightly in strength, although at very 
low levels of signifi cance.

5. Educational level of the population and use of skilled labour This 
interaction is positive, highly significant, and slightly increasing 
throughout the period. It suggests the enduring importance of a skilled 
labour force in attracting skilled-labour-intensive industries.

6. Researchers in labour force and R&D intensity This interaction is 
positive, increasing in strength and becoming highly signifi cant. It points 
to the increasing importance of the supply of researchers in determining 
the location of high-technology industries.

The discussion above focuses on results from 1980 onwards. As we have 
seen in earlier sections of the chapter, going back to 1970 gives a somewhat 
different picture, and suggests a turning point in behaviour around 1980. 
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For example, looking at the time series of the β[j] coeffi cients, fi ve of the 
six have a turning point in 1980.

Summarising then, the econometrics paints a fascinating (and seemingly 
robust) picture of  the changing interaction between factor endowment 
and economic geography determinants of  location. The results indicate 
an increasing importance of  forward and backward linkages and of  the 
availability of skilled labour and researchers in determining the location 
of industry from 1980 onwards. At the same time, high increasing returns 
industries became better able to serve markets from less central locations.

What do our regression results tell us with respect to policy interven-
tions aimed at affecting the location of  industry? For example, why has 
Ireland been more successful than Portugal at attracting high-tech invest-
ments (as suggested by our analysis in Section 5.2). Is it due to the fact 
that Ireland offered greater fi nancial incentives, or did the Irish economy 
already have the inherent characteristics required for an expansion of the 
high-tech sector?

It is hard to use our results to talk about policy for individual sectors 
because we do not have data on policy measures by country and sector. 
Using country-level data on policy expenditures, the coeffi cient just tends 
to refl ect the relationship between these expenditures and the share of 
manufacturing in each country. If  these are negatively related we get a 
negative (insignifi cant) effect of  policy expenditures, refl ecting the fact 
that less industrial countries are recipients of  greater amounts of  EU 
regional aid.

Can we say anything positive about the role of policy in explaining the 
location of industry across the European Union? First, and most importantly, 
our results suggest that it doesn’t seem to have done too much harm. At 
the EU-wide level, specialisation according to comparative advantage 
and the forces identifi ed by new economic geography, are benefi cial. That 
is, specialisation driven by these forces increases aggregate welfare. Our 
results suggest that comparative advantage and new economic geography 
forces are becoming increasingly signifi cant in explaining location patterns 
of  industries. Second, and related, individual policies do not seem to be 
generally distorting the location of industrial activity. If they were generally 
distorting the location of  industry, then we would not fi nd that country 
characteristics and industry intensities were growing in importance.

To summarise, our regression results suggest that economic fundamentals 
are generally driving location patterns. Industrial policies may distort this 
picture, but they are not distorting the overall picture too much. Thus, 
Ireland’s high-tech policy may well bias high-tech fi rms towards locating in 
Ireland. But, relative to Portugal, Ireland has twice the number of 25–59 
year olds with at least upper secondary education (see the table in Appendix 
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5.B). If  the availability of  the correctly skilled labour force is important 
in determining location patterns (and our regression results suggest that 
it is), then the difference between the Portuguese and Irish experiences is 
likely as much explained by this last fact as it is by the existence of Ireland’s 
high-tech policy. 

Finally, to emphasise, our results suggest that ongoing specialisation in 
the European Union is driven by factors that will increase aggregate welfare. 
Individual countries may gain from policies that distort these forces, but 
theoretical reasoning suggests that the EU as a whole loses. We return to 
some of these issues in the conclusions.

5.5  SERVICE INDUSTRIES IN THE EUROPEAN 
UNION 

So far, we have concentrated purely on manufacturing industries. There 
are several good reasons for so doing. First, in general, manufacturing 
products are inherently more tradable than service sector products, so we 
would expect to see the largest relocation effects of European integration in 
manufacturing. Second, current data availability severely restricts our ability 
to describe location patterns of services and to study the forces driving the 
location of  those services. For example, we only have employment data 
for fi ve very aggregate service sectors, and we cannot classify these service 
industries according to the industry characteristics that we used in Section 
5.2. However, as service industries account for around 60 per cent of EU 
employment, the geography of those services must be increasingly important. 
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Figure 5.7 Share of employment in the service sector
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In this section, we use the available data to discuss the distribution of service 
sectors. Our conclusions are that demand shifts can explain most of  the 
changing scales of service sector activity, although we cannot rule out the 
possibility that trade and specialisation changes may be occurring at more 
disaggregate levels of service sector activity.

Aggregate Trends

EU countries differ substantially in the relative sizes of their service sectors 
(Figure 5.8).13 In 1982, the share of service employment in total employment 
ranged from 40 per cent (Portugal) to 66 per cent (Belgium). By 1996 service 
employment shares had risen in all countries and ranged from a low of 
57 per cent (Portugal) to a high of  76 per cent (UK). The full picture is 
given in Table 5.12, and we see that the increase was largest for the three 
countries with the smallest service sectors initially, namely Greece, Portugal 
and Spain, and correspondingly smallest for the three countries with the 
biggest sectors initially, Belgium, Denmark and Sweden.14

Table 5.12  Country shares of the EU fi nancial, insurance, real estate and 
business service sector (FIRE) (%)

 1982 1995

Austria 2.62 2.55 
Belgium 1.33 0.98 
Denmark 2.09 1.82 
Spain 3.21 4.84 
Finland 1.50 1.26 
France 18.78 17.84 
UK 26.17 25.88 
Germany 8.24 6.75 
Greece 1.38 1.72 
Ireland 0.80 0.82 
Italy 25.13 25.10 
Luxembourg 0.10 0.13 
Netherlands 4.47 5.35 
Portugal 1.14 2.01 
Sweden 3.04 2.95 
Total 100 100 

Turning to individual service sectors, Figure 5.8 gives the time series of the 
Gini coeffi cient of concentration for fi ve major sectors (fi nancial services, 
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insurance, real estate and business services (FIRE); wholesale and retailing; 
restaurants and hotels; transport; and communication).15 Among these 
sectors, FIRE is the most concentrated and remains so from 1982 to 1996, 
even though its level of concentration decreases slightly. Transport services 
are least concentrated. The ranking of industries according to degree of 
concentration does not change over time, and all fi ve service industries are 
less concentrated than manufacturing production as a whole.

We briefl y consider the relocation patterns that have caused the decrease 
in geographical concentration of the FIRE sector, by considering country 
shares, sk

i (t), for 1982 and 1995. From Table 5.12, we see that the UK 
and Italy more or less kept their dominant positions, while Germany 
experienced a slight decline in position. The countries that gained shares 
were Spain, Portugal and Greece and also the Netherlands. Hence, it seems 
that the decrease in concentration was indeed due to genuine geographical 
dispersion, and not just caused by relocation among the core countries in 
Europe. 

The evidence presented above points to three broad trends in the service 
sectors:

• Service activity is expanding across the EU as part of a general shift 
from manufacturing to services;

• Poorer countries, with small initial services sectors, are catching up;
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Figure 5.8 Gini coeffi cient of concentration, EU services
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• Indices of  concentration for services sectors confi rm this general 
picture – services are in general more dispersed than the average 
manufacturing sector and, to the extent that we see any trends, we 
see increased dispersion over time.

The main reason for these changes lie in changing patterns of demand for 
services.

Changing Demand

Demand for services comes from fi nal consumers and from use of services 
as intermediate goods, both of which have risen through time. A number 
of points can be made.

First, rising income levels across EU countries would lead us to predict an 
increasing share of services in consumption (because the income elasticity 
of demand with respect to services is known to be high). This, coupled with 
convergence of income levels goes a long way to explain the catch-up by 
countries with smaller initial service sectors.

Second, most manufacturing sectors have become more intensive users 
of services as intermediates in production. This may be a real shift, or may 
simply refl ect the outsourcing of activities that were previously undertaken 
within manufacturing sector firms. The effects of  this are quite large, as 
is clear from inspection of input-output tables. For the UK, the share of 
service inputs in the gross value of manufacturing output has risen from 
12 per cent to 19 per cent over the last two decades. Focusing on specifi c 
sectors, the trend towards outsourcing becomes even more signifi cant: offi ce 
and computing, electrical apparatus, radio, TV and communication, motor 
vehicles and professional instruments all report increases in services inputs 
as a share of  output of  around 9–13 per cent. Input–output tables for 
other countries tell a similar story. For example, French manufacturing 
industries increased the share of service inputs in output from 13 per cent 
to 21 per cent. 

Third, manufacturing industries vary in their service intensity, and highly 
service-intensive industries have been amongst the fastest growing. From 
input–output tables we rank industries according to their total use of 
services (exclusive of electricity, gas and water) as a share of gross output, 
and report the eight most intensive industries in Table 5.13; the service 
input shares in these industries range from 30 per cent to 21 per cent of 
the gross value of output.16 Five of these eight industries are in the fastest 
growing third of EU industries and none in the slowest growing third (see 
Table 5.9). 
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These arguments indicate rising demand for intermediate usage of services 
across the EU as a whole. However, in addition, some of the most service-
intensive industries are also those that have become increasingly dispersed. 
Seven out of the eight industries listed in Table 5.13 became more dispersed 
between 1970/73 and 1994/97. These sectors are especially intensive in the 
use of fi nance and insurance, real estate and business services, and communi-
cation. Changing location of manufacturing industries therefore goes some 
way to explain the increasing dispersion of service sector employment.

Table 5.13 Service-intensive industries

ISIC Service intensive industries

3825 Offi ce & computing
3610 Pottery
3620 Glass & products
3690 Non-metallic minerals
3832 Radio, TV & communication
3522 Drugs & medicines 
3410 Paper & products
3420 Printing & publishing

Conclusion

Changes in demand – driven by increased income, increased outsourcing, and 
the changing sizes and locations of service intensive industries – probably 
explain most of the changing pattern of service sector employment. However, 
two other possibilities must be mentioned. The fi rst is the possibility that 
there has been increasing international trade in services, and consequent 
relocation. For most service activities this is unlikely, because of the inherent 
non-tradability of the service. For other activities – notably FIRE – it is a 
greater possibility. Data limitations make it diffi cult to measure trade in this 
sector, but the employment data provides no indications that concentration 
is taking place. From Table 5.13 we see that the FIRE sector is the one that 
is de-concentrating most. 

Finally, the fi ve service sectors we work with are highly aggregated 
– they are each much larger than any of  our manufacturing sectors. It 
is possible that more disaggregate data would reveal a different story of 
changing concentration and dispersion, and possibly of specialisation and 
agglomeration with their attendant effi ciency gains. However, identifying such 
effects requires much more detailed data than are currently available. 
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5.6 AN EU–US COMPARISON

It has often been remarked that industries in the US are much more spatially 
concentrated than they are in Europe. Unfortunately, it is diffi cult to fi nd 
a way in which this statement can be made precise. The US and Europe 
are different sizes and geographical shapes, and there is no correct way 
to aggregate US states to mirror the geography of  countries in Europe. 
Nevertheless, in this section we perform three exercises to shed some light 
on the similarities and differences between the EU and the US. The fi rst is 
simply to look at the time series of regional specialisation and industrial 
concentration in the two continents; this reveals quite different patterns of 
change, but makes no comparison of levels. The second is a comparison of 
the location patterns of the motor vehicle industry in the two continents. The 
third uses our spatial separation index (Section 5.3) to make a comparison 
on levels.

The Evolution of Specialisation and Concentration

US geography is different, and units of observation (states) smaller than 
the European counterpart. The likely effect of using smaller geographical 
units is to increase the value of  measures both of  specialisation and of 
concentration (because, for example, random variations in industry shares 
will show up more). This creates diffi culties for direct comparison of levels 
of specialisation and concentration measures, although time trends of the 
series can be compared.

We have updated the work of Kim (1995) using employment data from 
US states. These data allow a comparison of the broad trends in the US 
with those in Europe. As EU and US data are collected at different levels 
of  industry aggregation, the 36 EU industries are aggregated up to the 
21 US industries before measures of specialisation and concentration are 
calculated and compared. 

First, let us consider the specialisation of  locations. Table 5.14 shows 
the Gini coeffi cients of  specialisation for the EU and the same statistics 
for the US.17 The obvious point is that there has been a steady decrease in 
the specialisation of US states, in contrast to the U-shaped performance 
of the European measures.

We now turn to the concentration of industries. Table 5.15 reports the 
(un-weighted) average Gini coeffi cients of concentration for the EU and 
the US (see Midelfart et al., 2000a, for a complete set of Gini coeffi cients 
over time and industries). We see that there has been a sharp decline in 
industrial concentration in the US between the early 1970s and the mid-
1980s, consistent with the fi ndings of Kim (1995). Our time series extend 
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those of Kim for a further ten years, and we see that the trend of dispersion 
continues into the 1990s and up till 1994/97. Relative to the magnitude of 
the changes in concentration that have taken place in the US, neither the 
slightly ‘wave’-shaped patterns of European industrial concentration, nor 
the decline in concentration between 70/73 and 94/97 in Europe industries, 
are very signifi cant.

Table 5.14 Gini coeffi cients of specialisation: US and EU

 70/73 80/83 88/91 94/97

US average 0.450 0.413 0.391 0.372
EU average 0.248 0.234 0.249 0.261

Table 5.15 Gini coeffi cient of concentration: US and EU

 70/73 82/85 88/91 94/97

US average 0.675 0.648 0.636 0.618
EU average 0.591 0.574 0.584 0.577

What are the industries driving the dispersion taking place in the US? 
Only two out of 21 US manufacturing industries do not record a decrease 
in concentration between 70/73 and 94/97; they are tobacco products 
and textile mill products. The industries that dispersed the most are 
motor vehicles and equipment, miscellaneous manufacturing industries, 
electronics, industrial machinery and equipment, primary metal industries, 
instruments, and leather and products. In Europe 14 out of 21 industries 
show a decrease in concentration during the same interval, and the industries 
that dispersed the most were: industrial machinery and equipment, tobacco, 
instruments, chemicals, and electronics (offi ce and computing, radio, TV 
and communication). Hence, electronics, machinery and instruments appear 
to be driving the industrial dispersion in the US as well as in Europe.

The Motor Vehicle Industry: A US–EU Comparison

Despite the diffi culty in making cross-country comparisons, more detailed 
study of the motor vehicle industry is instructive. For three time periods 
we have selected the top two and the top four European countries in terms 
of  the value of  motor vehicles produced. The shares of  these countries 
in vehicle production and in manufacturing as a whole are given in the 
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top two rows of Table 5.16. We see the top two countries increasing their 
share of vehicle manufacturing (from 58 per cent to 62 per cent), with little 
change in their share of manufacturing as a whole. The share of the top 
four declines (from 86 per cent to 82 per cent), with a larger fall in their 
share of manufacturing as a whole.

Table 5.16 European and US motor vehicle production

 Share in 1970 (%) Share in 1982 (%) Share in 1996 (%)
 Vehicle Manufacture Vehicle Manufacture Vehicle Manufacture
 production as a whole production as a whole production as a whole

Top Europe A 58 46 59 44 62 45
 B 86 76 84 74 82 65
Top US A 56 13 61 25 63 33
 B 87 56 84 61 82 61

Notes: 
For top Europe, A refers to top two countries and B to top four countries.
For top US in 1970, A refers to top two states and B to top ten states; in 1982, A refers to 
top four states and B to top twelve states; in 1996, A refers to top six states and B to top 
thirteen states.

We then select the top US states in terms of motor vehicle manufacture, 
choosing the number of states to be just suffi cient to give a similar share 
of vehicle production as the top two and top four EU countries. Thus, in 
1970, just two US states produced 56 per cent of vehicles (similar to the top 
two EU, producing 58 per cent) and the top ten states produced 87 per cent 
(similar to the top four EU countries, producing 86 per cent). The spread of 
the US industry is apparent, since we see that by 1996 it took six US states 
to produce the same share of output as did the top two EU countries, and 
thirteen states to match the share of the EU top four. 

As the US industry has dispersed, so the states in which it is concentrated 
have become much less specialised. In 1970 the two top vehicle producers, 
responsible for 56 per cent of US vehicle production, only had 13 per cent of 
total manufacturing. The analogous number for the 1996 top six, responsible 
for 63 per cent of US vehicle production, was 33 per cent. However, notice 
that these states are still more specialised than the equivalent European 
countries. Thus, whereas these top six states account for 63 per cent of 
vehicle production and 33 per cent of  total manufacturing, the four 
European countries account for 62 per cent of vehicle production and 45 
per cent of the supply of total manufactures. However, this concentration 
of  vehicles relative to manufacturing as a whole is much less marked at 
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the next level: the top thirteen US states, producing 82 per cent of  US 
vehicles, supply 61 per cent of manufactures as a whole, while the equivalent 
European countries, producing 82 per cent of EU vehicles, supply 65 per 
cent of manufactures.

Spatial Separation

The problem with direct comparison of the EU with the US is both that 
their geographies are inherently different, and that there are different size 
units of observation in the US. We can go some way to addressing these 
issues by using our index of spatial separation (Section 5.3). It simply gives 
a measure of distance between production units in each industry. We have 
computed this index for each of the 21 industries, for the EU and for the 
US (49 states, excluding Alaska and Hawaii). We fi nd the spatial separation 
index generally larger for the US than for the EU.

This difference simply refl ects the greater geographical size of the US. To 
control for this we want to condition each value on a measure of geographical 
size, and for this we use the index of spatial separation for manufacturing 
as a whole on each continent. We therefore defi ne the conditional spatial 
separation index as the spatial separation index for each industry divided by 
that for manufacturing as a whole. Finally, we compared these conditional 
spatial separation indices, taking the ratio of the EU measure to the US 
measure for each industry.

Results are given in Table 5.17. Consider lumber and wood products 
from 82/85 onwards. The numbers say that, conditional on the relative 
sizes of the US and the EU, this industry is more spatially separated in the 
EU than in the US. Looking at motor vehicles we see much more marked 
EU spatial separation, although the margin is declining. On the other side, 
electronic equipment is less spatially separated in the EU than in the US, 
presumably refl ecting the fact that the two US clusters of this industry are 
on opposite sides of the continent.

The conclusion is that, on average, the EU is more conditionally spatially 
separated than the US. This has not changed much over time. In 1982/85, 
17 out of 21 industries were more spatially separated in the EU than in the 
US, a number which fell to 15 of the 21 industries by 1994/97. Thus, we see 
little evidence of convergence.

5.7 CONCLUSIONS

It seems clear from the analysis in this chapter that, from the early 1980s 
onwards, the industrial structures of  EU economies have become more 
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dissimilar. This is as would be predicted by trade theory (old and new) 
during a period of economic integration. What are the main features of 
this process of divergence?

First, it is slow. Over a fourteen-year period, most economies have only 
seen a few per cent of their industrial production move out of line with that 
of the rest of the EU. Of course, more activity might be expected to show up 
in more disaggregate data, but nothing in our results suggest that the process 
is particularly rapid. We see no marked effect on location and specialisation 
patterns of the completion of the Single Market Programme.

Second, it is driven by a combination of  forces. Some industries are 
becoming more geographically concentrated, others more dispersed. This 
fact alone tells us that there is no single process driving all industries in the 
same direction. This is perhaps surprising, since trade theory (old and new) 
generally predicts that falling trade barriers should make all, not just some, 
industries become more geographically concentrated.

Table 5.17  EU conditional spatial separation/US conditional spatial 
separation 

 Industry 70/73 82/85 88/91 94/97

413 Lumber and wood products 0.92 1.07 1.11 1.12
417 Furniture and fi xtures 1.06 1.06 1.08 1.05
420 Stone, clay and glass products 1.03 1.09 1.09 1.07
423 Primary metal industries 1.26 1.23 1.2 1.22
426 Fabricated metal products 1.01 1.04 1.04 1.02
429 Industrial machinery and equipment 0.92 0.95 0.98 1.03
432 Electronic and other electric equipment 0.83 0.81 0.84 0.85
435 Motor vehicles and equipment 1.46 1.44 1.42 1.3
438 Other transportation equipment 0.86 0.81 0.76 0.80
441 Instruments and related products 0.99 0.87 0.83 0.89
444 Miscellaneous manufacturing industries 1.06 1.04 1.03 0.99
453 Food and kindred products 0.95 1.01 1.03 1.01
456 Tobacco products 1.63 2.08 2.27 2.19
459 Textile mill products 1.91 2.14 2.10 2.03
462 Apparel and other textile products 1.17 1.20 1.14 1.04
465 Paper and allied products 1.20 1.30 1.29 1.33
468 Printing and publishing 1.00 1.02 1.03 0.97
471 Chemicals and allied products 1.04 1.01 1.06 1.07
474 Petroleum and coal products 0.74 0.92 0.89 0.85
477 Rubber and misc. plastics products 1.07 1.03 1.07 1.05
480 Leather and leather products 1.46 1.35 1.29 1.24

Average 1.12 1.16 1.16 1.14
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Our analysis sheds light on the mechanisms that are at work. Some 
of  the forces encouraging medium and high increasing returns to scale 
industries to locate in central regions are diminishing. At the same time 
industrial linkages are encouraging some industries – for example those 
with high shares of intermediate goods in production – to move into central 
locations. And in addition, the supply of skilled workers and researchers is 
becoming increasingly important in moving some industries into countries 
well endowed with these types of workers.

Third, the process is in the opposite direction from the one we observe 
in the US. The US saw states becoming increasingly dissimilar from 1860 
until around 1940, but a considerable amount of convergence has occurred 
since. Despite recent work in the area it is still not clear what forces drive 
these trends for the US.18

Is the process of growing dissimilarity in the EU likely to continue, or 
is it reaching some limit? We see no evidence that it is reaching a limit. In 
so far as any direct comparisons with the US are possible, it is likely that 
EU industry remains more dispersed than that of the US. The time series 
record for Europe indicates no evidence of a slowdown. And as we have 
seen, the process is slow; economies are nowhere near pressing against the 
limits of complete specialisation.

Finally, is the process to be welcomed? Our results suggest that the rate 
of  structural change is suffi ciently slow for it not to be associated with 
major adjustment costs. And if it is driven by a combination of comparative 
advantage and industrial linkages, then analysis suggests that it will lead 
to real income gains.

APPENDIX 5.A DATA

1. Manufacturing Production Data

The data set is based on production data from two sources: OECD STAN 
database and the UNIDO database.

OECD STAN (Structural Analysis) database
Data National industrial data on value of output.
Period 1970–1997, annual data.
Countries 13 European countries: Austria, Belgium, Denmark, Finland, 

France, Germany, Greece, Italy, Netherlands, Portugal, Spain, 
Sweden, United Kingdom.

Sectors 36 industrial sectors specifi cation.
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UNIDO database
Data National industrial data on value of output.
Period 1970–1997, annual data.
Countries Ireland.
Sectors 27 industrial sectors; the specifi cations have been adjusted to 

be consistent with the classifi cation employed in the STAN 
database, see notes on changes made to the data below.

NB: Some 3-digit data is missing in various years for various sectors. Where 
possible we break down 2-digit data using information on 3-digit shares 
from close time periods; if  not possible, we break down 3-digit sectors by 
EU share. Approximately 7 per cent of the 3-digit data needs to be estimated 
in this way. Details are available on request.

2. Trade Data

UN Com Trade database
Data Manufacturing trade data on total exports to the world.
Period 1970–1997, annual data.
Countries EU-15: Austria, Belgium/Luxembourg, Denmark, Finland, 

France, Germany, Greece, Ireland, Italy, Netherlands, Portugal, 
Spain, Sweden, United Kingdom

Sectors 104 manufacturing sectors.

3. Service Data

Service data are based on OECD Services database.

OECD Services database
Data Services employment and GDP data.
Period 1982–1995, annual data.
Countries EU-15: Austria, Belgium/Luxembourg, Denmark, Finland, 

France, Germany, Greece, Ireland, Italy, Netherlands, Portugal, 
Spain, Sweden, United Kingdom.

Sectors Total services; fi ve individual service sectors.

4. US Data

US data are based on regional manufacturing employment data, provided 
by Gordon Hanson.

Data Manufacturing employment data.
Period 1970–1997, annual data.
US states 51.
Sectors: 21 manufacturing sectors.
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APPENDIX 5.B  INDUSTRY AND COUNTRY 
CHARACTERISTICS

(1) Industry Characteristics

• Economies of scale 
 Indicators of economies of scale, source: Pratten (1988)
• Technology level 
 High, medium, low, OECD classifi cation, source: OECD (1994) 
• R&D intensity
 R&D expenditures as share of  gross value-added, source: ANBERD 

and STAN, OECD
• Capital intensity
 Capital stock per employee, source: COMPET, Eurostat
• Share of labour 
 Share of labour compensation in value-added, source: STAN, OECD
• Skill intensity
 Share of  non-manual workers in workforce, source: COMPET, 

Eurostat
• Higher skills intensity
 Share of  employment with higher education, source: COMPET, 

Eurostat
• Industrial growth
 Growth in gross production value between 1970 and 1994, source: STAN, 

OECD
• Agricultural inputs intensity
 Use of primary inputs as share of value of production 
• Intermediates intensity 
 Total use of intermediates as a share of value of production
• Intra-industry linkages 
 Use of intermediates from own sector as share of value of production
• Inter-industry linkages 
 Use of  intermediates (excluding inputs from own sector) as share of 

value of production
• Final demand bias
 Percentage of sales to domestic consumers and exports
• Sales to industry
 Percentage of  sales to domestic industry as intermediates and capital 

goods
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Agricultural inputs intensity, intermediates intensity, intra-industry linkages, 
inter-industry linkages, fi nal demand bias, and sales to industry are all 
calculated using the OECD input–output tables database. EU average 
intensities are constructed on the basis of  the input–output tables for 
Denmark, France, Germany and the UK in 1990.

(2) Country Characteristics 

• Market potential
 Indicators of  market potential based on GDP, source: European 

Commission, DGII
• Supplier access
 Indicators of supplier access based on GDP and sales to manufacturing, 

source: Midelfart et al. (2000b)
• Labour force
 Total labour force, source: Eurostat
• Capital stock, source: PennWorld Tables
• Average manufacturing wage
 For all countries except Ireland, annual labour compensation per employee 

in total manufacturing, source: STAN, OECD. For Ireland we use the 
labour cost survey by Eurostat (1996) and COMPET (CMPT3110), 
Eurostat. Due to lack of data on Ireland, we assumed that number of 
hours worked per week is the same in Ireland as in the UK

• Relative wages
 Wages for non-production/production workers, source: United Nations 

(1998). UNISD does not give data for Belgium, France, Netherlands and 
Portugal. For these countries we used Eurostat (1992), and COMPET 
(CMPT 3110), Eurostat, and assumed 4 weeks of work per month

• Agricultural production
 Agriculture share in GDP
• Researcher and Scientists (RSE)
 Researchers per 10 000 labour force, source: OECD
• Education of population
 Share of  population aged 25–59 with at least secondary education, 

source: Eurostat
• Regional aid, source: European Commission (1995)
• Total aid, source: European Commission (1995) 

The following table details the 1990 value of the four country characteristics 
that are used in the econometric specification that we report in 
Section 5.4.
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(3) Country Characteristics (1990)

 Market Supplier  Agricultural Secondary  Researchers 
 potential access production and higher and Scientists
   (% GDP) education (% labour force)
    (% population)

Austria 12 303.0 8.73 3.2 75.1 34
Belgium 13 263.8 8.90 1.9 60.6 53
Denmark 6 627.8 8.18 4.5 82.1 58
Spain 4 993.2 9.76 5.4 35.1 32
Finland 3 642.1 8.23 6.6 72.6 67
France 12 380.2 10.61 3.5 62.7 60
Germany 13 072.8 10.99 3.0 82.1 59
Greece 2 335.7 7.59 12.5 49.3 20
Ireland 3 791.5 7.46 9.6 51.3 58
Italy 8 715.1 10.57 4.1 41.4 32
Netherlands 12 839.9 9.01 4.0 65.9 46
Portugal 3 193.8 7.87 7.3 23.8 31
Sweden 5 810.5 8.90 3.4 76.7 78
UK 12 225.8 10.40 2.0 55.3 50

NOTES

 * The authors would like to thank staff  at the Directorate-General for Economic and 
Financial Affairs for help and comments. In particular, Adriaan Dierx, Martin Hallet, 
Karel Havik and Fabienne Ilzkovitz have helped with data and provided specifi c comments 
that have substantially improved the study. Danny Quah, Victor Norman, Jan Haaland 
and Diego Puga have commented extensively on earlier drafts of this chapter and helped 
us resolve a number of important issues. Gordon Hanson kindly provided us with US 
data. Finally, Sandra Bulli, Monica Baumgarten de Bolle and Beatriu Canto and Dhush 
Puwanarajah have provided invaluable research assistance.

 1. Our econometric approach is innovative. It is closest to that of Ellison and Glaeser (1999). 
Previous econometric studies of  industrial location in Europe, such as Brülhart and 
Torstensson (1996), have looked at changes in summary measures of industrial location 
as a function of industry characteristics. Our approach uses the full measure of industry 
production by country, as determined by the interaction between country and industry 
characteristics.

 2. Gross value of output measures are preferred if  changes in outsourcing are primarily 
to other sectors, rather than own sectors. This appears to be the case from inspection of 
input–output matrices.

 3. All the way through the chapter we shall use some sort of  moving average to try to 
remove spurious fl uctuations due to the differential timing of country and sector business 
cycles.

 4. Despite the overall rise in specialisation in thirteen out of fourteen countries from 1980/83 
to 1994/97, four countries – France, Great Britain, Portugal and the Netherlands – actually 
became marginally less specialised during the second half of this period (1988/91–1994/97). 
However, for France, Great Britain and Portugal these slight decreases in specialisation 
are not enough to undo the large increases that they saw during the 1980s. The overall 
picture is one of a general increase in specialisation over the last two decades.

 5. The Gini coeffi cient of specialisation summarises the distribution of relative production 
shares, rk

i (t), across industries in a given country. The Lorenz curve associated with the 

Dierx 02 chap05   166Dierx 02 chap05   166 25/10/04   4:52:12 pm25/10/04   4:52:12 pm



 The location of European industry 167

measure gives cumulated values of vk
i (t) on the vertical axis, against cumulated values 

of  vk
i (t) on the horizontal, and observations are ranked in descending order by the 

gradient, rk
i (t).

 6. The Gini coeffi cient of concentration measures the dispersion of a distribution of absolute 
production shares, sk

i (t), across countries for a given industry. The Lorenz curve associated 
with the coeffi cient has cumulated sk

i (t) on the vertical (as before), cumulated number 
of locations on the horizontal (each interval with the same width, 1/N). Locations are 
ranked by sk

i (t) (the gradient of the Lorenz curve). 
 7. Traditionally researchers have tended to consider relative instead of  absolute shares 

of industries when constructing summary measures of concentration, see for example, 
Brülhart and Torstensson (1996). Summary indices of concentration based on relative 
shares are less informative as they are beset with problems related to the different sizes 
of the units of observations (countries). An industry will be absolutely concentrated if  
particular countries – independent of the size of the countries – have very large shares 
of that particular industry. However, if  we look at relative indices of concentration, the 
degree of concentration of an industry will depend on the size of the countries that have 
the largest shares of the industries. See Haaland et al. (1999) for further discussion of 
absolute versus relative indices.

 8. Particularly since the smaller EU countries have grown more rapidly than the larger 
EU countries, and that the industries that have declined in concentration typically are 
industries where larger countries have tended to have the highest shares.

 9. See, for example, Brülhart and Torstensson (1996), Amiti (1999) and Brülhart (1998), 
who regress these summary statistics on a number of industry characteristics.

10. It is constructed using information on gross value-added and individual industry sales 
to manufacturing. See Midelfart et al. (2000b) for details.

11. The standard references on testing trade theory are Leamer and Levinsohn (1995) 
and Helpman (1999). Davis and Weinstein (1998) test one hypothesis from economic 
geography, but fall short of developing a general specifi cation.

12. Except for the1970/73 regression where contemporaneous endowment data is not available. 
Instead, we use the same endowment data as for the 1980/83 regression.

13. Gross production value is, to our knowledge, not available for the service sectors and 
time span employed in the present chapter; we therefore have to use another measure of 
activity in service industries – namely employment.

14. The OECD (1999) studies national and regional specialisation in Europe based on a 
sectoral output classifi cation that covers both manufacturing and services (eight economic 
sectors), they report increased national specialisation over the period 1980 to 1996. 
However, moving to a more aggregated sectoral classifi cation (three sectors: agriculture, 
manufacturing and services) while analysing regional (NUTS 1) instead of  national 
specialisation, we see a fall in the average regional specialisation.

15. Note that data on all services apart from fi nancial services, insurance, real estate and 
business services are missing for Ireland and Greece.

16. We use the average of the 1990 input–output value tables of Denmark, France, Germany 
and the UK.

17. Note that due to the fact that the EU sectors are aggregated up to the 21 US sectors 
before the indices are calculated, the indices reported in Table 5.14 are not identical to 
those in Table 5.3.

18. See Kim (1995) and Ellison and Glaeser (1999).
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6.  Product market reforms and 
macroeconomic performance 
in the European Union

  Adriaan Dierx, Karl Pichelmann and 
Werner Röger*

INTRODUCTION

Europe’s key challenges of restoring full employment, creating a knowledge-
based economy, preparing for population ageing and safeguarding social 
cohesion are closely interlinked and need to be addressed by a coherent 
and comprehensive economic policy strategy for the medium to long 
term. The overarching objective of the strategy adopted by the European 
Union is to enhance the capacity of its economy to generate high rates of 
non-infl ationary growth over a prolonged period. Basically, this requires 
pressing ahead with deep, comprehensive reforms of product, capital and 
labour markets, backed up by a sound macroeconomic policy mix aiming 
at sustained rates of growth close to potential within an environment of 
price stability.

Against this background, this chapter looks at the structural reform 
efforts affecting EU product markets since the early 1990s and their impact 
on macroeconomic outcomes in terms of (un-)employment, real wages and 
growth. It also tries to take the interlinkages between reform areas into 
account, and to assess their impact on macroeconomic performance in a 
scenario analysis of different macroeconomic policy settings.

The chapter is organised as follows: Section 6.1 sets the stage for the analysis 
by providing some economic and political background considerations to the 
reform effort. The theoretical framework of the study is presented in Section 
6.2, which describes the main transmission channels linking structural 
improvements in product markets with macroeconomic performance. 
Section 6.3 treats the interdependence between structural reforms in product 
and labour markets, and elaborates on the relation between structural 
reforms and the design of  macroeconomic policy strategies. Section 6.4 
briefl y describes the main product market reforms carried out in the EU 
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since the early 1990s. Section 6.5 models the impact of these reforms on 
macroeconomic performance using macro-model simulation analysis for 
different scenarios of macroeconomic policy settings. The intention of this 
section is to evaluate the impact of structural reforms on the speed limits 
to overall growth in the economy, to describe the adjustment towards a 
new equilibrium, and to illustrate how monetary and fi scal policy affects 
the adjustment process. Finally, Section 6.6 contains some concluding 
remarks.

6.1 SETTING THE STAGE

At their summit meeting in Lisbon in 2000, EU leaders set the ambitious goal 
for the EU to become the most competitive and dynamic knowledge-based 
economy in the world by 2010 and agreed on a comprehensive structural 
reform agenda to boost employment and liberalise markets, now known as 
the ‘Lisbon strategy’. This renewed drive for economic reform was largely 
motivated by the observation of a persistent income gap with the US and 
a widespread perception of falling even further behind.

Indeed, at the turn of the century EU income levels – measured in terms 
of GDP per capita in purchasing power parities – stood, on average, at only 
some 70 per cent of the US level and the post-war process of catching up 
had come to a halt. Around 40 per cent of the income difference between 
the EU and the US may be attributed to a lower labour productivity per 
hour worked in the EU. The larger part of the difference in average levels 
of income, however, is explained by the fact that Europeans work less than 
their US counterparts, both in terms of employment rates and, if  employed, 
in terms of average hours worked (see Figure 6.1).

Against this background, the four main planks of  the comprehensive 
structural reform strategy to address the challenge to raise Europe’s potential 
growth and to narrow the income gap aim at:

• Higher employment rates and lower structural unemployment;
• Improving competitive conditions;
• Fostering productivity and investment growth;
• Effi cient, integrated fi nancial markets.

Before providing a more detailed formal exposition of the main transmission 
channels from structural reforms to aggregate economic performance, we 
consider it useful to begin with a brief  non-technical discussion of  the 
basic relationships between labour and product market institutions and 
macroeconomic outcomes as identifi ed in the economic literature.
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Starting with labour market institutions, two different – though 
interconnected – perspectives on the macroeconomic impact of  labour 
market reforms may be distinguished: (i) a productivity-enhancing channel, 
whereby better working labour markets allow for an effi cient (re-)allocation 
of labour and provide improved framework conditions and incentives for 
human capital accumulation, thus raising growth and real incomes; and (ii) 
an employment-enhancing channel, whereby more employment-friendly 
institutional arrangements provide stronger incentives to participate in 
the labour market, crack down on insider–outsider barriers and reduce 
structural unemployment, basically by lowering the mark-up of wages over 
the reservation wage.

Productivity growth and equilibrium unemployment are jointly determined 
endogenous variables in the economy, and there are several theoretically 
plausible ways in which the fundamental determinants of  equilibrium 
unemployment may affect productivity growth, and vice versa.1 However, 
these relationships can go either way and there is little evidence that they 
are either important or robust, in particular over the medium to longer 
term; thus ‘we should not expect to see any strong relationship between 
productivity growth and unemployment trends’ (Krugman 1994, p. 32). As 
a consequence, this allows consideration of the impact of structural labour 
market reform policies on equilibrium unemployment and on long-run 
growth, treated separately.

Product market reform, broadly speaking, tries to increase competition 
and reduce monopoly rents in previously sheltered sectors, often in the 
form of removing entry barriers. A higher elasticity of  product demand 
facing fi rms shifts the aggregate labour demand curve in a favourable way 

Figure 6.1 EU performance relative to that of the US
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and implies, ceteris paribus, lower equilibrium unemployment; basically 
this mechanism works by driving away excess rents accruing to producers, 
labour, or both, which had caused output and employment to be lower than 
would have been the case under competitive conditions. 

Moreover, the strengthening of competitive forces will reinforce economies’ 
capacity to respond to adverse shocks. As prices and wages become more 
sensitive to market conditions, they should adjust faster than in the past, 
reducing cumulative losses in output and employment over the medium 
term which may be associated with the adjustment process.2

Product market liberalisation/deregulation may also have straightforward 
implications for effi ciency. For example, new entrants may use more advanced 
technologies compared to incumbent producers. Similarly, previously 
sheltered sectors may be forced to reduce labour hoarding and excess 
capacity given higher competitive pressure. Moreover, more competition 
may well drive up the rate of technological and organisational innovation.3 
Indeed, there is increasing evidence against the view that fi rms enjoying 
signifi cant market power plough back excess profi ts into higher rates of 
R&D and innovation. Rather it appears that lack of competition tends to 
provide little incentive for fi rms to pursue technological innovations, slows 
down its diffusion and impedes a higher variety and quality of goods and 
services delivered to consumers.4

6.2 MAIN TRANSMISSION CHANNELS

In synthesising empirical fi ndings, the basic mechanisms sketched above 
suggest a distinction between two channels to analyse the effects of 
product market reforms on macroeconomic performance: (a) strengthening 
competitive conditions; and (b) increased productivity growth. Both 
channels are represented in the Quest II model developed by the European 
Commission (see Box 6.1).

BOX 6.1  BASIC CHARACTERISTICS OF THE 
QUEST II MODEL

This box sketches a small conventional growth model with 
imperfect competition in the labour and goods market. The model 
presents – though in a simplifi ed manner – basic characteristics 
of the Commission’s macroeconometric QUEST II model which 
are relevant for analysing effects of structural reforms. QUEST II 
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belongs to the class of ‘modern’ neoclassical–Keynesian synthesis 
models. This implies the model exhibits Keynesian features in the 
short run due to nominal wage and price rigidities, while the long-run 
properties are largely determined by the neoclassical growth model. 
Because of imperfections in goods and labour markets, the steady 
state generated by the model in terms of GDP and employment is 
below the long-term equilibrium values under perfect competition 
(for a general description of the QUEST II model see Roeger and 
in’t Veld (1997).

The household sector maximises an intertemporal utility function 
over private consumption subject to a budget constraint. The optimality 
conditions imply the following decision rule for consumption:a

 

�C
C

=
r q

s
.

−( )
 

(1)

This consumption (savings) rule implies that next period consumption 
(C) (or current period savings) will be higher when the real interest 
rate (r) is above the rate of time preference (θ), and vice versa. This 
savings rule will be important for the subsequent analysis since it ties 
down the real interest rate to the rate of time preference in the long 
run. In other words, there is a unit elasticity of savings with respect 
to fi nancial and human wealth. This property is basically due to the 
fact that consumption evolves proportional to (permanent) income 
and fi nancial wealth in the long run.

The behavioural relations of the firm are derived from profit 
maximisation, subject to a constant returns to scale (Cobb–Douglas) 
technology

 Y = AK 1–aLa. (2)

It is further assumed that firms’ behaviour is monopolistically 
competitive with a perceived price elasticity of demand given by ε. 
The fi rst order conditions yield an investment ruleb

 (1 – 1/ε)(1 – a)A(L/K)a = r + δ (3)

and a labour demand condition

 (1 – 1/ε)aA(K/L)(1–a) (4)
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6.2.1 Strengthening Competitive Conditions

In the QUEST II model, it is assumed that fi rms’ actions are monopolistically 
competitive. Increased competition can thus be modelled as a downward 
shift in the aggregate price mark-up. Again, the shock is assumed to be 
permanent. The perceived price elasticity of demand of individual fi rms 
depends on factors such as market structures and the number of fi rms in the 
market. Therefore this shock could be interpreted as a partial removal of 
entry barriers, for example related to the EU’s Internal Market Strategy. 

Short-run adjustment
The immediate impulse of an increase in competition originates from the 
factor demand equations. Increasing competition lowers the perceived price 
elasticity of  demand and leads to output and factor demand expansion. 
Obviously, in the short run the effect on ε is also infl uenced by the expectation 
of fi rms concerning the aggregate demand effects. The effect can especially 

Under imperfect competition, fi rms require that (real) factor costs 
are equated to the marginal product of the corresponding factor 
adjusted for the price elasticity of demand. This adjustment is optimal 
for an imperfectly competitive fi rm, since it takes into account that 
an increase in output can only be sold at a lower price. It should 
be noted that ε is not a behavioural constant, but depends, in 
general, on the market structure, the number of competitors within 
a market, but also on macroeconomic conditions. To illustrate the 
macroeconomic link, assume that there is a wage reduction. If fi rms 
expect a demand expansion associated with this shock, say because 
of an expansionary monetary policy reaction, then the fi rm will have 
to reduce prices by less (or not at all) when expanding supply (and 
consequently ε will be small). However, if fi rms expect no expansion 
of aggregate demand or even a contraction, then increased supply 
can only be sold at a lower price and ε will be larger.

In the analysis we distinguish both short- and long-term effects. 
The short-term effects are those effects which emerge with a constant 
capital stock, while the long-run effects are those where the capital 
stock is allowed to fully adjust to its long-run equilibrium level.

Notes:
a In fact the savings equation in QUEST II is more complicated since fi nitely lived 

and partly liquidity constrained households are assumed. 
b Because of adjustment and vacancy costs, the decision rules in QUEST II are 

more complicated.
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be mitigated by restrictive monetary policies which would force the output 
expansion to be accompanied by falling prices.

Long-run adjustment
For analysing the long-run effects of increased competition, it may again be 
useful to start from the investment and savings schedules (Box 6.1, equations 
(3) and (1)). Note that ε will be permanently lower. Therefore, provided the 
real interest rate returns approximately to baseline levels, a fall in the price 
mark-up shifts up the investment schedule and unambiguously increases 
the capital intensity of  production and therefore labour productivity.5 
Note also that the investment and labour demand conditions (Box 6.1, 
equations (3) and (4)) do not by themselves determine the level of capital 
and employment in long-run equilibrium. However, since investment 
and labour demand is shifted upwards for given wages and real interest 
rates, the wage response is again crucial for the magnitude of the long-run 
employment expansion associated with increased competition. If  wages 
respond strongly to increased demand, then the (long-run) employment 
and GDP expansion will be small. 

For the wage rule used in the QUEST II model, there are essentially three 
channels through which wages respond to an increase in labour demand. 
First, wages increase with labour market tightness, second they can increase 
because an output expansion increases the reservation wage. This channel is 
ignored in the macro-econometric simulations in Section 3; the reservation 
wage is fi xed to the baseline. However, a third mechanism, namely the 
presence of rent-sharing will exert downward pressure on wages with an 
increase in goods market competition. Therefore in the case of rent-sharing 
effects the employment and GDP multiplier should be largest. 

6.2.2 Increasing Labour Productivity

Effi ciency improvements arising from product market reform are captured 
by a positive and permanent increase in the level of total factor productivity 
(Box 6.1, A in equation (2)). An increase in the level instead of an increase 
in the growth rate was chosen for the macro-econometric simulations. The 
justifi cation for this is the fact that previously protected and or state-owned 
fi rms may have produced with excess capacity, and increased competition 
forces fi rms to use available resources more effi ciently.

However, it may also be argued that removal of entry barriers will allow 
for a more rapid infl ow of competitors with more advanced technologies. 
Consequently, the growth rate of technical progress would increase. On the 
other hand, the loss of a secure market position could also have negative 
effects on R&D investments. Thus, while the level effect seems quite plausible, 
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we are inclined to suggest that more empirical evidence needs to be gathered 
before one stipulates effects on the growth rate of technical progress.

Short-run adjustment
The way fi rms respond to an increase in effi ciency depends crucially on the 
price response. If  prices adjust only sluggishly, fi rms may face a temporary 
demand weakness, and in such a case the short-run employment effect of 
an increase in productivity is likely to be negative.

Long-run adjustment
Under the conditions for savings and investment, an effi ciency improvement 
will increase the capital intensity in the long run. Therefore, similar to the 
case of  increased competition, it will depend on the wage rule whether 
and by how much employment is going to expand. Note, however, that 
the employment effect of an effi ciency improvement is likely to be smaller 
for two reasons: fi rst, wages tend to be more strongly indexed to effi ciency 
improvements, and second, the negative rent-sharing effect on wages is 
absent in the effi ciency scenario.

6.3 POLICY INTERACTIONS

Structural reform policies need to be implemented in a coherent and 
coordinated manner, given that its elements are closely interlinked and 
mutually support each other. With a view to a smooth interaction of 
structural reforms in product and labour markets and a macroeconomic 
policy mix conducive to sustainable growth, two interconnected issues have 
to be borne in mind:

• The need for a comprehensive reform design Interactions and 
complementarities between different structural reform policies make a 
strong case for a broad-based reform strategy, thus exploiting synergies 
arising from a comprehensive approach to improve the functioning of 
product, capital and labour markets. This argument is relevant both 
at the individual country level and for the EU as a whole.

• The two-way interaction between structural reforms and macroeconomic 
policies Sound macroeconomic policies provide the best framework 
for reaping, as quickly as possible, the full benefi ts of structural reform 
policies. Stability-oriented fi scal and monetary policies can have a 
direct bearing on lowering structural unemployment, predominantly 
via the real interest rate channel. Simultaneously, successful structural 
reform policies affect potential output and raise the speed limits for 
growth, so that to allow aggregate demand expansion policy to operate 
without generating infl ationary pressures.
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6.3.1 The Need for a Comprehensive Reform Design

Obviously, the broad variety of institutional settings across countries requires 
a tailor-made structural reform design for improving the functioning of 
labour, product and capital markets, but both theoretical considerations 
and empirical evidence suggest a comprehensive strategy, given the various 
interactions and synergies between reforms in different areas.

The vigorous pursuit of economic reforms to improve product market 
competition can be expected to have a positive impact on labour market 
performance, essentially by shifting the labour demand curve resulting in 
higher employment over the medium term. The structure of product markets 
also has a bearing upon the composition of employment, in particular the 
level of self-employment. Lack of competition in product markets, on the 
other hand, is likely to curb the positive impacts of labour market reforms 
due to rent-seeking behaviour of  workers and fi rms. Thus, more intense 
product market competition may by itself  create additional pressures for 
more fl exible labour market regulations and practices.

Thus, it should also be emphasised that product market reform, especially 
a reduction in price–cost margins has implications for wage setting. This is 
implied by standard trade union bargaining models of the labour market 
featuring rent-sharing behaviour between fi rms and workers. In such a 
framework, a reduction of  the price–cost margins in the goods market 
inevitably also leads to a reduction of  the mark-up of  wages over the 
reservation wage. A similar type of argument has recently been put forward 
in a paper by Blanchard and Giavazzi (2001).6 Broadly speaking, it is based 
on the notion that, if  product market deregulation decreases total rents, 
the incentives for workers to appropriate a proportion of these rents may 
be decreased, making unions weaker, reducing insider power and leading 
to labour market deregulation.

Product market reforms alone, when not accompanied by efforts to 
improve the functioning of  labour markets, run the risk of  driving up 
short-term adjustment costs which, in turn, may reduce the willingness to 
implement structural reforms. Thus, obviously, the full benefi ts of increased 
product market competition will only materialise when the labour market 
structures in place allow for a smooth reallocation of labour.

6.3.2  The Two-way Interaction between Structural Reforms and 
Macro-policies

Sound macroeconomic policies have an important role to play in any 
integrated and comprehensive strategy to reduce high and persistent 
unemployment in Europe, not only in coping adequately with the external 
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forces slowing down economic activity at the present conjuncture. When 
unemployment, which is initially cyclical, over time tends to be partially 
translated into structural, for example because of human capital deterioration 
when left idle, the avoidance of excessive cyclical fl uctuations could, ceteris 
paribus, also contribute to containing trend increases in unemployment. 
The empirical evidence does indeed suggest that countries with a higher 
volatility in unemployment rates have also experienced a larger increase 
in trend unemployment; but clearly the degree to which initially cyclical 
unemployment tends to persist is closely related to the specifi c institutional 
settings in the markets for products, capital and labour.

A medium-term stability-oriented macroeconomic framework also better 
allows exploiting synergies with structural policies to improve labour market 
performance with the main channel, probably, operating via the impact on 
real interest rates. Thus, medium-term fi scal consolidation, for example, 
does not only restore room for budgetary manoeuvre in case of country-
specifi c demand weaknesses, it may well also have a positive impact on 
trend unemployment.

From a reverse angle, structural reform policies obviously shape the 
appropriate design of  macroeconomic policies, since more efficiently 
operating markets raise potential growth, thereby extending the boundaries 
within which macroeconomic policies can operate without generating 
infl ationary pressures. Moreover, successful structural reforms will tend to 
be supported in due course by their impact on investment, providing further 
stimulus to productive capacities and growth of total factor productivity. 

6.4  RECENT PRODUCT MARKET REFORMS IN 
THE EU

The structural reforms on European product markets since the early 
1990s have covered a wide range of areas, including internal market and 
competition policies, regulatory and administrative reform, the liberalisation 
of  network industries, and fostering the development of  the knowledge 
economy. The aim of these various reforms is to improve European Union 
macroeconomic performance by strengthening competition and/or raising 
productivity growth. This section first provides a brief  survey of  the 
structural reforms targeted at raising the level of competition on product 
markets, to be followed by a presentation of the different policy measures 
more specifi cally targeted at improving productivity through investments in 
knowledge (for a more detailed survey, see Dierx et al. 2003; and European 
Commission, 2002c, chapter 2).
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6.4.1 Improving Competitive Conditions

The objective of increasing the level of competition on European product 
markets has been pursued through a wide range of policy reforms, which 
can be split into three broad categories: fi rst, policies aimed at furthering 
market integration; second, policies aimed at increasing market effi ciency by 
removing market distortions and facilitating market entry; and third, policies 
specifi cally designed to open up the network industries (telecommunications, 
post, electricity, gas, railways and air transport) to competition. 

Market integration
The focus of the Single Market Programme (SMP), which was at the centre 
of  the reform effort in the fi rst half  of  the 1990s, was to eliminate non-
tariff  barriers to trade and investment inside the European Union. The idea 
was to facilitate entry by competitors from other EU Member States into 
what were still largely national markets in the 1980s. This push towards the 
integration of European product markets was strengthened by the forces 
of globalisation.

In the second half  of the 1990s, the SMP evolved into the more broadly-
based Internal Market Strategy, which was aimed more at enhancing the 
effi ciency of the increasingly integrated EU product and capital markets 
and at improving the business environment. Finally, at the end of the decade 
the SMP was complemented by the creation of Economic and Monetary 
Union (EMU), which, by eliminating exchange rate uncertainty, further 
lowered the risks associated with foreign trade or direct investment within 
the euro area. A second effect of the introduction of the euro is the increased 
transparency of price differences between the participating countries with 
possibly signifi cant effect on the nature of competition in the euro area. 

In order to be effective in furthering market integration, internal market 
rules need to be transposed into national legislation in all Member States 
and subsequently be enforced in a uniform way. However, substantial 
differences in the degree of market opening between countries and sectors 
remain (see Figure 6.2). In addition, technical barriers to cross-border trade 
continue to be a major obstacle for entrepreneurs wishing to enter markets 
in another EU Member State and public procurement markets are opening 
up only slowly. 

Market efficiency
In Chapter 4, Veugelers shows that in concentrated industries progress 
with market integration (as measured by the decline in price dispersion) is 
slower and that competition is less fi erce (as illustrated by higher price–cost 
margins). This illustrates the importance of a competition policy geared 
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towards preventing the creation and abuse of  dominant positions in the 
market. The creation of a more integrated European market has therefore 
been complemented by the development of  an EU-wide competition 
policy. By preventing restrictive practices (cartels, vertical and horizontal 
agreements and so on) and the creation (through mergers) and abuse of 
dominant positions in the market, the existence of strong and effectively 
independent competition authorities offers important benefi ts in terms 
of improving the competitive conditions in EU product markets. Similar 
benefi ts are derived from policies aimed at controlling state aids that distort 
competition on EU product markets.

More proactive measures to encourage market entry are essential as well. 
Blanchard and Giavazzi (2001) argue that with a given number of fi rms, 
product market deregulation resulting in increased demand elasticity has 
only a temporary effect on price–cost margins, whereas a decrease in entry 
costs leading to market entry has favourable consequences in the long term. 
This is one reason why the discussion on regulatory reform has focused on 
the time and costs required for setting up a new company. A recent study 
(CSES, 2002) shows substantial differences between EU Member States in 
this respect, with the typical time required for setting up a private limited 
company varying between 7 and 35 business days.

Using fi rm-level data, Scarpetta et al. (2002) report that strict regulations 
on entrepreneurial activity have a negative effect on both the entry of new 
fi rms and the rate of expansion of successful entrants in the initial years. 
Therefore, deregulation will not only contribute to a reduction in mark-
ups because of increased competition, but will also have a direct positive 
effect on total factor productivity, as successful entrants tend to employ 
relatively new technologies in comparison with established fi rms that grow 
from within. 
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Figure 6.2  Percentage of Internal Market Directives not yet transposed 
into national legislation
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Liberalisation of the network industries
Amongst the different structural reforms undertaken within the European 
Union, much attention has been devoted to the evolution of the liberalisation 
process in the network industries. The key question here is whether 
liberalisation has led to increased competition amongst service providers 
resulting in lower prices and better quality for end users. Answering this 
question is complicated by the diffi culty of separating competition effects 
from the effects of technological progress. 

Liberalisation is most advanced in telecommunications. Community 
legislation imposed full competition in telecommunications by 1 January 
1998, but some countries had derogations allowing them to postpone the 
introduction of full competition until 2002, at the latest. Other countries, 
however, had liberalised well before January 1998. In spite of the relative 
advancement of the liberalisation process in the telecommunication sector, 
the degree of  market concentration remains high in many EU Member 
States, particularly in fi xed telephony. Nevertheless, it is fair to say that the 
liberalisation process has started to pay off, as telecommunication services 
have become cheaper (see Figure 6.3). The European Central Bank (2001) 
reports a 23 per cent decline in telecom prices relative to the overall consumer 
price index over the period 1996–2000.

In the energy sector, the liberalisation process has been slower. The market 
share of the largest electricity generator, for example, remains quite high 

Figure 6.3 Evolution of prices in fi xed telephony, 1997–2002
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in many EU Member States. Moreover, interconnections between national 
energy networks are still largely insuffi cient to handle the increased cross-
border demand. As a result of the relatively limited competition in most 
Member States, the benefi ts from liberalisation in energy have been smaller 
than in telecommunications.

In transport, the process of market opening has been slowed down by 
problems that new operators have experienced in receiving network access 
rights at competitive rates. In postal services, the liberalisation process is 
not very advanced as a large share of  the market remains reserved for 
incumbents. 

6.4.2 Fostering Investment in Knowledge, Increasing Productivity

Following the Lisbon summit, the European Union’s transformation into 
a knowledge economy fi gures high on the policy agenda. This subsection 
reviews EU structural reforms aimed at raising the quantity and quality 
of  Europe’s human capital stock, stimulating innovation and R&D, 
and promoting the adoption of  new information and communication 
technologies (ICT). These three types of investment in knowledge will be 
considered in turn.

Human capital formation
The development of  human knowledge and skills remains central to 
equipping society with the tools required in a modern economy. By 
making the workforce more productive and by enabling greater fl exibility 
in adapting to technological change, the formation of human capital is a 
crucial determinant of economic growth. 

In terms of inputs, public education expenditure in the EU has declined 
slightly as a percentage of GDP but it remains around 5 per cent of GDP. 
However, the reading, mathematical and scientifi c literacy of 15-year-olds 
as measured by the OECD programme for international student assessment 
(PISA) appears to be only weakly correlated with education spending 
(European Commission, 2002a). This would seem to imply that Member 
States’ efforts to increase the effi ciency of their education systems are equally 
if  not more important than spending increases. 

Amongst the policy reforms introduced since the early 1990s, one should 
mention the introduction of  national testing of  pupils at key stages to 
improve standards in primary and secondary education; different measures 
to increase the quality and relevance of vocational and technical education; 
a lengthening of the duration of compulsory education; universal access to 
free secondary level education; and improved access to tertiary education. 
Moreover, Member States have started to develop and implement strategies 
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to encourage lifelong learning. Nevertheless, the EU as a whole continues 
to lag behind the US and Japan in terms of the average years of education 
of the working population.

R&D and innovation
It is widely recognised that R&D-based innovation gives rise to important 
positive externalities. Knowledge generated by R&D activities in one fi rm 
or research organisation stimulates the development of new knowledge by 
others, or enhances their technological capabilities. Such cumulative external 
effects provide a theoretical basis for policy initiatives such as the Lisbon 
Strategy. Within the framework of this strategy, the European Council held 
in Barcelona in March 2002 agreed that EU investment in R&D should be 
increased with the aim of approaching 3 per cent of GDP by 2010. This is 
quite a tall order as EU R&D expenditure fl uctuated around 1.9 per cent 
of GDP throughout the 1990s. Two-thirds of the additional investment is 
supposed to be fi nanced by the private sector; this in light of the fact that the 
bulk of the R&D gap with the US (0.8 per cent of GDP in 2002), and most 
of its increase in recent years, is due to lower funding by EU industry.7

In response to the European Council’s request, the Commission put 
forward an action plan aimed at stimulating investment in R&D. The action 
plan is wide-ranging but nevertheless focuses on providing better incentives 
for business to invest in R&D and making Europe a more attractive location 
to do research. This implies increasing the expected return on investment 
in R&D and innovation by improving the framework conditions in which 
businesses have to operate. The action plan also intends to make more 
effective use of public fi nancing instruments thus increasing their leverage 
effect. The Member States as well have taken various measures to stimulate 
R&D and innovation, such as the provision of tax credits for R&D and 
innovation expenditures; measures aimed at improving cooperation between 
research and business; and support for university spin-offs. In addition, 
increased attention is paid to the diffusion of the knowledge gained.

Information and communication technologies (ICT)
The rapid growth of production in the ICT sector and the speedy adoption 
of new information and communication technologies by other sectors have 
been suggested as possible explanations for the spurt in US productivity 
growth in the second half  of the 1990s. Estimates by Jorgenson and Stiroh 
(2000) and Oliner and Sichel (2000) of the growth contribution of ICT in 
the USA are around half  a percentage point for the fi rst half  of the 1990s 
and around one percentage point for the second half. Estimates by van 
Ark et al. (2002), Daveri (2002) and the European Commission (2000) of 
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the growth contribution of ICT in Europe are only half  of the estimates 
produced for the United States.

Catching up with the United States in the ICT domain would imply on the 
one hand an increased specialisation in ICT-producing sectors and on the 
other, a more intensive use of information and communication technologies 
in other sectors. The former would imply increasing R&D expenditures in 
ICT to levels comparable to that in the United States, which would be an 
uphill task. Efforts to increase the use of ICT are likely to bear fruit within 
a shorter time frame.

ICT usage (including the use made of  tools such as the internet) has 
continued to increase rapidly, both in the EU and the US. IT spending 
in the European Union remains well below that in the United States. 
Telecommunications spending as a percentage of GDP, on the other hand, 
is slightly above that in the United States, which is another illustration of 
the success of the reform effort in this sector.

6.5  ILLUSTRATIVE MACROECONOMIC 
SIMULATION SCENARIOS

6.5.1 Simulation Designs

The purpose of this section is to analyse the potential macroeconomic impacts 
of product market reforms on the EU economy in quantitative terms, using 
the European Commission’s macro-econometric model QUEST II. Based 
on the empirical assessment and review of product market reforms in the 
EU provided in the previous section,8 the econometric model is subjected to 
‘stylised reform shocks’ designed to broadly represent the accomplishments 
of  the past fi ve years or so. It should be stressed at this point, however, 
that this section discusses only a limited number of interactions between 
structural reforms and macroeconomic policy responses; moreover, the 
structural reforms have typically been modelled as being implemented in a 
big bang approach, thus abstracting from timing and sequencing issues of 
gradually phased-in reforms. Thus, the following ‘stylised reform shocks’ 
will be analysed.

Scenario I: an improvement in competitive conditions
The numerous efforts undertaken in the second half of the 1990s to increase 
the level of competition on European product markets are probably best 
illustrated by the signifi cant progress made in completing the Internal Market 
for goods and by the move towards liberalisation and deregulation of the 
network industries. The Internal Market has contributed to an increase 
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in intra-EU trade and investment fl ows. The effects of  market entry by 
foreign fi rms were also refl ected in a high level of  turbulence in market 
leadership, even if  industry concentration remained more or less constant. 
The liberalisation and deregulation in the network industries, notably in 
telecommunications and, to a somewhat lesser degree, in electricity, has 
paid off  in terms of lower (relative) prices. 

In addition, market integration and competition appear to have 
contributed to a permanent decline in price differences between EU Member 
States,9 but the pressure put on mark-ups by the completion of the Single 
Market Programme may well have tended to recede somewhat over time 
(European Commission, 2002c, chapter 2). 

There is some evidence, however, that structural reforms in the network 
industries have led to a more permanent decline in mark-ups. For example, 
simply summing up the estimated reduction in price mark-ups in the 
electricity and the telecommunication sector, weighted by their relative share 
in business sector output, results in a decline of the economy-wide mark-
up of almost 0.5 basis points. Overall, roughly translated into aggregate 
fi gures to be used in the simulation assessment exercise, it is estimated that 
the sketched developments corresponded to a reduction in the average price 
mark-up of about half  of a percentage point. 

Recall from the theoretical discussion in Section 6.2 that product market 
reform, especially a reduction in price–cost margins, will most likely have 
repercussions on wage setting. As to the potential magnitude of such an 
effect, the trade union bargaining model presented in the Layard, Nickell 
and Jackman textbook (Layard et al. 1991), for example, suggests for a 
plausible confi guration of parameters that a reduction of the price–cost 
mark-up by one half  of a percentage point would reduce wages by about 
2 per cent. The corresponding wage rule in QUEST II is somewhat less 
responsive, predicting a fall of wages in a magnitude of about 1 per cent 
in such a case. 

Scenario II: increased productivity growth
As outlined in the previous section, structural reforms can also be expected 
to have a positive impact on both productive and dynamic effi ciency in the 
economy. Typically, while fi rms produce at lowest cost under conditions of 
competition, they tend to operate ineffi ciently (through overstaffi ng, higher 
wages, lack of  response to new opportunities, poor management) when 
competitive pressures are low. Thus, the process of  restoring productive 
effi ciency induced by structural reforms will be associated with a level 
increase of total factor productivity.

Arguably, there are also several channels through which structural 
reforms may have fostered dynamic effi ciency, thus stimulating the growth 
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rate of total factor productivity in a more permanent way. However, the 
empirical evidence is not at all supportive of a signifi cant acceleration of 
total factor productivity (TFP) growth in the EU over the past couple of 
years. Against this background, we will therefore restrict ourselves in the 
simulation exercise to analyse a level shock to labour productivity; translated 
into QUEST II model terms, this is implemented as a once and for all level 
increase of TFP by 1 per cent, an order of magnitude that is similar to the 
one identifi ed by Notaro (2002) in his analysis of the productivity impact 
of the SMP. It should be kept in mind, however, that this scenario is only 
intended to illustrate the dynamic response of GDP and employment to an 
increase in productive effi ciency, but should not be interpreted as refl ecting 
the stylised facts with respect to productivity developments in the past 
couple of years. 

Macroeconomic policy responses
In the scenarios considered here it is assumed that both fi scal and monetary 
policy makers are strictly committed to simple rules, following either a 
restrictive or a neutral stance relative to potential output growth.

As regards monetary policy, a regime of  fi xed money supply (relative 
to the baseline scenario) is compared to an infl ation targeting regime. 
Fixed money supply is interpreted here as a restrictive monetary policy 
rule, since it is assumed that the central bank continues to strictly target 
a pre-reform potential output path. Such a scenario may also be thought 
of  as refl ecting the situation of  a single country acting alone, thus not 
being able to affect the European Central Bank (ECB) monetary policy.10 
In contrast, an infl ation targeting regime is defi ned as an accommodating 
rule in which the central bank increases money supply as output expands in 
order to closely meet a baseline infl ation target. Obviously, such a case may 
better refl ect prevailing circumstances when countries act simultaneously 
to improve structural conditions, thereby revealing some of the benefi ts of 
coordinated structural reform.

In order to address both the stabilisation aspects and the distributional 
aspects of fi scal policy, two alternative fi scal responses are considered. The 
fi rst fi scal rule stipulates that fi scal policy keeps expenditure (as a share of 
GDP) and tax rates constant, using all extra revenue (for example, from 
lower expenditure on unemployment benefi ts) to reduce the defi cit. This 
rule implies a form of  automatic stabilisation whereby the (potential) 
output expansion is accompanied by a negative fiscal impulse. In the 
second fi scal policy setting analysed here, fi scal policy remains neutral 
by keeping the defi cit to GDP ratio constant. Of course, this rule can be 
implemented in several ways; here it is assumed that defi cit stabilisation is 

Dierx 02 chap05   188Dierx 02 chap05   188 25/10/04   4:52:17 pm25/10/04   4:52:17 pm



 Product market reforms and macroeconomic performance 189

achieved via reducing labour taxes, making it possible to address some of 
the distributional aspects as well.

Obviously, there are several other, more medium-term fiscal policy 
considerations to be addressed. Economic expansion creates room for 
reducing the tax burden which, in turn, could further enhance growth. In 
the simulations presented in this chapter, however, this aspect is not further 
examined. A more rigorous discussion would also require an analysis of 
capital tax reductions and a more elaborated analysis of  the interaction 
between tax and social benefi t reforms. The benefi t rule entertained in the 
model, namely indexation of benefi ts to net wages, has been deliberately 
chosen in order to render labour taxes non-distortionary. Therefore, no 
additional employment effects can be expected from lowering labour taxes 
in this case, and the role of tax policy in the scenarios presented below is 
largely restricted to intertemporal labour income shifting.

6.5.2 Simulation Results

Scenario I: an improvement in competitive conditions
Basically, in the case of  scenario I, the growth and employment effects 
relative to the baseline (see Figure 6.4) emerge because of outward shifts in 
the labour demand and investment schedules. In the scenario, product market 
reform is associated with wage moderation due to reduced possibilities for 
rent-sharing.

With a fall in the price mark-up and the resulting wage moderation, fi rms 
are expanding employment because they fi nd it profi table to employ labour 
at a lower marginal product. Therefore, ceteris paribus, labour productivity 
initially declines; due to higher rates of investment, this process is reversed 
after some time. Moreover, with reduced possibilities for rent-sharing 
between workers and fi rms, product market deregulation implies that real 
wages fall below baseline in the short run. However, the positive effects 
of product market reform, by expanding labour demand and investment, 
eventually dominate and allow real wages to grow more strongly than labour 
productivity in the medium term. 

The case without monetary policy accommodation is indicative of the 
potential effects of EMU countries pursuing structural reforms in isolation; 
with unchanged monetary policy, product market reforms could well be 
associated with a protracted period of  prices falling well below baseline 
levels. This implies that for a given infl ation objective monetary policy can 
respond in an expansionary fashion and may, thus, cushion the negative 
impact on real wages in the transition period, albeit to a fairly limited extent; 
and it will not be able to infl uence the growth process in the longer run. 
Without monetary policy accommodation, lower infl ation is the key factor 
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in crowding-in extra activity, via its effects on domestic demand as well as on 
foreign demand through improved competitiveness; with accommodation, 
the crowding-in effect relies more on domestic demand.

Fiscal policy could in principle support this process as well, by lowering 
labour taxes. Using the net revenue from output expansion and lower 
unemployment to reduce labour taxes could compensate workers for the 
initial income loss.11 However, alternative fi scal options could also be 
considered. There would also be room for corporate tax reductions without 
violating distribution targets.

Scenario II: increased productivity growth
The second set of simulations investigates the effects of a positive shock 
to productivity (see Figure 6.5). Clearly, both an increase in productive 
effi ciency – for example induced by restructuring and rationalisation of 
production and management processes – and/or an increase in dynamic 
effi ciency related to product and process innovation will stimulate output 
and real wages. However, the simulation results also indicate that the 
interim adjustment period is likely to be associated with a signifi cant fall 
of employment below baseline levels. Indeed, it may take up to four or fi ve 
years before job losses abate and employment returns to its original level. 

Fiscal and monetary policy can apparently do little to alleviate the short-
run adjustment burden in that case. The lesson to be drawn is rather that 
coherence and comprehensiveness of  reforms are essential. As becomes 
immediately evident when one considers the combined effects of  the 
scenarios described above, for maximum effectiveness, comprehensive 
product market reforms need to be introduced, preferably jointly with labour 
market reforms. This would allow minimising the potentially negative short-
run impacts on employment and real wages; moreover, monetary and fi scal 
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Figure 6.4 Scenario I – deviations from baseline
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policies could support the adjustment process and limit the distributional 
implications in terms of consumption wages. 

Nonetheless, the pay-off  to structural reforms does not come 
instantaneously, requiring a fi rm and continued commitment to reform. 
However, as the above analysis suggests, the full benefi ts can indeed be quite 
substantial. Just taking the combined effects of the two scenarios together, 
the simulation results suggest a medium-term increase of GDP of about 2 
per cent relative to its no-reform baseline level.

6.5.3 Discussion of Simulation Results

First, to put these results into perspective, we summarise available empirical 
evidence on the impact of structural reforms on macroeconomic outcomes. 
As already argued, it is inherently difficult to provide a quantitative 
macroeconomic assessment of the impact of  structural reforms. Clearly, 
the design of  market institutions is multifaceted and often of  a highly 
qualitative nature, which is not easily captured in aggregated quantitative 
indicators. Moreover, signifi cant gaps in data that are comparable across 
countries and over time pose serious obstacles to econometric analysis.

Basically, these diffi culties can be tackled by either taking a simulation 
approach or relating simple indicators of  the regulatory environment to 
macroeconomic outcomes. Typical examples of the simulation approach 
are the OECD (1997) study on regulatory reform and the Commission 
studies on the macroeconomic impact of the Single Market Programme. 
In the OECD study, using industry-specifi c estimates of  effi ciency gains 
in a plausible, medium-term programme of regulatory reform, combined 
with input–output aggregation and a dynamic simulation with the OECD’s 
Interlink macro-econometric model, labour productivity and GDP gains 
were found to be positive for all eight countries examined. The long-run 

Figure 6.5 Scenario II – deviations from baseline
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potential output gains (over a period of 15 to 20 years) varied from 5–6 
per cent for Japan and Spain, almost 5 per cent for Germany and France, 
to less than 1 per cent for the US, refl ecting the different state of existing 
regulations in different countries. 

The European Commission’s Directorate-General for Economic and 
Financial Affairs (1996) employed both a dynamic computable general 
equilibrium (CGE) model and its multi-country dynamic macro-model 
for an ex-post assessment of  the Single Market Programme. Based on a 
scenario analysis focusing on the gains from the increase in competition/
effi ciency and the rise in total factor productivity, the study found that 
the SMP had produced, by 1994, a gain in GDP in the range of 1.1–1.5 
per cent. It should be noted that these numbers stand in some contrast 
with the ex-ante estimate provided in the so-called Cecchini report (1988). 
Using modifi ed versions of the EC Hermes and OECD Interlink models, 
the Cecchini report estimated that the completion of the Internal Market 
had the potential, over the medium term, to raise the level of  GDP by 
somewhere between 3.2 and 5.7 per cent above the level that would prevail 
in the absence of the SMP.

While these differences in estimates should not come as a big surprise 
given the somewhat different methodological approaches, the different time 
horizon and implementation defi ciencies, they are also indicative that an 
unfavourable macroeconomic environment – as was present in the early 
1990s – may, at least in the short run, have a restraining impact on the 
potential positive effects of structural reform efforts. 

A more recent assessment of  the macroeconomic effects of  the Single 
Market Programme after 10 years, based on an estimated average decrease 
of  price mark-ups by around 0.9 percentage points and an increase of 
productivity by around 0.5 per cent, suggests that real GDP would have 
been 1.4 per cent lower in 2002 without the single market programme; 
this translates roughly into 2.5 million additional jobs (European 
Commission, 2003a).

The overall fi nding in simulation studies of sizeable and positive long-
run effects of structural reforms on output, employment and productivity 
is corroborated by a variety of  studies relating simple indicators of  the 
regulatory environment and the institutional design in product, labour and 
capital markets to macroeconomic outcomes. For example, Salgado (2002) 
fi nds in a recent IMF working paper using a panel analysis of 20 OECD 
countries that structural reforms implemented in the period 1985–95 have 
increased total factor productivity growth in the long run by 0.2 to 0.3 
percentage points on average. Also, the 2003 IMF World Economic Outlook 
claims that more competition-friendly policies on euro area product markets 
would lead in the long run to a GDP increase of 4.3 per cent.
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The latter approach is also typically employed to analyse the fi nance–
growth nexus, linking fi nancial development indicators to GDP per capita 
in cross-country growth regressions. A recent OECD study (Bassanini et al., 
2001) for instance, suggests that a permanent increase of 1 per cent in the 
ratio of private bank loans to GDP would raise per capita GDP by 0.1 per 
cent and a corresponding increase in stock market capitalisation relative to 
GDP would raise per capita GDP by 0.3 per cent. In a sample of 14 OECD 
countries Carlin and Mayer (1999) found that, in particular, the growth 
of  industries relying on R&D is strongly affected by fi nancial variables, 
while the estimates are less robust in respect of  fi xed capital formation. 
Accordingly, they conclude that fi nancial development stimulates growth 
in industrial countries more by promoting investment in R&D than by 
facilitating physical capital accumulation. 

Turning now to our own results, the simulation exercise presented in 
this chapter has tried to illustrate the macroeconomic impact of structural 
reform efforts which are assumed to be broadly equivalent in scale to a 
reduction of the economy-wide price mark-up of about 0.5 of a percentage 
point and a 1 per cent level increase of TFP.

The price level response of the structural reform scenarios is in the order 
of magnitude the OECD has recently calculated from a simulation with the 
INTERLINK model, which evaluates the macroeconomic consequences of 
the fall of telecom and electricity prices as observed in the last two years. 
Taking into account all macroeconomic repercussions, in particular the 
wage response, the OECD arrives at a price level effect of –0.85 per cent 
after 10 years. 

The employed scenario analysis allows explicitly for signifi cant interactions 
between structural reforms in product and in labour markets, taking into 
account two main mechanisms through which product market reforms can 
affect labour markets. First, stepping up competition on the product market 
increases output and the demand for labour, and makes the latter more 
sensitive to wages. Second, competitive pressures in the product market 
dissipate economic rents, putting downward pressure on the associated 
wage premiums. 

Allowing for such interaction effects, a stylised scenario combining a 
reduction in the price mark-up by 0.5 of  a percentage point and a level 
increase of TFP by 1 percentage point has been analysed. The simulation 
results suggest a medium term increase in GDP of about 2 per cent; in terms 
of growth rates, this translates into an acceleration of output growth by 
about 0.25 of a percentage point annually over a period of seven to eight 
years. However, bearing in mind that the TFP effect is not well supported in 
the data for the second half of the 1990s, a more cautious assessment would 
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shave off  1 percentage point of the overall GDP effect, and one tenth of a 
percentage point of the temporary acceleration of potential growth. 

Typically, in simulation exercises of this type, structural reforms stimulate 
growth only temporarily; they raise output and employment levels, but they 
are not associated with a permanent increase of  potential growth rates. 
Basically, the latter would require a permanently higher rate of growth of 
total factor productivity, with the main channels to raising equilibrium 
growth rates, as identified in the endogenous growth literature, being 
associated with institutions which raise savings, raise human or physical 
capital accumulation, increase technological and managerial innovation, 
and raise the start-up rate of new companies (see also chapter 2 in European 
Commission, 2003b). 

The simulation exercises also offer some insights into the adjustment 
dynamics to structural reforms. Obviously, the impacts on employment 
and wages can be quite different in the short and the long run; for example, 
productivity improvements induced by increased competitive pressures 
may go hand in hand with labour shedding in the short run, while output 
expansion and entry of new fi rms will only gradually materialise to offset 
the short-run employment losses over the medium to long term. While the 
exact nature of  such unpleasant trade-offs facing policy makers has not 
yet been fully explored, the simulation results suggest that short-run costs 
in terms of real wages and employment are minimised in comprehensive 
reform scenarios that take the interactions between the institutional design 
in labour and product markets into account. 

6.6 CONCLUDING REMARKS 

This chapter has explored the potential interactions between structural 
reforms and macroeconomic performance in terms of  output growth, 
(un-)employment and real wages in the EU. Reviewing the broad patterns of 
structural reforms and improvements in the functioning of product markets 
in the past couple of years, we fi nd in a backward-looking illustrative macro-
econometric simulation exercise a medium-term increase in GDP relative to 
its baseline level of about 2 per cent. In terms of growth rates, this translates 
into an acceleration of output growth by almost 0.25 of a percentage point 
annually over a period of seven to eight years. Thus, structural reform efforts 
have indeed borne fruit and delivered signifi cant benefi ts in terms of output 
and employment levels. 

However, it has to be kept in mind that typical estimates of the euro area’s 
potential output growth rate have been in the 2.25 to 2.5 per cent range; 
moreover, as our results indicate, the growth stimulus from past structural 
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reforms tends to fade away over time. Indeed, if  reform fatigue were to win 
the day, Europe would appear destined to suffer a setback to a medium-term 
growth path barely exceeding 2 per cent; in fact, in the absence of policy 
change, population ageing will push Europe’s potential growth even below 
this level. Thus, to achieve an annual rate of growth of around 3 per cent 
for the EU as a whole over a prolonged period of time, as formulated at 
the Lisbon summit, the momentum and the breadth of structural reforms 
will certainly have to be maintained and increased. This is to be combined 
with growth supportive macroeconomic policy making, which – while 
maintaining price stability and a sound medium-term orientation of fi scal 
positions close to balance or in surplus – should aim at stabilising growth 
close to potential. 

NOTES

 * We are indebted to Mandeep Bains, Bjoern Doehring, Fabienne Ilzkovitz, Mary McCarthy, 
Alberto Garralon, Peter Shanley and Jan Host Schmidt for helpful comments on an earlier 
version of this chapter. Of course, the usual disclaimer applies. 

 1. Imperfect matching between unemployment and vacancies in combination with an 
innovation externality, for example, may be associated with a too low productivity 
growth rate and drive up equilibrium unemployment. For an overview discussion of the 
relationship between labour market institutions and economic performance in terms of 
unemployment and growth, see Nickell and Layard (1999). 

 2. An analysis of structural impediments to quick and effi cient adjustment to macroeconomic 
shocks, however, is outside the scope of this chapter. 

 3. These arguments have been developed extensively in the endogenous growth literature; 
for a survey, see for example Barro and Sala-i-Martin (1995). 

 4. For an overview on the relationship between competition and innovation see for example 
Ahn (2002), OECD (1997). 

 5. If  one additionally considers fi nancial services in the context of a comprehensive reform 
package, then a fall in real capital costs for fi rms is to be expected.

 6. Very similar arguments have already been developed by, inter alia, S. Nickell (1999).
 7. Differences between countries in terms of R&D spending and innovation performance 

can be associated with differences in industry structure. The United States, for example, 
is specialised in high-tech and research intensive sectors, which is one explanation why 
its expenditures on R&D are relatively high (2.8 per cent of GDP in 2002 as opposed to 
2.0 per cent of GDP in the EU). On the other hand one could argue that the successful 
development of the ICT and other high-tech sectors in the US is the natural outcome 
of research efforts in previous years.

 8. See European Commission (2002b and 2002c) for more detail.
 9. In 1990 the coeffi cient of variation of private consumption defl ators across the EU-15 

was 21.4 per cent; this had fallen to 14.6 per cent in 1998, though it has since stabilised 
around that mark.

10. A different, perhaps somewhat less benign interpretation of such a scenario would be 
failure of the ECB to correctly identify an increase in potential growth resulting from 
structural reform. 

11. Clearly, exercising such an option must not compromise overarching objectives to restore 
the room for manoeuvre for fi scal policies. 
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7.  The sensitivity of European sectors 
to exchange rate fl uctuations*

 Michel Fouquin and Khalid Sekkat

INTRODUCTION

The adoption of  the euro in 1999 eliminated exchange rate variability 
between eleven1 European currencies. This is benefi cial to intra-European 
trade because the economic literature has shown that exchange rate 
variability reduces the volume of trade. The adoption of the euro will not, 
however, make the European economy immune to all types of exchange rate 
variability. Indeed, about one-third of European Union (EU) trade involves 
partners outside the euro area. Outside Europe the dollar is generally the 
main currency used for international trade. Hence, exchange rate variability, 
particularly euro/dollar variability, is still an important determinant of 
European trade performance.

The present chapter focuses on the likely impact of euro/dollar fl uctuations 
on European Union manufacturing. Building on previous theoretical and 
empirical research which emphasises the difference in sensitivity to exchange 
rate fl uctuations across sectors, we try to classify European sectors according 
to their sensitivity to dollar exchange rate fl uctuations. Such sensitivity 
depends on the exposure to competition from the dollar zone and on the 
elasticity of sectors’ trade to exchange rate fl uctuations. 

Exposure is measured by an original indicator which takes into account 
the fact that the dollar zone (that is, the zone of currencies which fl uctuates 
more or less in conjunction with the dollar) is larger than just the United 
States. In particular, most Asian emerging countries belong to the dollar 
zone, as do countries in Latin America. The indicator of exposure to the 
dollar zone concerns competition not only on the export markets but also 
on the domestic market and on third country markets. The analysis shows 
that textile products, leather products, machinery and equipment, electrical 
optical equipment and transport equipment and, to a lesser extent, chemicals 
are the sectors facing the maximum of competition from the dollar zone. 
Competition concerns both European and foreign markets except for the 
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machinery and equipment and the chemicals sectors where competition is 
more important in foreign markets.

With respect to the elasticity of sectors’ trade to exchange rate fl uctuations, 
two issues are addressed: is there a difference across sectors regarding 
the elasticity of  trade? To what extent do market structure and goods 
characteristics determine such a difference? To estimate these elasticities, 
the regression related trade volumes to exchange rate variables, cost variables 
and market structure variables. The analysis focused on bilateral imports and 
exports of eleven countries from or to seventeen partner countries. Fourteen 
sectors were considered according to the NACE revision 1 nomenclature. 
Exchange rate variables include volatility, exchange rate changes and 
expectations of  future exchange rate changes. Four market structure 
indicators are considered: concentration, segmentation, differentiation and 
scale economies. The estimation results show that the impact of exchange 
rate changes on trade varies across sectors. The variations are explained 
by industry concentration and dynamics. The sectors having the highest 
elasticity of  trade to exchange rate fl uctuations are energy, food, paper 
products, machinery, electrical products for imports and energy, machinery 
and transport equipment for exports.

Combining the exposure indicator and the elasticity estimates, a sector 
classification emerges where the three sectors which have the highest 
elasticity and are the most exposed are machinery and equipment, electrical 
and optical products and transport equipment. These sectors are important 
and represent together about one-third of European manufactured output. 
Textiles and leather (low elasticity–high exposure) are of little importance 
in the economy. Except for basic metals, the low elasticity–low exposed 
sectors (wood and wood products, rubber and plastic products, other non-
metallic mineral products and basic metals and fabricated metal products) 
do not account for much total value-added in Europe. On the other hand, 
among the remaining sectors, energy, food and paper (high elasticity–low 
exposure) are important to the European economy.

A detailed assessment of the effect of a 10 per cent dollar depreciation on 
the market share of each sector was also conducted. On the imports side, 
the most affected sectors are energy and electrical products. The dollar zone 
market shares in the European market increase by 0.74 and 1.45 percentage 
points respectively. Regarding exports, the larger impacts concern machinery 
and transport equipment. For both sectors the European market share in 
the dollar zone decreases by 1 percentage point.

The rest of the chapter is organised as follows. Section 7.1 presents the 
conceptual framework. In Section 7.2 the exposure indicator is computed 
and analysed. Section 7.3 deals with the econometric estimation of  the 
elasticity of  trade. The results of  Sections 7.2 and 7.3 are combined in 
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Section 7.4 to classify sectors according to their sensitivity to the euro/dollar 
fl uctuations. Section 7.5 concludes. 

7.1 THE CONCEPTUAL FRAMEWORK

Exposure 

To measure industry exposure to foreign competition, a traditional measure 
compares domestic production and domestic sales to imports and to exports. 
On the import side, the penetration index relates imports to fi nal domestic 
demand: M/(Q + M – X) or M/D. On the export side, exports are linked to 
production: X/Q. This is the share of production sold on foreign markets. 
The OECD used another measure (see Coppel and Durand, 1999) which 
combines the two previous measures: IOECD = X/Q + (1 – X/Q) × M/D.

Campa and Goldberg (1997) criticised the most popular indices of 
openness on the ground that these ratios do not take into account the 
imported inputs used by the industry. To correct for this they calculate two 
new indices: the index of imported inputs (MI/Q) and the net exposure to 
international competition (X/Q – MI/Q).

The idea behind this index is to carry out a cost/benefi t analysis by 
industry of the impact of a given dollar fl uctuation. In the case of a dollar 
appreciation, the impact on American manufacturing depends on the share 
of production exported (X/Q is a good measure). But in the case of imports, 
US industry benefi ts through the lower cost of its imported inputs measured 
by the index of imported inputs. The difference between the two indices is 
the Net External Orientation. The fi nal index shows the potential impact 
on profi ts of a dollar fl uctuation, other things being equal.

This indicator is, however, unsuitable to measure the impact of currency 
fl uctuations for two reasons:

• focusing on the costs of imported inputs, it does not take into account 
the effect on the fi nal demand for imports (consumer goods and capital 
equipment) which represent the major share of total imports;

• the index does not take into account the geographical breakdown 
of  the origin of  the products. It considers the external world as 
homogenous vis-à-vis the dollar which is certainly not the case.

To take into account the above shortcomings, we propose another 
indicator based on a multinational framework. First, we assume that the 
world is divided into three currency zones, and second we take into account 
competition between the different zones on a bilateral basis (for example, 
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the direct confrontation of euro zone against the dollar zone). Subsequently, 
we take into account the confrontation of the two zones with third zones, 
which are neither included in the dollar zone nor in the euro zone. The 
exposure indicator is described in Box 7.1. For simplicity, we divided the 
world into three zones: the dollar zone, the euro zone and the ‘rest of the 
world’ zone. The indicator is the following:
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Where Q: production; X: exports; D: domestic demand; EU: European 
Union; $: dollar zone; j: rest of the world; k: sector; XEU.k: total exports 

BOX 7.1 EXPOSURE INDEX

Q stands for production or sales, M stands for imports, X stands 
for exports, D stands for the fi nal demand, EU for European Union 
(depending on the test, EU refers to the euro zone made up of 11 
countries or of the 15 members of the EU).

On the ‘diagonal’ (Table A), the value of the production sold in 
the domestic market is displayed. In the other cells of the matrix, 
the value of trade between the exporting zone (indicated in rows) to 
the importing zone (in columns) is shown. The row sum equals the 
production value and the column sum equals the demand value of 
the zone.

Table A Production and trade matrix

 EU-15 $ zone Rest of world Total

EU-15 QEU–XEU XEU,$ XEU,1/3 QEU
$ zone X$,EU Q$–X$ X$,1/3 Q$
Rest of world X1/3,EU X1/3,$ Q1/3–X1/3 Q1/3
Total DEU D$ D1/3 Qw = Dw
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Given the matrix above we can calculate two ratios. By rows, we 
fi nd the shares of world sales or demand by region (the destination 
share point of view) as shown in Table B; By columns, the market 
share matrix can be computed as done in Table C.

Table B Destination of production matrix

 EU-15 $ zone Rest of world Total

EU-15

$ zone

Rest of world 

Finally, with the two matrices we can calculate the exposure of 
the European industry to dollar zone competition, by multiplying the 
fi rst line of Table B by the second line of Table C. That is to say, we 
calculate the weighted average of exposure of European producers 
in the different markets to the dollar zone.

Table C Market share matrix
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of EU in sector k; Q and D are different from 0. This indicator fl uctuates 
between 0 and 50 per cent. Intra-zone trade was removed from EU trade.

To compute the indicator one should identify currency zones. To this end, 
one possibility is to refer to the currency used in international transactions. 
However, in this case one needs bilateral data on the use of currency. Except 
for a few countries (for example Japan, France, the US) such information 
is not available. 

Another possibility is to use an empirical analysis to identify a country’s 
pegging strategy. A country pegging its currency to, say, the US dollar is 
assumed to belong to the dollar zone. To identify the pegging strategies we 
used an indicator (Bénassy-Quéré, 1996) which measures the volatility of 
a currency vis-à-vis another currency. Here the reference currencies are the 
US dollar and the ECU, in order to defi ne a dollar zone as well as a euro 
zone (the reference to ECU is due to the fact that the period of estimation 
was before the birth of the euro). The method is described in Box 7.2. It 

BOX 7.2 RELATIVE VOLATILITY INDEX

A currency’s relative volatility vis-à-vis the US dollar or the ECU, 
λij, defi nes the link of a currency to a nominal monetary zone. The 
index compares the volatility of the currency with the US dollar (or 
the ECU) to the total volatility of the currency towards both the US 
dollar and the ECU. If the index is low, it means that the currency 
tends to vary in accordance to the reference currency, the US dollar 
(or the ECU). In this case, the currency belongs to the US dollar (or 
the ECU) zone.

λ
σ

σ σij
ij

i iEcu

=
+( )$

With i the country currency, j the US dollar or euro, and σ the deviation 
of the log of nominal quarterly exchange rates. Estimates are made 
alternatively vis-à-vis the US dollar and the ECU, for two periods: 
from the 1st quarter of 1978 to the 4th quarter of 1998, and for a 
sub-period from the 1st quarter of 1996 to the 4th quarter of 1998, to 
take into account the effect of the fi nancial crisis of 1997–1998.

If the index is lower or equal to 0.45 when j = US dollar, then the 
currency of country i is linked to the dollar and the country is classifi ed 
as belonging to the dollar zone; the same applies to the ECU when j 
= ECU. Otherwise, the country is classifi ed as belonging to the ‘rest 
of the world’ zone.
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was implemented on a sample of 54 currencies, of which we found that 25 
currencies were linked to the US dollar. 

For the euro zone, we could have chosen an extended set of currencies 
related to the ECU, although they are not members of the Monetary Union. 
Countries such as Norway, Switzerland, Morocco or Tunisia have de facto 
linked their currency to the euro over the long run. East European countries, 
such as Hungary, the Czech Republic or Poland are converging to a euro 
peg. The subject of this study being the analysis of EU industries’ sensitivity 
to the dollar, an institutional approach of the euro-land was fi nally used. 
Two defi nitions of the euro zone are considered: the 15 member countries 
of the EU, although the United Kingdom has a diverging currency, and the 
11 countries which chose to adopt the euro as their offi cial currency.

The other countries are de facto classifi ed in the ‘rest of the world’ zone, 
which is very heterogeneous.

Elasticity of Trade

A number of  papers have shown that the elasticity of  trade to exchange 
rate fl uctuations differs across sectors and depends on market structure. 
The intuition behind the relationship between sector elasticity, exchange 
rate changes and market structure can be illustrated using the following 
simple model of exporter behaviour. Consider that the demand function 
perceived by the exporter i is:

 Pi = f (Qi) (7.2)

where Pi and Qi denote the price (in the importing country’s currency) 
and quantities respectively and f ' ≤ 0. Consider also a constant marginal 
cost of production c. There is no production of a comparable good in the 
importing country. Basic microeconomic theory shows that the exporter 
decision should satisfy the following condition:

 e(Pi + Qi f ') = c (7.3)

where e is the exchange rate (the units of the exporter’s currency for one 
unit of importer’s currency). An increase in e implies a depreciation of the 
exporter’s currency.

In a perfectly competitive environment f ' = 0 and (7.3) reduces to ePi 
= c. Hence, any increase in e will be compensated by an equal decrease of 
Pi. A depreciation of the currencies of exporters with respect to, say, the 
Deutschemark (DM) implies that the German price of the exported good, to 
Germany, will decrease. Perfect competition between exporters (free entry, 
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exit of producers and price competition) will drive profi t to zero. Exports 
to Germany will increase.

In an imperfectly competitive environment f ' < 0. Hence an increase in 
e will be matched by both a decrease in Pi and the induced increase in Qi. 
The German price of the exported good will fall less than in the perfectly 
competitive case. Hence, Qi will also grow more slowly. The fact is that f ' 
< 0 gives the exporter more ‘freedom’ to adjust to a depreciation. He/she 
is able to keep price above marginal cost and not match a depreciation one 
for one without losing all of  his sales. It follows that export volume will 
react less to an exchange rate change for imperfectly competitive sectors 
than for perfectly competitive sectors.

Dornbush (1987) went beyond the simple model above in order to 
examine the relationship between trade variables and exchange rate changes. 
He showed that with homogeneous products and Cournot competition, 
a depreciation of  exporters’ currencies with respect to the DM will 
reduce the German prices of  exports to Germany less than with perfect 
competition. With differentiated products, the extent of  the decline will 
depend on the degree of differentiation and on the number of home and 
foreign fi rms. The imperfect competition explanation for the difference in 
sector elasticity to exchange rate changes, although relevant, is incomplete 
because of  its static nature. A permanent DM depreciation would have 
the same impact on exports to Germany as a depreciation followed by 
an appreciation. The behaviour of the US trade defi cit in relation to the 
depreciation of the dollar after 1985 motivated an extension of the analysis 
to a dynamic framework.

The dynamic extension focuses on the cost of reversing changes in foreign 
market shares. Two types of dynamic imperfect competition models have 
been used to show that exchange rate changes may not be passed through 
into trade prices, due to concerns about market share. Supply-side models 
by Baldwin and Krugman (1989) and Dixit (1989) postulate that fi rms face 
non-recoverable fi xed costs (sunk costs) of entry into foreign markets. An 
exporter of cars wishing to expand sales on the German market, following a 
DM appreciation, should enlarge the dealer network, launch an advertising 
campaign, and so on. In order for these non-recoverable expenses to be 
profi table, the appreciation of the DM should continue to hold in the future. 
Otherwise, the exporter would not incur such costs. Demand-side models, 
introduced by Froot and Klemperer (1989), assume that due to consumer 
switching costs (network externalities, learning effects and so on), fi rms’ 
future demands depend on current market shares. In this context, a DM 
depreciation will not lead to an increase in export price unless it is perceived 
as permanent. The exporter may prefer holding its export price in foreign 
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currency constant if  depreciation is temporary, in order to preserve its 
market share.

The empirically testable hypothesis implied by the above theories is that 
the price of the exported good in the importer currency will react less to 
exchange rate changes the less perfectly competitive is the market and the 
less permanent are exchange rate changes. Export volumes will also react 
less in imperfectly competitive markets and in face of temporary exchange 
rate changes. Most papers testing these implications were on Germany, 
Japan and the USA.

A fi rst test by Feinberg (1986) was conducted on the German data. He 
tried to identify the determinants of  pass-through. The author found a 
pass-through of  about 24 per cent in real terms, that is, an 8.4 per cent 
depreciation of the DM increases German producer prices by 2 per cent 
relative to the GNP defl ator. Increased market concentration reduced pass-
through.

Two other papers by Feinberg (1989, 1991) conducted similar analyses 
for the US. On average pass-through equalled 16 per cent in real terms. 
The pass-through was close to one in industries heavily reliant on imported 
inputs and producing highly substitutable goods. It was much lower for 
concentrated or protected (barriers to entry) industries. Mann (1989) 
examined the pass-through issue for seven US imported goods and nine 
US exported goods. She found exporters to the US squeezing profi t margins 
in response to the dollar depreciation. She also identifi ed an asymmetry 
in pass-through during depreciation and appreciation. Feenstra (1989) 
concentrated on three specifi c products (motor cars, compact trucks and 
heavy motorcycles) imported by the US from Japan. He found differences 
in pass-through but no asymmetry.

For Japan, Ohno (1989) analysed data for seven 2-digit industries and 
found a pass-through of around 80 per cent. Martson (1990) used actual 
export prices for 17 products and found evidence of  incomplete and 
asymmetric pass-through. Athukorala and Menon (1995) also identifi ed 
incomplete pass-through for Japanese exports.

Finally, the issue of dynamics was addressed empirically by Froot and 
Klemperer (1989) for the US and by Sapir and Sekkat (1995) for Europe. 
The study for the US found that appreciation regarded as temporary leads 
to a lower pass-through and hence that both present and expected future 
market shares affect the degree of  pass-through. The study for Europe 
provided strong evidence in favour of the impact of the perception about 
exchange rate changes on pass-through.

Almost all empirical studies in the fi eld only tested for the difference of 
price responses to exchange rate changes across sectors. The impact on trade 
volume has never been considered. Moreover, except for Feinberg (1986), 
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the extent to which these differences are due to market structure was never 
explicitly examined. In Section 7.3 we will both identify differences in sector 
elasticity and test the extent to which market structure indicators account 
for these differences. 

7.2 THE SECTOR EXPOSURE FOR EU-15 AND EU-11

The statistical analysis which follows starts with the measure of exposure 
of European industries to competition from the dollar zone. We choose to 
compare two defi nitions of EU: EU-15 which includes notably the UK and 
EU-11 which corresponds to the monetary union at the time of the study. As 
the integration of the United Kingdom is open to question, the alternative 
EU-15 and EU-11 will be considered, and the impact of competition on 
both zones will be compared.

The Market Share Distribution

As far as the sharing of  the world economy in three monetary zones is 
concerned, differences between degrees of openness are rather small, and 
the weight of the different zones in the different markets relatively similar. 
The degree of  openness lies between 9.5 per cent for the dollar zone, 
10.3 per cent in Europe and 12.6 per cent for third countries (Table 7.1). 
Furthermore, the breakdown of each market across the different partners 
is rather balanced, in a bracket from 4.5 per cent (market share of  third 
countries in the European market) to 6.7 per cent (market share of EU-15 
in the third countries).

As for Europe, once intra-zone trade is removed, the degree of openness 
is a little more than 10 per cent of  domestic demand for manufactured 
products. Yet, a very wide dispersion around the average degree of openness 
can be observed across sectors.

The most open sectors with respect to international competition, for which 
the penetration ratio is greater than 30 per cent, are computers, wearing 
apparel, leather and shoes, professional goods and industries n.e.s. Except for 
professional goods and computers, these sectors are dominated by exports 
from Asian countries, the Central and Eastern European countries (CEECs) 
and North Africa. In the computer industry, the emerging countries from 
Asia prevail with a market share of 17.8 per cent, followed by the United 
States (9.6 per cent), and Japan (5.6 per cent).

The most closed sectors to international competition are those with 
degrees of  openness below 5 per cent: publishing and printing, tobacco, 
beverages, glass products, refi ned petroleum, food, steel and wood.
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Table 7.1  Market shares in the European Union, the dollar zone and third countries, 1996

 EU-15 $ zone Third countries
 Market Market Market Market Market Market Market Market Market
 share of share of $ share of share of share of $ share of share of share of $ share of
 EU-15 zone third zone EU-15 zone third zone EU-15 zone third zone

Manufacturing 89.8 5.8 4.5 4.6 90.5 4.9 6.7 5.9 87.4
Food products 96.0 2.5 1.5 1.2 98.0 0.8 2.6 7.3 90.2
Textiles 87.5 7.8 4.7 2.3 95.5 2.2 11.5 7.1 81.4
Wearing apparel 67.6 15.7 16.7 3.0 95.8 1.2 14.8 30.3 55.0
Leather and leather products 70.1 22.5 7.4 12.0 85.5 2.5 22.9 24.0 53.1
Wood and wood products 95.1 2.7 2.2 0.8 99.0 0.2 2.4 5.8 91.8
Furniture 92.9 2.5 4.6 3.9 95.5 0.6 9.8 6.7 83.5
Publishing and printing 98.7 0.8 0.4 0.9 98.9 0.2 2.0 0.6 97.4
Plastic products 92.0 4.4 3.6 3.7 92.6 3.7 8.8 3.8 87.4
Metal products 93.1 3.1 3.7 4.7 91.1 4.2 5.9 2.4 91.7
Machinery and equipment 89.2 5.0 5.8 11.3 79.2 9.5 9.8 3.7 86.5
Professional goods 73.7 14.4 11.9 8.6 78.3 13.1 17.9 19.1 62.9
Manufacturing n.e.c. 73.3 19.0 7.7 6.2 85.4 8.4 11.1 14.9 74.0
Chemicals except pharmaceuticals 90.6 4.8 4.6 5.3 90.3 4.4 10.1 6.2 83.7
Beverages 97.0 2.2 0.8 4.3 95.3 0.3 3.7 1.4 94.9
Tobacco 98.7 1.1 0.2 0.9 98.7 0.3 1.2 6.5 92.2
Paper products 93.7 3.8 2.5 2.5 96.3 1.2 6.6 3.7 89.7
Coke, refi ned petroleum products 96.1 1.6 2.3 1.2 96.7 2.1 3.0 5.2 91.7
Rubber products 90.8 4.5 4.7 2.6 93.2 4.2 5.3 2.7 92.0
Ceramic products 95.3 2.2 2.5 5.6 91.5 3.0 14.5 3.6 82.0
Glass and other non-metallic min. prod. 97.0 1.0 2.1 1.9 96.4 1.7 1.9 1.4 96.7
Iron and steel 95.1 1.3 3.5 3.9 89.1 7.0 4.2 2.7 93.1
Non-ferrous metals 83.7 6.2 10.2 2.8 91.1 6.1 5.0 7.6 87.4
Electrical machinery 80.5 11.9 7.6 6.0 84.2 9.8 6.0 7.7 86.3
Pharmaceuticals 92.2 3.3 4.5 5.7 92.5 1.9 8.7 2.1 89.2
Offi ce machinery and computers 65.6 27.4 6.9 5.8 82.9 11.3 7.2 15.6 77.2
Transport equipment except cars 82.6 15.5 1.9 9.2 89.3 1.5 2.1 3.8 94.1
Automobiles 93.5 2.3 4.2 4.6 88.2 7.3 10.8 3.5 85.7

Sources: Authors’ calculations from the CEPII CHELEM database for trade; UNIDO and national sources for production.

208

D
ierx 03 chap07   208

D
ierx 03 chap07   208

25/10/04   4:51:39 pm
25/10/04   4:51:39 pm
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The Indicator of Exposure to Competition for EU-15

Figure 7.1 shows that the exposure to competition with the dollar zone 
is greater than the average of the manufacturing sector (measured by the 
length of the arrows) in both European and foreign markets for the following 
sectors: computers, leather, toys, transport, wearing apparel, professional 
goods and electrical machinery. Textiles and non-ferrous metals experience 
greater competition than the average in the European market alone, while 
machinery and equipment, chemicals and ceramics are open to greater 
competition than the average for both Europe and the dollar zone in the 
foreign markets only (see Table 7.2). 

EU-15 Compared to EU-11

Table 7.3 encapsulates the exposure differences of the euro zone when it is 
enlarged, with respect to its relationship with the dollar zone. The results 
suggest two things: on the one hand, the degree of exposure gets stronger 

Note: On the X-axis, the degree of sectoral exposure to competition from the S zone on the 
foreign markets (dollar market and third markets) relative to the average of the manufacturing 
sector; on the Y-axis, the degree of sectoral exposure in the European market relative to the 
average of the manufacturing sector.

Sources: Authors’ calculations from CEPII, CHELEM database and UNIDO.

Figure 7.1  The most exposed sectors to competition from the dollar zone 
in the EU-15 and foreign markets
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Table 7.2  The sector exposure of EU-15 to the competition from the dollar zone, 1996

  EU-15   $ zone 
 Share in Market Indicator Share in Market Indicator Third Total Relative
 EU-15 share of  EU-15 share of  zone  total
 production the $ zone  production the $ zone  indicator 

Manufacturing 86.7 5.8 5.0 7.9 90.5 7.1 0.3 12.4 0
Offi ce machinery and computers 77.6 27.4 21.3 12.7 82.9 10.6 2.1 33.9 22
Leather and shoes 69.7 22.5 15.7 17.0 85.5 14.5 2.4 32.5 20
Transport equipment except cars 80.3 15.5 12.4 16.5 89.3 14.8 0.7 27.9 16
Manufacturing n.e.c. 77.9 19.0 14.8 11.2 85.4 9.6 1.4 25.8 13
Professional goods 73.5 14.4 10.6 17.0 78.3 13.3 1.4 25.3 13
Electrical machinery 78.2 11.9 9.3 14.2 84.2 12.0 0.6 21.9 9
Wearing apparel 83.0 15.7 13.0 6.5 95.8 6.3 2.4 21.7 9
Machinery and equipment 75.1 5.0 3.7 17.0 79.2 13.5 0.5 17.7 5
Textiles 84.3 7.8 6.6 5.9 95.5 5.7 0.5 12.8 0
Chemicals except pharmaceuticals 85.5 4.8 4.1 8.6 90.3 7.8 0.3 12.2 0
Non-ferrous metals 89.5 6.2 5.5 6.0 91.1 5.4 0.2 11.2 –1
Pharmaceuticals 86.4 3.3 2.9 7.5 92.5 7.0 0.2 10.0 –2
Rubber products 89.7 4.5 4.1 5.6 93.2 5.2 0.2 9.4 –3
Plastics 87.8 4.4 3.9 5.6 92.6 5.1 0.3 9.3 –3
Ceramics 87.7 2.2 2.0 7.4 91.5 6.8 0.2 8.9 –3
Metallic products 88.7 3.1 2.8 6.4 91.1 5.9 0.1 8.8 –4
Automobiles 86.6 2.3 2.0 7.1 88.2 6.3 0.3 8.6 –4
Beverages 90.5 2.2 2.0 6.2 95.3 5.9 0.1 8.0 –4
Paper 90.8 3.8 3.5 4.5 96.3 4.4 0.1 7.9 –4
Iron and steel 89.6 1.3 1.2 6.8 89.1 6.0 0.1 7.3 –5
Furniture 90.8 2.5 2.2 3.9 95.5 3.8 0.1 6.1 –6
Glass and other non-metallic min. prod. 93.3 1.0 0.9 4.1 96.4 4.0 0.0 4.9 –7
Food 96.5 2.5 2.4 1.7 98.0 1.7 0.1 4.2 –8
Wood products except furniture 96.4 2.7 2.6 1.4 99.0 1.4 0.0 4.0 –8
Coke, refi ned petroleum products 96.8 1.6 1.5 1.7 96.7 1.6 0.0 3.2 –9
Tobacco 97.8 1.1 1.1 1.5 98.7 1.5 0.1 2.6 –10
Publishing and printing 97.0 0.8 0.8 1.4 98.9 1.3 0.0 2.2 –10

Sources: Authors’ calculations from CEPII CHELEM database for trade; UNIDO and national sources for production.
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 Sensitivity to exchange rate fluctuations 211

with the EMU enlarging to the United Kingdom, Sweden and Denmark, 
but on the other hand, this increase in exposure is rather weak. The increase 
of the degree of exposure stems from three factors:

• when the euro zone gets larger, the external trade level of the EU is 
lessened since trade inside between the United Kingdom, Sweden and 
Denmark and the smaller euro zone is removed; and

• hence, the weight of  trade of  the dollar zone increases in world 
trade;

• adding new countries which are traditionally more open to the dollar 
zone, strengthens this exposure.

But this effect is of a second order, as it only amounts to an increase by 
0.6 percentage points in the indicator, relative to a level of 11.7, that is to 
say an increase of 5 per cent.

At a sector level, the effects are rather mixed. Two sectors lessen their 
exposure to the dollar zone: plastics by –0.2 percentage points and above all 
other transport equipment by –1.8 percentage points, that is by more than 
6 per cent. This sector chiefl y spans the aeronautics industry, an up-market 
segment of high technology in the American manufacturing sector. It is the 
main sector to benefi t from the enlargement to the three potential applicants. 
Half  of this effect stems from the magnitude of these sectors in the United 
Kingdom and in Sweden – by the means of  a kind of  ‘consolidation’ in 
the zone – and the other half  comes from the decrease of competition in 
third markets.

Electrical machinery and computers are the main sectors that experience 
a sizeable increase in their exposure. In nearly all cases, the increase is fi rst 
of all due to a deeper penetration of the European internal market. The 
entry of new countries that are very open to exports from the dollar zone 
increases the exposure of European industry. But this cannot necessarily 
be considered a negative effect, as the link with the dollar might provide 
low-cost imports of  electronics goods to other European industries. But 
as far as the dollar effect is concerned, it is correct to underline that these 
sectors are more exposed than others.

This analysis shows that EU enlargement to other European countries 
might not necessarily reduce exposure to the dollar zone.

In summary, the indicator computed for EU-15 and EU-11 against the 
dollar zone is above average for the manufacturing sector for about the 
same list of  industries with the exception of textiles (see Table 7.4). The 
chemicals industry is not included in the list as it has just about the same 
level of exposure as average in EU-11.

Dierx 03 chap07   211Dierx 03 chap07   211 25/10/04   4:51:40 pm25/10/04   4:51:40 pm



212 Macroeconomic issues

Table 7.3  Indicators of exposure of EU-15 and EU-11 to competition 
from the dollar zone, 1996 (%)

 Market of EU- Market share Market share Total
 15/EMU-11 of the $ zone of third zone
 EU-15 EU-11 EU-15 EU-11 EU-15 EU-11 EU-15 EU-11 Diff.

Manufacturing 5.0 4.3 7.1 6.7 0.3 0.7 12.4 11.7 0.6
Publishing and 
 editing 0.8 0.5 1.3 1.0 0.0 0.0 2.2 1.5 0.7
Tobacco 1.1 1.4 1.5 0.8 0.1 0.1 2.6 2.3 0.3
Refi ned petroleum 
 and coal 1.5 1.7 1.6 1.4 0.0 0.0 3.2 3.1 0.1
Wood products 
 except furniture 2.6 2.2 1.4 1.6 0.0 0.1 4.0 3.9 0.1
Food 2.4 2.4 1.7 1.6 0.1 0.1 4.2 4.2 0.0
Glass and other 
 non-metallic 
 min. prod. 0.9 0.8 4.0 4.0 0.0 0.1 4.9 4.8 0.1
Furniture 2.2 1.9 3.8 3.8 0.1 0.5 6.1 6.2 0.0
Iron and steel 1.2 1.1 6.0 6.1 0.1 0.1 7.3 7.3 0.0
Paper 3.5 3.1 4.4 4.2 0.1 0.4 7.9 7.7 0.2
Beverages 2.0 1.9 5.9 5.6 0.1 0.2 8.0 7.6 0.4
Metallic products 2.8 2.4 5.9 5.8 0.1 0.3 8.8 8.5 0.3
Automobiles 2.0 1.7 6.3 5.6 0.3 0.6 8.6 7.8 0.7
Ceramics 2.0 1.6 6.8 5.9 0.2 0.6 8.9 8.1 0.9
Rubber products 4.1 3.3 5.2 5.1 0.2 0.6 9.4 9.0 0.4
Pharmaceuticals 2.9 2.8 7.0 6.3 0.2 0.3 10.0 9.4 0.6
Plastics 3.9 3.4 5.1 5.2 0.3 0.7 9.3 9.3 –0.2
Non-ferrous metals 5.5 4.5 5.4 4.9 0.2 0.7 11.2 10.1 1.1
Chemicals except 
 pharmaceuticals 4.1 3.7 7.8 7.5 0.3 0.6 12.2 11.8 0.4
Textiles 6.6 5.4 5.7 5.7 0.5 1.3 12.8 12.4 0.3
Machinery and 
 equipment 3.7 3.0 13.5 13.1 0.5 0.9 17.7 17.0 0.7
Electrical 
 machinery 9.3 7.1 12.0 10.4 0.6 2.1 21.9 19.7 1.2
Wearing apparel 13.0 10.4 6.3 6.7 2.4 4.1 21.7 21.2 0.4
Transport 
 equipment except 
 cars 12.4 12.3 14.8 15.9 0.7 1.4 27.9 29.6 –1.8
Professional 
 goods 10.6 9.2 13.3 12.7 1.4 2.7 25.3 24.6 0.5
Manufacturing 
 n.e.s. 14.8 12.0 9.6 8.7 1.4 4.2 25.8 24.9 0.7
Offi ce machinery 
 and computers 21.3 16.5 10.6 8.3 2.1 7.7 33.9 32.5 1.4
Leather and 
 shoes 15.7 13.0 14.5 14.8 2.4 4.6 32.5 32.5 0.0

Sources: Authors’ calculations from CEPII CHELEM database for trade; UNIDO and 
national sources for production.
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Table 7.4 Comparison of exposure of EU-15 and EU-11

EU-15 EU-11

Computers Computers
Leather Leather
Transport except cars Transport except cars
Manufactured products n.e.s. Manufactured products n.e.s.
Professional goods Professional goods
Electrical machinery Electrical machinery
Wearing apparel Wearing apparel
Machinery and equipment Machinery and equipment
 Textiles

7.3  SECTORS’ TRADE ELASTICITY TO EXCHANGE 
RATE FLUCTUATIONS

Data Issues

To estimate sectors’ elasticity to exchange rate fl uctuations a typical regression 
relates trade volumes to exchange rate variables, cost variables and other 
control variables. In this chapter, we are also interested in identifying the 
impact of market structure on sectors’ elasticity. Hence, four data sets were 
collected: trade, production, exchange rate and market structure data. 

The analysis of sectors’ exposure to competition from the dollar zone used 
a 3-digit sector classifi cation. Ideally, one should use a similar classifi cation 
for the econometric analysis. However, to conduct such an analysis, two sets 
of variables (trade and costs) should be collected on a time series, bilateral 
(including non-European partners), and sectoral basis. Given the available 
data sets, it is not possible to fulfi l these requirements at the fi nest level 
of disaggregation. For instance, it is possible to collect trade fl ows at the 
3-digit level but it is not possible to collect the corresponding costs series 
especially for non-European partners. Hence, a trade-off among the various 
dimensions of  the data was made and we ended up with the following 
sample. (Note however, that when the results of Sections 7.2 and 7.3 are 
combined in Section 7.4, a coherent framework will be used.)

The analysis focuses on imports and exports of 11 declaring countries: 
Belgium-Luxembourg, France, Denmark, Germany, Greece, Ireland, Italy, 
the Netherlands, Portugal, Spain and the United Kingdom. Bilateral trade 
fl ows between these countries and 17 partners are analysed. The partners 
are the 11 declaring countries plus Austria, Finland, Sweden, the United 
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States, Canada and Japan. The sector disaggregation is defi ned according to 
the NACE revision 1 classifi cation (see Table 7.5). The dependent variables, 
that is, bilateral export and import volumes, are drawn from Eurostat’s 
trend database. Exports from country I to country J in sector S will be 
termed XIJS, whereas imports in country I from country J in sector S will 
be termed MIJS.

Table 7.5 Estimation results of equations (7.4) and (7.5)

 Imports Exports

Prices of the declaring country –0.10 –0.73
 (–0.20) (–3.33)
Prices of the partner country –0.43 –0.17
 (–2.04) (–0.49)
Production of the partner country 0.63 0.25
 (5.10) (1.75)
Production of the declaring country 0.01 0.66
 (0.04) (6.56)
Volatility –0.06 0.01
 (–2.99) (0.50)
Exchange rate coeffi cient per sector

Food products, beverages and tobacco –1.01 0.24
 (–4.24) (1.26)
Textiles and textile products –0.46 –0.29
 (–0.97) (–0.73)
Leather and leather products –0.08 –0.50
 (–0.25) (–1.65)
Wood and wood products –0.42 0.00
 (–1.25) (–0.01)
Pulp, paper and paper products, publishing and printing –1.05 0.40
 (–2.74) (1.21)
Energy products –4.37 3.86
 (–4.87) (4.20)
Chemicals, chemical products and man–made fi bres –0.79 0.55
 (–2.88) (2.29)
Rubber and plastic products –0.85 0.47
 (–3.42) (2.14)
Other non–metallic mineral products –0.85 0.77
 (–3.72) (3.96)
Basic metals and fabricated metal products –0.55 0.35
 (–0.83) (0.62)
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Table 7.5 continued

 Imports Exports

Machinery and equipment n.e.c. –1.21 1.07
 (–4.25) (4.55)
Electrical and optical equipment –1.03 0.34
 (–1.69) (0.66)
Transport equipment –0.68 2.45

 (–1.14) (4.37)

N 568 565
R2 0.21 0.30
F-stat 2.1874 2.361
H-stat 12.4130 14.7780

Source: Authors’ calculations.

Note: Figures in brackets denote the t-statistics; R2 is the adjusted R-square; N is the number 
of  observations; F-stat is the Fisher statistics for the non-existence of  fi xed effects; H-stat 
is the Hausman statistics for the existence of  fi xed effects versus random effects. F-stat is 
distributed as a F(12.527) in the case of imports and as a F(12.519) in the case of exports. 
H-stat is distributed as a χ2(12) for imports and as a χ2(14) in the case of exports.

Nominal exchange rate series are drawn from the IMF’s International 
Financial Statistics (CD-ROM). The US exchange rates are used to obtain 
other bilateral rates. They are collected on an annual and on a monthly 
basis. The latter is used to compute exchange rate volatility as the standard 
deviation, over twelve months, of exchange rate changes. Expectations of 
future exchange rate changes are measured using the interest differential 
between the exporter and the importer. The 12-month euro interest rates 
are drawn from the IMF CD-ROMs. The bilateral exchange rate between 
country I and country J will be termed EIJ and is defi ned as the number of 
currency units of the declaring country I for one currency unit of the partner 
country J. Therefore, an increase in EIJ means a depreciation of country I’s 
currency with respect to country J’s currency. By analogy, volatility and the 
expectations of exchange rate changes are denoted respectively VIJ and RIJ. 
A positive RIJ implies an expected depreciation of the declaring country I 
currency with respect to the partner country J.

As a proxy for costs, producer price indexes in ECU for each country and 
each sector are used. Sector production, measured in constant ECU of 1995, 
for each country and each sector is also used to take account of possible 
demand or supply effects. The respective total production of the declaring 
country and of the partner country in sector S are noted VDs and VPs. In 

Dierx 03 chap07   215Dierx 03 chap07   215 25/10/04   4:51:41 pm25/10/04   4:51:41 pm



216 Macroeconomic issues

the same way, PPIDS and PPIPS will respectively denote producer prices of 
the declaring country and of the partner country in sector S. These two sets 
of data were drawn from Eurostat’s European Business Trends database.

Finally, four market structure indicators are considered: concentration, 
segmentation, differentiation and the degree of  scale economies. 
Concentration is measured as the 5-fi rm concentration ratio, and the data 
are drawn from Davies and Lyons (1996). Segmentation and differentiation 
data are taken from Martin et al. (1996). These are dummy variables 
taking value 1 for segmented (differentiated) sector and zero otherwise. 
A sector characterized by the existence of large establishments, covering 
a large proportion of output and employment is termed segmented while 
differentiation is approximated by R&D intensity. In order to measure 
the degree of  scale economies, we use the minimum effi cient scale, that 
is, the theoretical scale of  the plant at which all economies of  scale are 
exhausted. These data are provided by the European Commission. Note 
that this indicator is closely related, although richer, to the segmentation 
indicator.

Difference in Elasticity across Sectors

To investigate whether exchange rate fl uctuations have differentiated impacts 
on trade volumes across sectors, the following equations were estimated:

X E SEC V VD VPIJS S
S

IJ S IJ S S= + ×( ) + + + +∑β β β β β β0 1 2 3 4 55 6PPIP PPIDS S XIJS
+ +β ε

 (7.4)

M E SEC V VD VPIJS S
S

IJ S IJ S S= + ×( ) + + + +∑γ γ γ γ γ γ0 1 2 3 4 55 6PPIP PPIDS S MIJS
+ +γ ε

 (7.5)

Where:

XIJS =  Exports from country I to country J in sector S
MIJS =  Imports into country I from country J in sector S
EIJ =  Bilateral exchange rate between country I and country J. An 

increase in EIJ means a depreciation of country I’s currency
VIJ =  Volatility of exchange rate changes
VDS, VPS =  Total production of  the declaring country and of  the 

partner country in sector S
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PPIDS, PPIPS =  Producer prices of the declaring country and of the 
partner country in sector S.

SECS =  Dummy variable that takes the value 1 for sector S and 0 
otherwise.

Equations (7.4) and (7.5) can be derived from a structural model of 
exporter’s behaviour (see for instance Sekkat, 1998). They were fi rst estimated 
using yearly growth rates. The results failed to show a consistent and robust 
impact of market structure indicators on exchange rate coeffi cients. Such a 
result is considered to be due to two factors. On the one hand, the market 
structure indicators are available only for one point in time. Compared 
to the rest of the sample they do not display enough variance and hence 
a correlation may not show up. On the other hand, the impact of market 
structure is mainly a long-term phenomenon and may not appear using 
a short-term approach, that is, regression on yearly growth rates. It was 
therefore decided to abstract from short-term effects by estimating equations 
(7.4) and (7.5) using the average annual growth rates over the period 1989–97. 
Volatility is the logarithm of the average volatility over the same period.

When the sample combines various dimensions of the data (for instance 
time-sector-countries), a typical issue concerns the dimension according to 
which coeffi cients are allowed to vary. The focus of the econometric analysis 
is on the elasticity of each sector to exchange rate changes. Such an elasticity 
depends mainly on the sector’s characteristics, that is, technology, product 
differentiation, scale economies and so on. While the importance of a given 
sector may differ across European countries (which may be accounted for 
by using fi xed effects) there is no reason why its response to exchange rate 
changes would differ across countries of a similar level of development and 
hence using similar technologies. Hence, while the exchange rate coeffi cients 
are allowed to vary across sectors they are assumed to be similar (for a given 
sector) across countries. 

The most natural way to conduct the investigation is to run a panel 
regression. We introduced fi xed effects for sectors and countries. The fi xed 
effects of importing countries proved to be signifi cant. Hence, in addition 
to sector fi xed effects, dummies for partners are included in the exports 
equation and reporters dummies are included in the imports equation. To 
save on space, fi xed effects coeffi cients are however not reported. Estimation 
results are presented in Table 7.5 below

From Table 7.5, it appears that the F-test for common intercepts rejects 
the null hypothesis both for imports and exports and that the Hausman 
test statistics for random versus fi xed effects is not signifi cant. These two 
observations justify the focus upon fi xed effects models. The adjusted R2 in 
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Table 7.5 are of medium level. This is not surprising for regressions using 
growth rates.

A fi rst interesting result shown in Table 7.5 concerns the effect of prices. In 
general, increases in the declaring country’s producer prices should increase 
its imports from the partner countries and signifi cantly decrease its exports 
towards them. The effects of price in Table 7.5 are signifi cant only for the 
exporter. Coeffi cients for producer prices have the correct sign and are 
signifi cant for PPIP in the case of  imports and for PPID in the case of 
exports. When the domestic country’s producer prices increase by 1 per 
cent, its exports fall by about 0.75 per cent. In the same way, an increase 
in the partner country’s producer prices signifi cantly decreases its exports 
towards the reporting country. When the partner country’s producer prices 
increase by 1 per cent, its exports towards the reporting country decrease 
by about 0.5 per cent.

Coeffi cients of total production variables are signifi cant in three cases out 
of four. Both an increase in total production in the partner country or the 
declaring country raise imports from the partner country to the declaring 
country. The impact of total production is of comparable magnitude to the 
impact of producer prices: a 1 per cent increase in total production for the 
partner country or the declaring country induces an increase of about 0.5 
per cent of imports from the partner country to the declaring country.

Regarding exchange rate variables, one must separate exports and 
imports. For exports, a depreciation of  the declaring country’s currency 
should increase exports towards its partners. This is the case for six sectors. 
The leather sector, however, has a signifi cant and unanticipated sign. For 
imports, a depreciation should decrease imports. The results show that the 
exchange rate coeffi cients are signifi cantly different from zero, and negative 
in eight imports cases. Overall, exchange rate coeffi cients prove generally 
higher or comparable to the costs coeffi cients. The energy sector displays 
high coeffi cients for both imports and exports refl ecting a high elasticity 
of demand in the long run.

An increase in exchange rate volatility has a consistently negative impact 
upon imports, which is understandable if producers are risk-averse. Increases 
in exchange rate uncertainty reduce international trade.

In Table 7.5, one can easily notice that the coeffi cients of  exchange 
rate are different across sectors for both imports and exports. We have 
computed the t-statistics for the test of equality of coeffi cients for every pair 
of sectors. There are many cases where the t-statistic is signifi cant, that is, 
sectors respond differently to exchange rate changes. For instance, exports 
of machinery and equipment and energy (coke, refi ned petroleum products 
and nuclear fuel) display a signifi cantly different response to exchange rate 
fl uctuations than food products, beverages and tobacco. Exchange rate 
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depreciation, that is, an increase in EIJ, boosts machinery and energy exports 
by a signifi cantly larger amount than in the case of food and drink. The 
same depreciation reduces energy imports signifi cantly more than food 
imports.

The Role of Market Structure

In this section, we examine whether the heterogeneous responses of trade 
volumes to exchange rate fl uctuations can be accounted for by sector-
specifi c characteristics. We consider three sector characteristics related to the 
competitiveness in the various sectors: scale economies in sector S (MESS), 
segmentation in sector S (SEGS) and concentration in sector S (CONS). 

The following interaction variables were then constructed:

 ESEGIJS = EIJ x SEGS (7.6)
 ECONIJS = EIJ x CONS (7.7)
 EMESIJS = EIJ x MESS (7.8)

Clearly, the regression coeffi cient associated with, for instance, ESEGIJS 
represents the role played by segmentation in generating the response of 
trade volume to exchange rate fl uctuations. The same holds for the other 
interaction variables.

Following the analysis by Sapir and Sekkat (1995) we should take account 
of dynamics. For sectors where dynamics are important, expectations of 
exchange rate changes play a signifi cant role. The issue here is to determine 
sectors for which dynamic considerations are important, although there is 
no available classifi cation identifying such sectors. Hence, one should rely 
on conceptual analysis. Looking at the literature, it appears that dynamics 
is in general associated with consumer loyalty, that is, a consumer is likely 
to buy a given brand if  he or she bought it in the past. Consumer loyalty 
was documented for various products such as software, computers or cars. 
These are in general goods involving product differentiation. Indeed, there 
is almost no consumer loyalty for homogeneous unmarked products such 
as bread, oil or paper. Hence, to avoid arbitrary choice, we rely on the 
differentiation indicator to identify those sectors for which dynamics may 
play a role.

We fi rst compute expected exchange rate movements. This is done by 
postulating uncovered interest parity and, hence, the expected exchange 
rate change between countries I and J is given by:

 RIJ = RI – RJ (7.9)
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This is the (one-year) interest rate differential between country I and 
country J. The next step defi nes an interaction variable, ERWIJ, between 
the expected exchange rate change and sectors where dynamics is assumed 
to be important:

 ERWIJ = RIJ x DIFFs (7.10)

The equations to be estimated are the following:

XIJS = β0 + β1EIJ + β2VIJ + β3VDS + β4VPS + β5PPIPS + β6PPIDS

 + β7Eij*CHARS + β8ERWIJ + βXIJS (7.11)

MIJS = γ0 + γ1EIJ + γ2VIJ + γ3VDS + γ4VPS + γ5PPIPS + γPPIDS

 + γ7Eij*CHARS + γ8ERWIJ + γMIJS (7.12)

Where CHARS denotes the characteristics of sector S. Thus, for a given 
sector S, the elasticity to actual exchange rate changes is given, respectively 
for exports and imports, by:

 β1 + β7 CHARs (7.13)

and

 γ1 + γ7CHARs (7.14)

As imperfect competition reduces the elasticity to exchange rate, the 
expected signs are β7 < 0 and γ7 > 0. With respect to β8 and γ8 we expect 
the same sign as for β1 and γ1 because when dynamics is important, future 
exchange rate evolutions has the same impact as the actual evolution.

We will consider separately each of the characteristics and also perform 
a regression with all the characteristics. These equations are estimated in 
a similar way as before.

For each regression, we only present the fi xed-effects results. The Hausman 
test for fi xed versus random effects indeed systematically pleads in favour 
of a fi xed-effects specifi cation. Moreover, the F-test systematically rejects 
the null hypothesis of common intercepts.

The results are displayed in Table 7.6. In all specifi cations, the coeffi cients 
associated with the exporter price variables, PPIDS (for exports) and PPIPS 
(for imports), have the expected sign and are highly signifi cant. They have 
the same order of  magnitude as in Table 7.5. The ‘price effect’ already 
detected is confi rmed as an important feature of the data. As in Table 7.5, 
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the coeffi cients for VDS and VPS are signifi cant in three instances, and 
are positive. Their magnitude, again, is comparable to the coeffi cients for 
producer price variables: a 1 per cent increase in VPS boosts imports into 
the country by about 0.5 per cent.

The exchange rate coeffi cients EIJ have the expected sign and are signifi cant 
both for imports and for exports. Point estimates suggest that a 1 per cent 
depreciation of the domestic currency increases exports by 0.38 per cent 
and decreases imports by 0.86 per cent. The elasticity is not homogeneous 
across sectors. Concentration, indeed, proves signifi cant for imports. The 
more concentrated the sector, the less depreciation will decrease imports. 
Accrued exchange rate variability signifi cantly decreases trade volumes. 
Estimates suggest that this effect is signifi cant only for imports: a 1 per cent 
increase in volatility decreases the growth rate of imports by about 0.06 per 
cent. The expected exchange rate variable also proves signifi cant, for both 
imports and exports. In that case, for sectors where dynamics matter, a 1 
per cent expected depreciation induces a 0.03 per cent drop in imports.

Segmentation has a signifi cant sign in the export equation only. The 
sign is, however, positive. Exports seem to increase more in response to 
depreciation in the more segmented sectors. This is not in accordance with 
theory. The segmentation indicator may capture other effects than only 
imperfect competition.

The scale economy variable is signifi cant in the export equation only. 
When economies of scale are important, depreciations have a higher impact 
on exports. A similar problem to the segmentation indicator appears. This 
is not surprising since the two indicators are closely related.

A final round of  regressions was performed using all the sector 
characteristics (except SEG which is related to MES) in the same regression. 
Scale economies are not signifi cant for imports and have an unexpected 
sign for exports. Compared to the regression with only the concentration 
ratio, the results now also reveal an effect of concentration on exports. Note 
that the samples are different due to data availability on scale economies. 
The sample underlying the results includes two additional sectors (leather, 
wood). The interaction variable with the expected exchange rate is signifi cant 
and has the right sign in both equations. For these sectors where dynamics 
matters, point estimates suggest that the impact of an expected depreciation 
is very close in magnitude for both imports and exports.

To sum up, the estimation results show that cost considerations and the 
exchange rate are important determinants of trade. Hence competitiveness, 
as measured by the real exchange rate, is one of  the most important 
determinants of European trade. Exchange rate volatility has an adverse 
effect on imports. Such a conclusion seems robust to various specifi cations 
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of imports equations though the literature has never reached a consensus 
in this respect. The impact of exchange rate changes on trade varies across 
sectors. Concentration and dynamics explain the variations. The more 
concentrated a sector is, the less exchange rate changes will affect its trade. 
For goods subject to hysteresis either on the supply or the demand side, the 
more temporary exchange rate changes are, the less trade will be affected.

Table 7.6 Estimation results of equations (7.11) and (7.12)

 Estimation using
Explanatory  Concentration Segmentation Scale economies Concentration and
variables     scale economies

 Imports Exports Imports Exports Imports Exports Imports Exports
Prices of the 
 declaring country –0.50 –0.79 –0.33 –0.86 0.02 –0.72 –0.46 –0.61
 (–1.14) (–3.80) (–0.76) (–4.21) –0.05 (–3.51) (–1.01) (–2.90)
Prices of the 
 partner country –0.49 –0.27 –0.40 0.00 –0.51 –0.01 –0.49 –0.24
 (–2.51) (–0.78) (–1.95) 0.00 (–2.51) (–0.04) (–2.41) (–0.70)
Production of the 
 partner country 0.54 0.30 0.54 0.39 0.73 0.29 0.69 0.33
 (4.50) (2.05) (4.37) (2.81) (5.69) (1.91) (5.31) (2.12)
Production of the 
 declaring country 0.25 0.60 0.10 0.61 0.15 0.75 0.21 0.72
 (1.64) (5.87) (0.67) (6.02) (0.92) (7.23) (1.27) (6.83)
Bilateral exchange 
 rate –0.86 0.38 –0.72 0.12 –0.88 0.41 –1.05 0.57
 (–5.08) (2.44) (–3.69) (0.72) (–5.39) (2.76) (–5.82) (3.45)
Dynamics –0.04 0.04 –0.02 0.03 –0.02 0.02 –0.03 0.03
 (–3.43) (3.90) (–2.44) (4.00) (–2.11) (3.03) (–2.99) (3.75)
Volatility –0.06 0.01 –0.06 0.02 –0.05 0.01 –0.05 0.01
 (–3.38) (0.73) (–3.21) (0.93) (–2.59) (0.42) (–2.57) (0.27)
Concentration 0.03 –0.01     0.03 –0.03
 (1.98) (–0.59)     (2.18) (–2.21)
Segmentation   –0.08 0.45
   (–0.38) (2.42)
Scale economies     0.01 0.03 0.00 0.04
     (0.77) (2.68) (–0.03) (3.26)

N 562 560 568 565 499 496 499 496
R2 0.21 0.26 0.19 0.26 0.23 0.31 0.24 0.32
F-stat 2.43 2.20 2.09 2.87 3.35 2.86 2.98 2.98
H-stat 13.03 11.06 12.60 18.14 11.00 9.80 11.32 9.84

Note: Figures in brackets denote the t-statistics; R2 is the adjusted R-square; N is the number 
of observations; F-stat is the Fisher statistics for the non-existence of fi xed effects; H-stat is the 
Hausman statistics for the existence of fi xed effects versus random effects; F-stat is distributed as 
a F(11.532) in the case of imports and as a F(11.525) in the case of exports. H-stat is distributed 
as a χ2(11) for imports and as a χ2(12) in the case of exports.

Source: Authors’ calculations.
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7.4  EURO/DOLLAR EXCHANGE RATE AND 
EUROPEAN TRADE

The objective of  this chapter is to identify sectors which are the most 
likely to be affected by euro/dollar fl uctuations. Such an impact depends 
on the exposure of a given sector to competition from the dollar zone and 
on its trade elasticity to exchange rate variations. For this purpose, the 
econometric results and the exposure index are combined. Note that the 
industrial classifi cation used in Section 7.2 is more detailed than the one 
used in Section 7.3. For reasons of  consistency, the exposure index was 
recalculated using the classifi cation adopted in Section 7.3. Finally, to shed 
further light on the impact on Europe as a whole, the importance and the 
characteristics of the various sectors will be examined.

Trade Elasticity and Exposure to the Dollar Zone Competition

To identify the sectors most sensitive to exchange rate fl uctuations, we 
focus only on those coeffi cients which are signifi cant. The energy sector 
has the highest coeffi cient both for imports and exports. Because of  its 
specifi c characteristics, this sector will be left aside in what follows. With 
respect to imports, one can distinguish two subsets of  sectors. One with 
relatively high coeffi cients (equal to or above 1) including food, paper 
products, machinery and electrical products; the other with coeffi cients 
below 1, including chemicals, rubber and non-metals. Turning to exports, 
two subsets of sectors can also be distinguished: machinery and transport 
equipment have coeffi cients higher than 1; while leather, chemicals, rubber 
and non-metals have coeffi cients lower than 1. Note that the ‘low elasticity’ 
sectors are broadly similar for imports and exports.

Matching the exposure index with the sector classifi cation used for 
the econometric analysis (Table 7.5) implies that textile products, leather 
products, machinery and equipment, electrical optical equipment and 
transport equipment and, to a lesser extent, chemicals are the sectors facing 
the most important competition from the dollar zone. Competition affects 
both European and foreign markets except for the machinery and equipment 
and the chemical sectors where competition is greater in foreign markets. 
The estimated coeffi cient for textile products is not different from zero 
in the imports or in the exports equations. The estimated coeffi cients for 
leather and chemicals were found to be lower (signifi cantly in the case of 
exports) than those (when signifi cant) of machinery, electrical and transport 
equipment. Combining the exposure index and the elasticity estimates, 
the classifi cation in Table 7.7 emerges where machinery and equipment, 
electrical and optical products and transport equipment are sectors having 
the highest elasticity and the highest exposure.
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Table 7.7 Four sectoral types

Trade elasticity  Exposure to competition from the dollar zone
to exchange rate 
 High Low

High Machinery and equipment n.e.s. Energy products
 Electrical and optical equipment Food products, beverages 
   and tobacco
 Transport equipment Pulp, paper and paper products, 
   publishing and printing

Low Textiles and textile products Wood and wood products
 Leather and leather products Rubber and plastic products
 Chemicals, chemical products  Other non-metallic mineral
  and manmade fi bres  products
  Basic metals and fabricated 
   metal products

With respect to the importance in the economy, Table 7.9 shows that in 
general the most important sectors are the same irrespective of the ratio 
considered (production or employment). These sectors are food, paper 
products, chemicals, metals, machinery, and electrical products and transport 
equipment. The three sectors which are highly sensitive to the exchange 
rate are important and represent together about one-third of  European 
manufactured output. Except for basic metals, the low elasticity–low exposed 
sectors are of  low importance in Europe. Among the remaining sectors, 
chemicals (low elasticity–high exposure) food and paper (high elasticity–low 
exposure for both) are important to the European economy.

A detailed assessment of  the effect of  dollar depreciation on sectoral 
trade may be conducted using the estimated coeffi cients. The effects on 
exports and imports can be separated. The coeffi cients Eij in Table 7.5 
are the elasticity of  trade volume to exchange rate changes and have a 
straightforward interpretation. For instance, a depreciation of 1 per cent 
of  the dollar should decrease the export of  machines to the dollar zone 
by 1.07 per cent. It is possible to go beyond such a direct assessment in 
order to determine the effects on market shares. Combining the estimated 
coeffi cients with the market shares computed in Section 7.2 does this. 
Abstracting from income effects, the coeffi cients multiplied by the market 
share and the assumed dollar depreciation give the change in market shares. 
This is of course a crude measure but suffi cient as an indicator of the effect 
of dollar changes on sector trade.

Table 7.8 presents the effects of a 10 per cent dollar depreciation on the 
market share of  each sector. The last two columns give respectively the 
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Table 7.8  Changes in market shares following a 10 per cent depreciation of the dollar

 EIJ coeffi cients Market shares Changes
Sector Imports Exports The dollar  The euro  The dollar  The euro 
   zone in the zone in the  zone in the zone in the 
   euro zone dollar zone euro zone dollar zone

Food products, beverages and tobacco –1.01 0.24 2.4 1.1 0.24 –0.03
Textiles and textile products –0.46 –0.29 10.5 2.2 0.48 0.06
Leather and leather products –0.08 –0.50 21.8 10.7 0.18 0.54
Wood and wood products –0.42 0.00 2.3 0.7 0.10 –0.00
Pulp, paper and paper products,  
 publishing and printing –1.05 0.40 1.9 1.2 0.20 –0.05
Energy products –4.37 3.86 1.7 0.8 0.74 –0.31
Chemicals, chemical products and  
 manmade fi bres –0.79 0.55 4.3 4.1 0.34 –0.23
Rubber and plastic products –0.85 0.47 5 2.8 0.42 –0.13
Other non-metallic mineral products –0.85 0.77 1.2 2.4 0.10 –0.18
Basic metals and fabricated metal products –0.55 0.35 2.8 3.2 0.16 –0.11
Machinery and equipment n.e.s. –1.21 1.07 4.3 9.1 0.52 –0.97
Electrical and optical equipment –1.03 0.34 14.1 4.4 1.45 –0.15
Transport equipment –0.68 2.45 4.8 4.1 0.33 –1.01

Source: Authors’ calculations and the CEPII.
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change of the dollar zone’s market share on the euro zone market and the 
change of the euro zone market share on the dollar zone market. For instance 
the 10 per cent depreciation will decrease the European market share in the 
dollar zone by one percentage point in the transport equipment sector, that 
is, the market share becomes 3.1 per cent instead of 4.1 per cent.

On the import side the most affected sectors are energy and electrical 
products. The dollar zone market shares in the European market increase 
by 0.74 and 1.45 percentage points respectively. While the energy products 
sector may be left aside because of  its specifi city, the electrical products 
sector deserves more attention. It is one of the most important sectors in 
the economy with an already high penetration by the dollar zone and a 
high elasticity to exchange rate fl uctuations. European producers will suffer 
greatly from such a depreciation.

Looking at exports the larger impacts concern machinery and transport 
equipment. Both are among the most important sectors in Europe. 
Depreciation will decrease European market share in the dollar zone by 
1 percentage point, that is, from 9.10 to 8.10 per cent and from 4.1 to 3.1 
per cent respectively. 

Overall the results suggest that the effect of dollar depreciation will affect 
the European economy both through a reduction in its market shares in the 
dollar zone and through a higher penetration of this zone in the European 
market. On the import side, energy and electrical and optical equipment 
will be the most affected while on the export side, machinery and transport 
equipment will be the most affected.

A Detailed Analysis of Sector Characteristics

The impact on sectors of  euro/dollar fl uctuations was examined on the 
basis of  the exposure indicator and the exchange rate coeffi cients. The 
theoretical review in Section 7.1 has shown that the two determinants in 
turn depend on the barriers to trade and market structure. Moreover the 
impact on the European economy as a whole depends on the size of the 
various sectors in Europe. Hence, to shed further light on the impact of 
euro/dollar fl uctuations on the European economy, this section examines 
the importance of such characteristics in Europe. 

Barriers to trade
Different sectors are more or less protected against international competition. 
Different forms of protection exist, of which tariff  protection is the only 
form compatible with the principles of  the GATT and its successor the 
WTO. Although most tariffs have been reduced in the past decades, non-
tariff protection has become more common in the form of voluntary export 
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restraints, import quotas, anti-dumping measures or technical and sanitary 
regulations. The effects of  the different types of  protection are diffi cult 
to analyse. Messerlin (2000) has proposed a method to estimate tariff  
equivalents of non-tariff  barriers by measuring the increase of consumer 
prices resulting from protection. Although he used controversial methods, 
we adapt Messerlin’s estimates to our classifi cation (presented in Table 7.9) as 
a pedagogic exercise without giving any approval to its estimates. The most 
protected sectors are, by decreasing order, food, for which protection adds 
30 per cent to the price, clothing, iron and steel and car manufacturing.

Market structure
The role of prices in competition also depends on the degree of product 
differentiation. As differentiation can be based on various characteristics, 
it is diffi cult to fi nd criteria to classify products. Nevertheless, two types 
of differentiation can be identifi ed (see Martins, et al. 1996). The sale of 
different product varieties at the same price is referred to as horizontal 
differentiation. Products are vertically differentiated when they are sold 
at different prices which customers associate with brands with different 
qualities. The vertical positioning of a fi rm on a range of products requires 
heavy investments in R&D and/or marketing to achieve a brand image. 
In this chapter, only horizontal and vertical product differentiation are 
distinguished.

Homogeneous products are characterised by great elasticity of demand 
to price changes. On the basis of  a variety of  studies, Cortes and Jean 
(1996) estimated average Armington elasticities at the 2-digit level. Except 
for refi ned petroleum, coal and rubber products, they found that low-
differentiated products have demand elasticities above 3. The high demand 
elasticity for clothing originates from the heavy competition from emerging 
countries, which sell at low prices thanks to their cheap labour costs.

In concentrated sectors, the number of  fi rms remains constant with 
increasing production volumes. High levels of concentration are found in 
sectors with high entry costs (for example, with high fi xed costs and therefore 
large-scale economies). In sectors with low levels of  concentration, the 
number of fi rms increases with production volumes. Entry costs to these 
sectors are low and concentration ratios fall with an increase of market size. 
The degree of concentration determines the role of prices in competition. 
Concentration is measured here by the share of  the fi ve largest fi rms in 
European production, as given in Davies and Lyons (1996). 

The cross-section of  the two dimensions of  concentration and the 
two of  differentiation gives four market types (see Table 7.10). Firms 
included in the fi rst and the fourth panels compete mostly through prices. 
Yet in the latter case product variety also plays a role. European fi rms 
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Table 7.9 Industry and market structures in the EU-15, 1996

 ISIC Employment Value  Total rate Degree of Demand Exposure to Exports as a  Imports as a  
 code structure added of protection product elasticityb competition share of production share of fi nal demand
   structure (% of retail different-  (relative to Total INTRA EXTRA Total INTRA EXTRA
    price) iation  the mean)  Europe Europe  Europe Europe

 1 311 Food products 11.6 9.5 30.4 High 1.5 –8.0 22.6 16.3 6.3  22.2 16.4 5.8 
 2 313 Beverages 1.4 2.6 22.5 High 1.5 –4.0 29.8 16.9 12.9  22.7 18.6 4.1 
 3 314 Tobacco 0.3 1.6 66.6 High 1.5 –10.0 14.5 10.1 4.4  12.1 10.4 1.6 
 4 321 Textiles 5.8 3.2 20.3 Low 8.0 1.0 61.3 38.1 23.2  58.3 41.1 17.3 
 5 322 Clothing 4.5 1.9 31.4 Low 8.0 10.0 78.4 52.5 25.8  84.2 38.5 45.7 
 6 323/324 Leather products and shoes 2.2 0.9 11.4 Low 8.0 20.0 94.9 50.3 44.6  94.8 51.2 43.6 
 7 331 Wood products except furniture 3.1 1.7 6.2 Low 4.0 –8.0 17.1 11.5 5.5  17.8 11.4 6.4 
 8 332 Furniture 3.8 2.0 5.7 Low 1.5 –6.0 38.6 24.3 14.3  35.2 25.6 9.6 
 9 341 Paper and paper products 3.0 3.0 7.6 Low 4.0 –4.0 49.7 31.9 17.8  43.7 35.6 8.1 
10 342 Printing and publishing 5.6 4.7 7.5 Low 4.0 –10.0 9.5 5.4 4.1  7.1 5.5 1.5 
11 351 Chemical products 5.4 7.9 8.9 High 1.5 0.0 50.3 29.8 20.5  45.2 32.8 12.4 
12 3522 Pharmaceuticals 1.9 2.5 n.a. High 1.5 –2.0 42.1 21.5 20.6  34.5 24.4 10.1 
13 353/354 Refi ned petroleum and coal 0.5 4.3 6.7 Low 1.5 –9.0 17.4 10.4 7.0  16.6 10.5 6.1 
14 355 Rubber products 1.4 1.2 7.8 Low 1.5 –2.0 59.3 42.7 16.5  57.4 44.7 12.7 
15 356 Plastic products 3.8 3.3 7.7 Low 8.0 –2.0 72.9 51.7 21.3  69.8 57.5 12.3 
16 361 Ceramics 1.1 0.6 8.4 Low 3.0 –3.0 46.9 26.8 20.1  38.5 31.1 7.4 
17 362/369 Glass, other non-metalic prod. 4.3 4.0 5.8 Low 3.0 –7.0 25.2 15.1 10.0  20.2 16.1 4.0 
18 371 Iron and steel 3.7 3.5 17.7 Low 3.0 –5.0 43.7 27.8 16.0  37.8 30.7 7.0 
19 372 Non-ferrous metals 1.4 1.5 6.8 Low 3.0 –1.0 50.5 34.5 16.0  54.9 31.5 23.4 
20 381 Metallic products 10.5 7.8 10.6 High 1.5 –4.0 41.6 24.9 16.7  36.0 27.3 8.7 
21 382-3825 Machinery and equipment 10.9 8.3 4.2 High 1.5 5.0 64.2 28.9 35.3  52.7 38.1 14.6 
22 3825 Computer and offi ce equipment 1.1 1.1 9.6 High 1.5 22.0 93.0 63.7 29.3  94.0 54.1 40.0 
23 383 Electrical machinery 11.6 9.6 7.4 High 1.5 9.0 70.6 37.8 32.8  67.5 41.8 25.7 
24 384-3843 Transport equip. except cars 3.5 2.7 7.5 High 1.5 16.0 46.6 13.9 32.7  39.1 15.9 23.3 
25 3843 Cars 8.2 7.7 14.6 High 1.5 –3.0 67.6 46.8 20.9  62.9 53.7 9.2 
26 385 Professional equipment 2.3 1.8 5.9 High 1.5 16.0 84.5 42.1 42.4  83.3 45.2 38.1 
27 390 Other manufacturing 1.8 1.1 7.2 Low 8.0 16.0 92.2 57.2 35.0  94.6 69.1 25.6 
 300 Total 100.0 100.0 11.0   0.0 48.6 28.9 19.7  44.6 31.1 13.5 
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Table 7.10 Four market types

Product Degree of concentration
differentiation Small Large

 1 2
Small 356 Plastic products 355 Rubber products
 331 Wood products except furniture 371 Iron and steel
 322 Clothing 372 Non-ferrous metals
 323/324 Leather products and shoes 353/354 Refi ned petroleum and coal products
 332 Furniture
 342 Printing and publishing
 321 Textiles
 361 Ceramics
 341 Paper and paper products
 390 Other manufacturing
 362/369 Glass and non-metallic products

 4 3
Large 381 Metallic products 3825 Computers and offi ce equipment
 382-3825 Machinery and equipment 314 Tobacco
 311,2 Food products 3843 Cars
 3522 Pharmaceuticals 351 Chemical products
   384-3843 Transport equipment except cars
   383 Electrical machinery
   385 Professional equipment
   313 Beverages

Notes: 
Sectors are little concentrated if  the share of the fi ve largest fi rms in production is below 25 per cent.
The sectors in the fi rst and fourth panels are arranged by decreasing order of concentration, whereas sectors in the second and third panels are classifi ed 
by increasing concentration ratios.
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230 Macroeconomic issues

belonging to the fi rst panel compete mostly with emerging countries. In the 
second and third panels, prices are of  lesser importance in competition. 
Firms in the second panel achieve economies of  scale in the production 
of homogeneous goods, and compete mostly on the basis of  production 
volumes. Enterprises in the third panel produce mostly high value-added 
goods, which require large investments; their competition is based on the 
brands offered. Often they have substantial market power.

Sectoral Importance in Europe

The effect of devaluation for European manufacturing depends above all 
on the size of the sectors, which are subject to international competition. 
Size is estimated by their shares in value-added and employment of total 
manufacturing. Metal products and machinery are the largest industries 
in European manufacturing, and are also the sectors in which Europe 
is specialised.

Among the sectors subject to competition from countries of the dollar 
zone, the most important ones in terms of employment are electrical and 
machinery and equipment, and to a lesser degree textiles and clothing. The 
impact of a monetary shock on total employment in manufacturing depends 
therefore on the consequences for those particular industries. Other sectors 
under competitive pressure, such as professional equipment, computers 
and offi ce machinery and equipment, are relatively intensive in qualifi ed 
personnel and represent only a small share of  industrial employment 
in Europe.

Clothing, leather products, shoes and toys are sectors whose share in total 
value-added is far smaller than their share in employment. Therefore labour 
productivity is smaller than the average of  manufacturing. In clothing, 
European fi rms compete with fi rms of  the dollar zone (for a large part 
located in Asia), whose advantage is mainly based on relatively low unit 
labour costs. The same is true for other sectors, which are relatively less 
important in terms of employment and even more so in value-added terms, 
such as leather products, shoes and toys. Heavy price competition mainly 
results from little product differentiation, high demand elasticities, and low 
sector concentration levels. Despite the protection of European producers 
of  clothing and leather products, fi rms from the dollar zone manage to 
compete with them.

Other European sectors which compete heavily with countries of  the 
dollar zone (professional goods, transport equipment, computers and other 
offi ce machinery) have quite different characteristics: labour productivity 
is close to or above the average of manufacturing, little protection against 
competition outside Europe, the products sold are highly differentiated with 

Dierx 03 chap07   230Dierx 03 chap07   230 25/10/04   4:51:45 pm25/10/04   4:51:45 pm



 Sensitivity to exchange rate fluctuations 231

low demand elasticities, concentration ratios are high as well as the degree 
of openness. Instead of prices, product differentiation is the key factor in 
competition with the dollar zone.

The most important sectors in terms of employment among those least 
exposed to competition from the dollar zone, are food manufacturing, 
printing and publishing, and glass and other non-metallic products and to 
a lesser extent wood, furniture and tobacco. In terms of the share in value 
added, refi ned petrol is important. Labour productivity in petrol refi ning 
and tobacco is largely superior to average manufacturing productivity.2 The 
limited competition from the dollar zone in petrol refi ning originates mostly 
from the small price differences of crude oil between continents. A possible 
price advantage elsewhere is therefore counterbalanced by transport costs. 
The globalisation of this sector is mostly through foreign direct investment. 
High concentration rates in tobacco manufacturing, which enable fi rms to 
infl uence prices, are an important entry barrier for fi rms of the dollar zone. 
Moreover, as demand elasticities for tobacco and petrol are low in the short 
run, prices matter little in competition.

The absence of  competition in food manufacturing results from the 
relatively high rates of protection, as well as high concentration ratios and 
substantial transport costs relative to the unit values of products.

7.5 CONCLUSION

This chapter examined the likely impact of  euro/dollar fl uctuations on 
European Union manufacturing. It classifi ed European sectors according 
to their sensitivity to dollar exchange rate fl uctuations. Such a sensitivity 
is assumed to depend on the exposure to competition from the dollar zone 
and on the elasticity of sectors’ trade to exchange rate fl uctuations

Exposure is measured by an indicator which takes into account the fact 
that the dollar zone is larger than just the United States and concerns 
competition not only on the export markets but also on the domestic market 
as well as on third country markets. For imports of manufactured products, 
the share of goods coming from the dollar zone is equivalent to 5.8 per cent 
of fi nal demand in Europe, with 86.7 per cent of goods provided by European 
producers. The exposure index of European producers to competition in 
the dollar zone is 5 per cent. To this should be added competition for 
exports to the dollar zone (7.1 per cent) and in third markets (0.3 per cent), 
calculated for each country. Overall, the average exposure index of European 
producers to competition from the dollar zone is 12.4 per cent. The analysis 
shows that textile products, leather products, machinery and equipment, 
electrical optical equipment and transport equipment and, to a lesser extent, 
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232 Macroeconomic issues

chemicals are the sectors facing the highest degree of competition from the 
dollar zone. Competition concerns both the European and foreign markets 
except for the machinery and equipment and the chemical sectors where 
competition is more important in foreign markets.

The elasticity estimates show that cost considerations and the exchange 
rate are important determinants of  trade. The impact of  exchange rate 
changes on trade varies across sectors. The variations are explained by 
concentration and dynamics. The more concentrated a sector is, the less 
exchange rate changes will affect its trade. For goods subject to hysteresis 
either on the supply or the demand sides, the more temporary exchange rate 
changes are, the less trade will be affected. The sectors having the highest 
elasticity of  trade to exchange rate fl uctuations are energy, food, paper 
products, machinery, electrical products for imports and energy, machinery 
and transport equipment for exports.

Combining the exposure indicator and the elasticity estimates, a sectoral 
classifi cation emerges where the three sectors having the highest elasticity 
and being the most exposed are machinery and equipment, electrical and 
optical products and transport equipment. These sectors are important 
and represent together about one-third of  European output. Textiles 
and leather (low elasticity–high exposure) are of  little importance in the 
economy. Except for basic metals, the low elasticity–low exposed sectors 
(wood and wood products, rubber and plastic products, other non-metallic 
mineral products and basic metals and fabricated metal products) do not 
account for much total value-added in Europe. On the other hand, among 
the remaining sectors, energy, food and paper (high elasticity–low exposure) 
are important to the European economy.
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APPENDIX 7.A THREE ZONES

APPENDIX 7.B SECTORAL BREAKDOWN: 
PRODUCTION (ISIC, NACE) AND TRADE (CHELEM)

 ISIC, Rev 3 NACE CHELEM

Total manufacturing 300 D 
 1. Food products 311 15 KA…KG
 2. Textiles 321 17 DA+DD
 3. Clothing 322 18 DB+DC

European Union 
(15 countries)

Austria
Belgium-Luxembourg
Denmark
Finland
France
Germany
Greece
Ireland
Italy
Netherlands
Portugal
Spain
Sweden
United Kingdom

Dollar zone 
(25 countries)

Algeria
Argentina
Australia
Brazil
Canada
Chile
China
Colombia
Ecuador
Egypt
Hong Kong
India
Indonesia
Israel
Korea
Malaysia
Mexico
Pakistan
Peru
Philippines
Saudi-Arabia 
Singapore
Taiwan
Thailand
United States

Others 
(14 countries)

Czech Republic
Hungary
Japan
Morocco
New Zealand
Norway
Poland
Romania
Russia
South Africa
Switzerland
Tunisia
Turkey
Venezuela
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234 Macroeconomic issues

 4. Leather products and shoes 323+324 19 DE
 5.  Wood products except 

furniture 331 20 EA
 6. Furniture 332 36 EB
 7. Printing and publishing 342 22 ED
 8. Plastic products 356 25 GH
 9. Metallic products 381 28 FA+FB
10. Machinery and equipment 382–3825 29 FC. FH
11. Professional goods 385 33 FI. FK
12. Other manufacturing 390 36+37 EE
13.  Chemicals except 

pharmaceuticals 351+352–3522 24 GA..GE, GG
14. Beverages 313 15 KH
15. Tobacco 314 16 KI
16. Paper and paper products 341 21 EC
17. Refi ned petroleum and coal 353+354 23 IG+IH
18. Rubber products 355 25 GI
19. Ceramics 361 26 BB
20.  Glass and other 

non-metallic products 362+369 26 BA..BC
21. Iron and steel 371 27 CA+CB
22. Non-ferrous metals 372 27 CC
23. Electrical machinery 383 31+32 FL..FN, FP..FR
24. Pharmaceuticals 3522 24 GF
25.  Computers and other offi ce 

equipment 3825 30 FO
26.  Transport equipment 

except cars 384–3843 35 FV+FW
27. Cars 3843 34 FS..FU

APPENDIX 7.C DATABASES

Production

Sources
UNIDO, Industrial Statistics Data Base 1999, CD-ROM

Other sources
UNIDO, ‘Industrial Development Global Report 1997’ and UNIDO 

website: Saudi Arabia, Pakistan, Peru, Thailand
OECD, STAN Database: Australia, Mexico, New Zealand
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OECD, Economic Studies: Romania
European Commission, DEBA Database: Germany, France, Italy
National Sources: Czech Republic, Hong Kong, Egypt.

Bilateral Trade

Sources
CEPII, CHELEM Database, CD-ROM 1999

Other sources
IMF, Direction of Trade Statistics, for Saudi Arabia, Czech Republic, 

Russia.

NOTES

* This chapter is based on Fouquin, M., Sekkat, K., Nayman, L., Malek Mansour, J. and 
Mulder, N. (2002), ‘Sector sensitivity to exchange rate fl uctuations’, in European Integration 
and the Functioning of Product Markets, European Economy: Special Report, no. 2.

1. Or ten, if  we consider that in practice the Belgian franc and the Luxembourg franc were 
de facto a single currency.

2. These fi ndings are partly explained by the high taxes on these goods. As value-added is 
estimated on market prices, they include these taxes.
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8.  Product market integration and EU 
exposure to euro/dollar fl uctuations

 Adriaan Dierx, Fabienne Ilzkovitz and 
 Khalid Sekkat*

INTRODUCTION

The process of European integration in the past decade has been closely 
associated with the Single Market Programme (now evolved into the Internal 
Market Strategy) and Economic and Monetary Union. This process has 
been pushed forward by highly publicised deadlines and target dates (1992 
for the SMP, 1999 and 2002 for EMU) giving a fi rst impression of abrupt 
change in the economic environment. In practice, however, businesses and 
consumers tend to anticipate such change and modify their behaviour even 
before the formal change is made. On the other hand, often the full impact 
of  the economic reforms is felt only years after their introduction. This 
implies that European integration is a continuous process, one in which the 
speed of progress may be affected by policy initiatives such as the SMP and 
EMU and which takes place in conjunction with other events infl uencing 
the behaviour of economic agents and the performances of the economy, 
such as globalisation or the ICT revolution. 

Moreover, while at a superfi cial level the timing of  these key policy 
initiatives may appear to coincide between EU Member States, in practice 
it can be quite different. Some Member States for instance have received 
temporary derogations on key elements of the Single Market Programme. 
Others have experienced serious delays in implementing all its provisions. 
Also, the SMP does not concern all sectors equally or simultaneously. To the 
extent that a Member State is specialised in SMP-sensitive sectors,1 it will 
be more immediately affected by the SMP. Finally, not all Member States 
participate in the fi rst wave of  EMU. All of  this implies that the impact 
of  the European integration process is likely to differ between Member 
States. To that one should add the different starting points of the current 
EU Member States in the early 1990s (with some countries not yet being 
EU members). 

237
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238 Macroeconomic issues

The major effects of the SMP and EMU can be summarised as follows 
(see Chapter 1 for a more detailed presentation of these effects). In the fi rst 
instance, the SMP and EMU modify the framework conditions under which 
fi rms compete by facilitating market entry and making it more diffi cult to 
geographically segment national markets. The lower barriers to market 
entry and the increased price transparency are both seen as factors that 
raise the level of competition in product markets, leading to a reduction of 
profi t margins. In response fi rms change their strategic behaviour, affecting 
the range and characteristics of products that they sell, the geographical 
spread of their sales territory and the location of their production facilities. 
The gains in productive effi ciency due to such changes in company strategy 
should be refl ected in cost reductions and thus contribute to the restoration 
of profi t margins to sustainable levels. At the industry level, these changes in 
strategies should be refl ected in the degree of concentration of production, 
the spatial distribution of economic activity and, associated with that, the 
degree of industrial specialisation of the EU Member States. 

The focus of  this chapter is on how, by changing the conditions of 
competition and the structure of  European industry, this ongoing but 
uneven integration process affects the exposure of EU Member States to 
euro/dollar fl uctuations. The focus on euro/dollar fl uctuations is important 
for two reasons. First, the use of a single currency by all members highlights 
the dependence of their trade on the euro fl uctuations with respect to the 
dollar and the yen.2 Second, the dollar occupies the most important position 
among non-European currencies for international trade invoices3 and it is 
a currency that is often subject to substantial fl uctuations.4

The rest of  this chapter is organised as follows. Section 8.1 briefly 
presents the framework for analysing the exposure of EU Member States 
to euro/dollar fl uctuations. Two main questions are addressed. First, do 
euro/dollar fl uctuations represent an asymmetric shock? Second, if  so, does 
the European integration process – through its impact on competition and 
industrial specialisation – affect the exposure of EU Member States to such 
a shock? Section 8.2 discusses the fi rst question while sections 8.3 and 8.4 
provide empirical evidence on the impact of integration on competition and 
industrial specialisation to answer the second question. Finally, Section 8.5 
concludes on the likely impact of European integration on the exposure to 
euro/dollar fl uctuations.

8.1 A FRAMEWORK FOR THE ANALYSIS 

An important feature of  the EMU is the transfer of  monetary policy to 
the European Central Bank (ECB). This feature raises questions about 
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macroeconomic stabilisation because the centralisation of monetary policy at 
ECB level deprives the national authority of an economic policy instrument. 
Mainstream macroeconomic theory implies that the main determinant of 
the cost for a country of  losing this policy instrument is the degree of 
asymmetries of shocks affecting the economy. In the European context if  
a country is affected differently by a shock it can only rely on fi scal and 
structural policy instruments to react to its specifi c situation. Furthermore 
the scope for individual countries to use fi scal policy is constrained by the 
provisions of the Growth and Stability Pact. Hence both academics and 
policy makers remain concerned with the loss of exchange rate as a policy 
instrument and the diminished ability of  countries to react to national 
specifi c shocks (see Sapir and Buti, 2001, for a broad discussion). 

Shocks affecting the economy can be symmetric or asymmetric. A shock 
that is affecting all countries in the same way is called symmetric, while a 
shock that is affecting countries differently is called asymmetric. With a 
symmetric shock, there is no need for using national policy instruments to 
deal with the situation. A centralised economic policy (for example, ECB 
policy) is able to cope with the problem. In contrast, with an asymmetric 
shock, it is necessary to have adjustment mechanisms or to keep some 
policy instruments under national control in order to allow nationally 
targeted response.

Asymmetric shocks being the more problematic, the question is to identify 
the conditions of their occurrence. They may occur either because they are 
specifi c to the country or because the country reacts differently to a non-
specifi c shock. The most common examples of country-specifi c shocks are 
domestic shocks such as a domestic wage increase or a politically induced 
shock. Empirical evidence has shown that country-specifi c shocks are 
relatively unimportant in the European context. Therefore, it is shocks of 
the second type that we will investigate in more detail in this chapter. 

An example of a country non-specifi c shock is a decrease in the demand 
of a specifi c product, for example, cars or chemical products. In this case 
all countries producing such products face the same shocks. However, the 
effect of such a shock on countries depends on their response to it. Country 
non-specifi c shocks may have different effects across countries if  countries’ 
responses to a common shock differ. The main reason for this is the difference 
in the structure of  the economies, such as industrial specialisation. For 
instance if  countries are specialised in different industries and one industry 
is affected by a shock, countries will be affected differently.

In the context of  EMU, exchange rate change is a typical example of 
a shock which is not country specifi c but might have asymmetric effects 
across countries. Indeed the euro is now the unique currency in twelve 
Member States. Hence, all of them face the same fl uctuations of the euro. 
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However, the impact of such fl uctuations may differ across countries if  the 
two following conditions are met: (1) there is a variation between sectors in 
terms of their sensitivity to exchange rate fl uctuations, implying that some 
sectors can be identifi ed as ‘sensitive to exchange rate fl uctuations’; and 
(2) there is a difference between countries in the economic weight of these 
so-called ‘sensitive’ sectors.

Section 8.2 examines whether these two conditions are met. If  this is the 
case, the euro/dollar fl uctuations can be considered as an asymmetric shock. 
The follow-up question is whether and how product market integration 
affects the exposure of EU Member States to asymmetric shocks originating 
in exchange rate fl uctuations. To answer this question, the two following 
issues need to be considered.

First, product market integration may affect the exposure to exchange 
rate fl uctuations by affecting the conditions of competition. A number of 
papers have indeed shown that the impact of  exchange rate fl uctuations 
on trade varies across sectors according to market structure. In a seminal 
paper, Dornbush (1987) used industrial organisation models to examine the 
impact of market structure on sectors’ elasticity to exchange rate changes. 
He showed that this elasticity depends on the type of competition (prices 
vs. quantity), the degree of  product differentiation and the number of 
home and foreign fi rms. Extending the analysis in a dynamic perspective, 
Baldwin and Krugman (1989) and Sapir and Sekkat (1995) showed that the 
sensitivity to exchange rate fl uctuations also depends on market dynamics. 
The predictions of these models received empirical support (Feinberg, 1986; 
Martson, 1990; Feenstra, 1989; Menon, 1995, and others). For instance, 
Feinberg (1986), the only one who has explicitly tested for the impact of 
market structure, found that increased market concentration reduced pass-
through on the relative price of traded to non-traded goods in Germany. The 
conclusions from these papers are that the differences between sectors in the 
trade elasticity to exchange rate fl uctuations is explained by the conditions 
of competition and that sectors less exposed to competitive pressures should 
also be less affected by exchange rate fl uctuations. 

Second, European integration may increase the risk of asymmetric shocks 
if  it increases differences in industrial specialisation between countries. 
The literature holds two opposing views on the impact of integration on 
industrial specialisation. The fi rst is associated with Krugman and the new 
economic geography approach. Krugman (1993) asserted that the removal 
of barriers to trade associated with European integration would allow fi rms 
to reallocate their activities and, due to economies of scale and a reduction 
in transport costs, lead to an increased inter-industry specialisation of the 
EU Member States, making them vulnerable to asymmetric shocks. The 
second view was expressed by Frankel and Rose (1996), who argued that 
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European integration would, on the contrary, strengthen intra-industry 
trade linkages between participating countries and make their economic 
structures more similar. The choice between these two views is not easily 
made as both arguments have found some empirical support.

8.2  DO EURO/DOLLAR FLUCTUATIONS 
REPRESENT AN ASYMMETRIC SHOCK?

In order to answer this question, we have fi rst to examine whether there is 
a variation between sectors in terms of their sensitivity to exchange rate 
fl uctuations and second whether there is a difference between countries in 
the economic weight of the so-called sensitive sectors. 

Sectoral Sensitivity to Exchange Rate Fluctuations

Fouquin et al. (2002); and Fouquin and Sekkat (Chapter 7, this volume) 
analysed the likely impact of euro/dollar fl uctuations on European Union 
manufacturing. Leaning on previous theoretical and empirical research, 
the Special Report of the European Commission (2002), tries to classify 
European sectors according to their sensitivity to exchange rate fl uctuations 
which is determined fi rst by their exposure to competition from the dollar 
zone and second, by the elasticity of trade to exchange rate fl uctuations. 
The study in Chapter 7 of this book also investigates the extent to which 
market structure infl uences such sensitivity. Combining the results of 
the two classifi cations, sectors that may be highly affected by euro/dollar 
fl uctuations are identifi ed.

The exposure indicator takes account of both competition by imports 
from the dollar zone5 into the European market and competition to 
European exports in the dollar zone and in third markets. The analysis 
shows that textile products, leather products, machinery and equipment, 
electrical optical equipment and transport equipment and, to a lesser extent, 
chemicals are the sectors facing the most competition from the dollar zone. 
Competition concerns both the European and foreign markets except for 
the machinery and equipment and the chemical sectors where competition 
is more important in foreign markets.

Countries are not equally exposed to competition from the dollar zone. 
Fouquin et al. (2002) has recomputed the exposure index for three large 
European economies: Germany, the United Kingdom and France. The 
results show that in four cases France experiences an exposure to the dollar 
zone well above that of its partners: in the glass industry, in steel, beverages 
and in other transport equipment (mainly aeronautics). This concerns 
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competition in both home and export markets. The UK exhibits more 
contrasted features. The most-exposed industries in the export markets are 
tobacco, refi ned petroleum and automobiles, ceramics, non-ferrous metals, 
computers and professional goods. In the British market, the most exposed 
sectors are publishing and editing, paper and metal products. Finally in 
Germany four industries stand out with respect to exports, that is plastics, 
fi bres and other manufacturing products and professional goods.

The econometric analysis assessed the difference across sectors with 
respect to the elasticity of their trade to exchange rate fl uctuations and the 
extent to which market structure and goods’ characteristics determine such 
a difference. The regression related trade volumes in the different sectors6 
to exchange rate variables, cost variables and market structure variables. 
The analysis focused on bilateral imports and exports of eleven European 
countries from or to seventeen partner countries (including the United 
States, Canada and Japan). Exchange rate variables include volatility, 
exchange rate changes and expectations of future exchange rate changes. 
Finally, four market structure indicators are considered: concentration, 
segmentation, differentiation and scale economies. The estimation results7 
show that the impact of exchange rate changes on trade varies across sectors 
and that the variation in the trade elasticity to exchange rate fl uctuations 
is explained by market structure. The more concentrated is a sector, the 
less exchange rate changes will affect its trade. The sectors with the highest 
elasticity to exchange rate fl uctuations are energy, food, paper products, 
machinery, and electrical products for imports and energy, machinery and 
transport equipment for exports.

Weights of the Sectors Sensitive to Exchange Rate Fluctuations

Combining the results of both analyses, machinery and equipment, electrical 
and optical products and transport equipment are the most exposed 
sectors to competition and have the highest elasticity of trade to the dollar 
fl uctuations. Together these three sectors account for about one-third of 
manufacturing output in the EU. The textiles and leather (low elasticity–high 
exposure) sectors, on the other hand, represent a relatively small share of 
total manufacturing output. Except for basic metals, the low elasticity–low 
exposed sectors (wood and wood products, rubber and plastic products, 
other non-metallic mineral products and basic metals and fabricated metal 
products) do not account for a high share of manufacturing output either. 
However, the remaining sectors, energy, food and paper (high elasticity–low 
exposure) are relatively important to the European economy.

While the exposure indicator shows that countries are not equally exposed 
to competition from the dollar zone, combining exposure with the elasticity 
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of trade suggests that the three most sensitive sectors at the European level 
are the same at the country level. There are, however, differences in the 
economic weight of the most sensitive sectors across countries. Figure 8.1 
shows that it may vary by up to a factor of four between Member States. 
These sectors are the most important in Germany and the least important 
in Greece. Differences also show up amongst countries of similar size and 
level of development. The importance of the sectors is about 10 percentage 
points higher in Germany than in France and about 15 points higher than 
in Italy. These fi gures suggest that the impact of exchange fl uctuations can 
differs markedly across European countries.

This analysis shows that there is a difference between sectors in terms of 
their sensitivity to euro/dollar fl uctuations and that the economic weight 
of  the so-called sensitive sectors varies between countries. One can thus 
conclude that the euro/dollar fl uctuations represent an asymmetric shock. 
The next question is whether the changes in the conditions of competition 
and in industrial specialisation lead to an increase in the exposure of EU 
Member States to such a shock.

8.3 INTEGRATION AND COMPETITION

This section provides a review of the effects of product market integration 
on the conditions of competition in the EU. First, the expected effects of 
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integration on competition are summarised. Thereafter, a short survey of 
recent empirical work analysing the pro-competitive effects of  the SMP 
and EMU is given. Finally, the consequences of the changing competitive 
environment on the strategies of European companies are described. Two 
main conclusions that are relevant for the assessment of  the impact of 
product market integration on the exposure of  the EU to euro/dollar 
fl uctuations can be drawn from this section. First, despite strategic action 
by European companies to regain market power, product market integration 
should increase the degree of competition in the EU. This means that one 
may expect an increase in sector sensitivity to euro/dollar fl uctuations. 
Second, the pro-competitive effect should be more pronounced in industries 
which were more concentrated and which were previously more protected 
from competitive pressures by non-tariff barriers and, therefore, one should 
observe some decline in the differences of competition between sectors. As 
a result, one should expect a decline in the differences between sectors in 
their sensitivity to exchange rate fl uctuations. 

Expected Effects of Integration on Competition 

With the increased integration of European product markets the ability of 
consumers to compare prices across borders and to purchase products from 
foreign producers has gradually risen. This wider choice for consumers is 
refl ected in an increase in the elasticity of demand for any specifi c product. 
Under imperfect competition, an increase in demand elasticity implies a 
greater incentive for suppliers to lower prices and raise production levels. 
In other words, market integration forces companies to compete harder on 
price and market share and this should put downward pressure on mark-
ups.8 At the same time, the removal of barriers to trade and investment has 
facilitated market entry by foreign fi rms. Firms are no longer operating in 
different national markets, but increasingly take a European or even world 
market perspective. As a result, enterprise behaviour is no longer based only 
on national considerations, but rather it refl ects the increased multinational 
character of the fi rm. 

The welfare implications of such a scenario would be positive. On the 
one hand, product market integration would improve allocative effi ciency 
by increasing the number of competing fi rms, thus reducing the degree of 
concentration, and by widening the choice of consumers, thus increasing 
the elasticity of  demand. As a result, price levels would move closer to 
marginal costs.9 On the other hand, product market integration would raise 
productive effi ciency, leading to a reduction in average costs. Increased 
competitive pressures would induce fi rms to diminish their misuse of 
technical, fi nancial and human resources and managerial slack and would 
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reduce the number of fi rms on the market by forcing the exit of the least 
effi cient fi rms. As the number of fi rms goes down, production per fi rm has 
to rise substantially to satisfy not only the demand of the former clients 
of  the exiting marginal fi rms but also the increase in demand due to the 
decline in prices. As production levels increase, surviving fi rms should benefi t 
from economies of scale, which should be refl ected in a greater productive 
effi ciency.10 The conclusion is that in the absence of a strategic reaction by 
enterprises market integration has positive effects on both the allocative 
and productive effi ciency of the European economy.11 The following section 
presents an overview of empirical results supporting this conclusion.

Pro-competitive Effects of the SMP and EMU

Several empirical studies have been made to assess the pro-competitive 
effects of  the SMP. Smith and Venables (1988) have made the pioneer 
work, defi ning a theoretical model allowing measurement of the welfare 
effects of the reinforcement of competition within the Single Market. Their 
results suggest that the more positive effects are likely in industries in which 
national market concentration is high and pre-integration behaviour less 
competitive. Building on this work, Allen et al. (1998) show that on average, 
price–cost margins have fallen by 3.9 per cent in the sectors more sensitive 
to the SMP. Using a computer generated equilibrium (CGE) model they 
have compared the competition effects across manufacturing industry. They 
conclude that the pro-competitive effects of the Single Market are stronger 
in the more concentrated sectors and in the sectors previously protected 
from international competition by non-tariff  barriers.

This conclusion is confi rmed by empirical work made by Botasso and 
Sembenelli (2001) on Italian fi rms, by Griffi th (2001) on UK fi rms and 
by Notaro (2002) on eight European countries. Botasso and Sembenelli 
compared the pre-reform (1982–87) with the post-reform (1988–93) 
performances of Italian manufacturing industries in order to estimate the 
impact of the SMP on market power and productivity. They fi nd in 1993 
that in the most sensitive sectors, Italian fi rms decreased their market power 
by 50 per cent during the implementation of  the SMP, while no similar 
pattern emerged in the other sectors; and that in these sensitive sectors, 
productivity growth increased during 1985–87, indicating that sensitive fi rms 
anticipated an increase in competitive pressures by reducing ineffi ciencies. 
Using panel data on UK establishments over the period 1980–96, Griffi th 
fi nds that the mark-up fell by 1 per cent more in the sensitive industries 
than in the non-sensitive ones. Notaro analyses the impact of  the SMP 
on productivity and concludes that productivity in the sensitive industries 
increased by approximately 2 per cent in 1992–93.
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Finally, an interesting approach is proposed by Sauner-Leroy (2003) to 
analyse the effects of  the SMP on price–cost margins. Using the BACH 
database on the harmonised accounts of European companies, he analyses 
the respective contributions of price and cost developments in the variation 
of price–cost margin over the period 1987–99. High price–cost margins can 
indeed be interpreted as a consequence of low competitive pressures (leading 
to higher prices) but they can also result from effi cient behaviour of fi rms 
(leading to lower costs). The conclusion of this analysis is that two phases 
can be distinguished in the evolution of  price-cost margins in European 
manufacturing industry. Over the period 1989–92, the fall in price–cost 
margins was mainly due to a decrease in prices greater than that in costs 
while subsequently, price–cost margins recovered mainly thanks to effi ciency 
gains. These results are consistent with the analytical framework provided 
in Chapter 1. They indicate that European companies have anticipated the 
consequences of the full implementation of the SMP and this has led to a 
strong increase in competition, leading to a price fall while fi rms have not 
yet fully adapted their strategies. Subsequently, some fi rms have succeeded 
in reducing their costs while others have been forced to exit the market.

Contrary to studies on the SMP, empirical work analysing the pro-com-
petitive effects of EMU is relatively rare. Gasiorek et al. in Chapter 2 have 
explored the effects of increased price transparency in EMU. They assume 
that the greater impact of  this higher transparency of  prices will be felt 
on consumers because before the arrival of the euro, the large European 
producers already had good information on prices across markets. The 
increased awareness by consumers of  price differences between Member 
States encourages price arbitrage and makes it more diffi cult to segment 
the EU market. If  the greater impact is to come from improved consumer 
transparency, simulations made with a CGE model show that EMU should 
lead to increased output and lower mark-ups in a large majority of manu-
facturing sectors. This chapter also shows that the pro-competitive impact 
of greater consumer price transparency should be higher in less competitive 
industries, that is, more differentiated and concentrated industries.

Finally, the chapter by Gasiorek et al. confi rms the conclusions of Smith 
and Venables (1988) and Allen et al. (1998): if  the Single Market and EMU 
not only increase the intensity of competition (by encouraging entry and 
arbitrage) but also lead to the elimination of market segmentation (that 
is, producers treat the EU market as a single market and adopt a unifi ed 
pricing strategy), the pro-competitive effects should be much greater.

Strategic Responses by Enterprises

In the new competitive environment where the least effi cient fi rms are forced 
to exit from the market, every fi rm would have an interest in taking action 
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to ensure that it would be amongst the group of  survivors. Such action 
could take various shapes. However, a distinction can be made between 
two main types of action. First, a fi rm could focus its efforts on reducing 
the production costs. Second, a fi rm could attempt to increase its market 
power, permitting it to charge higher prices. In reality, fi rms will of course 
apply a combination of these two strategies.12 Nevertheless, here the two 
strategies and their consequences for the economy as a whole are considered 
in turn.

Cost reduction strategies 
There are several ways in which a fi rm can bring down its average production 
costs. Over the period of increased product market integration, European 
companies have chosen the two following strategies: they have increased the 
multinational character of their production by expanding operations across 
Member States and they have refocused their activities on core business. On 
the one hand, increasing geographical diversifi cation allows expansion of 
the scale of production and consequent benefi t from increasing returns to 
scale (associated, for example, with fi xed overhead and marketing costs). 
On the other hand, reducing industrial diversifi cation aims at concentrating 
production in areas where the company has particular expertise or other 
cost advantages.

Rondi et al. (see Chapter 3 and European Commission, 2002) provide 
empirical evidence suggesting that EU fi rms have reduced their industrial 
diversifi cation and increased their geographical diversifi cation over the 
period 1987–97. For example, they show that whereas in 1987, EU fi rms in 
their sample were on average active in three countries, this number increased 
to an average of  4.5 countries in 1997.13 Other evidence indicating that 
fi rms have expanded the geographic scope of their activities is provided by 
data on trade, FDI, cross-border mergers and acquisitions (see European 
Commission, 1996, 2000a and 2000b). It also seems that fi rms surviving 
the pressures of competition displayed at the origin a relatively high degree 
of industrial diversifi cation and that they have chosen to scale back their 
operations in marginal industries. Finally, this analysis confirms that 
the SMP has an asymmetric impact across industries: fi rms in high-tech 
industries characterised by a high percentage of public procurement which 
are more sensitive to the increased competitive pressures coming from the 
SMP have strongly reduced their industrial diversifi cation, while at the same 
time strongly increasing their geographical diversifi cation. 

Strategies aimed at increasing market power 
Amongst the strategies used by enterprises to increase their hold on the 
market, a distinction can be made between supply-side and demand-side 
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strategies. Supply-side strategies aim to limit the number of  companies 
effectively competing in the market, while demand-side strategies aim to 
reduce the elasticity of demand, giving fi rms more leeway in setting their 
prices at relatively high levels. 

There are several ways to limit the number of players in the market. The 
strategy of  a ‘return to core business’ would imply – if  implemented by 
a broad set of large enterprises – a division of the market place between 
spheres of dominance. Every segment of the market would be dominated by 
one or two enterprises having designated that section as their core business. 
The national champions of the pre-integration period would be replaced 
by the European sectoral champions of the post-integration period. There 
are of course more crude ways to create and maintain monopoly power. 
The construction of  barriers to entry, collusive behaviour in terms of 
price setting or of dividing up the market, and the creation of a monopoly 
through expansion or well-targeted takeovers are all possible (but possibly 
illegal) means towards limiting effective competition, raising price levels and 
restoring profi tability. The increased price transparency for producers under 
EMU could facilitate collusive practices but Gasiorek et al. in Chapter 2 
argue that the risk of increased collusion under EMU is relatively limited 
because in most industries producers were already well aware of existing 
differences in price levels between EU Member States before EMU.

Product differentiation strategies can contribute to reducing the elasticity 
of demand. These strategies can take two forms. On the one hand, a fi rm may 
attempt to set its products clearly apart from that of its main competitors. 
This implies increased investments in advertising and/or R&D. Product 
differentiation may go hand in hand with a reduction in the diversifi cation 
of  a fi rm’s activities across different sectors in order to avoid spreading 
the available investment resources too thinly. This outcome is consistent 
with the observation in Rondi et al. (Chapter 3) that fi rms operating in 
industries where either advertising or R&D expenditures are important 
strategic instruments have reduced their diversifi cation quite remarkably. 
On the other hand, the fi rm has an interest in more clearly differentiating 
its own products sold in different EU Member States. But in EMU the 
greater comparability of prices should limit the possibilities for the fi rm to 
engage in price discrimination. In response to such a development, fi rms 
have considered two alternative strategies. First, to forgo the potential profi ts 
associated with discriminatory behaviour and to adopt a pan-European 
pricing and marketing policy instead (and, associated with that, reductions 
in the unit cost of advertising). Second, to attempt to re-segment the now 
integrated European market by selling differentiated products in the different 
national markets, thus impeding cross-border arbitrage. While from such 
a perspective this second option is contrary to the spirit of the process of 
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European market integration, it can also be seen as a way of satisfying local 
or national tastes that are culturally determined and not easily changed.

Impact of Such Strategies on Industrial Concentration 

As we can see, the new competitive environment resulting from product 
market integration leads fi rms to adapt their strategies both to improve their 
effi ciency and to increase their market power. Therefore, it is diffi cult to 
draw conclusions about the net impact of these strategies on the conditions 
of competition.

One interesting indication can be given by the observed change in market 
structure. In that respect, Veugelers (in Chapter 4) shows that in 2000, 
the top fi ve fi rms in a typical EU industry account for 25 per cent of EU 
production. The average fi ve-fi rm concentration ratio (C5) did not change 
very much over the period 1987–2000 but has increased in the period 1997–
2000. However, this average hides a rich diversity across industries and highly 
concentrated sectors in particular have witnesses a decline in concentration. 
There has also been considerable turbulence in market leadership in EU 
manufacturing industries: over the period 1987–2000, the leading top fi ve 
companies have lost more than half  of their market share position. This 
instability of market shares indicates that there was a lot of rivalry between 
European companies and that competitive pressures have had an impact on 
the position of main players. To sum up, this empirical evidence supports 
the thesis that the SMP and EMU have had a pro-competitive effect and 
that this effect is stronger in sectors which were highly concentrated and 
previously more protected. 

8.4  THE EVOLUTION OF INDUSTRIAL 
SPECIALISATION WITHIN THE EUROPEAN 
UNION

Through the creation of more integrated and competitive markets in Europe, 
the Single Market Programme has encouraged European companies to 
reorganise their production processes and to redeploy their activities across 
European territory. Economic and Monetary Union should reinforce some 
of  the benefi ts associated with the SMP. In particular, by making prices 
and costs more transparent and facilitating cross-border transactions, the 
introduction of the euro should lead to increased trade and foreign direct 
investment fl ows within the euro area (see Emerson, 1999; Ilzkovitz and 
Dierx, 1999; and Dierx et al., 2000). 

Monitoring the speed and direction of changes in industrial specialisation 
across Europe is crucial not only to see whether European companies exploit 
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the opportunities created and adapt to the new economic conditions but also 
to detect whether the risks associated with such a process of specialisation 
do materialise. Among such risks, the vulnerability of EMU to asymmetric 
shocks is the focus of this chapter.

Empirical Evidence

This section fi rst reviews various studies that aim at evaluating changes in 
the inter-industry specialisation of the EU Member States. In these studies, 
inter-industry specialisation is defi ned as the distribution of a given country’s 
activities14 across different manufacturing sectors. This short review of the 
literature on inter-industry specialisation is followed by an assessment of 
recent trends in intra-industry trade, which appear to support the Frankel 
and Rose (1996) hypothesis.

Amiti (1999) constructed Gini coefficients of  specialisation using 
production and employment data of  10 European countries (the EU-12 
minus Luxembourg and Ireland) over the period 1968–90. The results 
showed an increase in specialisation in all the EU countries between 1980 
and 1990. 

Aiginger et al. (1999) chose to work with value-added and trade data for 
22 manufacturing sectors and 95 manufacturing industries. At this level 
of aggregation, data were available for the period 1988–98 only, which is a 
relatively short period when looking at changes in specialisation patterns. 
This may be a reason why the data show only modest changes in production 
and trade specialisation in a majority of EU Member States (see Figure 8.2). 
Figure 8.2 also illustrates that the largest changes in specialisation tend to 
occur in some of the smaller EU Member States. The study by Midelfart et 
al. (2000) used production and export data for the period 1970–97. By going 
back further in time, the study made a useful reminder that in the 1970s the 
industrial structures of the European economies were still converging. Since 
the early 1980s, however, production specialisation has increased gradually 
(see Table 8.1). This change in trend was particularly striking for countries 
that had just entered into the European Union. Export specialisation, 
however, has not changed signifi cantly, which may be indicative of  an 
increased importance of intra-industry trade.

The rise of  the Grubel–Lloyd index in all Member States confirms 
the increased importance in the European Union of  intra-industry 
trade (see Table 8.2), which appears to support the argument that the 
industrial structures of  the EU economies are converging. The catching 
up of lagging EU Member States may be associated with a convergence of 
factor endowments and technology (see Table 8.3). A study carried out by 
Centre d’Etudes Prospectives et d’Informations (CEPII) for the European 
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Figure 8.2 Changes in production and trade specialisation (1988–98)
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Commission (1997) shows that most intra-industry trade involves the 
exchange of vertically differentiated products. This implies that countries 
may not be specialised in specifi c industries but rather in quality ranges 
within the same industry. The northern Member States are more specialised 
in the medium and high-quality products, while the southern Member States 
(Greece, Italy, Portugal and Spain) are more specialised in the low-quality 
range. However, even in these countries the share of high-quality products 
in intra-EU trade is increasing.

Table 8.1  Evolution of the production and trade specialisation of the EU 
Member States (1970–97)

Krugman 70/73 80/83 88/91 94/97
specialisation index

Production 0.43 0.40 0.44 0.47
Exports 0.67 0.62 0.63 0.63

Source: Midelfart et al. (2000).

Table 8.2 Evolution of intra-industry trade inside the EU (1980–2001)

 1980 1985 1990 1995 2001

Austria 0.34 0.36 0.41 0.42 0.46
Belgium-Luxembourg 0.45 0.44 0.51 0.55 0.57a

Germany 0.51 0.51 0.58 0.60 0.59
Denmark 0.35 0.36 0.42 0.42 0.46
Spain 0.28 0.32 0.43 0.50 0.57
Greece 0.08 0.09 0.11 0.14 0.11
France 0.58 0.56 0.62 0.64 0.68
Finland 0.20 0.22 0.26 0.25 0.25
Italy 0.38 0.40 0.44 0.44 0.45
Ireland 0.33 0.32 0.32 0.28 0.37
Netherlands 0.45 0.44 0.56 0.57 0.48
Portugal 0.09 0.13 0.23 0.26 0.32
Sweden 0.33 0.34 0.41 0.43 0.43
UK 0.48 0.45 0.54 0.55 0.52

Notes: 
The closer the indicator is to 1, the more a Member State’s trade with its EU partners is 
intra-industry in nature, and so the more comparable are their industrial structures.
a Data for Belgium.
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Fontagné and Freudenberg (1999) estimated the impact of exchange rate 
variability on trade patterns (inter versus intra) and demonstrated that intra-
industry trade had been weakened by exchange variability over the period 
1980–94.15 EMU, on the contrary, eliminates exchange rate variability within 
the euro area and thus should help to strengthen intra-industry trade. 

While the CEPII study focused on intra-industry specialisation at the 
Member State level, the study by the CEPR had a closer look at changes in 
the production specialisation of the different countries. Ten out of fourteen 
Member States became less specialised between 1970/73 and 1980/83, 
while between 1980/83 and 1994/97 all countries except the Netherlands 
experienced an increase in production specialisation. 

Table 8.3  Convergence of factor endowments between EU Member States 
(%)

Share of the top three 1980 1995 Change
Member States

R&D capital stocka 80.1 75.9 –4.2
Physical capital stockb 62.4 61.5 –0.9
Active populationc 54.4 56.5 2.1

Notes:
a Out of DK, D, E, F, I, Irl, NL, Fin, S and the UK.
b Out of B, DK, D, EL, E, F, I, NL, A, P, Fin, S and the UK.
c Out of B, DK, D, EL, E, F, I, Irl, NL, A, P, Fin, S and the UK.

Source: Aiginger et al. (1999).

To see in what type of industries the different countries were specialised, 
Midelfart et al. (2000) identifi ed fourteen key industry characteristics 
(economies of scale, technology level, R&D intensity, capital intensity, share 
of labour, skill intensity, higher skills intensity, agricultural input intensity, 
intermediate goods intensity, intra-industry linkages, inter-industry linkages, 
sales to domestic consumers and exports, sales to industry and industrial 
growth) and compared the prevalence of  each of  these characteristics 
between countries. The results showed that the industrial structures of 
France, Germany and Great Britain were characterised by high returns 
to scale, high technology, and a relatively highly-educated workforce. In 
contrast, Greece and Portugal were more specialised in industries with low 
returns to scale, low technology, a workforce with relatively little education, 
a high dependence on fi nal demand and a low share of non-manual workers. 
It appears that the production specialisation of the EU Member States is 
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heavily infl uenced by structural factors which are unlikely to change rapidly 
even during a period of important progress in European integration.

8.5 CONCLUSION

The loss of  the exchange rate instrument in EMU has brought the issue 
of  asymmetric shocks affecting the EU Member States to the forefront. 
Different authors point to the risk of shocks arising from fl uctuations in the 
euro exchange rate against the dollar. Although all countries face the same 
shock, its effect may be different across countries. This may occur for two 
reasons. First, exchange rate fl uctuations may have different impacts across 
sectors. Second, countries may have a different industrial specialisation.

The chapter confi rms that these two conditions hold, implying that 
fl uctuations in the euro/dollar exchange rate indeed constitute an asymmetric 
shock. On the one hand, the sensitivity of sectoral trade fl ows to exchange 
rate changes varies across sectors with differences in sensitivity being 
explained by the degree of competition in these sectors. The less intensive 
is competition in a given market, the weaker will be the exchange rate effect 
on trade in the corresponding sector. On the other hand, the empirical 
evidence shows that countries are indeed specialised in different industries 
and that the weight of exchange rate sensitive sectors can vary by a factor 
of four across Member States. 

The follow-up question is whether and how European integration 
affects the exposure to asymmetric shocks originating in exchange rate 
fl uctuations. To answer this question, one needs to examine the impact of 
European integration on the conditions of competition and on industrial 
specialisation.

The chapter concludes that the integration process has raised the level 
of competition on European product markets, resulting in effi ciency gains. 
While these gains may have been affected by changes in the strategies of 
enterprises aimed at restoring their market power (for example, return to 
core business, collusive behaviour or product differentiation), empirical 
evidence shows that the effi ciency gains of integration are unlikely to have 
been completely negated by such strategies. For example, there has been 
a lot of  turbulence in market leadership in the EU, the leading top fi ve 
companies having lost more than half  of their market share position over 
the period 1987–2000.

Empirical analysis also shows that the pro-competitive effects of the SMP 
are stronger in the more concentrated sectors and in the sectors previously 
sheltered from international competition by non-tariff  barriers. As the 
differences between sectors to their sensitivity to exchange rate fl uctuations 
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can be explained by the differences in the conditions of competition and 
as the process of European integration has raised the level of competition 
in the least competitive sectors in particular, one should expect a decline 
in the differences between sectors in terms of sensitivity to exchange rate 
fl uctuations. As a result, country differences in exchange rate sensitivity 
should decline as well.

The exposure to asymmetric shocks due to exchange rate fl uctuations 
in EMU is also affected by the impact of  integration on industrial 
specialisation. In that respect, the Single Market Programme was an occasion 
for enterprises to review the location of their production facilities and to 
redeploy their activities in other Member States if  found profi table. Such a 
redeployment could have signifi cant effects on the industrial specialisation 
of the EU Member States. Recent trends show an increase in the production 
specialisation of the Member States and a rising importance of intra-industry 
trade. The industries and the quality ranges within industries in which 
Member States are specialised both appear to be shaped fi rst and foremost 
by the factor endowments of  those Member States. The convergence of 
factor endowments between Member States observed is particularly relevant 
in this respect. As we have witnessed since the early 1980s simultaneous 
increases in production specialisation and intra-industry trade – which work 
in opposite directions – no major net effect on the Member States’ exposure 
to asymmetric shocks is expected.

Combining this result with the observation of  increased competition, 
one can conclude that the fears that the European integration process 
would signifi cantly increase the exposure of  the EU Member States to 
asymmetric shocks associated with exchange rate fl uctuations do not receive 
strong support.

NOTES

 *. We are indebted to Jan Host Schmidt and Reinhilde Veugelers for helpful comments on 
an earlier version of this paper, to Karel Havik and Alberto Garralon Perez for statistical 
assistance and to Sarah Vitiello for secretariat support. The usual disclaimer applies. 

 1. See Buigues et al. (1990) for a defi nition of industrial sectors most likely to be affected 
by the Single Market. 

 2. The impact is far from negligible because extra-EU trade still represents about one-third 
of total EU trade.

 3. In particular, most Asian emerging countries belong to the dollar zone, as do countries 
in Latin America. Hence, exchange rate variability, particularly euro/dollar variability, 
is an important determinant of European trade performance.

 4. Gros and Thygesen (1992) pointed to the risk that the euro/dollar exchange rate might 
go beyond its equilibrium level and impact the external competitiveness of  European 
producers. Moreover, Kenen (1995) and Benassy-Queré et al. (1997) argued that 
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the adoption of  the euro might increase the volatility of  its exchange rate vis-à-vis 
the dollar.

 5. The defi nition of the dollar zone is based on an empirical indicator suggested by Bénassy-
Quéré (1996). According to this defi nition a country is considered to belong to the dollar 
zone if  its currency is less volatile with respect to the dollar than to other currencies.

 6. Given that the estimation is conducted at a disaggregated industry level (that is, the 
NACE rev. 1 two-digit level), simultaneity between trade and exchange rate movements 
is not an issue.

 7. The estimated elasticities refl ect the fi nal impact of exchange rate changes on trade. This 
includes not only the sector’s reaction but also possible economic policies initiated by 
the government in order to deal with the shock.

 8. A mark-up is defi ned as (price – average costs)/price.
 9. The Lerner index (LI) which measures the degree of  market power or the monopoly 

rent can be defi ned as (price – marginal costs)/price and is equal to si /η with si equal to 
the share of fi rm i in industry output and η defi ned as the industry price elasticity of 
demand. Maximum allocative effi ciency is obtained when fi rms produce until their price 
equals marginal cost and in this case, the Lerner index is equal to zero.

10. See Griliches and Regev (1995), Nickell et al. (1997), and Bottasso and Sembenelli (2001) 
for an empirical assessment of the importance of such productivity effects.

11. By increasing competitive pressures, product market integration could also stimulate 
dynamic effi ciency by inducing fi rms to improve their technology and to innovate. These 
effects are not taken into account here.

12. It is not always straightforward to classify specifi c actions taken. A ‘return to core business’ 
strategy, for example, could be seen as part of a strategy to reduce costs, or as a way to 
strengthen market power.

13. This analysis is based on fi rm-level data on the leading fi rms in European manufacturing 
industries; a fi rm qualifi es as a ‘leader’ if  it is one of the fi ve largest EU producers in at 
least one manufacturing industry.

14. Measured in terms of production, value-added, employment or trade.
15. The underlying argument is that fi rms which are adverse to variability in terms of sales 

have an incentive to locate in the country where macroeconomic shocks to exports are 
correlated with the shocks these fi rms face.
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and (7.12) 222
estimation results of equations (7.4) 

and (7.5) 214–18, 220
effect of price signifi cant only for 

exporter 218
exposure index and econometric 

analysis and 223
EU

behind in product innovation and 
diffusion of new technologies 
12

demand for intermediate usage of 
services 156

industrial structures converging 250
industrial structures diverging 115
industry remains more dispersed 

than US 162
infl uenced by SMP and strengthened 

by monetary integration 84
market power is price dispersion 

within EU, across Member 
States 109

performance relative to that of US 
172–3

strategy to raise potential growth 
and narrow income gap 172

public education expenditure 
declined as percentage of GDP 
184

reduction of barriers to cross-border 
activities 2–3

relative industrial structures, 
quantitative change (1980) 131

rising incomes lead to increasing 
share of services 155
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service industries 152–3
aggregate trends 153–5
changing demand 155–6

turbulence in market leadership of 
manufacturing companies 109

variables in market segments viewed 
as important 22

EU conditional spatial separation/US 
conditional spatial separation 
160–61

EU enlargement
expansion of Internal Market x 
factor in product specialisation 8
might not reduce exposure to dollar 

zone 211
EU fi rms

(1993) transition year with fi rms 
undergoing rationalisations 65

entry of new comers from fi rms 
located outside EU 85

geographical diversifi cation allows 
expansion of production 247

industrially diversifi ed (1987) 
reduced industrial 
diversifi cation 80–81

industrially and geographically 
diversifi ed has increased 
(complementarity) 80

industrially and geographically and 
those with only one option 77

large exhibit industrially illogical 
diversifi cation 69–70

largest increased diversifi cation in 
run-up to (1992) 70–71

multinational production across 
Member States 247

non-recoverable fi xed costs of entry 
into foreign markets 205

outsourcing and 63
reduced industrial diversifi cation 65
 and increased geographical 247
refocus on core businesses 7, 63, 

65–6, 68, 80, 247
should focus attention on reducing 

production costs and 247, 256
size measured by value of sales of 

goods produced in EU 86–7
smaller countries, higher level of 

geographical diversion 73

EU GDP per capita, 70 per cent of 
level of US 11

EU leading fi rms, diversifi cation 
strategies 79

EU market, unifi ed pricing strategy 52
EU Member States

benefi ts of liberalisation in energy 
184, 187

changes in inter-industry 
specialisation 250

consumers’ awareness of price 
differences encourages price 
arbitrage 246

convergence between fi rms 
originating in different 73

convergence of corporate structures 
7, 80

convergence of factor endowments 
250, 253, 255

fi rms from smaller transnational 
except Spain 73

impact of European integration will 
differ between 237

increase in production specialisation 
255

lifelong learning and 185
no major exposure to asymmetric 

shocks is expected 255
obstacles to market entry 12
production specialisation infl uenced 

by structural factors 153–4
rise of Grubel-Lloyd index confi rms 

increase of intra-industry trade 
250

time required to set up private 
limited company 182

weight of exchange rate sensitive 
sectors varies by factor of four 
across 254

EU welfare, impact of changes in 
concentration 107

EU-12, diversifi cation , industrial and 
geographical (1987–1993–1997) 72

EU-US comparison 157
evolution of specialisation and 

concentration 157–8
living standards 11
motor vehicle industry 158–60
spatial separation 160
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EU-wide level, specialisation benefi cial 
151

EU-wide shock, return to core may 
still be in progress after (1997) 81

euro
adoption eliminated exchange rate 

variability in 11 currencies 198
countries linked to though not 

members of Monetary Union 
204

increase in price transparency 1
should lead to increased trade and 

FDI fl ows within euro area 249
unique currency in 12 Member 

States 239
euro zone

defi nitions of 204
exposure differences when it is 

enlarged 209, 212
euro/dollar exchange rate, asymmetry 

between Member States and 9
euro/dollar exchange rate and 

European trade 223
barriers to trade 226–7
detailed analysis of sector 

characteristics 226
market structure 227–30
sectoral importance in Europe 

230–31
trade elasticity and exposure to 

dollar zone competition 223–6
euro/dollar fl uctuations

areas most affected 10
asymmetric in certain conditions 240
EU Member States and asymmetric 

shocks 10
European manufacturing and 2, 9, 

198, 231
exposure of EU Member states to 

238
product market integration and EU 

exposure 237–8
framework for the analysis 238–41

represent asymmetric shock 243, 254
Europe

companies have anticipated 
consequences of SMP 246

competition from US and Japanese 
fi rms 61

consumption patterns differ across 
28

impact of perception about 
exchange rate changes on pass-
through 206

key economic objective 17
single currency impact on consumer 

transparency 50–51
European Central Bank see ECB
European Commission

(1996) 5, 107
(2000) 185
(2001) 3, 107
(2002) 247
(2002a) 184, 247
(2002c) 180, 187
(2003b) 194
internal market will lead to price 

convergence 107
European Commission’s Directorate-

General for Economic and 
Financial Affairs (1996) 192

European Council (Barcelona 2002), 
EU investment in R&D 185

European countries
convergence of industrial structure 

(1970s) 113
motor industry less specialised that 

US 159
European integration

asymmetric shocks if  differences 
in industrial specialisation 
between countries 240

continuous process 237
convergence of factor endowments 5
differences between countries of 

sensitive sectors 11
location of economic activity 4
price levels and price dispersion 5

European leaders (2000), re-launch 
process of structural reforms in 
EU 11–12

European manufacturing
changes in industrial and 

geographical diversifi cation 
61–2

changing location and dispersion of 
service sector 156

industrial and geographical 
diversifi cation 2
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market European-wide 81
phases in price-cost margins 246
spatial distribution driven by 

southern Europe 142–3
European market integration 1

not necessarily slowed down 81
SMP

economic consequences 62–3
impact on industrial and 

geographical diversifi cation 
of EU fi rms 63–4

European markets, fragmented 12
European manufacturing, spatial 

distribution driven by southern 
Europe 142–3

European product markets, Internal 
Market for goods and 186

European Single Market, more 
possibilities to specialise and 63

European and US motor vehicle 
production 159

Eurostat databases 29–31, 63, 86
Eurostat’s DAISIE database 116, 

120–21
Eurostat’s trend database 214, 216
evolution of industrial specialisation 

within EU 249–50
empirical evidence 250–54

evolution of intra-industry trade inside 
EU (1980–2001) 252

exchange rate changes, impact of 
varies across sectors 232

exchange rate coeffi cients, generally 
higher to cost coeffi cients 218

exchange rate depreciation, boosts 
machinery and energy exports 
219

exchange rate fl uctuation, dispersion in 
prices between US and Canadian 
cities 29

exchange rate fl uctuations
equations 216–17
may have different impacts across 

sectors 254
sector specifi c characteristics and 

219
sensitivity of European sector 

198–200
export markets, most-exposed 

industries 242

export specialisation 5
no clear increase 8

exposure
comparisons of EU-15 and EU-11 

213
increase of degree stems from three 

factors 211
measured by indicator which shows 

dollar zone larger than US 231
stronger with EMU enlarging to 

UK, Sweden and Denmark 211
exposure index 201–202
exposure indicator 241

countries not equally exposed to 
competition from dollar zone 
242

exposure indicator and elasticity 
estimates, sectoral classifi cation 
232

exposure to foreign competition, 
domestic production and sales 
compared to imports and exports 
200

external shocks related to shifts in 
demand or costs, analysis and 101

F-test, rejects null hypothesis of 
common intercepts 220

failures or takeovers, industrial 
concentration at European level 4

fall in price mark-up, expanding 
employment and 189

FDI 35, 249
Feenstra, R. 206, 240
Feinberg, R. 206, 240
fi nancial, insurance, real estate and 

business service sector see FIRE
Finland 8, 100, 115, 125, 131

bilateral differences 1980/83 and 
1994/97  123–4

employment in service sector 152
high-technology and high-skill 

industries 114
impact of transparency 53
imports and exports 213
industry characteristic bias 

1994/97 132
economies of scale, technology 

129
factor intensities 130
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intermediate goods usage and 
functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
PLI data 33
regional structure of manufacturing 

133
fi scal options, corporate tax reductions 

and 190
fi scal policy, keeps expenditure and tax 

rates constant 188
fi xed money supply, restrictive 

monetary policy rule 188
Fontagné, L. 5, 253
food manufacturing, absence of 

competition results from 
protection 231

foreign direct investment see FDI
Fouquin, M. 9, 241
France 8, 25, 122, 127, 131, 192

bilateral differences 1980/83 and 
1994/97 123–4

diversifi cation, industrial and 
geographical (1987–1993–97) 
72–3

employment in service sector 152
Fouquin’s exposure index 241
high returns to scale, high 

technology and educated 
workforce 253

impact of transparency 53
imports and exports 213
increased geographical scope within 

EU 80
industry characteristic bias

1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
PLI data and 33–4
regional structure of manufacturing 

133

Frankel, J. 5, 240–41, 250
Freudenberg, M. 5, 253
Froot, K. 205–6

Gasiorek, M. 5, 41, 246, 248
GATT (successor WTO), tariff  

protection and 226
general market access, market 

potential measure for centrality of 
location 146

geographical concentration, more 
effi cient logistics systems 64

geographical diversifi cation
all fi rms across EU borders 73
number of transnational fi rms 

increased 65
preferred route (substitutability) 80

geographical and industrial 
diversifi cation, complements or 
substitutes 80

Germany 8, 25, 73, 122, 131, 192
bilateral differences 1980/83 and 

1994/97 123–4
exports, four industries and 242
Fouquin and exposure index 241
geographical diversifi cation (1987–

1993–1997) 72
high returns to scale, high 

technology and educated 
workforce 253

impact of transparency 53–4
imports and exports 213
increased market concentration, 

reduced pass-through on price 
of traded and non-traded 
goods 240

industrial diversifi cation (1987–
1993–1997) 72

industry characteristic bias
1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
papers on exchange rates 206
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PLI data and 33–4
reduction in diversifi ed operations 

80
structure of manufacturing 133

Germany (West), employment in 
service sector 152

Giavazzi, F. 179, 182
Gini coeffi cient of specialisation 

decline in specialisation 121
Gini coeffi cients of concentration

change in sectoral 134
EU services 154

globalisation, business services and 84
Greece 122

bilateral differences 1980/83 and 
1994/97 123–4

employment in service sector 152
impact of transparency 53–4
imports and exports 213
industry characteristic bias 

1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
low returns to scale, low technology 

and little education 253
PLI data 33
structure of manufacturing 133

Growth and Stability Pact, constrains 
countries’ fi scal policy 239

Hausman test, fi xed versus random 
effects and 220

Herfi ndahl index 42
heteroscedasticity, across countries and 

across industries 148
high concentration with high stability, 

more collusive potential 96–7
high concentration industries, 

decreasing production 
concentration 106, 108

high concentration sectors, more 
persistence in top fi ve leadership 
109

high concentration sectors in 
environment of low turbulence, 
retain or increase concentration 
levels 101

high concentration sectors high and 
low turbulence, differences in 
changes in concentration 100

high-tech industries, diversifi cation 
came down steadily 75

higher concentration, should be 
positively related to profi ts 108

higher price transparency, 
characteristics of the industries 6

highly concentrated sectors
little turbulence in concentration 100
stay concentrated or increase 

concentration 98
horizontal differentiation, different 

product varieties sold at same 
price 227

Iberian Peninsula, downwards prices 6
IBM, leading fi rm in computers and 

offi ce equipment 102
ICT usage, increasing rapidly in EU 

and US 186
illustrative macroeconomic simulation 

scenarios
simulation designs 186

macroeconomic policy responses 
188–9

scenario 1, an improvement in 
competitive conditions 186–7

scenario II, increased productivity 
growth 187–8

simulation results
discussion of 191–4
scenario I, improvement in com-

petitive conditions 189–90
scenario II, increased productivity 

growth 190–91
Ilzkovitz, F. 10, 249
IMF

International Financial Statistics 
(CD-ROM) 215

World Economic Outlook (2003), 
GDP increase and 192

immobile production factors, increase 
and congestion 5
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incidence of industrially diversifi ed 
and transnational fi rms (1987 and 
1997) 77–8

increased competition, effect on 
production costs 3

increased transparency, increased 
output 6

increasing labour productivity 177–8
long-run adjustment 178
short-run adjustment 178

index of spatial separation 141
individual brands, considerable market 

power 37
industrial concentration, decline 

because of entry by foreign firms 4
industrial diversifi cation

declined where advertising or R&D 
important 80

decreasing on average and 79
easier to follow than transnationality 

(1987) 77
industrial and geographical 

diversifi cation, fi rm growth and 
76–9

industrial location, skilled and 
scientifi c labour important 115

industrial specialisation, two forces 
working in opposite directions 5

industries
declining Gini coeffi cients, spatially 

separating 143
decrease in concentration by more 

than 10 percentage points 90
how integrated they were prior to 

(1992) 93
key features of changes in 114
more dispersed till late (1980s) 144
move to exploit countries’ 

comparative advantages 113
traded the most 42

industries grouped by levels and 
changes in concentration 135

industries more imperfectly 
competitive, more likely to be 
more concentrated 45

industries relying on R&D, affected by 
fi nancial variables 193

industry characteristics 42–3, 127–8,  
140, 145, 150, 155

affecting change in concentration

homogenous versus differentiated 
industries 90

industry size 90–92
initial level of concentration 94–6
SMP sensitivity 93–4

sectoral impact of transparency 41
industry concentration

changes in by sector 89–90
impact of market integration on 

84–5
link with industry performance 8

industry concentration in (1987–1993–
1997 and 2000) matrices 87–8

industry Gini coeffi cients, industries 
grouped by performance 134, 136

industry globalisation (1980s and 
1990s) 84

industry and market structures in the 
EU-15 (1996) 227–8

integrated markets, pro-competitive 
impact 53

integration and competition 243–4
cost reduction strategies 247
expected effects of integration on 

competition 244–5
impact of such strategies on 

industrial concentration 249
pro-competitive effects of the SMP 

and EMU 245–6
strategic responses by enterprises 

246–7
strategies aimed at increasing market 

power 247–9
integration and market structure 34–5

domestic electrical appliances 38
drinks 38–9
market structure and price 

transparency 36–7
railway rolling stock 37
results 35–6
rubber products 37–8
soaps, detergents, perfumes and 

toiletries 38
interaction variables 145, 147
Internal Market, increase in intra-EU 

trade and investment fl ows 187
Internal Market Directives, not yet in 

national legislation 181–2
international competition

devaluation for European 
manufacturing and 230

Dierx 03 chap07   269Dierx 03 chap07   269 25/10/04   4:51:55 pm25/10/04   4:51:55 pm



270 European integration and the functioning of product markets

most open and closed sectors with 
respect to 207

international markets, fi rms pulled or 
pushed into 71

Internet shopping, not likely in tyres 38
interpreting European price data

analysis of consumer price data 
from ACNeilsen 24–7

analysis of PLI data from Eurostat 
29–31

intra-brand competition
contrast to inter-brand competition 

37
strengthening of vertical linkages 4

intra-industry trade
countries’ trade vectors more similar 

127
exchange of vertically differentiated 

products 252
increase in 5, 255
weakened by exchange variability 

over (1980–94) 253, 256
Ireland 8, 122, 131

bilateral differences 1980/83 and 
1994/97 123–4

employment in service sector 152
high-skill industries and 114
impact of transparency 53–4
imports and exports 213
industry characteristic bias

1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
PLI data 33
production changed to industries 

out of line with Europe 118
regional structure of manufacturing 

133
success in attracting high-tech 

investments 151–2
Italy 122

bilateral differences 1980/83 and 
1994/97 123–4

diversifi cation, industrial and 
geographical (1987–1993–1997) 
72–3

employment in service sector 152
impact of transparency 53
imports and exports 213
industry characteristic bias

1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
PLI data and 33–4
reduction in diversifi ed operations 

80
regional structure of manufacturing 

133
sensitive sectors and SMP 245

Japan 192, 206–207, 214, 242

Kim, Sukkoo 157–8
Klemperer, P. 205–206
Krugman, P.R. 4, 84, 173, 205, 240

approach to market integration 84–5
Krugman specialisation index 118–19, 

121–2
kurtosis, evidence of increasing 121
Kwik-fi t, Europe’s largest independent 

retailer 37

Latin American countries, dollar zone 
and 198

‘leader’, defi nition 86
leading fi rms, collusive outcomes and 

102
legal cross-border arbitrage sales, 

constrained by differential indirect 
taxes for drinks 38

link between market size and 
concentration, nature of product 
competition 90

linking PCMs to industry 
concentration, weak but positive 
sign 109
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linking (stability in) leadership to 
(stability in) concentration 
105–106

Lisbon summit (2000)
EU’s transformation into knowledge 

economy 184
goal for EU and 172
reforms for Internal Market 12
structural reforms and 9

location and concentration of 
industries

(CC) concentrated industries 136–9
CD concentrated and dispersing 

industries 137
characteristics of concentrated and 

dispersed industries 139–41
(DC) dispersed and concentrating 

industries 137–8
(DD) dispersed industries 138
how concentrated are manufacturing 

industries? 132–7
spatial separation 141–3

location of European industry 113–16
data and measurement 116–17

location of non-manual labour-
intensive industries, secondary 
and higher education and 114

location of R&D-intensive industries, 
countries’ endowments of 
researchers 8

‘low elasticity’ sectors, broadly similar 
for imports and exports 223

low elasticity-high exposure sectors, 
small share of manufacturing 242

low-tech and labour-intensive indus-
tries, increased concentration 8

Luxembourg 25
employment in service sector 152
PLI data 33–4

Lyons, B. 216, 227

macro-model simulation analysis 9
macroeconomic policies, strategy to 

reduce unemployment in Europe 
179

manmade fi bres, large output changes 
52

manufacturing sector
more intensive users of services as 

intermediaries in production 
155

small decrease in concentration 134
market access effect 18, 34
market integration

achieved by trade or licensing 36
changes nature of competition 84
decline in prices in EU Member 

States 187
easier for fi rms to enter other EU 

Member States 63
exposure to exchange rate 

fl uctuation by conditions of 
competition 240

fewer fi rms that are larger in size 85
improves coordination possibilities 

for larger fi rms 64
industrial concentration and 

performance 2
raised level of competition on 

European product markets 254
SMP and 62

market segmentation, reasons for 22
‘market share’ in the analysis, 

convenient but loose term 87
Market Share Matrix see MSM
market shares in EU, dollar zone and 

third countries (1996) 207–8
market size effect 18, 34
market structure, impact on sectors’ 

elasticity 213
market types 227, 229
Martins, J. 216, 227
Martson, R. 206, 240
matrix fi rms

aggregate turnover almost 
unchanged 89

large average size 88, 111
medical and surgical equipment, no 

decline in price-cost margin 50
medium-term annual growth rate of 

EU GDP, increase to 3 per cent 12
medium-term increase in GDP, relative 

to baseline of 2 per cent 9
Menon, J. 206, 240
Michelin, leading fi rm in rubber and 

tyres 102
microeconomic aspects of integration 1
Midelfart, K.-H. 8, 120, 134, 157, 253

identifi ed fourteen key industry 
characteristics and 253

table of spatial separation 142–3
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monopoly power, ways to create and 
maintain 248

more concentrated sector is, less 
exchange rates will affect trade 
222, 232, 242

most important sectors, same 
irrespective of ratio considered 
224

motor vehicle market, fall in market 
concentration 90

MSM
(1997) link between concentration 

and market effi ciency 107
aggregate result from (1987–2000) 

87–90
allows tracking production share of 

persistent leader 103
changes in concentration in period 

of market integration 107
changes in population averages and 

differences between industries 
89

changes in structure of between 
(1987, 1993 and 1997) 65–6

constructed for (1987) 87
demonstrated increasing size of 

leading fi rms 106
distribution of production in EU 7
fi rms from smaller countries under-

represented 73
fi rms that survived in as leaders over 

(1987–97) 67–9
identifi es set of ‘leading fi rms’ in 

European manufacturing and 
64–5, 86

leaders that survived in from 
(1987–1997) 78

high degree of industrial 
diversifi cation, declined by 
(1997) 80

leading fi rms and market share 
dominance 97

mapping of how industry 
concentration changed in EU 
manufacturing 109

measure whether there is persistence 
in dominance of fi ve leading 
fi rms 98

measuring industry concentration in 
EU manufacturing 86–7

need to expand data over time 110
turbulence among leading fi rms 

106
multinational enterprises see MNEs
multinationality

EU member States and 7
increase by growth of intra-EU FDI 

35

NACE revision 1, fourteen sectors 
considered 199

NACE revision 1 classifi cation 214
national market segmentation, fi rms 

set prices independently 52
Net External Orientation, difference 

between two indices 200
Netherlands 25, 122

bilateral differences 1980/83 and 
1994/97 123–4

diversifi cation, industrial and geo-
graphical (1987–1993–1997) 72

employment in service sector 152
impact of transparency 53
imports and exports 213
industry characteristic bias

1994/97 132
economies of scale, technology 129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
PLI data and 33–4
regional structure of manufacturing 

133
specialisation and 118, 166, 253

new competitive market
fi rms improve effi ciency and increase 

market power 249
least effi cient fi rms forced to exit 

market 246
‘New Economic Geography’ 5, 13
new leaders

originate from top three or top fi ve 
in industry 103–104

same production share as fi rms they 
are replacing 101

new leading position in top fi ve, 
diversifying matrix fi rms 99
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non-core prices, difference not 
signifi cant 30

non-core sample, difference in 
dispersion 30

non-tariff  barriers
industries where removal reduction 

of diversifi cation 75–6
removal of ix 

non-tariff  protection, voluntary export 
restraints and 226–7

North Africa 207
northern Member States, specialised 

in medium and high-quality 
products 252

Norway 25
Notaro, G. 188, 245

OECD
(1997) study on regulatory reform 

191
(1999) 115

OECD INTERLINK model, 
simulated calculated from 193

OECD programme, international 
student assessment (PISA), 
education and 184

OECD STAN database 116
OECD study on private bank loans 

193
oil shock (1973) 61
outsourcing 63, 156

PCMs 50, 108
persistence in dominance 96–8

changes in leadership 103–105
linking (stability in) leadership to 

(stability in) concentration 
105–106

linking turbulence to changes in 
concentration 100–102

persistence in top fi ve leadership 
98–9

source of entry into top fi ve 
leadership 99–100

turbulence in top leadership 102
Philips, leading fi rm in lighting 102
PLI data (1993 and 1997) 32–4
Portugal 115, 122, 125, 478

bilateral differences 1980/83 and 
1994/97 123–4

employment in service sector 152

impact of transparency 53–4
imports and exports 213
industry characteristic bias

1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
lack of success in attracting high-

tech investment 151–2
low returns to scale, low technology 

and little education 253
PLI data 33
regional structure of manufacturing 

133
positive shock to productivity 190–91
postal services, liberalisation not very 

advanced 184
precision instruments, decline in 

output 52
price comparisons, arbitrage breaks 

down international price 
discrimination 54–5

price dispersion
ambiguous effects and 24
price differences between countries 

28
reduction from greater integration 

and 6
price leadership, mechanism used 

by fi rms to coordinate pricing 
decisions 102

Price Level Indices see PLI
price statistics, ‘EU-core’ and ‘non-

core’ regions 29
price transparency, product markets 

and 18
price transparency effect 18–19, 34, 36
price transparency and market 

equilibria
consumer price transparency effect 

20
market segmentation 22–3
summary of theoretical model 19–20
transparency and arbitrage 21
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transparency and the trigger strategy 
20–21

price-cost margins see PCMs
prices fall, if  toughening in competitive 

regime 85
procedure for construction of measure 

of specialisation 118
producer price indexes in ECU, each 

country and each sector 215
producers, secret price cuts to 

customers 39
product differentiation strategies, can 

reduce elasticity of demand 248
product market deregulation, real 

wages fall below baseline in short 
run 189

product market integration
improves allocative effi ciency 3, 

244
macroeconomic effects 9–11
microeconomic effects 5–9

product market liberalisation/
deregulation, effi ciency and 174, 
186, 195

product market reforms
demand for labour and 193
macroeconomic impact of 9
need to be introduced with labour 

market reforms 190
power to respond to adverse shocks 

11
try to increase competition and 

reduce monopoly rents 173
product market reforms and 

macroeconomic performance 
171–2

main transmission channels 174–6
increasing labour productivity 

177–8
long-run adjustment 177
short-run adjustment 176–7
strengthening competitive 

conditions 176
policy interactions 178

need for comprehensive reform 
design 179

setting the stage 172–4
two-way interaction between 

structural reforms and macro-
policies 179–80

product markets
effects from economic integration 

and single currency 54
single currency and 49

product specialisation, gradual 
increase since early (1980s) 8

production concentration, changes 7
production costs, return to core 

business 4
production specialisation, rising since 

(1980s) 5, 250, 252
productivity growth

appears higher where concentration 
declining 108

higher in industries with decreasing 
concentration 110

productivity growth and equilibrium, 
determined endogenous variables 
173

Quest II model 9
basic characteristics of 174–6
equations (3) and (1) 177
fall of wages and 187
TFP and 188

R&D 34, 39
business investment insuffi cient 12
vertical positioning of fi rm and 227

R&D-based innovation, positive 
externalities 185

R&D-intensive industries, researcher 
abundant locations and 114

railway stock 34, 36–7
recent product market reforms in EU 

180
fostering investment in knowledge, 

increasing productivity 184
human capital formation 184–5
improving competitive conditions 

181
information and communication 

technologies (ICT) 185–6
liberalisation of the network 

industries 183–4
market effi ciency 181–2
market integration 181
R&D and innovation 185

Dierx 03 chap07   274Dierx 03 chap07   274 25/10/04   4:51:56 pm25/10/04   4:51:56 pm



 Index 275

reduction of intra-trade barriers, re-
dispersion of economic activity 
over space 5

reference currencies, US dollar and the 
ECU 203

regional structure of European 
manufacturing 132–3

Relative Volatility Index 203
removal of barriers, reduction in 

transport and transaction costs 5
removal of barriers to trade and 

investment, entry by foreign fi rms 
244

research and advertising-intensive 
fi rms, diversifi ed because of 
intangible assets 74

restoring productive effi ciency, increase 
of total factor productivity 187–8

‘return to core business’ 4, 68, 81, 248, 
254

road ahead, the 11–12
Rondi, L. 7, 247–8
Rose, A.K. 5, 240–41, 250
rubber products 35–8, 52
rubber (tyres) 35

Sapir, A. 206, 219, 239, 240
Scandinavia, upwards price 5
scientists, will be produced where most 

valued by industries 144–5
sector exposure for EU-15 and EU-11  

207
EU-15 compared to EMU-11 

209–13
indicator of exposure to competition 

for EU-15  209
market share distribution 207–208

sectoral types 223–4
sectors

with high elasticity 199, 242
highest elasticity of trade to 

exchange rate fl uctuations 232
sectors sensitive to market integration 

forces, more concentration 93
sectors’ trade elasticity to exchange 

rate fl uctuations
data issues 213–16
differences in elasticity across sectors 

216–19
role of market structure 219–22

sectors where dynamics important, 
expectations of exchange rates 
and 219

segmentation 216, 221, 242
Sekkat, K. 9–10, 206, 217, 219, 240–41
seller concentration in effective 

marketplace, lower 85
seller price transparency, important in 

a few industries 39
Sembenelli, A. 69, 245
sensitive industries, impact of SMP on 

productivity 245
sensitivity of results, size and 

underlying symmetry of the 
experiments 41

sensitivity to exchange rate 
fl uctuations, market dynamics 
and 240

service sectors in Europe, integration 
measures and 61

service-intensive industries, growth and 
15–6

services 114, 156
shocks, fl uctuations in euro exchange 

rate against the dollar 254
simulation model

comparative advantage and new 
economic geography forces 115

factor abundance and new economic 
geography model 146

simulation results, short-run costs 
minimised in wages and 
employment 194

simulations, based on symmetric 
calibrated transparency measures 
41

single currency
CGE assessment 40–41

integrated market experiment 
52–3

model, calibration and data 41–4
potential impact of monetary 

union on Member States 
53–4

price transparency and 49–52
transparency–industry 

characteristics and market 
structure 44–8

comparing prices of rival 
differentiated products 39
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effect on price dispersion 23
four analytically distinct effects 18
international price comparisons for 

brand easier 39
reduction in trade barriers 17–18
small direct impact on producer 

price transparency 54
Single Market Programme see SMP
Sleuwaegen, L. 7, 62
Smith, A. 84, 246
SMP

(1992) ix–x, 1, 8, 61, 84
assessment of 192
asymmetric impact across industries 

247
Commission studies on impact of 

191
cost-price margins have fallen in 

sectors sensitive to 245
de-diversifi cation trend according to 

sensitivity to 75
eliminate non-tariff  barriers to trade 

and investment 181
enterprises’ reactions to change in 

economic environment 1
evaluation by European 

Commission (1996) 62–3, 86
expected to impact asymmetrically 

across industries 80
industries identifi ed as being 

sensitive to effects of 93
Internal Market Strategy 181
main effects from 62, 192
no marked effect on location and 

specialisation on completion 
of 161

occasion for enterprises to review 
location of production facilities 
255

price convergence in countries in EU 
core 5

pro-competitive effects stronger in 
more concentrated sectors and 
254

reduce costs of trade between 
European economies 17

reduction in mark-ups and reduction 
in costs 107

‘return to core’ and geographical 
concentration in production 
(1987–97) 79

some Member States temporary 
derogation on key elements of 
237

studies to assess pro-competitive 
effects of 245

SMP and EMU
European integration and 237
market entry and 2
modify framework under which 

fi rms compete 238
pro-competitive effect and 249
raising level of competition in least 

competitive sectors 10
soaps, detergents,, perfumes, toiletries 

34–6, 38
social exclusion 12
southern Member States, specialised in 

low-quality products 252
Spain 192

bilateral differences 1980/83 and 
1994/97  123–4

employment in service sector 152
impact of transparency 53
imports and exports 213
industry characteristic bias

1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
PLI data 33
regional structure of manufacturing 

133
Special Report of the European 

Economy (2002) 241
specialisation of countries

evidence for the trade data 125–7
how similar are countries’ industrial 

structures? 122–5
how specialised are counties? 117–22
increase in EU countries (1980 and 

1990) 250
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largest changes occur in smaller EU 
Member States 250

monitoring across Europe crucial 
249–50

what is the industrial specialisation 
of countries? 127–31

specialisation of locations 157–8, 167
specialised transnational fi rm, 

increased from 19 to 38  77
Spring European Council 12
stability in leadership 102–103
strengthening competitive forces, helps 

economies to respond to adverse 
shocks 174

strict regulations on entrepreneurial 
activity, negative effects and 182

structural reforms
decline in mark-ups in network 

industries 187
growth stimulus from past reforms 

tend to fade 194–5
impact on investment 180
impact on productive and dynamic 

effi ciency 187
structure of product markets, 

composition of employment and 
179

‘stylised reform shocks’ 186
summary measures of relative shares 

121
supply-side strategies, limit number of 

companies in the market 248
survivors, relatively high diversifi cation 

67–8
sustainability of public fi nances, 

pension and health care reform 12
Sutton, J. 85, 90
Sweden 100, 125

bilateral differences 1980/83 and 
1994/97 123–4

employment in service sector 152
impact of transparency 53
imports and exports 213
industry characteristic bias

1994/97 132
economies of scale, technology 

129
factor intensities 130

intermediate goods usage and 
functional destination of 
output 131

intra-industry trade (1980–2001) 252
Krugman specialisation index 119

exports and imports 126
PLI data 33
reduction in diversifi ed operations 

80
regional structure of manufacturing 

133
Switzerland 24
symmetric experiments, symmetric 

calibrated transparency measures 
41, 44

symmetric shock, affects all countries 
same way 239

symmetric simulation-DSI 49, 54

telecommunications
deregulation 64
liberalisation most advanced in 

183–4, 187
spending slightly above US in EU 

186
textiles, largest decline in output 50
textiles and clothing, southern 

European countries and 8
TFP 187–8, 192–3
top fi ve companies, lost more than 

half  of market share position 
(1987–2000) 254

total factor productivity see TFP
trade cost reduction, increase intensity 

of competitive interaction and 17
trade-off

between industrial and geographical 
diversifi cation 7

entering Member State or new 
industry re-balanced to 
transnational option 77

transnational fi rms, structure that 
allows complex strategy 64

transparency
ambiguous effects on price level in 

single market 23
impact of by country 52
impact on consumers, producers and 

arbitrageurs 52
reinforced by electronic commerce 3
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transport, rights to competitive rights 
and 184

transportation, deregulation and 64, 84
turbulence

leading fi rms’ capability to maintain 
collusive agreements 96

market leadership in EU 
manufacturing industries 249, 
254

turbulence and changes in 
concentration for selected sectors 
101–102

Type 1 homogeneous product 
industries 73

competition very fi erce 91
production more equally spread 

among countries 76
Type 2 industries producing 

differentiated products 73
level of concentration higher 92
more concentrated than Type 1  91

Type (2A) product differentiation 
achieved by advertising 
expenditure 74

food, drink and tobacco industries 
91

Type (2AR) differentiation by 
investment and R&D 74, 92

consumer durables and 92
endogenous costs and can be entry 

barriers 91
higher and increasing level of 

geographical diversifi cation 76
trend towards larger scale stronger 

85
Type (2R) product differentiation by 

R&D 74
industries in engineering 91

‘typical’ industry spending on 
advertising and R&D 91

UK 8, 122, 131
bilateral differences 1980/83 and 

1994/97 123–4
employment in service sector 152
Fouquin’s exposure index 241–2
geographical diversifi cation 72
high technology, high returns to 

scale and educated workforce 
253

impact of transparency 53–4
imports and exports 213
industrial diversifi cation (1987–

1993–1997) 72
industry characteristic bias

1994/97 132
economies of scale, technology 

129
factor intensities 130
intermediate goods usage and 

functional destination of 
output 131

intra-industry trade (1980–2001) 
252

Krugman specialisation index 119
exports and imports 126

PLI data 33
reduction in diversifi ed operations 

80
regional structure of manufacturing 

133
sensitive industries and SMP 245

UN Com-Trade database 116
UN Report (1993), shift in strategy of 

MNEs 64
UN UNIDO database 116
underlying industry characteristics 

(DDI) 53
uninational fi rms diversifi ed at home, 

dropped from 47 to 18  77
US 192, 242

computers 207
decline in industrial concentration 

between (1970) and mid (1980s) 
157

exchange rates used to obtain 
bilateral rates 215

imports and exports 214
industrial structures converging 

115
motor industry has dispersed so less 

specialised 159
papers on exchange rates 206
production share of dollar sensitive 

sectors (1995–99) 243
productivity in (1990s), new 

technologies and 185
steady decline of specialisation of 

states 157
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Vannoni, D. 7, 69
Venables, A.J. 8, 84, 245–6
vertical differentiation, products sold 

at different prices 227
Veuglers, R. 7, 87, 90, 96, 107–109, 

181, 249

wages, deviations from baseline 189–90
wages rule, QUEST II model 177
weighted average C5-concentration 

ratio 89, 92–3, 111
welfare

changes fairly modest 54
high concentration and low 

turbulence detrimental for 97

increases depend on extent of 
consumer transparency effect 
55

industries in which national market 
concentration high 85

White’s heteroscedasric consistent 
standard errors 148

WIFO (1999) 115, 120, 134
wine 35–6
within-sample exchange rate, 

commodity/time time dimension 
29

without monetary policy, lower 
infl ation key in crowding-in extra 
activity 189–90
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