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## Preface

The 14th International Conference on Practice and Theory in Public Key Cryptography (PKC 2011) was held March 6-9, 2011 in Taormina, Italy. PKC 2011 was sponsored by the International Association for Cryptologic Research (IACR).

The conference received 103 submissions and each submission was assigned to at least three committee members. Submissions co-authored by members of the Program Committee were assigned to at least five committee members. Due to the large number of high-quality submissions, the review process was challenging and we are deeply grateful to the 30 committee members and the 96 external reviewers for their outstanding work. After extensive discussions, the Program Committee selected 28 submissions for presentation during the conference: these are the articles that are included in this volume. The review process was run using Shai Halevi's software, and we are indebted to him for his help in setting it up and running it.

The program also included one invited talk: "New Developments in LeakageResilient Cryptography" given by Vinod Vaikuntanathan, whom we thank for accepting our invitation and for contributing to the success of the conference.

Our thanks go also to Springer for publishing the proceedings in the Lecture Notes in Computer Science series.
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# Linearly Homomorphic Signatures over Binary Fields and New Tools for Lattice-Based Signatures 

Dan Boneh ${ }^{\star}$ and David Mandell Freeman**<br>Stanford University<br>\{dabo,dfreeman\}@cs.stanford.edu


#### Abstract

We propose a linearly homomorphic signature scheme that authenticates vector subspaces of a given ambient space. Our system has several novel properties not found in previous proposals: - It is the first such scheme that authenticates vectors defined over binary fields; previous proposals could only authenticate vectors with large or growing coefficients. - It is the first such scheme based on the problem of finding short vectors in integer lattices, and thus enjoys the worst-case security guarantees common to lattice-based cryptosystems. Our scheme can be used to authenticate linear transformations of signed data, such as those arising when computing mean and Fourier transform or in networks that use network coding. Our construction gives an example of a cryptographic primitive - homomorphic signatures over $\mathbb{F}_{2}$ - that can be built using lattice methods, but cannot currently be built using bilinear maps or other traditional algebraic methods based on factoring or discrete log type problems.

Security of our scheme (in the random oracle model) is based on a new hard problem on lattices, called $k$-SIS, that reduces to standard average-case and worstcase lattice problems. Our formulation of the $k$-SIS problem adds to the "toolbox" of lattice-based cryptography and may be useful in constructing other latticebased cryptosystems.

As a second application of the new $k$-SIS tool, we construct an ordinary signature scheme and prove it $k$-time unforgeable in the standard model assuming the hardness of the $k$-SIS problem. Our construction can be viewed as "removing the random oracle" from the signatures of Gentry, Peikert, and Vaikuntanathan at the expense of only allowing a small number of signatures.


Keywords: Lattice-based cryptography, homomorphic signatures.

## 1 Introduction

A linearly homomorphic signature scheme signs $n$-dimensional vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ defined over some finite field $\mathbb{F}_{p}$ and outputs one signature per vector. The linear homomorphic property is that given these $k$ signatures, anyone can produce a signature on

[^1]any vector $\mathbf{v}$ in the $\mathbb{F}_{p}$-linear span of $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$. The signature is secure if it is difficult to produce a signature on any vector $\mathbf{v} \in \mathbb{F}_{p}^{n}$ outside the linear span of $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$. We give precise definitions in Section 2

The original motivation for linearly homomorphic signatures comes from the network coding routing mechanism [12, 11, 25, 4, 13]. In a computer network that uses network coding, a message sender signs a number of "augmented" message vectors and transmits the resulting vector-signature pairs through the network to a recipient. Each router along the way receives a number of signed vectors and creates a random linear combination $\mathbf{v}$ of the vectors it receives. The router uses the homomorphic property to derive a signature on $\mathbf{v}$ and forwards $\mathbf{v}$ and its signature to the next router, which then does the same with the signed vectors it receives. The ultimate recipient obtains several random linear combinations of the original message vectors, discards all vectors that are not properly signed, and recovers the original message by solving a full-rank linear system over $\mathbb{F}_{p}$. Security of the signature scheme ensures that the recipient obtains the originally transmitted message vectors. In implementations there is a desire to use network coding with addition over $\mathbb{F}_{2}$, so that computations on messages are simple XORs and decoding amounts to solving a linear system over $\mathbb{F}_{2}$.

Beyond network coding, linearly homomorphic signatures enable linear computations on authenticated data. For example, consider a server that stores signed data samples $s_{1}, \ldots, s_{n}$ in $\mathbb{F}_{p}$. The signature on sample $s_{i}$ is actually a signature on the vector $\left(s_{i} \mid \mathbf{e}_{i}\right) \in \mathbb{F}_{p}^{n+1}$, where $\mathbf{e}_{i}$ the $i$ th unit vector in $\mathbb{F}_{p}^{n}$. The server stores $\left(i, s_{i}\right)$ and a signature on $\left(s_{i} \mid \mathbf{e}_{i}\right)$. (The vector $\mathbf{e}_{i}$ need not be stored with the data and can be reconstructed from $i$ when needed.) Using the homomorphic property, the server can compute a signature $\sigma$ on the sum $\left(\sum_{i=1}^{n} s_{i}, 1, \ldots, 1\right)$. If $\sigma$ reveals no other information about the original samples, then the server can publish the sum $\sum_{i=1}^{n} s_{i}$ and the signature $\sigma$ on the sum while maintaining privacy of the original data. The "augmentation" $(1, \ldots, 1)$ proves that the published message really is the claimed sum of the original samples ${ }^{1]}$ More generally, the server can publish an authenticated inner product of the samples $\mathbf{s}:=\left(s_{1}, \ldots, s_{n}\right)$ with any known vector $\mathbf{c} \in \mathbb{F}_{p}^{n}$ without leaking additional information about the samples. This is needed, for example, to publish an authenticated Fourier coefficient from the Fourier transform of s. It can also be used to compute an authenticated least squares fit for a set of signed data.

Previous results on linearly homomorphic signatures make use of groups in which the discrete logarithm problem is hard [18, 11, 25, 4] or the RSA assumption holds [13]. In the former case, signatures are linearly homomorphic over $\mathbb{F}_{p}$ for some large $p$, while in the latter case, signatures are homomorphic over the integers (with some bound on the size of the coefficients allowed in linear combinations). In particular, no previous scheme can support linear operations over a small field such as $\mathbb{F}_{2}$. This appears to be an inherent limitation of discrete log-type systems, since the discrete log problem is not hard in $\mathbb{F}_{2}$. A similar limitation prevents an RSA-based system over $\mathbb{F}_{2}$.

More distantly related to our work is the notion of "redactable" signatures [24, 16, $15,3,22,21,10,8,7]$. These schemes have the property that given a signature on a message, anyone can derive a signature on subsets of the message. Our focus here is

[^2]quite different - we look at linear operations on tuples of authenticated vectors rather than a subset operation on a single message.

## Our Contributions

- Homomorphic signatures over $\mathbb{F}_{2}$ : We construct the first unforgeable linearly homomorphic signature scheme that authenticates vectors with coordinates in $\mathbb{F}_{2}$. Our construction gives an example of a cryptographic primitive that can be built using lattice methods, but cannot currently be built using bilinear maps or other traditional algebraic methods based on factoring or discrete log type problems. Our scheme can be easily modified to authenticate vectors with coefficients in other small fields, including prime fields and extension fields such as $\mathbb{F}_{2^{d}}$. In addition, our scheme is private, in the sense that a derived signature on a vector v leaks no information about the original signed vectors beyond what is revealed by $\mathbf{v}$.
- A simple $k$-time signature without random oracles: We describe a stateless signature scheme and prove it secure in the standard model when used to sign at most $k$ messages, for small values of $k$. The public key of our scheme is significantly smaller than that of any other stateless lattice-based signature scheme that can sign multiple large messages and is secure in the standard model. Our construction can be viewed as "removing the random oracle" from the signature scheme of Gentry, Peikert, and Vaikuntanathan [14], but only for signing $k$ messages.
- New tools for lattice-based signatures: Unforgeability of both of our schemes is based on a new hard problem on lattices, which we call the $k$-Small Integer Solutions ( $k$-SIS) problem. We show that $k$-SIS reduces to the standard Small Integer Solution (SIS) problem, which is known to be as hard as standard worst-case lattice problems [20].

Unforgeability of our $k$-time signature scheme depends on bounds for the length of vectors sampled from discrete Gaussian distributions. We prove both upper and lower bounds that are essentially as tight as possible. Our upper bound improves on a result of Micciancio and Regev [20, Lemma 4.4], and our lower bound is (to our knowledge) the first such bound in the literature.

Privacy of our linearly homomorphic scheme depends on a new result on discrete Gaussian distributions, namely, that the distribution of a sum of samples from a discrete Gaussian is statistically close to a discrete Gaussian distribution that depends only on the sum and not on the individual samples. While the analogous result for continuous Gaussians is well known, this is (to our knowledge) the first such result for discrete Gaussians.

Overview of the Homomorphic Signature Scheme. Our construction builds on the signature scheme of Gentry, Peikert, and Vaikuntanathan [14], in which signatures are short vectors $\sigma$ in lattices defined modulo some large integer $q$. The key idea in our construction is to use short vectors $\sigma$ in (cosets of) lattices defined modulo $2 q$, which allows us to encode different information modulo 2 and modulo $q: \sigma$ mod 2 encodes information about the vector being signed, while $\sigma \bmod q$ encodes a solution to a hard problem, ensuring that an adversary cannot forge the signature.

The fact that $\sigma$ is a short integer vector ensures that the two parts cannot be attacked independently. Specifically, applying the Chinese remainder theorem to two vectors $\sigma_{2}$ and $\sigma_{q}$ that are correct $\bmod 2$ and $\bmod q$, respectively, does not produce a short integer vector. This property appears to be unique to lattice- based cryptography: if we attempted a similar construction in discrete log groups of order $2 q$, we would easily be able to attack the order 2 and order $q$ parts independently.

Concretely, our construction works as follows. Let $q$ be an odd prime. To sign a vector subspace $V=\operatorname{span}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)$ of $\mathbb{F}_{2}^{n}$, we define a matrix $\mathbf{A}_{V} \in \mathbb{Z}_{2 q}^{m \times n}$ and then sign each basis vector $\mathbf{v}_{i}$. A signature on $\mathbf{v}_{i} \in \mathbb{F}_{2}^{n}$ is a low-norm vector $\sigma_{i} \in \mathbb{Z}^{m}$ such that $\mathbf{A}_{V} \cdot \sigma_{i}=q \cdot \mathbf{v}_{i} \bmod 2 q$. A signature $\sigma \in \mathbb{Z}^{m}$ on a vector $\mathbf{y} \in \mathbb{F}_{2}^{n}$ is valid if $\sigma$ has small norm and $\mathbf{A}_{V} \cdot \sigma=q \cdot \mathbf{y} \bmod 2 q$.

Producing such a signature requires knowing a short basis for the integer lattice defined by the kernel of $\mathbf{A}_{V}$; to obtain such a basis we combine the trapdoor generation algorithm of Alwen and Peikert [2] with the basis delegation mechanism of Cash, Hofheinz, Kiltz, and Peikert [9].

The homomorphic property of our scheme is now immediate: if we are given arbitrary vector-signature pairs $\left(\mathbf{v}_{j}, \sigma_{j}\right) \in \mathbb{F}_{2}^{n} \times \mathbb{Z}^{m}$ for $j=1, \ldots, \ell$, we can create a signature on $\mathbf{v}=\mathbf{v}_{1}+\cdots+\mathbf{v}_{\ell} \in \mathbb{F}_{2}^{n}$ by computing $\sigma=\sigma_{1}+\cdots+\sigma_{\ell} \in \mathbb{Z}^{m}$. Since the $\sigma_{j}$ are all valid signatures on the $\mathbf{v}_{j}$, we see that $\mathbf{A}_{V} \cdot \sigma=q \cdot \mathbf{v} \bmod 2 q$ and $\sigma$ has low norm (if $\ell$ is sufficiently small), so $\sigma$ is a valid signature on $\mathbf{v}$.
Security and the $\boldsymbol{k}$-SIS Problem. To prove unforgeability, we need to show that given signatures on basis vectors of $V$, it is impossible to generate a signature on a vector outside of $V$. To do so we define the $k$-SIS problem, which, roughly speaking, is as follows:

Given a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ and $k$ short vectors $\mathbf{e}_{1}, \ldots, \mathbf{e}_{k} \in \mathbb{Z}^{m}$ satisfying $\mathbf{A} \cdot \mathbf{e}_{i}=$ $0 \bmod q$, find a short vector $\mathbf{e} \in \mathbb{Z}^{m}$ satisfying $\mathbf{A} \cdot \mathbf{e}=0 \bmod q$, such that $\mathbf{e}$ is not in $\mathbb{Q}-\operatorname{span}\left(\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}\right)$.

When $k=0$ this is the standard SIS problem [20].
In Section 5 we show that an adversary that breaks the homomorphic signature scheme (defined mod $2 q$ ) in the random oracle model can be used to solve the $k$-SIS problem $($ defined $\bmod q)$. In Section 4 we show that the $k$-SIS problem is as hard as the SIS problem. Our reduction degrades exponentially in $k$, which forces us to use a constant-size $k$ if we want our linearly homomorphic scheme to be provably secure based on worst-case lattice problems. It is an important open problem to give either a tighter reduction to SIS or a direct reduction from $k$-SIS to worst-case lattice problems.

For some applications of linearly homomorphic signatures it is desirable that the derived signatures be private; that is, a derived signature on a vector $\mathbf{v}$ in $\operatorname{span}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)$ should not leak information about the original vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ beyond what is revealed by $\mathbf{v}$. For our construction, to prove privacy it suffices to show that the distribution obtained by summing independent discrete Gaussians depends only on the coset of the sum and the linear combination being computed. We prove this statement in Section 4

Overview of the $\boldsymbol{k}$-Time Signature Scheme. Our goal is to use the same mechanism as in the homomorphic signature scheme to construct an ordinary signature scheme.

Since homomorphic signatures are not existentially unforgeable, we must find a way to remove the homomorphic property. To do this, we impose the requirement that the length of a valid signature $\sigma \in \mathbb{Z}^{m}$ be very close to the expected length of the vector produced by the signing algorithm. We then show that any linear combination of valid signatures will be too long to satisfy this tight bound, so the homomorphic property is of no use to an adversary.

As with the homomorphic scheme, the security of our $k$-time signature scheme follows from hardness of the $k$-SIS problem. We prove security (in the standard model) against a static attacker, who submits all of his message queries before receiving the public key. By a standard transformation using chameleon hashes [17], this implies the existence of a scheme secure against an adaptive attacker, also in the standard model. Our security proof requires tight bounds on the length of a vector sampled from a discrete Gaussian distribution. We use new upper and lower bounds that are essentially as tight as possible.

Lyubashevsky and Micciancio [19] give a lattice-based one-time signature scheme secure in the standard model and show how it can be converted to sign $k$ messages. For small values of $k$, our construction gives a more efficient stateless $k$-time signature than is produced by this conversion.
Outline of the Paper. Section 2 gives a formal definition and security model for linearly homomorphic signatures. In Section 3 we review facts about lattices. Section 4 describes the new tools we use in our constructions, including the $k$-SIS problem and our reduction of $k$-SIS to SIS. In Section 5 we present our homomorphic scheme, and in Section 6we present our $k$-time signature scheme. Finally, in Section 7 we describe extensions of our scheme and open questions. Because of space considerations, proofs have been omitted and can be found in the full version of this paper [6].

## 2 Linearly Homomorphic Signatures

We define linearly homomorphic signatures over any principal ideal domain $R$. These signatures authenticate tuples (a.k.a. vectors) of elements of $R$. This definition encompasses the homomorphic signatures over finite fields defined by Boneh et al. [4] as well as the signatures over $\mathbb{Z}$ and $\mathbb{Z}_{N}$ defined by Gennaro et al. [13]. While we describe the system in terms of a fixed ring $R$, it may be that $R$ is determined by the Setup algorithm, as in the case where the size of $R$ depends on the system's security parameter.

To prevent "mix-and-match" attacks, each set of vectors signed is given a unique identifier id, which serves to tie together all vectors that belong to the same file or data set. Our security model requires that this identifier be unpredictable; in our scheme it is chosen at random by the signer.
Definition 1 (adapted from [4]). Let $R$ be a principal ideal domain. A linearly homomorphic signature scheme over $R$ is a tuple of probabilistic, polynomial-time algorithms (Setup, Sign, Combine, Verify) with the following functionality:

- Setup ( $n$, params). On input a security parameter $n$ (in unary) and additional public parameters params that include the dimension $N$ of the ambient space and the dimension $k$ of subspaces to be signed, this algorithm outputs a public key pk and a secret key sk.
- Sign(sk, id, v). On input a secret key sk, an identifier id $\in\{0,1\}^{n}$, and a vector $\mathbf{v} \in R^{N}$, this algorithm outputs a signature $\sigma$.
- Combine(pk, id, $\left.\left\{\left(\alpha_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right)$. On input a public key pk, an identifier id, and a set of tuples $\left\{\left(\alpha_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}$ with $\alpha_{i} \in R$, this algorithm outputs a signature $\sigma$. (This $\sigma$ is intended to be a signature on $\sum_{i=1}^{\ell} \alpha_{i} \mathbf{v}_{i}$.)
- Verify (pk, id, $\mathbf{y}, \sigma$ ). On input a public key pk, an identifier id $\in\{0,1\}^{n}$, a vector $\mathbf{y} \in R^{N}$, and a signature $\sigma$, this algorithm outputs either 0 (reject) or 1 (accept).

We require that for each ( $\mathrm{pk}, \mathrm{sk}$ ) output by $\operatorname{Setup}(n$, params $)$, we have:

1. For all id and $\mathbf{y} \in R^{N}$, if $\sigma \leftarrow \operatorname{Sign}(\mathrm{sk}$, id, $\mathbf{y})$ then $\operatorname{Verify}(\mathrm{pk}, \mathrm{id}, \mathbf{y}, \sigma)=1$.
2. For all id $\in\{0,1\}^{n}$ and all sets of triples $\left\{\left(\alpha_{i}, \sigma_{i}, \mathbf{v}_{i}\right)\right\}_{i=1}^{\ell}$, if it holds that $\operatorname{Verify}\left(\mathrm{pk}, \mathrm{id}, \mathbf{v}_{i}, \sigma_{i}\right)=1$ for all $i$, then

$$
\operatorname{Verify}\left(\mathrm{pk}, \text { id, } \sum_{i} \alpha_{i} \mathbf{v}_{i} \text {, Combine }\left(\mathrm{pk}, \text { id, }\left\{\left(\alpha_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right)\right)=1 .
$$

In our lattice-based linearly homomorphic signature scheme, we cannot combine arbitrarily many valid signatures and still guarantee successful verification. We capture this property by saying that the scheme is L-limited if correctness property (2) holds for all $\ell \leq L$ whenever the $\sigma_{i}$ are output by the Sign algorithm.

Unforgeability. The security model for linearly homomorphic signatures allows an adversary to make adaptive signature queries on files of his choosing, with the signer randomly choosing the identifier id for each file queried. The winning condition captures the fact that there are two distinct types of forgeries: a vector-signature pair $\left(\mathbf{y}^{*}, \sigma^{*}\right)$ that verifies for some file not queried to the signer (a type 1 forgery), or a pair $\left(\mathbf{y}^{*}, \sigma^{*}\right)$ that verifies for some file that was queried to the signer, but for which $\mathbf{y}^{*}$ is not a linear combination of the vectors queried (a type 2 forgery).

Definition 2 (adapted from [4]). A homomorphic signature scheme $\mathcal{S}=$ (Setup, Sign, Combine, Verify) over $R$ is unforgeable if the advantage of any probabilistic, polynomial-time adversary $\mathcal{A}$ in the following security game is negligible in the security parameter $n$ :

Setup: The challenger runs $\operatorname{Setup}(n$, params) to obtain ( $\mathrm{pk}, \mathrm{sk}$ ), and gives pk to $\mathcal{A}$.
Queries: Proceeding adaptively, $\mathcal{A}$ specifies a sequence of $k$-dimensional subspaces $V_{i} \subset R^{N}$, represented as a $k$-tuples of basis vectors $\mathbf{v}_{i 1}, \ldots, \mathbf{v}_{i k}$. For each $i$, the challenger chooses $\operatorname{id}_{i}$ uniformly from $\{0,1\}^{n}$ and gives to $\mathcal{A}$ the identifier $\mathrm{id}_{i}$ and the $j$ signatures $\sigma_{i j} \leftarrow \operatorname{Sign}\left(\mathrm{sk}, \mathrm{id}_{i}, \mathbf{v}_{i j}\right)$ for $j=1, \ldots, k$.
Output: $\mathcal{A}$ outputs id ${ }^{*} \in\{0,1\}^{n}$, a non-zero vector $\mathbf{y}^{*} \in R^{N}$, and a signature $\sigma^{*}$.
The adversary wins if Verify $\left(\mathrm{pk}, \mathrm{id}^{*}, \mathbf{y}^{*}, \sigma^{*}\right)=1$, and either (1) $\mathrm{id}^{*} \neq \mathrm{id}_{i}$ for all $i$ (a type 1 forgery), or (2) $\mathrm{id}^{*}=\mathrm{id}_{i}$ for some $i$ but $\mathbf{y}^{*} \notin V_{i}$ (a type 2 forgery). The advantage HomSig- $\operatorname{Adv}[\mathcal{A}, \mathcal{S}]$ of $\mathcal{A}$ is defined to be the probability that $\mathcal{A}$ wins the game.

Privacy. Given signatures on vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ in $R^{N}$, it is desirable that derived signatures on a vector $\mathbf{v}$ in $\operatorname{span}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)$ not leak any information about $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ beyond what is revealed by $\mathbf{v}$. We are not trying to hide the fact the derivation took place or the function that was used to compute $\mathbf{v}$, merely the inputs to the function.

More precisely, we define privacy for linearly homomorphic signatures using a variation of a definition from [8]. The definition captures the idea that given signatures on a number of derived vectors in one of two different vector spaces, the attacker cannot tell which space the derived signatures came from. This indistinguishability holds even if the secret key is leaked. We call signatures with this property weakly context hiding. The reason for "weak" is that we are not hiding the fact that derivation took place or the computed function and we assume the original signatures are not public. Ahn et al. [1] define a stronger notion of privacy, called strong context hiding, that requires that derived signatures be distributed as independent fresh signatures on the same message; this requirement ensures privacy even if the original signatures are exposed.
Definition 3. A homomorphic signature scheme $\mathcal{S}=$ (Setup, Sign, Combine, Verify) over $R$ is weakly context hiding if the advantage of any probabilistic, polynomial-time adversary $\mathcal{A}$ in the following security game is negligible in the security parameter $n$ :

Setup: The challenger runs $\operatorname{Setup}(n$, params) to obtain (pk, sk) and gives pk and sk to $\mathcal{A}$.

Challenge: $\mathcal{A}$ outputs $\left(V_{0}, V_{1}, f_{1}, \ldots, f_{s}\right)$ where $V_{0}$ and $V_{1}$ are linear spaces over $R^{N}$ represented as $k$-tuples of vectors $\left(\mathbf{v}_{1}^{(b)}, \ldots, \mathbf{v}_{k}^{(b)}\right)$ for $b=0,1$. The functions $f_{1}, \ldots, f_{s}$ are $R$-linear functions ${ }^{2}$ on $\left(R^{N}\right)^{k}$ satisfying

$$
f_{i}\left(\mathbf{v}_{1}^{(0)}, \ldots, \mathbf{v}_{k}^{(0)}\right)=f_{i}\left(\mathbf{v}_{1}^{(1)}, \ldots, \mathbf{v}_{k}^{(1)}\right) \quad \text { for all } i=1, \ldots, s
$$

In response, the challenger generates a random bit $b \in\{0,1\}$ and a random tag $\tau \in$ $\{0,1\}^{n}$ and signs the vector space $V_{B}$ using the tag $\tau$. Next, for $i=1, \ldots, s$ the challenger uses Combine to derive signatures $\sigma_{i}$ on $f_{i}\left(\mathbf{v}_{1}^{(b)}, \ldots, \mathbf{v}_{k}^{(b)}\right)$ and sends $\sigma_{1}, \ldots, \sigma_{s}$ to $\mathcal{A}$. The functions $f_{1}, \ldots, f_{s}$ can be output adaptively after $V_{0}, V_{1}$ are output.
Output: $\mathcal{A}$ outputs a bit $b^{\prime}$.
The adversary $\mathcal{A}$ wins the game if $b=b^{\prime}$. The advantage of $\mathcal{A}$ is the probability that $\mathcal{A}$ wins the game.

Winning the context hiding game game means that the attacker was able to determine whether the challenge signatures were derived from signatures on $V_{0}$ or from signatures on $V_{1}$. We note that for discrete log-based linearly homomorphic signatures such as those of [4], weak context hiding follows from the uniqueness of the signature.

## 3 Background on Lattices

In this section we describe the lattices we will be using and their properties. Precise statements of these results can be found in the full version of this paper [6].

[^3]Notation. For any integer $q \geq 2$, we let $\mathbb{Z}_{q}$ denote the ring of integers modulo $q$. When $q$ is prime, $\mathbb{Z}_{q}$ is a field and is sometimes denoted $\mathbb{F}_{q}$. We let $\mathbb{Z}_{q}^{n \times m}$ denote the set of $n \times m$ matrices with entries in $\mathbb{Z}_{q}$. We denote matrices by capital boldface letters and vectors by lowercase boldface letters. We say a function $f: \mathbb{Z} \rightarrow \mathbb{R}^{+}$is negligible if it is $O\left(n^{-c}\right)$ for all $c>0$, and we use $\operatorname{negl}(n)$ to denote a negligible function of $n$. The function $\lg x$ is the base 2 logarithm of $x$.

Lattices. An $m$-dimensional lattice $\Lambda$ is a full-rank discrete subgroup of $\mathbb{R}^{m}$. We will be interested in integer lattices $\Lambda$, i.e., those whose points have coordinates in $\mathbb{Z}^{m}$. For any integer $q \geq 2$ and any $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$, we define

$$
\Lambda_{q}^{\perp}(\mathbf{A}):=\left\{\mathbf{e} \in \mathbb{Z}^{m}: \mathbf{A} \cdot \mathbf{e}=\mathbf{0} \bmod q\right\}, \Lambda_{q}^{\mathbf{u}}(\mathbf{A}):=\left\{\mathbf{e} \in \mathbb{Z}^{m}: \mathbf{A} \cdot \mathbf{e}=\mathbf{u} \bmod q\right\} .
$$

Alwen and Peikert [2, Theorem 3.2] describe an algorithm TrapGen that outputs an (almost) uniformly random matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ along with a "short" basis for $\Lambda_{q}^{\perp}(\mathbf{A})$. Cash et al. [9, Lemma 3.2] give an algorithm ExtBasis that "delegates" a basis: given two matrices $\mathbf{A}, \mathbf{A}^{\prime}$ in $\mathbb{Z}_{q}^{n \times m}$ and a short basis for $\Lambda_{q}^{\perp}(\mathbf{A})$, the algorithm computes a short basis for $\Lambda_{q}^{\perp}\left(\mathbf{A} \| \mathbf{A}^{\prime}\right)$. The length of a basis $\mathbf{T}$ is measured by the Gram-Schmidt norm and denoted by $\|\widetilde{\mathbf{T}}\|$.

For any real $\epsilon>0$, the smoothing parameter $\eta_{\epsilon}(\Lambda)$ is defined to be the smallest positive $s$ such that $\rho_{1 / s}\left(\Lambda^{*} \backslash\{0\}\right) \leq \epsilon[20]$.

Gaussian Distributions. Let $L$ be a subset of $\mathbb{Z}^{m}$. For any vector $\mathbf{c} \in \mathbb{R}^{m}$ and any positive parameter $\sigma \in \mathbb{R}_{>0}$, let $\rho_{\sigma, \mathbf{c}}(\mathbf{x}):=\exp \left(-\pi\|\mathbf{x}-\mathbf{c}\|^{2} / \sigma^{2}\right)$ be a Gaussian function on $\mathbb{R}^{m}$ with center $\mathbf{c}$ and parameter $\sigma$. Let $D_{\sigma, \mathbf{c}}$ be the continuous Gaussian distribution over $\mathbb{R}^{m}$ with center $\mathbf{c}$ and parameter $\sigma$, with $D_{\sigma, \mathbf{c}}(\mathbf{x})=\rho_{\sigma, \mathbf{c}}(\mathbf{x}) / \sigma^{n}$. Let $\rho_{\sigma, \mathbf{c}}(L):=\sum_{\mathbf{x} \in L} \rho_{\sigma, \mathbf{c}}(\mathbf{x})$ be the discrete integral of $\rho_{\sigma, \mathbf{c}}$ over $L$. Finally, let $\mathcal{D}_{L, \sigma, c}$ be the discrete Gaussian distribution over $L$ with center $\mathbf{c}$ and parameter $\sigma$. In particular, for all $\mathbf{y} \in L$, we have $\mathcal{D}_{L, \sigma, \mathbf{c}}(\mathbf{y})=\frac{\rho_{\sigma, \mathbf{c}}(\mathbf{y})}{\rho_{\sigma, \mathbf{c}}(L)}$. For notational convenience, $\rho_{\sigma, \mathbf{0}}$ and $\mathcal{D}_{L, \sigma, 0}$ are abbreviated as $\rho_{\sigma}$ and $\mathcal{D}_{L, \sigma}$, respectively.

Gentry, Peikert, and Vaikuntanathan [14, Theorems 4.1 and 5.9] describe algorithms SampleGaussian and SamplePre that output vectors sampled from distributions statistically close to $\mathcal{D}_{\Lambda_{q}^{\perp}(\mathbf{A}), \sigma, \mathbf{c}}$ and $\mathcal{D}_{\Lambda_{q}^{u}(\mathbf{A}), \sigma}$, respectively.

Hardness Assumption. The security of our signature schemes is based on the problem of finding short vectors in $\Lambda_{q}^{\perp}(\mathbf{A})$ for random $\mathbf{A}$. This is known as the Small Integer Solution (SIS) problem, and is defined as follows.

Definition 4. An instance of the $\mathrm{SIS}_{q, m, \beta}$ problem is a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$. A solution to the problem is a nonzero vector $\mathbf{v} \in \mathbb{Z}^{m}$ such that $\|\mathbf{v}\| \leq \beta$ and $\mathbf{A} \cdot \mathbf{v}=\mathbf{0} \bmod q$ (i.e., $\mathbf{v} \in \Lambda_{q}^{\perp}(\mathbf{A})$ ). If $\mathcal{B}$ is an algorithm that takes as input a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$, we define $\operatorname{SIS}-\operatorname{Adv}[\mathcal{B},(q, m, \beta)]$ to be the probability that $\mathcal{B}$ outputs a solution to a uniformly random $\mathrm{SIS}_{q, m, \beta}$ problem instance $\mathbf{A}$.

Micciancio and Regev [20] and Gentry et al. [14] show that the (average case) SIS problem for $\beta=\operatorname{poly}(n)$ is hard assuming worst-case hardness of certain standard approximation problems on lattices.

## 4 New Tools

### 4.1 A "One-More" SIS Problem

The security of most lattice-based signature schemes depends on the adversary's inability to find a short vector in $\Lambda_{q}^{\perp}(\mathbf{A})$ for some public matrix $\mathbf{A}$. However, for our linearly homomorphic signatures this criterion is insufficient. Roughly speaking, an adversary in our scheme will be given several short vectors $\mathbf{e}_{1}, \ldots, \mathbf{e}_{k} \in \Lambda_{q}^{\perp}(\mathbf{A})$ and must produce a short vector in $\Lambda_{q}^{\perp}(\mathbf{A})$ that is not in the span of the $\mathbf{e}_{i}$. This is a "one-more" variant of the standard SIS problem, analogous to the "one-more discrete logarithm" problem in group-based cryptography (see e.g., [23]). We will see in Section 4.3]that for certain choices of parameters the problem is equivalent to finding any short vector in $\Lambda_{q}^{\perp}(\mathbf{A})$ distinct from $\left\{ \pm \mathbf{e}_{i}\right\}$, making the "one-more" analogy even more appropriate. We now formally define the problem.

Definition 5. For any integer $k \geq 0$, an instance of the $k-\mathrm{SIS}_{q, m, \beta, \sigma}$ problem is a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ and a set of $k$ vectors $\mathbf{e}_{1}, \ldots, \mathbf{e}_{k} \in \Lambda_{q}^{\perp}(\mathbf{A})$. A solution to the problem is a nonzero vector $\mathbf{v} \in \mathbb{Z}^{m}$ such that

1. $\|\mathbf{v}\| \leq \beta$,
2. $\mathbf{A} \cdot \mathbf{v}=\mathbf{0} \bmod q$ (i.e., $\mathbf{v} \in \Lambda_{q}^{\perp}(\mathbf{A})$ ), and
3. $\mathbf{v} \notin \mathbb{Q}-\operatorname{span}\left(\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}\right)$.

If $\mathcal{B}$ is an algorithm that takes as input a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ and vectors $\mathbf{e}_{i} \in \mathbb{Z}^{m}$ for $i=1, \ldots, k$, we define $k$-SIS-Adv $[\mathcal{B},(q, m, \beta, \sigma)]$ to be the probability that $\mathcal{B}$ outputs a solution to a $k$ - $\mathrm{SIS}_{q, m, \beta, \sigma}$ problem instance $\left(\mathbf{A}, \mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right)$ over uniformly random $\mathbf{A}$ in $\mathbb{Z}_{q}^{n \times m}$ and $\mathbf{e}_{i}$ drawn from the distribution $\mathcal{D}_{\Lambda_{q}(\mathbf{A}), \sigma}$.
The main result of this section is to show that an adversary $\mathcal{A}$ that solves the $k$-SIS problem in dimension $m$ can be used to solve the SIS problem in dimension $m-k$. More precisely, we have the following:

Theorem 6. Let $q$ be a prime, and let $m, \beta, \sigma$, and $k$, be polynomial functions of a security parameter $n$. Suppose that $m \geq 2 n \lg q, m / k>n, \sigma>\omega(\sqrt{\log m}), t>$ $\omega(\sqrt{\log n})$, and $q>\sigma \cdot \omega(\sqrt{\log m})$.

Let $\beta^{\prime}=\beta \cdot\left(k^{3 / 2}+1\right) k!(t \sigma)^{k}$. Let $\mathcal{A}$ be a polynomial-time adversary for the $k$ - $\mathrm{SIS}_{q, m, \beta, \sigma}$ problem. Then there exists a polynomial-time algorithm $\mathcal{B}$ that solves $\mathrm{SIS}_{q, m-k, \beta^{\prime}}$, such that

$$
\operatorname{SIS}-\operatorname{Adv}\left[\mathcal{B},\left(q, m-k, \beta^{\prime}\right)\right] \geq k-\operatorname{SIS}-\operatorname{Adv}[\mathcal{A},(q, m, \beta, \sigma)]-\operatorname{negl}(n)
$$

Since the SIS problem is only assumed to be hard for parameters $\beta=\operatorname{poly}(n)$, the fact that the above reduction degrades exponentially in $k$ means that $k$ must be chosen to be small enough so that $\beta^{\prime}$ is still polynomial in $n$. In our application the parameter $\sigma$ is $\omega(\sqrt{n})$, which means that $k$ must be chosen to be $O(1)$. In this case, if we take $t=O(\log \sigma)$ and $\beta^{\prime}=\beta \cdot O\left(\sigma^{k} \log ^{k} \sigma\right)$, then Theorem6 shows that if the $\mathrm{SIS}_{q, m-k, \beta^{\prime}}$ problem is hard, then the $k-\mathrm{SIS}_{q, m, \beta, \sigma}$ problem is also hard.

The idea of the proof of Theorem 6 is as follows: given an SIS challenge $\mathbf{A}^{\prime} \in$ $\mathbb{Z}_{q}^{n \times(m-k)}$, we can choose $k$ random vectors $\mathbf{e}_{i}$ from a Gaussian distribution over $\mathbb{Z}^{m}$ and append $k$ columns to $\mathbf{A}^{\prime}$ to create a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ such that the $\mathbf{e}_{i}$ are in $\Lambda_{q}^{\perp}(\mathbf{A})$. If the $k$-SIS adversary $\mathcal{A}$ outputs a short vector $\mathbf{e}^{*} \in \Lambda_{q}^{\perp}(\mathbf{A})$ that is $\mathbb{Q}$-linearly independent of the $\left\{\mathbf{e}_{i}\right\}$, then we can use Gaussian elimination over $\mathbb{Z}$ (via Cramer's rule) to compute a short vector $\mathbf{v} \in \Lambda_{q}^{\perp}(\mathbf{A})$ with zeroes in the last $k$ entries. Reading off the first $m-k$ entries of $\mathbf{v}$ gives us a short vector in $\Lambda_{q}^{\perp}\left(\mathbf{A}^{\prime}\right)$. Details can be found in the full version of this paper [6].

### 4.2 Tight Bounds on the Length of Gaussian Samples

Signatures in our schemes will be "short" vectors sampled from Gaussian distributions over cosets of a particular lattice. To quantify what "short" means, we must demonstrate an upper bound on the length of a vector sampled from a Gaussian.

Micciancio and Regev [20, Lemma 4.4] show that if $\sigma$ is larger than the smoothing parameter of the $n$-dimensional lattice $\Lambda$, then with overwhelming probability the length of a vector sampled from $\mathcal{D}_{\Lambda, \sigma, \mathbf{c}}$ is at most $\sigma \sqrt{n}$. They also show that the expected length of such a sample is at most $\sigma \sqrt{n / 2 \pi}+\operatorname{negl}(n)$. Our result below "bridges the gap" between the upper bound and the expected length. Furthermore, we show an equally strong lower bound on the length of the Gaussian sample.

Proposition 7. Let $\Lambda \subset \mathbb{R}^{n}$ be a lattice. Suppose $\sigma \geq \eta_{\epsilon}(\Lambda)$ for some negligible $\epsilon$. Let $\mathbf{c} \in \mathbb{R}^{m}$ be any vector. Then for any constant $\alpha>0$ we have

$$
\operatorname{Pr}\left[(1-\alpha) \sigma \sqrt{\frac{n}{2 \pi}} \leq\|\mathbf{x}-\mathbf{c}\| \leq(1+\alpha) \sigma \sqrt{\frac{n}{2 \pi}}: x \stackrel{\mathrm{R}}{\leftarrow} \mathcal{D}_{\Lambda, \sigma, \mathbf{c}}\right] \geq 1-\operatorname{negl}(n) .
$$

### 4.3 Removing Linear Independence from the $\boldsymbol{k}$-SIS Problem

We now show that for small values of $k$ and tight length bounds, we can relax the linear independence condition in the statement of the $k$-SIS problem. Specifically, if we can find any nonzero vector $\mathbf{e}^{*}$ of the required length not equal to $\pm \mathbf{e}_{i}$ for any of the $k$ vectors $\mathbf{e}_{i}$ in the problem statement, then with overwhelming probability $\mathbf{e}^{*}$ is not in the linear span of the $\mathbf{e}_{i}$.

Proposition 8. Suppose $m \geq 2 n \lg q$ and $k \cdot \omega(\sqrt{\log n})<\min \left(\sigma, m^{1 / 4}\right)$. Let $\left(\mathbf{A}, \mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right)$ be a $k$-SIS challenge with $\mathbf{A}$ chosen uniformly at random from $\mathbb{Z}_{q}^{n \times m}$ and $\mathbf{e}_{i}$ sampled from $\mathcal{D}_{\Lambda_{q}(\mathbf{A}), \sigma}$. Then with overwhelming probability, the only nonzero vectors of length at most $1.1 \cdot \sigma \sqrt{m / 2 \pi}$ in $\mathbb{Q}-\operatorname{span}\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right)$ are the vectors $\pm \mathbf{e}_{i}$ for $i=1, \ldots, k$.

### 4.4 Linear Combinations of Discrete Gaussians

The privacy property of our linearly homomorphic scheme will follow from the fact that the distribution obtained by summing independent discrete Gaussian samples is itself a discrete Gaussian distribution that depends only on the coset of the sum and the linear combination being computed.

Theorem 9. Let $\Lambda \subseteq \mathbb{Z}^{m}$ be a lattice and $\sigma \in \mathbb{R}$. For $i=1, \ldots, k$ let $\mathbf{t}_{i} \in \mathbb{Z}^{m}$ and let $X_{i}$ be mutually independent random variables sampled from $\mathcal{D}_{\Lambda+\mathbf{t}_{i}, \sigma}$. Let $\mathbf{c}=$ $\left(c_{1}, \ldots, c_{k}\right) \in \mathbb{Z}^{k}$, and define

$$
g:=\operatorname{gcd}\left(c_{1}, \ldots, c_{k}\right), \quad \mathbf{t}:=\sum_{i=1}^{k} c_{i} \mathbf{t}_{i} .
$$

Suppose that $\sigma>\|\mathbf{c}\| \cdot \eta_{\epsilon}(\Lambda)$ for some negligible $\epsilon$. Then $Z=\sum_{i=1}^{k} c_{i} X_{i}$ is statistically close to $\mathcal{D}_{g \Lambda+\mathbf{t},\|\mathbf{c}\| \sigma}$.
In the full version of this paper [6] we generalize this theorem to $\bar{Z}=A \cdot \bar{X}$, where $\bar{X}=\left(X_{1}, \ldots, X_{k}\right)$ and $A$ is an $s \times k$ matrix.

## 5 A Linearly Homomorphic Signature Scheme over $\mathbb{F}_{2}$

We now describe our linearly homomorphic signature scheme over $\mathbb{F}_{2}$. Our construction is inspired by the signature scheme of Gentry, Peikert, and Vaikuntanathan [14]. In the GPV scheme, signatures are short vectors in $\Lambda_{q}^{\mathbf{u}}(\mathbf{A})$, where $\mathbf{u}$ is the hash of the message to be signed. The key idea in our construction of homomorphic signatures is to work simultaneously modulo 2 and modulo an odd prime $q$. Specifically, a signature on a vector $\mathbf{v} \in \mathbb{F}_{2}^{n}$ is a short vector $\mathbf{e} \in \mathbb{Z}^{m}$ such that $\mathbf{e}$ is in both $\Lambda_{q}^{\perp}(\mathbf{A})$ and $\Lambda_{2}^{\mathbf{v}}(\mathbf{A})$. The mod 2 part ties the signature to the message, while the $\bmod q$ part ensures that the signature cannot be forged. By the Chinese remainder theorem, such a vector $\mathbf{e}$ is in the lattice $\Lambda_{2 q}^{q \cdot \mathbf{v}}(\mathbf{A})$.

In order to be able to sign multiple files, the matrix $\mathbf{A}$ must be different for every file, yet still have a trapdoor that allows us to generate signatures using the SamplePre algorithm. To achieve this, we divide $\mathbf{A}$ into two parts. The left half is a public matrix generated by the TrapGen algorithm; the right half depends on the identifier of the file being signed. Given the secret basis output by TrapGen, we can use the ExtBasis algorithm to compute a short basis for $\Lambda_{2 q}^{\perp}(\mathbf{A})$.

Our scheme is as follows:
$\operatorname{Setup}(n$, params). Given a security parameter $n$ and parameters params $=$ $(N, k, L, m, q, \sigma)$, where $N=n$ is the dimension of vectors to be signed, $k<n$ is the dimension of subspaces to be signed, $L \geq 1$ is the maximum number of linear combinations that can be authenticated, $m(n, L)>n$ is an integer, $q(n, L)$ is an odd prime, and $\sigma(n, L)$ is a real number, do the following:

1. Run TrapGen $(n, m, 2 q)$ to generate a matrix $\mathbf{A} \in \mathbb{Z}_{2 q}^{n \times m}$ and a basis $\mathbf{T}$ of $\Lambda_{2 q}^{\perp}(\mathbf{A})$ such that $\|\widetilde{\mathbf{T}}\| \leq 30 \sqrt{n \lg 2 q}$.
2. Let $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{2 q}^{n \times m}$ be a hash function, viewed as a random oracle.
3. Output the public key pk $\leftarrow(\mathbf{A}, H)$, and the private key sk $\leftarrow(\mathbf{A}, H, \mathbf{T})$.

Sign(sk, id, v). Given secret key $\mathrm{sk}=(\mathbf{A}, H, \mathbf{T})$, identifier id $\in\{0,1\}^{n}$, and a vector $\mathbf{v} \in \mathbb{F}_{2}^{n}$, do the following:

1. Set $\mathbf{B} \leftarrow \mathbf{A} \| H(\mathrm{id}) \in \mathbb{Z}_{2 q}^{n \times 2 m}$.
2. Let $\mathbf{S} \leftarrow \operatorname{ExtBasis}(\mathbf{T}, \mathbf{B})$ be a basis for $\Lambda_{2 q}^{\perp}(\mathbf{B})$ with $\|\widetilde{\mathbf{S}}\|=\|\widetilde{\mathbf{T}}\|$.
3. Output $\mathbf{e} \leftarrow$ SamplePre $(\mathbf{B}, \mathbf{S}, \sigma, q \cdot \mathbf{v})$.

Combine(pk, id, $\left.\left\{\left(\alpha_{i}, \mathbf{e}_{i}\right)\right\}_{i=1}^{\ell}\right)$. Given a public key pk, an identifier id, and pairs $\left\{\left(\alpha_{i}, \mathbf{e}_{i}\right)\right\}_{i=1}^{\ell}$ with $\alpha_{i} \in \mathbb{F}_{2}=\{0,1\}$, output $\mathbf{e} \leftarrow \sum_{i=1}^{\ell} \alpha_{i} \mathbf{e}_{i} \in \mathbb{Z}^{2 m}$.
Verify $(\mathrm{pk}, \mathrm{id}, \mathbf{y}, \mathbf{e})$. Given a public key $\mathrm{pk}=(\mathbf{A}, H)$, an identifier id, a signature $\mathbf{e} \in$ $\mathbb{Z}^{2 m}$, and a vector $\mathbf{y} \in \mathbb{F}_{2}^{n}$, do the following:

1. Set $\mathbf{B} \leftarrow \mathbf{A} \| H($ id $) \in \mathbb{Z}_{2 q}^{n \times 2 m}$.
2. If (a) $\|\mathbf{e}\| \leq L \cdot \sigma \sqrt{2 m}$ and (b) $\mathbf{B} \cdot \mathbf{e}=q \cdot \mathbf{y} \bmod 2 q$, output 1 . Otherwise output 0 .

Proposition 10. Suppose $\sigma \geq 30 \sqrt{n \lg 2 q} \cdot \omega(\sqrt{\log n})$. Then the scheme described above is an L-limited linearly homomorphic signature scheme over $\mathbb{F}_{2}$.

Unforgeability. We prove unforgeability of our linearly homomorphic signature scheme over $\mathbb{F}_{2}$ in the random oracle model. Given an adversary that breaks the signature scheme over $\mathbb{Z}_{2 q}$, we construct an adversary that simulates the signature scheme and the hash function $H$ and solves the $k$-SIS problem over $\mathbb{Z}_{q}$. By Theorem6 this adversary can in turn be used to solve the SIS problem over $\mathbb{Z}_{q}$.

Our simulation begins by guessing which of the adversary's signature and hash queries will correspond to the file identifier id ${ }^{*}$ associated with the adversary's forgery and outputting a public key A derived from the $k$-SIS challenge matrix. For queries not associated with id*, the simulator "swaps the roles" of the public key and hash function as follows: we use TrapGen to program the random oracle with a matrix $H$ (id) for which we know a short basis, and we use ExtBasis to compute a short basis for $\mathbf{A} \| H$ (id). We can then compute the signatures as in the real system.

For the query $\mathrm{id}^{*}$, we construct $H\left(\mathrm{id}^{*}\right)$ so that the $k$-SIS challenge vectors are valid signatures for the vectors queried by the adversary. We construct the $\bmod q$ part of $H\left(\mathrm{id}^{*}\right)$ using the fact that valid signatures are elements of $\Lambda_{q}^{\perp}\left(\mathbf{A} \| H\left(\mathrm{id}^{*}\right)\right)$, and we construct the mod 2 part of $H\left(\mathrm{id}^{*}\right)$ using the fact that the $k$-SIS challenge vectors are statistically close to random mod 2.

With this setup, a forged signature is exactly a solution to the $k$-SIS problem $\bmod q$. We now give the theorem; the proof appears in the full paper [6].

Theorem 11. Let $\mathcal{N}$ be the linearly homomorphic signature scheme over $\mathbb{F}_{2}$ described above. Suppose that $m=\lceil 6 n \lg 2 q\rceil$ and $\sigma=30 \sqrt{n \lg 2 q} \log n$. Let $\beta=L \cdot \sigma \sqrt{2 m}$. Then $\mathcal{N}$ is unforgeable in the random oracle model assuming that $k-\mathrm{SIS}_{q, 2 m, \beta, \sigma}$ is infeasible.

Since the SIS problem is only assumed to be hard for $\beta^{\prime}=\operatorname{poly}(n)$, by Theorem6our choice of $\sigma$ forces $k$ to be $O(1)$ to ensure security based on SIS.

Privacy. In our linearly homomorphic signature scheme, one derives a signature on a linear combination $\mathbf{v}$ of messages by taking a linear combination of the signatures on the original messages $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$. Hence, the derived signature on $\mathbf{v}$ is a linear combination of short vectors in cosets of some lattice $\Lambda$. To show that this derived signature does not leak information about the original signatures, we use Theorem 9 to show that a linear combination of $k$ signatures generated by our signing algorithm is itself a short vector sampled from a distribution that depends only on the function computed and the message $\mathbf{v}$ output by the function. In particular, the derived signature does not depend
on the original vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ (up to negligible statistical distance). It follows that the derived signature does not leak any information about $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ beyond what is revealed by $\mathbf{v}$. We note that the length of $\sigma$ reveals information about the computed linear function, but not about the original messages.

The above argument implies that a single derived signature is private; for multiple signatures we use a similar argument with an appropriate generalization of Theorem 9 The proof of our privacy theorem can be found in the full paper [6].

Theorem 12. Let $\mathcal{N}$ be the linearly homomorphic signature scheme over $\mathbb{F}_{2}$ described in Section 55 Suppose that $k$ is constant, $m=\lceil 6 n \lg 2 q\rceil$ and $\sigma=30 \sqrt{n \lg 2 q} \log n$. Then $\mathcal{N}$ is weakly context hiding.

## $6 k$-Time GPV Signatures without Random Oracles

In this section we give a second application of the $k$-SIS mechanism described in Section 4 namely, a stateless variant of the the signature scheme of Gentry, Peikert, and Vaikuntanathan [14] that is $k$-time unforgeable in the standard model. The notion of $k$ time security means that a signing key can only be used to sign $k$ messages. In particular, a forger is allowed at most $k$ signing queries.

The main idea is to construct signatures as in our homomorphic scheme of Section5 but remove the homomorphic property by setting the bound on the length of a valid signature to be very close to the expected length of the signature. Since we expect a small number of such vectors to form a set that is nearly orthogonal, any linear combination of signatures will produce a vector that is too long to be accepted as a valid signature.

We prove our signature scheme weakly unforgeable; i.e., unforgeable under a static chosen-message attack, in which the adversary must submit all signature queries before seeing the public key. A standard transformation using chameleon hashes [17] produces a scheme that is unforgeable under the usual notion of adaptive chosen-message attack.

We now describe our weakly unforgeable signature scheme, which is essentially a GPV signature in which hashing is replaced with the Chinese remaindering of the message (viewed as a vector in $\mathbb{F}_{2}^{n}$ ) with the zero vector in $\mathbb{Z}_{q}^{n}$.

Setup ( $n$, params). Given a security parameter $n$ that is also the bit length of messages to be signed, do the following:

1. Choose an odd prime $q$. Set $m \leftarrow\lceil 6 n \lg 2 q\rceil$. Set $\sigma \leftarrow 30 \sqrt{n \lg 2 q} \log n$.
2. Run TrapGen $(n, m, 2 q)$ to generate a matrix $\mathbf{A} \in \mathbb{Z}_{2 q}^{n \times m}$ and a basis $\mathbf{T}$ of $\Lambda_{2 q}^{\perp}(\mathbf{A})$ such that $\|\widetilde{\mathbf{T}}\| \leq \sigma / \log n$.
3. Output the public key $\mathrm{pk} \leftarrow(\mathbf{A}, \sigma)$ and the private key $\mathrm{sk} \leftarrow(\mathbf{A}, \sigma, \mathbf{T})$.

Sign(sk, v). Given secret key sk $=(\mathbf{A}, \sigma, \mathbf{T})$, and a message $\mathbf{v}$ (interpreted as a vector in $\mathbb{F}_{2}^{n}$ ), output $\mathbf{e} \leftarrow \operatorname{SamplePre}(\mathbf{A}, \mathbf{T}, \sigma, q \cdot \mathbf{v})$.
$\operatorname{Verify}(\mathrm{pk}, \mathbf{e}, \mathbf{v})$. Given a public key $\mathrm{pk}=(\mathbf{A}, \sigma)$, a signature $\mathbf{e} \in \mathbb{Z}^{m}$, and a message $\mathbf{v} \in \mathbb{F}_{2}^{n}$, output 1 if (a) $0<\|\mathbf{e}\| \leq 1.1 \cdot \sigma \sqrt{m / 2 \pi}$ and (b) $\mathbf{A} \cdot \mathbf{e}=q \cdot \mathbf{v} \bmod 2 q$. Otherwise output 0 .

Correctness of our scheme follows from Proposition 7 (with $\alpha=0.1$ ), using [14, Lemma 5.3] to bound the smoothing parameter. In our fully unforgeable scheme, the vector $\mathbf{v}$ used in signing is not the message but rather $H(M, r)$, where $M$ is the message, $r$ is random, and $H$ is a chameleon hash function. The signature includes the randomness $r$ in addition to the vector $\mathbf{e}$. For a discussion of lattice-based chameleon hash functions, see [9, §2.2].

An adversary attacking our $k$-time signature scheme requests $k$ signatures $\mathbf{e}_{i}$ on messages of his choice, receives a public key and the signatures, and then outputs a message $\mathbf{v}^{*}$ and a signature $\mathbf{e}^{*}$. The adversary wins the game if $\operatorname{Verify}\left(\mathrm{pk}, \mathbf{e}^{*}, \mathbf{v}^{*}\right)=1$ and $\mathbf{v}^{*}$ is not equal to any of the messages queried.

As was the case for our homomorphic scheme of Section5, a valid forgery is a short vector $\mathbf{e}^{*}$ in $\Lambda_{q}^{\perp}(\mathbf{A})$. The key idea in our security proof is that the length bound on a valid $\mathbf{e}^{*}$ is so tight that by Proposition 8 , the only nonzero integer vectors of comparable length in the $\mathbb{Q}$-span of the requested signatures $\mathbf{e}_{i}$ are the vectors $\pm \mathbf{e}_{i}$. (Since $-\mathbf{e}_{i}$ authenticates the same message as $\mathbf{e}_{i}$, the signature $-\mathbf{e}_{i}$ is not a valid forgery.) Thus $\mathbf{e}^{*}$ is outside the linear span of the $\mathbf{e}_{i}$, and we can use it to solve the $k$-SIS instance in which the $\mathbf{e}_{i}$ are the challenge vectors.

Our security theorem is as follows; the proof appears in the full paper [6].
Theorem 13. Let $\mathcal{S}$ be the signature scheme described above. Suppose $k$ is constant and $\beta=1.1 \cdot \sigma \sqrt{m / 2 \pi}$. Then $\mathcal{S}$ is a weakly unforgeable $k$-time signature scheme assuming that $k-\mathrm{SIS}_{q, m, \beta, \sigma}$ is infeasible.

## 7 Further Directions

Extending the Linearly Homomorphic System. While our linearly homomorphic scheme in Section 5 authenticates vectors with coordinates in $\mathbb{F}_{2}$, the same construction works for any field $\mathbb{F}_{p}$ where $p$ is a small prime. We simply set $m=\lceil 6 n \lg p q\rceil$ and $\sigma=30 \sqrt{n \lg p q} \log n$, and sign a vector $\mathbf{v} \in \mathbb{F}_{p}^{n}$ using the lattice $\Lambda_{p q}^{q \cdot \mathbf{v}}(\mathbf{A})$. If $p$ is odd and we identify $\mathbb{F}_{p}$ with $\{-(p-1) / 2, \ldots,(p-1) / 2\}$, then the output of Combine on $\ell$ vectors can be up to $\ell(p-1)$ times as long as the largest input vector. An argument as in Proposition 10 shows that the resulting system is $L /(p-1)$-limited.

More interestingly, our system can also be used to authenticate vector spaces defined over non-prime fields. Suppose for concreteness that our vectors live in $\left(\mathbb{F}_{2^{d}}\right)^{n}$. If we fix a basis for $\mathbb{F}_{2^{d}}$ over $\mathbb{F}_{2}$, then when computing signatures we may view the vectors as elements of $\left(\mathbb{F}_{2}\right)^{n d}$ and compute signatures in exactly the same manner as above. The difference comes when computing linear combinations over $\mathbb{F}_{2^{d}}$ : in our representation multiplying an element $x \in \mathbb{F}_{2^{d}}$ by an element $\alpha \in \mathbb{F}_{2^{d}}$ consists of multiplying the corresponding vector $\mathrm{x} \in \mathbb{F}_{2}^{d}$ by a matrix $M_{\alpha} \in \mathbb{F}_{2}^{d \times d}$. To compute this action on the signature vector $\mathbf{e} \in \mathbb{Z}^{m}$, we lift $M_{\alpha}$ to an integer matrix with entries in $\{0,1\}$ and group the elements of $\mathbf{e}$ into $d$-tuples corresponding to the underlying elements of $\mathbb{F}_{2^{d}}$. Multiplying each $d$-tuple by $M_{\alpha}$ now has the effect of multiplying the underlying elements of $\mathbb{F}_{2^{d}}$ by $\alpha$. We see that this action increases the length of $\mathbf{e}$ by a factor of at most $d$, so combining $\ell$ vectors gives an output that is up to $\ell d$ times as long as the largest input vector. By the same argument as above, the system over $\mathbb{F}_{2^{d}}$ is $L / d$-limited.

Open Problem. An important open problem inspired by our construction is to find a tight reduction of $k$-SIS to worst-case lattice problems, either by improving on the reduction to SIS given by Theorem 6 or by a direct argument. An improved reduction would support the use of the $k$-SIS problem in developing cryptosystems for other applications and would also allow us to implement our systems with smaller parameters.
An Alternative Construction. In recent work [5], we have developed a different construction of linearly homomorphic signatures over small fields. Unforgeability of the new scheme (in the random oracle model) reduces directly to the SIS problem, without going through the intermediate $k$-SIS reduction. As a result, the new scheme can authenticate linear combinations of polynomially many vectors, whereas the one in this paper requires the number of vectors combined to be constant. Signatures in the two schemes are of comparable length.
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#### Abstract

Network coding is known to provide improved resilience to packet loss and increased throughput. Unlike traditional routing techniques, it allows network nodes to perform transformations on packets they receive before transmitting them. For this reason, packets cannot be authenticated using ordinary digital signatures, which makes it difficult to hedge against pollution attacks, where malicious nodes inject bogus packets in the network. To address this problem, recent works introduced signature schemes allowing to sign linear subspaces (namely, verification can be made w.r.t. any vector of that subspace) and which are well-suited to the network coding scenario. Currently known network coding signatures in the standard model are not homomorphic in that the signer is forced to sign all vectors of a given subspace at once. This paper describes the first homomorphic network coding signatures in the standard model: the security proof does not use random oracles and, at the same time, the scheme allows signing individual vectors on-the-fly and has constant per-packet overhead in terms of signature size. The construction is based on the dual encryption technique introduced by Waters (Crypto'09) to prove the security of hierarchical identity-based encryption schemes.


Keywords: Network coding, homomorphic signatures, provable security, standard model.

## 1 Introduction

Network coding [118] is an attractive paradigm that offers an interesting alternative to traditional routing mechanisms. Instead of merely storing and forwarding packets in transit, intermediate nodes are allowed to modify them: typically, at each node, outgoing packets contain vectors that are calculated as linear combinations of vectors conveyed by incoming packets. In random linear network coding, packets are combined using coefficients which each node chooses at random, independently of its neighbors. Still, receiving nodes are able to recover

[^4]the original file from any set of, say $m>1$, valid packets containing linearly independent vectors and without a priori knowing the coefficients chosen by intermediate nodes on the road. This technique has been shown (see [10] for instance) to provide many advantages such as an improved resilience to random packet loss or a substantially increased throughput in certain topologies.

Unfortunately, network coding is highly sensitive to pollution attacks, where malicious nodes inject invalid packets (i.e., nodes outside the linear span of the received packets) in the network in order to prevent target nodes from recovering the original file. Since network nodes perform linear transformations over all their incoming packets, even a single faulty packet is likely to contaminate the entire network and eventually hinder the decoding process. To address this concern, intermediate good nodes need a method to verify the validity of incoming packets and sieve out bad ones. Obviously, the problem cannot be resolved by ordinary digital signatures since transmitted packets are modified by the network and cannot be merely signed by the source. For this reason, cryptographic approaches rely on techniques allowing to authenticate packets using homomorphic hash functions [16|13|25] or homomorphic signatures $9 / 7 / 12$ ]. These primitives are designed in such a way that a signature (resp. a hash value) of a vector $\vec{v}$ can be obtained from signatures (resp. hash values) of several vectors that $\vec{v}$ is a linear combination of.

In contrast to information-theoretic approaches (like [1415]) that defend against network faults by introducing redundancies in packets, cryptographic techniques do not place restrictions on the adversary's behavior (e.g. by limiting his ability to eavesdrop the network or the fraction of nodes he can corrupt): as long as the receiver obtains sufficiently many correct packets, he can always recover the file regardless of the number of faults. On the other hand, these techniques typically require computational assumptions and sometimes appeal to idealizations such as the random oracle model [4. This paper aims at making another step towards eliminating the latter.

Related Work. Homomorphic signatures were first suggested by Johnson, Molnar, Song and Wagner [20]. Their definition was adapted to the network coding scenario by Boneh, Freeman, Katz and Waters [7] who designed an efficient homomorphic NCS scheme in the random oracle model using bilinear maps. At the expense of losing the homomorphic property, they also showed how to build a network coding signature in the standard model. In 7], signature sizes were proved asymptotically optimal since a signature on any subspace necessarily grows with the dimension of that subspace. Recently, Gennaro, Katz, Krawczyk and Rabin gave a homomorphic signature [12 based on the RSA assumption (in the random oracle model) and showed how to work with small coefficients over the integers (instead of finite fields) in networks of bounded size. At the same time, Agrawal, Boneh, Boyen and Freeman [3] considered the situation of network nodes mixing packets from multiple distinct sources and described a multi-source network coding signature (without the homomorphic property) in the standard model.

In the secret-key setting, Agrawal and Boneh [2] considered how to improve upon the speed of network coding public key signatures and designed message authentication codes with homomorphic properties. Assuming that a bounded number of verifiers may collude, they also showed how intermediate nodes can verify the integrity of network-coded data. More recently, Li et al. [19] gave a MAC-based approach supporting in-network verification and resisting an arbitrary number of collusions.

Our Contribution. To the best of our knowledge, in the public key setting, known homomorphic network coding signatures [7|12] all rely on random oracles in their security proof. Indeed, existing NCS schemes in the standard model (i.e., the second scheme of [7] and the multi-source system in [3]) can only be used to sign all the base vectors of a subspace at once. This requires the source to be aware of the entire file before sending the first packet.

This paper describes the first homomorphic NCS scheme with a security proof outside the random oracle methodology. Our construction is based on the dual encryption paradigm, introduced by Waters [24] and developed in [17], the purpose of which was initially to build fully secure (hierarchical) identity-based encryption [22]6] schemes. We pinpoint an intuitive connection between NCS schemes and the spatial encryption primitive of Boneh and Hamburg [8, where the receiver's ability to decrypt is made contingent on his knowledge of a private key for a subspace containing the vector assigned to the ciphertext. We explain that such a scheme can be turned into a (not necessarily homomorphic) NCS scheme when the file identifier can be suitably tied up to the signed subspace. The homomorphic property is then achieved by carefully re-using the signer's random coins across all vectors of the same linear subspace: by deriving these coins from the file identifier using a pseudorandom function, the signer can start transmitting packets before the file to be sent is completely known.

In order to prove security in the sense of the definition of Boneh et al. 7], we use groups of composite order and apply the technique of Lewko and Waters [17] in the context of signatures. One difficulty to deal with is that, unlike previous homomorphic NCS schemes [7|12], the system uses a randomized signing algorithm and signatures on distinct vectors must be generated using partially identical randomness in order to be linearly combinable. We thus have to take special precautions to prevent malicious nodes from re-randomizing signatures and wrongly accuse the signer of flooding the network with signatures that cannot be combined.

Since we work in groups of composite order $N$, vector coordinates and network coefficients must be chosen in a ring $\mathbb{Z}_{N}$ instead of a prime field as in [7]. Nevertheless, the scheme has counterparts in prime order groups. While Freeman's framework [11] does not seem to apply (given that it does not apply to the Lewko-Waters techniques [17], as mentioned in [11]) to generically transform the scheme into an instantiation in prime-order groups, the system can be adapted in asymmetric pairing-friendly groups of prime order in the same way
as the Lewko-Waters IBE [17]. It is also translatable in groups with symmetric pairings using the techniques of [24]. In the paper, we chose to describe it in composite order groups for simplicity.

Organization. In the following, we first review the notion of network coding signatures in section 2. Our homomorphic scheme and its proof are detailed in sections 3.1 and 3.2 respectively.

## 2 Background and Definitions

### 2.1 Network Coding

This section briefly recalls the idea of linear network coding. Consider a network with one source node and a subset of nodes called "target nodes". The purpose is to have the source transmit a file to all target nodes, where a file is represented as a matrix containing the $m$ row vectors $\vec{v}_{1}, \ldots, \vec{v}_{m} \in \mathbb{Z}_{N}^{k}$ over a ring or a field $\mathbb{Z}_{N}$. The source node first creates $m$ augmented vectors $\vec{w}_{1}, \ldots, \vec{w}_{m} \in \mathbb{Z}_{N}^{n}$, with $n=k+m$, by setting

$$
\left(\begin{array}{c}
-\vec{w}_{1}-  \tag{1}\\
-\vec{w}_{2}- \\
\vdots \\
-\vec{w}_{m}-
\end{array}\right)=\left(\begin{array}{c|ccc}
-\vec{v}_{1}- & 1 & 0 & \cdots
\end{array}\right)
$$

The source then sends these augmented vectors to its neighbor nodes.
We notice that the span of row vectors of the above matrix will generate a vector subspace $V \subset \mathbb{Z}_{N}^{n}$ of dimension $m$ with the basis $\vec{w}_{1}, \ldots, \vec{w}_{m}$. As defined in [7], when the basis is in the above form (in the right-hand side of Equation (1)), it is called a properly augmented basis.

Each honest intermediate node in the network processes the incoming packets as follows. Upon receiving vectors $\vec{y}_{1}, \ldots, \overrightarrow{y_{\ell}} \in \mathbb{Z}_{N}^{n}$ on its $\ell$ incoming edges, it computes a new vector for each outgoing edge as a linear combination of the vectors it received. Namely, at the $j^{\text {th }}$ outgoing edge, the vector $\vec{z}_{j} \in \mathbb{Z}_{N}^{n}$ will have the form $\vec{z}_{j}=\sum_{i=1}^{\ell} \alpha_{i, j} \vec{y}_{i}$, for some (typically random) coefficients $\left(\alpha_{1, j}, \ldots, \alpha_{\ell, j}\right) \in \mathbb{Z}_{N}^{\ell}$.

A target node will recover the file using a set of vectors from its incoming edges. This can be done if they consist of $m$ vectors $\left\{\vec{y}_{i}=\left(\vec{x}_{i} \| \vec{u}_{i}\right)\right\}_{i=1}^{m}$ where $\vec{u}_{1}, \ldots, \vec{u}_{m}$ are linearly independent (here, $\vec{x}_{i} \in \mathbb{Z}_{N}^{k}, \vec{u}_{i} \in \mathbb{Z}_{N}^{m}$ ). The original file is then recovered as

$$
\left(\begin{array}{c}
-\vec{v}_{1}- \\
-\vec{v}_{2}- \\
\vdots \\
-\vec{v}_{m}-
\end{array}\right)=\left(\begin{array}{c}
-\vec{u}_{1}- \\
-\vec{u}_{2}- \\
\vdots \\
-\vec{u}_{m}-
\end{array}\right)^{-1}\left(\begin{array}{c}
-\vec{x}_{1}- \\
-\vec{x}_{2}- \\
\vdots \\
-\vec{x}_{m}-
\end{array}\right)
$$

which is computable thanks to to the linear independence of $\vec{u}_{1}, \ldots, \vec{u}_{m}$.

### 2.2 Definitions

We first recall the definition of network coding signatures from 7].
Definition 1. A network coding signature (NCS) scheme consists of a triple of efficient algorithms $\Sigma=$ (Keygen, Sign, Verify) with the following specifications.

Keygen $(\lambda, n)$ : is a probabilistic algorithm that takes as input a security parameter $\lambda \in \mathbb{N}$ and an integer $n \in \operatorname{poly}(\lambda)$ denoting the length of vectors to be signed. It outputs a positive integer $N \in \mathbb{N}$, a public key pk , the corresponding private key sk and the description of an efficiently samplable file identifier space $\mathcal{I}$.
$\operatorname{Sign}(\mathrm{sk}, \mathrm{id}, V)$ : is a (possibly probabilistic) algorithm that takes as input a private key sk, a file identifier id $\in \mathcal{I}$ and a vector subspace $V$ (described as a set of linearly independent vectors $\vec{v}_{1}, \ldots, \vec{v}_{m} \in \mathbb{Z}_{N}^{n}$ ) of dimension $m<n$. It outputs a signature $\sigma$.
Verify $(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)$ : is a deterministic algorithm that takes as input a public key pk , a file identifier $\mathrm{id} \in \mathcal{I}$, a vector $\vec{y}$ and a signature $\sigma$. It outputs 1 or 0 .

Correctness requires that, for all $\lambda \in \mathbb{N}$, all integers $n \in \operatorname{poly}(\lambda)$ and all triples (pk, sk, $\mathcal{I}) \leftarrow \operatorname{Keygen}(\lambda, n)$, it holds that for all id $\in \mathcal{I}$ and all vector subspace $V \subset \mathbb{Z}_{N}^{n}$, if $\sigma=\operatorname{Sign}(\mathrm{sk}$, id, $V)$, then Verify $(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)=1$ for all $\vec{y} \in V$.

In what follows, we define homomorphic network coding signature schemes. Unlike previous homomorphic schemes [7/12], the construction in this paper uses a probabilistic signing algorithm. To make it possible to publicly combine signatures on distinct vectors from the same file, the signer has to re-use part of his random coins to sign all vectors of the subspace. As long as these signatures are generated using the appropriate coins, network nodes can always combine them. However, attention must be paid to the fact that anyone can attempt to re-randomize signatures so as to prevent them from being combinable later on and disrupt the system. For this reason, network nodes have to make sure that valid signatures of vectors from the same file were produced using compatible randomness before combining them. We thus slightly modify the specification of homomorphic NCS schemes [7] and add a compatibility-checking algorithm that allows testing whether signatures are indeed combinable.

Definition 2. A homomorphic network coding signature scheme is a tuple of efficient algorithms $\Sigma=$ (Keygen, Sign, CompatibilityCheck, Combine, Verify)
$\operatorname{Keygen}(\lambda, n)$ : is a probabilistic algorithm that takes as input a security parameter $\lambda \in \mathbb{N}$ and an integer $n \in \operatorname{poly}(\lambda)$ denoting the length of vectors to be signed. It outputs a key pair (pk, sk) and the description of a file identifier space $\mathcal{I}$.
$\operatorname{Sign}(\mathrm{sk}, \mathrm{id}, \vec{v}):$ is a possibly randomized algorithm that takes in a private key sk, a file identifier id $\in \mathcal{I}$ and a vector $\vec{v}$. It outputs a signature $\sigma$.
CompatibilityCheck(pk, id, $\left\{\sigma_{i}\right\}_{i=1}^{\ell}$ ): takes as input a public key pk, a file identifier id and a set of $\ell$ signatures $\left\{\sigma_{i}\right\}_{i=1}^{\ell}$. It outputs 1 if these signatures are deemed compatible for combination and 0 otherwise.

Combine(pk, id, $\left.\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right)$ : is a (possibly randomized) algorithm that takes as input a public key pk , a file identifier id and $\ell$ tuples $\left(\beta_{i}, \sigma_{i}\right)$, each one of which consists of a weight $\beta_{i}$ and a signature $\sigma_{i}$. Intuitively, the output is a signature $\sigma$ on the vector $\vec{y}=\sum_{i=1}^{\ell} \beta_{i} \vec{v}_{i}$, where $\sigma_{i}$ is a signature on $\vec{v}_{i}$.
Verify $(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)$ : is a deterministic algorithm that takes as input a public key pk , a file identifier $\mathrm{id} \in \mathcal{I}$, a signature $\sigma$ and a vector $\vec{y}$. It outputs 0 or 1 .

Correctness is formulated by mandating that, for all security parameters $\lambda \in \mathbb{N}$, all integers $n \in \operatorname{poly}(\lambda)$ and all triples $(\mathrm{pk}, \mathrm{sk}, \mathcal{I}) \leftarrow \operatorname{Keygen}(\lambda, n)$, the following holds.

1. For all id $\in \mathcal{I}$ and all $n$-vectors $\vec{y}$, if $\sigma=\operatorname{Sign}(\mathrm{sk}, \mathrm{id}, \vec{y})$, then we necessarily have $\operatorname{Verify}(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)=1$.
2. For all id $\in \mathcal{I}$, any $\ell>0$ and any set of vectors $\left\{\vec{v}_{i}\right\}_{i=1}^{\ell}$, if $\sigma_{i}=\operatorname{Sign}\left(\mathrm{sk}, \mathrm{id}, \vec{v}_{i}\right)$ for $i=1$ to $\ell$, then CompatibilityCheck(pk, id, $\left.\left\{\sigma_{i}\right\}_{i=1}^{\ell}\right)=1$.
3. For all id $\in \mathcal{I}$, any $\ell>0$ and any set of triples $\left\{\left(\beta_{i}, \sigma_{i}, \vec{v}_{i}\right)\right\}_{i=1}^{\ell}$, if the following two conditions are satisfied
a. Verify $\left(\mathrm{pk}, \mathrm{id}, \vec{v}_{i}, \sigma_{i}\right)=1$ for each $i \in\{1, \ldots, \ell\}$,
b. CompatibilityCheck(pk, id, $\left.\left\{\sigma_{i}\right\}_{i=1}^{\ell}\right)=1$,
then it must hold that Verify $\left(\mathrm{pk}\right.$, id, Combine $\left.\left(\mathrm{pk}, \mathrm{id},\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right), \sigma\right)=1$.
In the following, we say that signatures $\left\{\sigma_{i}\right\}_{i=1}^{\ell}$ are compatible if they correspond to the same id $\in \mathcal{I}$ and if it holds that CompatibilityCheck(pk, id, $\left.\left\{\sigma_{i}\right\}_{i=1}^{\ell}\right)=1$.

When $\left\{\sigma_{i}\right\}_{i=1}^{\ell}$ is a set of compatible signatures, we say that $\sigma$ is compatible with $\left\{\sigma_{i}\right\}_{i=1}^{\ell}$ if $\{\sigma\} \cup\left\{\sigma_{i}\right\}_{i=1}^{\ell}$ forms a set of compatible signatures. In particular, when a signature $\tilde{\sigma}$ of a subspace $V$ consists of signatures $\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ on independent vectors $\vec{v}_{1}, \ldots, \vec{v}_{m} \in V$, we say that $\sigma$ is compatible with $\tilde{\sigma}$ if it is compatible with all $\left\{\sigma_{i}\right\}_{i=1}^{m}$.

Conversion. We recall how a homomorphic network coding signature allows signing vector subspaces, as noted in [7]. Let scheme $\Sigma_{2}=\left(\right.$ Keygen $_{2}, \operatorname{Sign}_{2}$, CompatibilityCheck ${ }_{2}$, Combine $_{2}$, Verify ${ }_{2}$ ) be a homomorphic NCS scheme. An ordinary network coding signature $\Sigma_{1}=\left(\right.$ Keygen $_{1}$, Sign $_{1}$, Verify $\left._{1}\right)$ can be obtained as follows.
$\operatorname{Keygen}_{1}(\lambda, n)=\operatorname{Keygen}_{2}(\lambda, n)$
$\operatorname{Sign}_{1}(\mathrm{sk}, \mathrm{id}, V)=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$, where $\sigma_{i}=\operatorname{Sign}_{2}\left(\mathrm{sk}, \mathrm{id}, \vec{v}_{i}\right)$ for $i=1$ to $m$ and $\vec{v}_{1}, \ldots, \vec{v}_{m}$ is a properly augmented basis of $V \subseteq \mathbb{Z}_{N}^{n}$.
Verify ${ }_{1}(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)=$ outputs 1 if and only if

$$
\left\{\begin{array}{l}
\text { CompatibilityCheck }_{2}\left(\mathrm{pk}, \text { id, }\left\{\sigma_{i}\right\}_{i=1}^{m}\right)=1 \\
\operatorname{Verify}_{2}\left(\mathrm{pk}, \text { id, } \vec{y}, \text { Combine }_{2}\left(\mathrm{pk}, \text { id, }\left\{\left(y_{n-m+i}, \sigma_{i}\right)\right\}_{i=1}^{m}\right)\right)=1 .
\end{array}\right.
$$

Security. The security definition hereafter slightly generalizes the one of 7]. It requires that it be infeasible to publicly destroy the "combinability" of valid signatures without rendering them invalid when they are considered individually.

Our goal is to guarantee that, if valid signatures of several vectors from the same file have incompatible randomness, the signer is necessarily deviating from the specification of the scheme. When such a bogus or misbehaving signer is detected, honest network nodes may simply stop processing their packets.

Definition 3. A network coding signature scheme $\Sigma=$ (Keygen, Sign, Verify) is secure if no probabilistic polynomial time (PPT) adversary has non-negligible advantage (as a function of the security parameter $\lambda \in \mathbb{N}$ ) in the following game:

1. The adversary $\mathcal{A}$ chooses an integer $n \in \mathbb{N}$ and sends it to the challenger who runs $\operatorname{Keygen}(\lambda, n)$ and obtains (pk, sk) before sending pk to $\mathcal{A}$.
2. On polynomially-many occasions, $\mathcal{A}$ chooses a linear subspace $V_{i} \subset \mathbb{Z}_{N}^{n}$ of dimension $m_{i}<n$. The challenger replies by choosing a file identifier $\mathrm{id}_{i} \in \mathcal{I}$ from the identifier space $\mathcal{I}$ and returns $\mathrm{id}_{i}$ and $\sigma_{i}=\operatorname{Sign}\left(\mathrm{sk}, \mathrm{id}_{i}, V_{i}\right)$ to $\mathcal{A}$.
3. $\mathcal{A}$ outputs an identifier $\mathrm{id}^{\star}$, a signature $\sigma^{\star}$ and a vector $\vec{y} \in \mathbb{Z}_{N}^{n}$. The adversary $\mathcal{A}$ is deemed successful if Verify $\left(\mathrm{pk}, \mathrm{id}^{\star}, \vec{y}^{\star}, \sigma^{\star}\right)=1$ and either of the following holds:

- (Class $i$ ): $\mathrm{id}^{\star} \neq \mathrm{id}_{i}$ for any $i$ and $\vec{y}^{\star} \neq \overrightarrow{0}$.
- (Class ii): $\mathrm{id}^{\star}=\mathrm{id}_{i}$ for some $i \in\{1, \ldots, q\}$ and the signature $\sigma^{\star}$ is not compatible with $\sigma_{i}$.
- (Class iii): $\mathrm{id}^{\star}=\mathrm{id}_{i}$ for some $i \in\{1, \ldots, q\}$ and $\vec{y}^{\star} \notin V_{i}$.
$\mathcal{A}$ 's advantage is defined as his probability of victory taken over all coin tosses.
As in [7], a homomorphic NCS scheme $\Sigma^{\prime}$ is said to be secure if the network coding signature constructed via the conversion presented above is secure.


### 2.3 Complexity Assumptions

We consider groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of composite order $N=p_{1} p_{2} p_{3}$ for which a bilinear map $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ is computable. In the following, for each $i \in\{1,2,3\}$, we denote by $\mathbb{G}_{p_{i}}$ the subgroup of order $p_{i}$. Also, for all distinct $i, j \in\{1,2,3\}$, we call $\mathbb{G}_{p_{i} p_{j}}$ the subgroup of order $p_{i} p_{j}$.

An important property of composite order groups is that pairing two elements of order $p_{i}$ and $p_{j}$, with $i \neq j$, always gives the identity element $1_{\mathbb{G}_{T}}$.

In this setting, we rely on the following assumptions introduced in [17].
Assumption 1. Given $g \stackrel{R}{\leftarrow} \mathbb{G}_{p_{1}}, X_{3} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$, and $T$, it is infeasible to efficiently decide if $T \in_{R} \mathbb{G}_{p_{1} p_{2}}$ or $T \in R \mathbb{G}_{p_{1}}$.
Assumption 2. Let $g, X_{1} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{1}}, X_{2}, Y_{2} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{2}}, Y_{3}, Z_{3} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$. Given a tuple $\left(g, X_{1} X_{2}, Z_{3}, Y_{2} Y_{3}\right)$ and $T$, it is hard to decide if $T \in_{R} \mathbb{G}$ or $T \in_{R} \mathbb{G}_{p_{1} p_{3}}$.
Assumption 3. Let $g \stackrel{R}{\leftarrow} \mathbb{G}_{p_{1}}, X_{2}, Y_{2}, Z_{2} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{2}}, X_{3} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$ and $\alpha, s \stackrel{R}{\gtrless} \mathbb{Z}_{N}$. Given $\left(g, g^{\alpha} X_{2}, X_{3}, g^{s} Y_{2}, Z_{2}\right)$, it is infeasible to compute $e(g, g)^{\alpha s}$.

We note that, while Lewko and Waters rely on the decisional variant of Assumption 3 (according to which $e(g, g)^{\alpha s}$ is indistinguishable from a random element of $\mathbb{G}_{T}$ ), its computational counterpart suffices here.

## 3 Homomorphic NCS Scheme in the Standard Model

Intuitively, the construction is based on an observation that network coding signatures can be seen as an implication of the spatial encryption primitive introduced by Boneh and Hamburg [8] in the same way as identity-based encryption implies digital signatures (according to an observation by Naor reported in [6]). In spatial encryption, private keys are associated with affine subspaces while ciphertexts correspond to vectors. Decryption is possible when the ciphertext's vector lies in the subspace of the key. By applying Naor's transformation to the spatial encryption scheme of [8, one readily obtains a sort of selectively secure network coding signature, modulo some twist to bind the file identifier to the subspace which is being signed. By itself, this transformation does not provide the homomorphic property that we are after. To obtain it, we need to start from a specific variant of the NCS scheme derived from the spatial encryption system of [8] and carefully re-use the same randomness to separately sign vectors of the same subspace. Full security (as opposed to selective security [5]) is obtained using the Lewko-Waters techniques to build (hierarchical) identity-based encryption schemes [17].

More precisely, the public key comprises the description of bilinear groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of order $N=p_{1} p_{2} p_{3}$, a number of $\mathbb{G}_{p_{1}}$ elements $\left(g, u,\left\{h_{i}\right\}_{i=0}^{n}\right)$ as well as $e(g, g)^{\alpha}$ for some $\alpha \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$. The first two components of each signature form a selectively-secure Boneh-Boyen signature [5] $\left(\sigma_{1}, \sigma_{2}\right)=\left(g^{\alpha} \cdot\left(u \cdot h_{0}^{\text {id }}\right)^{r}, g^{r}\right)$ on the file identifier id. As implicitly showed in [17, this signature can be proved fully secure if $g, u$ and $h_{0}$ live in the subgroup of order $p_{1}$ and if $\sigma_{1}, \sigma_{2}$ are multiplied by a random element of $\mathbb{G}_{p_{3}}$. This signature $\left(\sigma_{1}, \sigma_{2}\right)$ is then augmented with an element $\sigma_{3}=\left(\prod_{j=1}^{n} h_{j}^{v_{j}}\right)^{r}$, where $\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{Z}_{N}^{n}$ is the vector to be signed. If all the vectors of $\operatorname{span}\left(\vec{v}_{1}, \ldots, \vec{v}_{m}\right)$ were signed altogether (by introducing one $\sigma_{3}$ per base vector), signatures would have nearly the same shape as private keys in the spatial encryption scheme of [8]: the only difference is the introduction of a file identifier in $\sigma_{1}$. Fortunately, base vectors can be signed separately as long as they are signed using the same exponent $r$. In this case, anyone can publicly compute a signature on any linear combination of $\vec{v}_{1}, \ldots, \vec{v}_{m}$.

To save the signer from maintaining a state and remember which random exponents were used to sign the vectors of all subspaces, $r \in \mathbb{Z}_{N}$ can be derived by applying a pseudorandom function to the file identifier id so as to be re-computable later on. We emphasize that the use of a PRF is not meant to de-randomize the scheme in an attempt to obtain unique signatures. The goal is simply to render the signer stateless.

To achieve security in the sense of definition 3. we need to keep signatures from being publicly re-randomizable in their $\mathbb{G}_{p_{1}}$ components. A simple solution is to compute ( $\sigma_{1}, \sigma_{2}$ ) as a signature on a hash value of both id and $e(g, g)^{r}$, which prevents from altering the underlying $r$ without invalidating the signature. Although this simple trick would not work with Waters signatures [23] (because their security proof would cease to go through), it is compatible with the dual encryption technique [24|17] which is used to prove security. In addition, anyone
can detect if vectors of the same file are signed using different values of $r$ and only the signer can be blamed in such a situation.

### 3.1 Construction

$\operatorname{Keygen}(\lambda, n)$ : given a security parameter $\lambda \in \mathbb{N}$ and an integer $n \in \operatorname{poly}(\lambda)$, choose bilinear groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of order $N=p_{1} p_{2} p_{3}$, where $p_{i}>2^{\lambda}$ for each $i \in\{1,2,3\}$. Choose $\alpha \stackrel{R}{\leftarrow} \mathbb{Z}_{N}, g \stackrel{R}{\leftarrow} \mathbb{G}_{p_{1}}, X_{p_{3}} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}, b, a_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$ for $i=0$ to $n$. Then, select a collision-resistant hash function $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{N}$, an identifier space $\mathcal{I}$ and pick a random seed $\kappa \stackrel{R}{\leftarrow}\{0,1\}^{\tau}$ for a pseudorandom function $\Psi:\{0,1\}^{\tau} \times \mathcal{I} \rightarrow \mathbb{Z}_{N}$, where $\tau \in \operatorname{poly}(\lambda)$. The private key is sk $:=\left(g^{\alpha}, \kappa\right)$ while the public key is

$$
\mathrm{pk}:=\left(\left(\mathbb{G}, \mathbb{G}_{T}\right), g, e(g, g)^{\alpha}, u=g^{b},\left\{h_{i}=g^{a_{i}}\right\}_{i=0, \ldots, n}, X_{p_{3}}, H\right)
$$

$\operatorname{Sign}(\mathrm{sk}, \mathrm{id}, \vec{v})$ : on input of a vector $\vec{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{Z}_{N}^{n}$, a file identifier id $\in \mathcal{I}$ and the private key $s k=\left(g^{\alpha}, \kappa\right)$, conduct the following steps. First, compute a pseudorandom scalar $r=\Psi(\kappa$, id $) \in \mathbb{Z}_{N}$. Then, compute $\mathrm{id}^{\prime}=H\left(\mathrm{id}, e(g, g)^{r}\right) \in \mathbb{Z}_{N}$, choose $R_{3}, R_{3}^{\prime}, R_{3}^{\prime \prime} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$ and compute a signature $\sigma=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ as

$$
\sigma_{1}=g^{\alpha} \cdot\left(u \cdot h_{0}^{\mathrm{id}{ }^{\prime}}\right)^{r} \cdot R_{3}, \quad \sigma_{2}=g^{r} \cdot R_{3}^{\prime}, \quad \sigma_{3}=\left(h_{1}^{v_{1}} \cdots h_{n}^{v_{n}}\right)^{r} \cdot R_{3}^{\prime \prime}
$$

CompatibilityCheck(pk, id, $\left.\left\{\sigma_{i}\right\}_{i=1}^{\ell}\right)$ : parses $\sigma_{i}$ as $\left(\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}\right) \in \mathbb{G}^{3}$ for $i=1$ to $\ell$. The algorithm will return 1 if and only if all $\sigma_{i, 2}$ have the same $\mathbb{G}_{p_{1}}$ component: for $i=2$ to $\ell$, it checks if $e\left(\sigma_{1,2} / \sigma_{i, 2}, g\right)=1_{\mathbb{G}_{T}}$ and returns 0 otherwise. If all checks succeed, it returns 1.
Combine(pk, id, $\left.\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right)$ : given pk, a file identifier id and $\ell$ tuples $\left(\beta_{i}, \sigma_{i}\right)$, parse $\sigma_{i}$ as $\sigma_{i}=\left(\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}\right)$ for $i=1$ to $\ell$. Set $\sigma_{1}=\sigma_{1,1} \cdot R_{3}, \sigma_{2}=\sigma_{1,2} \cdot R_{3}^{\prime}$ for randomly chosen $R_{3}, R_{3}^{\prime} \stackrel{R}{-} \mathbb{G}_{p_{3}}$. Then, compute $\sigma_{3}=\prod_{i=1}^{\ell} \sigma_{i, 3}^{\beta_{i}} \cdot R_{3}^{\prime \prime}$, with $R_{3}^{\prime \prime} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$, and output $\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$.
$\operatorname{Verify}(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)$ : given a public key $\mathrm{pk}=\left(g, e(g, g)^{\alpha}, u,\left\{h_{i}\right\}_{i=0}^{n}, X_{p_{3}}\right)$, a signature $\sigma=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ and a vector $\vec{y}=\left(y_{1}, \ldots, y_{n}\right) \in\left(\mathbb{Z}_{N}\right)^{n}$, compute $\mathrm{id}^{\prime}=H\left(\mathrm{id}, e\left(\sigma_{2}, g\right)\right)$ and return 1 if and only if

$$
\begin{equation*}
e\left(\sigma_{1}, g\right)=e(g, g)^{\alpha} \cdot e\left(u \cdot h_{0}^{\mathrm{id}^{\prime}}, \sigma_{2}\right) \quad \text { and } \quad e\left(\sigma_{3}, g\right)=e\left(\sigma_{2}, h_{1}^{y_{1}} \cdots h_{n}^{y_{n}}\right) \tag{2}
\end{equation*}
$$

Verifying the correctness of the scheme is straightforward since pairing an element of $\mathbb{G}_{p_{1}}$ with an element of $\mathbb{G}_{p_{3}}$ always gives the identity element in $\mathbb{G}_{T}$.

Efficiency. Signatures only consist of 3 group elements. Without optimizations, verifying individual signatures entails to compute four pairings. However, when multiple signatures must be checked before being combined, a constant number of pairing evaluations suffices when randomized batch verification techniques are used.

Indeed, when network nodes process $\ell$ signatures $\left\{\left(\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}\right)\right\}_{i=1}^{\ell}$ from the same file identified by id $\in \mathcal{I}$, they can first check that all $\left\{\sigma_{i, 2}\right\}_{i=1}^{\ell}$ have the same $\mathbb{G}_{p_{1}}$ component by testing if $e\left(\prod_{i=2}^{\ell}\left(\sigma_{1,2} / \sigma_{i, 2}\right)^{\omega_{i}}, g\right)=1_{\mathbb{G}_{T}}$ for randomly chosen $\omega_{2}, \ldots, \omega_{\ell} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$. If this test is satisfied, $\sigma_{1,2}, \ldots, \sigma_{\ell, 2}$ all correspond to the same $r$, with overwhelming probability, and the same $\sigma_{1,2}$ can be used to verify equations (2) for $i=1$ to $\ell$. Namely, if $\sigma_{i}=\left(\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}\right)$ pertains to $\vec{v}_{i}=\left(v_{i, 1}, \ldots, v_{i, n}\right)$, signatures are all valid if $e\left(\sigma_{i, 1}, g\right)=e(g, g)^{\alpha} \cdot e\left(u \cdot h_{0}^{\mathrm{id}^{\prime}}, \sigma_{1,2}\right)$ and $e\left(\sigma_{i, 3}, g\right)=e\left(\sigma_{1,2}, \prod_{k=1}^{n} h_{k}^{v_{i, k}}\right)$ for $i=1$ to $\ell$. Then, if the network node picks randomizers $\delta_{i}, \delta_{i}^{\prime} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$, for $i=1$ to $\ell$, all signatures can be batch-verified by testing if
$e\left(g, \prod_{i=1}^{\ell} \sigma_{i, 1}^{\delta_{i}} \cdot \prod_{j=1}^{\ell} \sigma_{j, 3}^{\delta_{j}^{\prime}}\right)=e(g, g)^{\alpha \cdot \sum_{i=1}^{\ell} \delta_{i}} \cdot e\left(\sigma_{1,2},\left(u \cdot h_{0}^{\mathrm{id}{ }^{\prime}}\right)^{\sum_{i=1}^{\ell} \delta_{i}} \cdot \prod_{k=1}^{n} h_{k}^{\sum_{j=1}^{\ell} \delta_{j}^{\prime} v_{j k}}\right)$.
When verification fails, recent techniques 21] can be adapted to determine which signatures are bad and which packets should be filtered.

As in earlier standard model constructions [73], the public key size is linear in the dimension $n$ of vectors. We leave it as an interesting open problem to avoid this dependency without resorting to random oracles.

Converted Scheme. From the homomorphic network coding signature, one can obtain an ordinary network coding signature via the generic conversion given by Boneh et al. [7] (and recalled in section 2.2). Applying this conversion to our scheme results in the signature of the form $\left\{\left(\sigma_{i, 1}, \sigma_{i, 2}, \sigma_{i, 3}\right)\right\}_{i=1}^{m}$. This scheme is redundant and we can reuse the first two elements for all $i$. Indeed to sign a subspace $V$ where $\vec{v}_{1}, \ldots, \vec{v}_{m}$ is the properly augmented basis, the signing algorithm outputs $\sigma=\left(\sigma_{1}, \sigma_{2},\left\{\sigma_{3, i}\right\}_{i=1}^{m}\right)$ where

$$
\sigma_{1}=g^{\alpha} \cdot\left(g^{b+a_{0} \mathrm{id}^{\prime}}\right)^{r} \cdot R_{3}, \quad \sigma_{2}=g^{r} \cdot R_{3}^{\prime}, \quad \sigma_{3, i}=\left(g^{\left\langle\vec{a}, \vec{v}_{i}\right\rangle}\right)^{r} \cdot R_{3, i}^{\prime \prime}
$$

where $R_{3}, R_{3}^{\prime}, R_{3, i}^{\prime \prime} \in_{R} \mathbb{G}_{p_{3}}$ and we denote $\vec{a}=\left(a_{1}, \ldots, a_{n}\right)$. In the next section, we will prove the security of this scheme instead of the scheme converted with the generic conversion.

### 3.2 Security Proof

We first give a simple lemma describing the general form of signatures that are accepted by the verification of the proposed NCS scheme (with redundancy cut as mentioned above).

Lemma 1. Foranyidentifier-vector-signaturetuple(id, $\left.\vec{y}, \sigma=\left(\sigma_{1}, \sigma_{2},\left\{\sigma_{3, i}\right\}_{i=1}^{m}\right)\right)$, if it holds that Verify $(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)=1$, then we have

$$
\begin{equation*}
\sigma_{1}=g^{\alpha} \cdot\left(g^{b+a_{0} i d^{\prime}}\right)^{r} \cdot Z_{1}, \quad \sigma_{2}=g^{r} \cdot Z_{2}, \quad \sigma_{3, i}=\left(g^{\left\langle a, \vec{v}_{i}\right\rangle}\right)^{r} \cdot Z_{3, i} \tag{3}
\end{equation*}
$$

where $\mathrm{id}^{\prime}=H\left(\mathrm{id}, e\left(\sigma_{2}, g\right)\right)$, for some $r \in \mathbb{Z}_{N}, Z_{1}, Z_{2}, Z_{3, i} \in \mathbb{G}_{p_{2} p_{3}}$ and some vectors $\vec{v}_{1}, \ldots, \vec{v}_{m} \in \mathbb{Z}_{N}^{n}$ such that

$$
\begin{equation*}
\vec{a}\left(U\left(\vec{y}^{R}\right)^{\top}-\vec{y}^{\top}\right)=0 \text {, where } U=\left(\right) \tag{4}
\end{equation*}
$$

where we write $\vec{y}=\vec{y}^{L} \| \vec{y}^{R}$ with $\vec{y}^{L} \in \mathbb{Z}_{N}^{n-m}, \vec{y}^{R} \in \mathbb{Z}_{N}^{m}$.
Proof. Let an id-vector-signature tuple (id, $\vec{y}, \sigma=\left(\sigma_{1}, \sigma_{2},\left\{\sigma_{3, i}\right\}_{i=1}^{m}\right)$ ) be a valid tuple, that is $\operatorname{Verify}(\mathrm{pk}, \mathrm{id}, \vec{y}, \sigma)=1$. We will prove that $\sigma$ will have the form of equation (3). First, since the tuple is accepted, we have

$$
\begin{align*}
e\left(\sigma_{1}, g\right) & =e(g, g)^{\alpha} \cdot e\left(g^{b} \cdot\left(g^{a_{0}}\right)^{\mathrm{id}}, \sigma_{2}\right)  \tag{5}\\
e\left(\prod_{i=1}^{m} \sigma_{3, i}^{y_{n-m+i}}, g\right) & =e\left(\sigma_{2}, g^{\langle\vec{a}, \vec{y}\rangle}\right) \tag{6}
\end{align*}
$$

where $\mathrm{id}^{\prime}=H\left(\mathrm{id}, e\left(\sigma_{2}, g\right)\right)$. Since $\sigma_{2} \in \mathbb{G}$, we can write $\sigma_{2}=g^{r} Z_{2}$ for some $r \in \mathbb{Z}_{N}$ and $Z_{2} \in \mathbb{G}_{p_{2} p_{3}}$. Equation (5) then implies $\sigma_{1}=g^{\alpha} \cdot\left(g^{b+a_{0} \mathrm{id}^{\prime}}\right)^{r} \cdot Z_{1}$ for some $Z_{1} \in \mathbb{G}_{p_{2} p_{3}}$, as claimed. Similarly, we have $\sigma_{3, i}=\left(g^{\beta_{i}}\right)^{r} \cdot Z_{3, i}$ for some $\beta_{i} \in \mathbb{Z}_{N}$. It remains to prove the property of $\beta_{i}$. Equation (6) implies that $\sum_{i=1} \beta_{i} y_{n-m+i}=\langle\vec{a}, \vec{y}\rangle$. If we write $\beta_{i}=\left\langle\vec{a}, \vec{v}_{i}\right\rangle$ for some $\vec{v}_{i} \in \mathbb{Z}_{N}^{n}$, then the equation (4) is obtained. This concludes the proof.

Theorem 1. The scheme is a secure homomorphic network coding signature if $\Psi$ is a secure pseudorandom function, if $H$ is a collision-resistant hash function and if Assumption 1, Assumption 2 and Assumption 3 all hold.

Proof. The proof follows the dual system methodology used in 2417. From Lemma 1, any valid identifier-vector-signature triple (id, $\vec{y}, \sigma$ ) will have the following generic form:

$$
\begin{array}{rlr}
\sigma_{1} & =g^{\alpha} \cdot\left(g^{b+a_{0} \mathrm{id}^{\prime}}\right)^{r} \cdot g_{2}^{w_{1}} \cdot R_{1}, & \sigma_{2}=g^{r} \cdot g_{2}^{w_{2}} \cdot R_{2}, \\
\sigma_{3, i} & =\left(g^{\left\langle\left\langle, \vec{a}, \vec{v}_{i}\right\rangle\right.}\right)^{r} \cdot g_{2}^{w_{3, i}} \cdot R_{3, i}, & \tag{8}
\end{array}
$$

where $\mathrm{id}^{\prime}=H\left(\mathrm{id}, e\left(\sigma_{2}, g\right)\right)$, for some $r \in \mathbb{Z}_{N}, w_{1}, w_{2}, w_{3, i} \in \mathbb{Z}_{N}$, some group elements $R_{1}, R_{2}, R_{3, i} \in \mathbb{G}_{p_{3}}$ and vectors $\vec{v}_{1}, \ldots, \vec{v}_{m} \in \mathbb{Z}_{N}^{n}$ which satisfied Eq. (4).

We will distinguish two types of signatures as follows.

- Type A: $\left(w_{1}, w_{2}, w_{3,1}, \ldots, w_{3, n}\right)=(0,0,0, \ldots, 0) \bmod p_{2}$.
- Type B: $\left(w_{1}, w_{2}, w_{3,1}, \ldots, w_{3, n}\right) \neq(0,0,0, \ldots, 0) \bmod p_{2}$.

We will call Type A forgery (resp. Type B forgery) a fake signature of Type A (resp. Type B) which is produced by the forger in the game of definition 3,

The proof considers a sequence of $q+3$ games. It starts with the real attack game Game ${ }_{\text {real }}$ followed by $\mathrm{Game}_{1}, \mathrm{Game}_{2}, \mathrm{Game}_{3}, \mathrm{Game}_{4.1}, \ldots, \mathrm{Game}_{4 . q}$. In the following we let $V^{(j)}$ be the $j$-th query where $j \in\{1, \ldots, q\}$ and let $\left(\sigma_{1}^{(j)}, \sigma_{2}^{(j)},\left\{\sigma_{3, i}^{(j)}\right\}_{i=1}^{m}\right)$ be the answer to the query.

Game $_{1}$ : Replacing $r$ with Random. This game is identical to as Game ${ }_{\text {real }}$ with the difference that the challenger generates all signatures using truly random exponents $r \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$ (and care is taken to use the same $r$ to sign all vectors of the same subspace) instead of pseudorandom values. Clearly, the security of the PRF implies that Game ${ }_{1}$ is computationally indistinguishable from Game ${ }_{\text {real }}$.
Game $_{2}$ : Eliminating collision. It is as Game ${ }_{1}$ but the game will abort if

- Adversary $\mathcal{A}$ outputs a class-(i) forgery (i.e., $\mathrm{id}^{\star} \neq \mathrm{id}_{j}$ for any $j$ and $\vec{y}^{\star} \neq \overrightarrow{0}$ ) or a class-(ii) forgery (i.e., $\mathrm{id}^{\star}=\mathrm{id}_{j}$ for some $j \in\{1, \ldots, q\}$ and $\left.e\left(\sigma_{2}^{\star}, g\right) \neq e\left(\sigma_{2}^{(j)}, g\right)\right)$ but for which $\mathrm{id}^{\prime \star}=\mathrm{id}_{j}^{\prime}$. In other words, the collision of H occurs as $H\left(\mathrm{id}^{\star}, e\left(\sigma_{2}^{\star}, g\right)\right)=H\left(\mathrm{id}_{j}, e\left(\sigma_{2}^{(j)}, g\right)\right)$, for some index $j \in\{1, \ldots, q\}$.
It is straightforward to show that under the collision-resistance of $H$ the difference between Game ${ }_{1}$ and Game ${ }_{2}$ is negligible.
Game $_{3}$ : Restriction modulo $p_{2}$. It is as Game $_{2}$ but the game will further abort if either of the following event occurs.
- Adversary $\mathcal{A}$ outputs a class-(i) forgery (i.e., $\mathrm{id}^{\star} \neq \mathrm{id}_{j}$ for any $j$ and $\vec{y}^{\star} \neq \overrightarrow{0}$ ) or a class-(ii) forgery (i.e., for which $\mathrm{id}^{\star}=\mathrm{id}_{j}$ for some $j$ and $\left.e\left(\sigma_{2}^{\star}, g\right) \neq e\left(\sigma_{2, j}, g\right)\right){\text { but } \mathrm{id}^{\prime \star}}^{\prime}=\mathrm{id}_{j}^{\prime} \bmod p_{2}\left(\right.$ even if $\left.\mathrm{id}^{\prime \star} \neq \mathrm{id}_{j}^{\prime}\right)$ for some index $j \in\{1, \ldots, q\}$.
- Adversary $\mathcal{A}$ outputs a class-(iii) forgery (i.e., $\mathrm{id}^{\star}=\mathrm{id}_{j}$ for some $j$ and $\vec{y}^{\star} \notin V_{j}$ ) but for which $\vec{y}^{\star} \bmod p_{2} \in V_{j} \bmod p_{2}$. Here, we denote by $V \bmod p_{2}$ the subspace $V$ reduced in $\mathbb{Z}_{p_{2}}^{n}$. More precisely, for any subspace $V=\operatorname{span}\left(\vec{v}_{1}, \ldots, \vec{v}_{m}\right) \subset \mathbb{Z}_{N}^{n}$, the notation $V \bmod p_{2}$ denotes $\operatorname{span}\left(\vec{v}_{1} \bmod p_{2}, \ldots, \vec{v}_{m} \bmod p_{2}\right) \subset \mathbb{Z}_{p_{2}}^{n}$.
Lemma 2 shows that, under Assumption 1 and Assumption 2, the difference between $\mathrm{Game}_{2}$ and $\mathrm{Game}_{3}$ is negligible. Then, Lemma 3 shows that, if $\mathcal{A}$ can output a Type B forgery in $\mathrm{Game}_{3}$, Assumption 1 is false.
Game $_{4.0}$ : Simplification. This is a reformulation of Game 3 for ease of reading. The game will accept only the following forgery. (Otherwise, it will abort).
- Adversary $\mathcal{A}$ outputs a forgery with $\mathrm{id}^{\prime \star} \neq \mathrm{id}_{j}^{\prime} \bmod p_{2}$ for any $j$ and $\vec{y} \neq \overrightarrow{0}$.
- Adversary $\mathcal{A}$ outputs a forgery for which $\mathrm{id}^{\star}=\mathrm{id}_{j}$, for some $j \in\{1, \ldots, q\}$, and $\vec{y}^{\star} \bmod p_{2} \notin V_{j} \bmod p_{2}$.
We note that in this game, as in $\mathrm{Game}_{\text {real }}, \mathcal{A}$ is only given Type A signatures.
Game $_{4 . k}(1 \leq k \leq q)$ : Hybrid types. It is as Game ${ }_{0}$ but the adversary obtains Type B signatures at the first $k$ signing queries whereas the challenger answers the remaining $q-k$ signing queries by returning Type A signatures. Lemma 4 shows that, if the adversary has noticeably higher probability to output a Type A forgery in $\mathrm{Game}_{4 .(k+1)}$ than in $\mathrm{Game}_{4 . k}$, there must be a breach in Assumption 2.

Game $_{4 . q}$ : All type B. The forger $\mathcal{A}$ only obtains Type B signatures and it becomes easy to prove that any Type A forgery allows breaking Assumption 3, as shown by Lemma 5

Denote negl as a negligible function in $\lambda$. Let $\mathrm{W}_{i}, \mathrm{~W}_{i}^{\mathrm{A}}, \mathrm{W}_{i}^{\mathrm{B}}$ be the probability that the adversary successfully outputs a forgery in game $i$ of either type, type A, and type B respectively. We then have that $\left|\mathrm{W}_{\text {real }}-\mathrm{W}_{3}\right| \leq$ negl guaranteed by the security of PRF, collision-resistance hash, and Lemma 2. Also $W_{3}^{B} \leq$ negl, $\left|\mathrm{W}_{4,0}^{\mathrm{A}}-\mathrm{W}_{4, q}^{\mathrm{A}}\right| \leq$ negl, and $\mathrm{W}_{4, q}^{\mathrm{A}} \leq$ negl are implied by Lemma 3, 4, and 5, respectively. Combining the above, we obtain

$$
\mathrm{W}_{\text {real }} \leq\left|\mathrm{W}_{\text {real }}-\mathrm{W}_{3}\right|+\mathrm{W}_{3}^{\mathrm{B}}+\left|\mathrm{W}_{4,0}^{\mathrm{A}}-\mathrm{W}_{4, q}^{\mathrm{A}}\right|+\mathrm{W}_{4, q}^{\mathrm{A}} \leq \text { neg } \mathrm{I},
$$

where we recall that $\mathrm{W}_{3}=\mathrm{W}_{4,0}$ and see that $\mathrm{W}_{3}=\mathrm{W}_{3}^{\mathrm{A}}+\mathrm{W}_{3}^{B}$. This concludes the proof.

Lemma 2. Any significant difference between the adversary's behaviors in Game ${ }_{2}$ and Game ${ }_{3}$ contradicts either Assumption 1 or Assumption 2.

Proof. The two games are identical unless the adversary $\mathcal{A}$ outputs a forgery involving a pair (id $\left.{ }^{\prime \star}, \vec{y}^{\star}\right)$ such that either: (1) $\mathrm{id}^{\prime \star}=\mathrm{id}_{j}^{\prime} \bmod p_{2}$ whereas we have $\mathrm{id}^{\prime \star} \neq \mathrm{id}^{\prime}{ }_{j} \bmod N$ for some $j \in\{1, \ldots, q\} ;(2)$ there exists $j \in\{1, \ldots, q\}$ such that $\mathrm{id}^{\prime \star}=\operatorname{id}_{j}^{\prime} \bmod N$ but $\operatorname{det}(M)=0 \bmod p_{2}$ and $\operatorname{det}(M) \neq 0 \bmod N$, where $M \in \mathbb{Z}_{N}^{n \times n}$ is the matrix

$$
M=\left(\begin{array}{cccc}
R_{n \times\left(n-m_{j}-1\right)} & \vec{v}_{j, 1} & \ldots & \vec{v}_{j, m_{j}}^{\dagger} \\
\vec{y}^{\star} \top \\
& \mid & \mid & \mid
\end{array}\right)
$$

with $m_{j}=\operatorname{dim}\left(V_{j}\right)<n$, such that $R_{n \times\left(n-m_{j}-1\right)}$ is a $n \times\left(n-m_{j}-1\right)$ matrix whose columns are orthogonal to $\operatorname{span}\left(\vec{v}_{j, 1}, \ldots, \vec{v}_{j, m_{j}}, \vec{y}^{\star}\right)$ (such a matrix can be obtained via the Gram-Schmidt process). The matrix has the desired properties since $\vec{y}^{\star} \bmod p_{2} \in V \bmod p_{2}$ although $\vec{y}^{\star} \notin V$. The simulator $\mathcal{B}$ can extract a non-trivial factor of $N$ by computing $\operatorname{gcd}\left(\mathrm{id}^{\prime \star}-\mathrm{id}_{j}^{\prime}, N\right)$ in case (1) or $\operatorname{gcd}(\operatorname{det}(M), N)$ in case (2). As shown in [17][Lemma 5], this allows breaking either Assumption 1 or Assumption 2 depending on which factor is extracted.

Lemma 3. Under Assumption 1, no PPT adversary can output a Type B forgery in Game $_{3}$.

Proof. We show that, if the adversary outputs a Type B forgery in Game ${ }_{3}$, there is an algorithm $\mathcal{B}$ that, given $\left(g, X_{3}, T\right)$, decides if $T \in_{R} \mathbb{G}_{p_{1}}$ or $T \in_{R} \mathbb{G}_{p_{1} p_{2}}$.

The distinguisher $\mathcal{B}$ sets up the public key pk as $e(g, g)^{\alpha}, X_{p_{3}}=X_{3}, u=g^{b}$, $h_{i}=g^{a_{i}}$ for $i=0$ to $n$. Denote $\vec{a}=\left(a_{1}, \ldots, a_{n}\right)$. It answers all private key queries according to the specification of the signing algorithm since it knows the private key.

[^5]At the end, $\mathcal{A}$ outputs a file identifier $\mathrm{id}^{\star}$, a Type-B signature $\left(\sigma_{1}^{\star}, \sigma_{2}^{\star},\left\{\sigma_{3, i}^{\star}\right\}_{i=1}^{m}\right)$ and a vector $\vec{y}^{\star}$. The algorithm $\mathcal{B}$ then computes

$$
\eta_{1}=\frac{\sigma_{1}^{\star}}{g^{\alpha} \cdot \sigma_{2}^{\star b+a_{0} \mathrm{id}^{\prime \star}}}, \quad \eta_{2}=\frac{\prod_{i=1}^{m} \sigma_{3, i}^{\star} y_{n-m+i}}{\sigma_{2}^{\star\left\langle\vec{a}, \vec{y}^{\star}\right\rangle}}
$$

The $\mathbb{G}_{p_{1}}$ components of these terms are necessarily canceled out due to equations (3)-(4). Recall that a Type-B signature is in the generic form (7) with $\left(w_{1}, w_{2}, w_{3,1}, \ldots, w_{3, n}\right) \neq(0,0,0, \ldots, 0) \bmod p_{2}$. For this reason, the $\mathbb{G}_{p_{2}}$ components in $\eta_{1}, \eta_{2}$ will be $g_{2}^{w_{1}-w_{2}\left(b+a_{0} \mathrm{id}^{\prime \star}\right)}$ and $g_{2}^{\sum_{i=1}^{m} w_{3, i} y_{n-m+i}-w_{2}\left\langle\vec{a}, \vec{y}^{\star}\right\rangle}$, respectively. Hence, as long as $b, a_{0}, \vec{a} \bmod p_{2}$ are information theoretically hidden to the adversary, there must be an element of $\mathbb{G}_{p_{2} p_{3}}$ with non-trivial $\mathbb{G}_{p_{2}}$ component among $\eta_{1}, \eta_{2}$. But this is true since $b, a_{0}, \vec{a} \bmod p_{2}$ is uncorrelated to $b, a_{0}, \vec{a} \bmod p_{1}$, which is the only information available from the public key. Therefore, our distinguisher $\mathcal{B}$ can conclude that $T \in \mathbb{G}_{p_{1} p_{2}}$ if and only if either $e\left(T, \eta_{1}\right) \neq 1_{\mathbb{G}_{T}}$ or $e\left(T, \eta_{2}\right) \neq 1_{\mathbb{G}_{T}}$.
Lemma 4. The adversary outputs a Type A forgery with negligibly different probabilities in Game $_{4 . k}$ and Game 4. $_{(k+1)}$ if Assumption 2 holds.
Proof. Let us assume that a forger $\mathcal{A}$ has significantly better probability of outputting a Type A forgery in $\mathrm{Game}_{4 .(k+1)}$ than in $\mathrm{Game}_{4 . k}$. We outline a distinguisher $\mathcal{B}$ that breaks Assumption 2 with non-negligible advantage.

Algorithm $\mathcal{B}$ takes as input $\left(g, X_{1} X_{2}, Z_{3}, Y_{2} Y_{3}, T\right)$ and uses its interaction with $\mathcal{A}$ to decide if $T \in \mathbb{G}$ or $T \in \mathbb{G}_{p_{1} p_{3}}$. Recall that $\mathcal{A}$ must obtain Type B signatures at her first $k$ signing queries and Type A signatures at the last $q-k-1$ queries. We will simulate the interaction so that the $k^{\text {th }}$-query will be a Type A signature (hence $\mathrm{Game}_{4 . k}$ ) if $T \in \mathbb{G}_{p_{1} p_{3}}$ and a Type B signature (hence Game ${ }_{4 .(k+1)}$ ) if $T \in \mathbb{G}$. We then show that the distinguisher $\mathcal{B}$ can indeed distinguish whether $\mathcal{A}$ 's forgery will be of Type A or Type B with overwhelming probability.

To this end, $\mathcal{B}$ prepares the public key pk by choosing $\alpha, b \stackrel{R}{\leftarrow} \mathbb{Z}_{N}, a_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$, for $i=0$ to $n$, and setting $u=g^{b}, h_{i}=g^{a_{i}}$ for $i=0$ to $n$. The public key pk $=\left\{g, e(g, g)^{\alpha}, u, h_{0}, h_{1}, \ldots, h_{n}, Z_{3}\right\}$ is given to $\mathcal{A}$. Then, $\mathcal{B}$ answers $\mathcal{A}$ 's queries depending on the index $j \in\{1, \ldots, q\}$ of the query.
$[$ Case $j<k]$. To sign the $j^{\text {th }}$ vector space $V^{(j)}=\operatorname{span}\left(\vec{v}_{1}^{(j)}, \ldots, \vec{v}_{m}^{(j)}\right)$ chosen by $\mathcal{A}, \mathcal{B}$ first chooses a random file identifier $\mathrm{id}_{j}{ }^{R} \mathcal{R}$ and a random exponent $r \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$. It then chooses $w_{1}, w_{2},\left\{w_{3, i}\right\}_{i=1}^{m} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}, Z_{3}, Z_{3}^{\prime},\left\{Z_{3, i}^{\prime \prime}\right\}_{i=1}^{m} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$. Let $\mathrm{id}_{j}^{\prime}=H\left(\mathrm{id}_{j}, e(g, g)^{r}\right)$. It finally computes a Type-B signature $\left(\sigma_{1}, \sigma_{2},\left\{\sigma_{3, i}\right\}_{i=1}^{m}\right)$ on $V^{(j)}$ as

$$
\begin{aligned}
\sigma_{1} & =g^{\alpha} \cdot\left(u \cdot h_{0}^{\mathrm{id}_{j}^{\prime}}\right)^{r} \cdot\left(Y_{2} Y_{3}\right)^{w_{1}} \cdot Z_{3}, \quad \sigma_{2}=g^{r} \cdot\left(Y_{2} Y_{3}\right)^{w_{2}} \cdot Z_{3}^{\prime} \\
\sigma_{3, i} & =\left(g^{\left(\vec{a}, \vec{v}_{i}^{(j)}\right\rangle}\right)^{r} \cdot\left(Y_{2} Y_{3}\right)^{w_{3, i}} \cdot Z_{3, i}^{\prime \prime}
\end{aligned}
$$

$[$ Case $j>k]$. In this case, $\mathcal{A}$ simply computes a Type A signature using the private key $g^{\alpha}$ as specified by the signing algorithm (except that, as in Game ${ }_{1}$, $r$ is chosen at random in $\mathbb{Z}_{N}$ rather than as a pseudorandom value).
$[$ Case $j=k]$. To answer the $k^{\text {th }}$ private key query $V^{(j)}=\operatorname{span}\left(\vec{v}_{1}^{(j)}, \ldots, \vec{v}_{m}^{(j)}\right), \mathcal{B}$ first picks a random file identifier id ${ }_{j} \stackrel{R}{\leftarrow} \mathcal{I}$. It then chooses $w_{1}, w_{2},\left\{w_{3, i}\right\}_{i=1}^{m}{ }^{R}$ $\mathbb{Z}_{N}, Z_{3}, Z_{3}^{\prime},\left\{Z_{3, i}^{\prime \prime}\right\}_{i=1}^{m} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$. It uses its input $T$ to compute a hash value $\mathrm{id}_{j}^{\prime}=H\left(\mathrm{id}_{j}, e(T, g)\right)$. It finally computes the signature $\left(\sigma_{1}, \sigma_{2},\left\{\sigma_{3, i}\right\}_{i=1}^{m}\right)$ on the subspace $V^{(j)}$ as

$$
\sigma_{1}=g^{\alpha} \cdot T^{b+a_{0} \mathrm{id}_{j}^{\prime}} \cdot Z_{3}, \quad \sigma_{2}=T \cdot Z_{3}^{\prime}, \quad \sigma_{3, i}=T^{\left\langle\vec{a}, \vec{v}_{i}^{(j)}\right\rangle} \cdot Z_{3, i}^{\prime \prime}
$$

It is easy to observe that, in the situation where $T \in_{R} \mathbb{G}$, if we let $g_{2}^{x}$ be the $\mathbb{G}_{p_{2}}$ component of $T$ for some $x \in \mathbb{Z}_{p_{2}}^{*}$, we obtain a Type B signature where $w_{1}=x\left(b+a_{0} \mathrm{id}_{j}^{\prime}\right) \bmod p_{2}, w_{2}=x \bmod p_{2}$, and $w_{3, i}=x\left(\left\langle\vec{a}, \vec{v}^{(j)}\right\rangle\right) \bmod p_{2}$ for $i=1$ to $m$. In contrast, if $T \in_{R} \mathbb{G}_{p_{1} p_{3}}$, the above forms a Type A signature.

At the end of the game, $\mathcal{A}$ outputs a forgery $\sigma^{\star}=\left(\sigma_{1}^{\star}, \sigma_{2}^{\star},\left\{\sigma_{3, i}^{\star}\right\}_{i=1}^{m}\right)$ and a vector $\vec{y}^{\star}$ and a file identifier id ${ }^{\star}$ such that the property stated in the Game ${ }_{0}$ holds. That is either

- a forgery with $\mathrm{id}^{\prime \star} \neq \mathrm{id}_{j}^{\prime} \bmod p_{2}$ for any $j$ and $\vec{y}^{\star} \neq \overrightarrow{0}$.
- a forgery with $\mathrm{id}^{\star}=\mathrm{id}_{j}$ for some $j$ and $\vec{y}^{\star} \bmod p_{2} \notin V^{(j)} \bmod p_{2}$.

At this stage, $\mathcal{B}$ halts and checks whether the forgery is of Type $A$ or $B$. If the forgery is of Type A, it returns 0 (meaning that $T \in_{R} \mathbb{G}_{p_{1} p_{3}}$ ). If the forgery is believed to be of Type $\mathrm{B}, \mathcal{B}$ rather bets on $T \in_{R} \mathbb{G}_{p_{1} p_{2} p_{3}}$ and outputs 1 .

In order to decide which kind of forgery $\mathcal{A}$ comes up with, $\mathcal{B}$ uses the input value $X_{1} X_{2}$ as follows. The algorithm $\mathcal{B}$ computes $\mathrm{id}^{\prime \star}=H\left(\mathrm{id}^{\star}, e\left(\sigma_{2}^{\star}, g\right)\right)$ and

$$
\eta_{1}=\frac{\sigma_{1}^{\star}}{g^{\alpha} \cdot \sigma_{2}^{\star b+a_{0} \mathrm{id}^{\prime \star}}}, \quad \eta_{2}=\frac{\prod_{i=1}^{m} \sigma_{3, i}^{\star} y_{n-m+i}}{\sigma_{2}^{\star\left\langle\vec{a}, \vec{y}^{\star}\right\rangle}}
$$

The $\mathbb{G}_{p_{1}}$ component of each term is canceled out due to equations (3)-(4). If $e\left(X_{1} X_{2}, \eta_{1}\right)=1$ and $e\left(X_{1} X_{2}, \eta_{2}\right)=1$, then the algorithm $\mathcal{B}$ deduces that $\sigma^{\star}$ is of Type A. Otherwise, it is seen as a Type B signature. To see why this test works with overwhelming probability, we note that, since $\sigma^{\star}$ properly verifies, it must be of the form of equation (77) with $\left(w_{1}^{\star}, w_{2}^{\star}, w_{3,1}^{\star}, \ldots, w_{3, m}^{\star}\right)$ so that we have

$$
\begin{aligned}
& e\left(X_{1} X_{2}, \eta_{1}\right)=e\left(X_{2}, g_{2}\right)^{w_{1}^{\star}-w_{2}^{\star}\left(b+a_{0} \mathrm{id}^{\prime \star}\right)} \\
& e\left(X_{1} X_{2}, \eta_{2}\right)=e\left(X_{2}, g_{2}\right)^{\sum_{i=1}^{m} w_{3, i}^{\star} y_{n-m+i}-w_{2}^{\star}\left(\left\langle\vec{a}, \vec{y}^{\star}\right\rangle\right)}
\end{aligned}
$$

If $\sigma^{\star}$ is of Type B , it can only be interpreted as a Type A signature if and only if

$$
\begin{align*}
w_{1}^{\star}-w_{2}^{\star}\left(b+a_{0} \mathrm{id}^{\prime \star}\right) & =0 \bmod p_{2}, \text { and }  \tag{9}\\
\sum_{i=1}^{m} w_{3, i}^{\star} y_{n-m+i}-w_{2}^{\star}\left(\left\langle\vec{a}, \vec{y}^{\star}\right\rangle\right) & =0 \bmod p_{2} . \tag{10}
\end{align*}
$$

We show that this occurs with negligible probability as follows.

- If the forgery is of the first class, that is $\mathrm{id}^{\star} \neq \mathrm{id}_{j}$ for any $j \in\{1, \ldots, q\}$, then $b+a_{0} \mathrm{id}^{\prime \star} \bmod p_{2}$ is independent of $\mathcal{A}$ 's view which consists only of $b+a_{0} \mathrm{id}_{k} \bmod p_{2}$. Therefore equation (9) occurs with negligible probability.
- If the forgery is of the second class, that is $\vec{y}^{\star} \bmod p_{2} \notin V^{(j)} \bmod p_{2}$ for any $j$, then $\left\langle\vec{a}, \vec{y}^{\star}\right\rangle \bmod p_{2}$ is independently of $\mathcal{A}$ 's view. Indeed, let us consider what $\mathcal{A}$ knows in the information theoretic sense about the values $\left(a_{1}, \ldots, a_{n}\right)$ taken modulo $p_{2}$. It amounts to the right-hand side of the following system of linear equations:

$$
\left(\begin{array}{c}
-\vec{v}_{1}^{(k)}- \\
\vdots \\
-\vec{v}_{m}^{(k)}-
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
\vdots \\
a_{n}
\end{array}\right)=\left(\begin{array}{c}
t_{1} \\
\vdots \\
t_{m}
\end{array}\right) \bmod p_{2}
$$

where we let $g_{2}^{t_{i}}$ be the $\mathbb{G}_{p_{2}}$ component of $\sigma_{3, i}^{(k)}$. Since $\vec{y}^{\star} \bmod p_{2} \notin V^{(k)} \bmod$ $p_{2}, \vec{y}^{\star}$ is not in the row space of the above matrix. Therefore, $\left\langle\vec{a}, \vec{y}^{\star}\right\rangle \bmod p_{2}$ is independently of $\mathcal{A}$ 's view.

Lemma 5. Any PPT algorithm $\mathcal{A}$ outputting a Type A forgery in Game $_{4 . q}$ allows breaking Assumption 3.

Proof. We outline an algorithm $\mathcal{B}$ that takes as input $\left(g, g^{\alpha} X_{2}, X_{3}, g^{s} Y_{2}, Z_{2}\right)$ and aims at computing $T=e(g, g)^{\alpha s}$ using its interaction with $\mathcal{A}$. To this end, $\mathcal{B}$ generates the public key pk $=\left(g, e(g, g)^{\alpha}, u,\left\{h_{i}\right\}_{i=0, \ldots, n}, X_{p_{3}}\right)$ by choosing $b, a_{0}, \ldots, a_{n} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$ and setting $X_{p_{3}}=X_{3}, e(g, g)^{\alpha}=e\left(g^{\alpha} X_{2}, g\right)$ as well as $u=g^{b}$ and $h_{i}=g^{a_{i}}$ for $i=0$ to $n$.

When the forger $\mathcal{A}$ makes a private key query $V^{(j)}=\operatorname{span}\left(\vec{v}_{1}^{(j)}, \ldots, \vec{v}_{n}^{(j)}\right)$, $\mathcal{B}$ chooses id $\stackrel{R}{\leftarrow} \mathcal{I}, r \stackrel{R}{\leftarrow} \mathbb{Z}_{N}, w_{1}, w_{2} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}, R_{3}, R_{3}^{\prime}, R_{3}^{\prime \prime} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}, w_{3, i} \stackrel{R}{\leftarrow} \mathbb{Z}_{N}$, $R_{3, i} \stackrel{R}{\leftarrow} \mathbb{G}_{p_{3}}$, for $i=1$ to $n$. It defines id' $=H\left(\mathrm{id}, e(g, g)^{r}\right) \in \mathbb{Z}_{N}$ and computes

$$
\begin{array}{rlr}
\sigma_{1} & =\left(g^{\alpha} X_{2}\right) \cdot\left(u \cdot h_{0}^{\mathrm{id}}\right)^{r} \cdot Z_{2}^{w_{1}} \cdot R_{3}, & \sigma_{2}=g^{r} \cdot Z_{2}^{w_{2}} \cdot R_{3}^{\prime}, \\
\sigma_{3, i} & =\left(g^{\left\langle a, \vec{v}_{i}^{(j)}\right\rangle}\right)^{r} \cdot Z_{2}^{w_{3, i}} \cdot R_{3, i} &
\end{array}
$$

which has the distribution of a Type $B$ signature.
At the end of the game, $\mathcal{A}$ outputs a valid tuple of a file identifier $\mathrm{id}^{\star}$, a signature $\sigma=\left(\sigma_{1}^{\star}, \sigma_{2}^{\star},\left\{\sigma_{3, i}^{\star}\right\}_{i=1}^{m}\right)$ of Type-A and a vector $\vec{y}^{\star}$. Algorithm $\mathcal{B}$ then computes

$$
T=e\left(g^{s} Y_{2}, \frac{\sigma_{1}^{\star}}{\sigma_{2}^{\star b+a_{0} \mathrm{id}^{\prime \star}}}\right)=e\left(g^{s} Y_{2}, \frac{g^{\alpha} \cdot\left(g^{b+a_{0} \mathrm{id}^{\prime \star}}\right)^{r} \cdot Z_{1}}{\left(g^{r} Z_{2}\right)^{b+a_{0} \mathrm{id}^{\prime \star}}}\right)=e(g, g)^{\alpha s}
$$

where the second equation is due to lemma $1\left(Z_{1}, Z_{2} \in \mathbb{G}_{p_{2} p_{3}}\right)$. Since $\sigma$ is of Type A signature, therefore $\sigma_{1}^{\star}, \sigma_{2}^{\star}$ has no $\mathbb{G}_{p_{2}}$ component. Hence, the component $Y_{2}$ is canceled out in the pairing computation. This yields $T=e(g, g)^{s \alpha}$. To conclude, in Game $_{4 . q}, \mathcal{A}$ 's advantage is thus negligible if Assumption 3 holds.
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#### Abstract

This paper presents a fully secure (adaptive-predicate unforgeable and private) attribute-based signature (ABS) scheme in the standard model. The security of the proposed ABS scheme is proven under standard assumptions, the decisional linear (DLIN) assumption and the existence of collision resistant (CR) hash functions. The admissible predicates of the proposed ABS scheme are more general than those of the existing ABS schemes, i.e., the proposed ABS scheme is the first to support general non-monotone predicates, which can be expressed using NOT gates as well as AND, OR, and Threshold gates, while the existing ABS schemes only support monotone predicates. The proposed ABS scheme is efficient and practical. Its efficiency is comparable to (several times worse than) that of the most efficient (almost optimally efficient) ABS scheme the security for which is proven in the generic group model.


## 1 Introduction

### 1.1 Background

The concept of digital signatures was introduced in the seminal paper by Diffie and Hellman in 1976. In this concept, a pair comprising a secret signing key, sk, and public verification key, pk, is generated for a signer, and signature $\sigma$ of message $m$ generated using sk is verified by the corresponding pk. Hence, the signer of $(m, \sigma)$ using sk is identified through pk. Although it is one of the requirements of signatures, there is no flexibility or privacy in the relationship between signers and claims attested by signatures due to the tight relation between sk and pk.

Recently, versatile and privacy-enhanced variants of digital signatures have been studied, where the relation between a signing key and verification key is more flexible or sophisticated. In this class of signatures, the signing key and verification key are parameterized by attribute $\boldsymbol{x}$ and predicate $\boldsymbol{v}$, respectively, and signed message $(m, \sigma)$ generated by the signing key with parameter $\boldsymbol{x}$, sk $\boldsymbol{x}_{\boldsymbol{x}}$, is correctly verified by public-key pk and parameter $\boldsymbol{v}$, ( $\mathrm{pk}, \boldsymbol{v}$ ), iff predicate $\boldsymbol{v}$ accepts attribute $\boldsymbol{x}$, i.e., $\boldsymbol{v}(\boldsymbol{x})$ holds. The privacy of signers in this class of signatures requires that a signature (for predicate $\boldsymbol{v}$ ) generated by sk $\boldsymbol{x}_{\boldsymbol{x}}$ (where $\boldsymbol{v}(\boldsymbol{x})$ holds) release no information regarding attribute $\boldsymbol{x}$ except that $\boldsymbol{v}(\boldsymbol{x})$ holds.
D. Catalano et al. (Eds.): PKC 2011, LNCS 6571, pp. 35-52, 2011.
(C) International Association for Cryptologic Research 2011

When predicate $\boldsymbol{v}$ is the equality with parameter $v$ (i.e., $\boldsymbol{v}(x)$ holds iff $x=v$ ), the class of signatures for this predicate is identity-based signatures (IBS) 25]. Here note that there is no room for privacy in IBS, since predicate $\boldsymbol{v}$ uniquely identifies attribute $x$ of the signer's secret key, $\mathrm{sk}_{x}$, such that $x=v$.

Group signatures [9] are also in this class of signatures with another type of predicate $\boldsymbol{v}$, where $\boldsymbol{v}(\boldsymbol{x})$ holds iff predicate parameter $v$ is the group identity (or $\mathrm{pk}_{v}$ is a public key identifying group $v$ ) and attribute $x$ is a member identity of group $v$ (or sk $x_{x}$ is a secret key of member $x$ of group $v$ ). Due to the privacy requirement, signatures generated using $\mathrm{sk}_{x}$ release no information regarding member identity $x$ except that $x$ is a member of group $v$ (Note that the concept of group signatures traditionally requires the privacy-revocation property as well as the above-mentioned privacy).

Recently, this class of signatures with more sophisticated predicates, attributebased signatures (ABS), has been extensively studied 11-13, 16-19, 24, 27], where $\boldsymbol{x}$ for signing key $\mathrm{sk}_{\boldsymbol{x}}$ is a tuple of attributes $\left(x_{1}, \ldots, x_{i}\right)$, and $\boldsymbol{v}$ for verification is a threshold or access structure predicate. The widest class of predicates in the existing ABS schemes are monotone access structures [18, 19], where predicate $\boldsymbol{v}$ is specified by a monotone span program (MSP), ( $M, \rho$ ), along with a tuple of attributes $\left(v_{1}, \ldots, v_{j}\right)$, and $\boldsymbol{v}(\boldsymbol{x})$ holds iff MSP $(M, \rho)$ accepts the truthvalue vector of $\left(\mathrm{T}\left(x_{i_{1}}=v_{1}\right), \ldots, \mathrm{T}\left(x_{i_{j}}=v_{j}\right)\right)$. Here, $\mathrm{T}(\psi):=1$ if $\psi$ is true, and $\mathrm{T}(\psi):=0$ if $\psi$ is false (For example, $\mathbf{T}(x=v):=1$ if $x=v$, and $\mathrm{T}(x=v):=0$ if $x \neq v$ ). In general, such a predicate can be expressed using AND, OR, and Threshold gates.

An example of such monotone predicate $\boldsymbol{v}$ for ABS is (Institute $=$ Univ. A) AND (TH2 ((Department $=$ Biology), $($ Gender $=$ Female $),($ Age $=50$ 's $))$ OR $($ Position $=$ Professor $)$ ), where TH2 means the threshold gate with threshold value 2. Attribute $\boldsymbol{x}_{A}$ of Alice is ((Institute $:=$ Univ. A), (Department $:=$ Biology), (Position $:=$ Postdoc), (Age $:=30)$, (Gender $:=$ Female)) ), and attribute $\boldsymbol{x}_{B}$ of Bob is ((Institute $:=$ Univ. A), (Department $:=$ Mathematics), (Position $:=$ Professor $)$, (Age $:=45)($ Gender $:=$ Male) $)$ ). Although their attributes, $\boldsymbol{x}_{A}$ and $\boldsymbol{x}_{B}$, are quite different, it is clear that $\boldsymbol{v}\left(\boldsymbol{x}_{A}\right)$ and $\boldsymbol{v}\left(\boldsymbol{x}_{B}\right)$ hold, and that there are many other attributes that satisfy $\boldsymbol{v}$. Hence Alice and Bob can generate a signature on this predicate, and due to the privacy requirement of ABS, a signature for $\boldsymbol{v}$ releases no information regarding the attribute or identity of the signer, i.e., Alice or Bob (or other), except that the attribute of the signer satisfies $\boldsymbol{v}$.

There are many applications of ABS such as attribute-based messaging (ABM), attribute-based authentication, trust-negotiation and leaking secrets (see 18, 19] for more details).

The security conditions for ABS are given hereafter (see Section 3.2 for the formal definitions).

Unforgeability: A valid signature should be produced only by a single signer whose attribute $\boldsymbol{x}$ satisfies the claimed predicate $\boldsymbol{v}$, not by a collusion of users who pooled their attributes together. More formally, no poly-time adversary can produce a valid signature for a pair comprising predicate and message
$(\boldsymbol{v}, m)$, even if the adversary adaptively chooses $(\boldsymbol{v}, m)$ after executing secretkey and signing oracle attacks, provided that $\boldsymbol{x}$ where $\boldsymbol{v}(\boldsymbol{x})$ holds is not queried to the secret-key oracle and $(\boldsymbol{v}, m)$ is not queried to the signing oracle (We simply call this unforgeability "adaptive-predicate unforgeability" or more simply "unforgeability").

We can also define a weaker class of unforgeability, 'selective-predicate unforgeability,' where an adversary should choose predicate $\boldsymbol{v}$ for the forgery signature before executing secret-key and signing oracle attacks.

Privacy: A signature for predicate $\boldsymbol{v}$ generated using secret key $\mathrm{sk}_{\boldsymbol{x}}$ releases no information regarding attribute $\boldsymbol{x}$ except that $\boldsymbol{v}(\boldsymbol{x})$ holds.

More formally, for any pair of attributes $\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)$, predicate $\boldsymbol{v}$ and message $m$, for which $\boldsymbol{v}\left(\boldsymbol{x}_{1}\right)$ and $\boldsymbol{v}\left(\boldsymbol{x}_{2}\right)$ hold simultaneously, the distributions of two valid signatures $\sigma\left(m, \boldsymbol{v}, \mathrm{sk}_{\boldsymbol{x}_{1}}\right)$ and $\sigma\left(m, \boldsymbol{v}, \mathrm{sk}_{\boldsymbol{x}_{2}}\right)$ are equivalent, where $\sigma\left(m, \boldsymbol{v}, \mathbf{s k}_{\boldsymbol{x}}\right)$ is a correctly generated signature for $(m, \boldsymbol{v})$ using correct secret key sk $_{\boldsymbol{x}}$ with attribute $\boldsymbol{x}$ (We simply call this condition "privacy").

Full Security: We say that an ABS scheme is fully secure if it satisfies adaptivepredicate unforgeability and privacy.

Maji, Prabhakaran, and Rosulek [18, 19] presented ABS schemes for the widest class of predicates among the existing ABS schemes, monotone access structure predicates, which cover threshold predicates as special cases. The scheme shown in [18] is an almost optimally efficient ABS scheme, but the security was only proven in the generic group model. The scheme shown in 19] is the only existing ABS scheme for which (full) security was proven in the standard model. It is, however, much less efficient and more complicated than the scheme in [18] since it employs the Groth-Sahai NIZK protocols 10] as building blocks.

Li, Au, Susilo, Xie and Ren [16], Li and Kim [17], and Shahandashti and Safavi-Naini 24] presented ABS schemes that are proven to be secure in the standard model. However, the proven security is not the full security, but a weaker level of security with selective-predicate unforgeability. Moreover, the admissible predicates in 17] are limited to conjunction or $(n, n)$-threshold predicates, and those of [16, 24] are limited to $(k, n)$-threshold predicates.

Guo and Zeng [11] and Yang, Cao and Dong [27] presented ABS schemes for threshold predicates, but their security definitions do not include the privacy condition of ABS.

Khader [12, 13] presented ABS schemes for monotone access structure predicates. These schemes, however, do not satisfy the privacy condition of ABS, since they only conceal the identity of the signer. They also reveal the attributes that the signer used to generate the signature. In addition, the security is proven in a non-standard model, the random oracle model.

Based on this background, there are two major problems in the existing ABS schemes.

1. No ABS scheme for non-monotone predicates, which can be expressed using NOT gates as well as AND, OR and Threshold gates, has been proposed (even in a weaker security notion or a non-standard model).
2. The only fully secure ABS scheme in the standard model 19] is much less efficient than the (almost optimally efficient) ABS scheme in the generic group model 18].

Non-monotone predicates should be used in many ABS applications. For example, annual review reports in the Mathematics Department of University A are submitted by reviewers, and these reports are anonymously signed by the reviewers through ABS with some predicates. The predicates may be selected freely by them (signers) except that it should be in the following form: NOT((Institute $=$ Univ. A) AND (Department $=$ Mathematics)) AND ( $\cdots$ ).

### 1.2 Our Results

This paper addresses these problems simultaneously.

- This paper proposes the first fully secure (i.e., adaptive-predicate unforgeable and perfectly private) ABS scheme for a wide class of predicates, nonmonotone access structures, where $\boldsymbol{x}$ for signing key $\boldsymbol{s k}_{\boldsymbol{x}}$ is a tuple of attributes $\left(x_{1}, \ldots, x_{i}\right)$, non-monotone predicate $\boldsymbol{v}$ is specified by a span pro$\operatorname{gram}(\mathrm{SP})(M, \rho)$ along with a tuple of attributes $\left(v_{1}, \ldots, v_{j}\right)$, and $\boldsymbol{v}(\boldsymbol{x})$ holds iff SP $(M, \rho)$ accepts the truth-value vector of $\left(\mathrm{T}\left(x_{i_{1}}=v_{1}\right), \ldots, \mathrm{T}\left(x_{i_{j}}=v_{j}\right)\right)$. Our scheme can be generalized using non-monotone access structures combined with inner-product relations (see Definition 5 and the remark). More precisely, attribute $\boldsymbol{x}$ for signing key $\mathrm{sk}_{\boldsymbol{x}}$ is a tuple of attribute vectors (e.g., $\left(\vec{x}_{1}, \ldots, \vec{x}_{i}\right) \in \mathbb{F}_{q}^{n_{1}+\cdots+n_{i}}$ ), and predicate $\boldsymbol{v}$ for verification is a nonmonotone access structure or span program (SP) $(M, \rho)$ along with a tuple of attribute vectors (e.g., $\left.\left(\vec{v}_{1}, \ldots, \vec{v}_{j}\right) \in \mathbb{F}_{q}^{n_{1}+\cdots+n_{j}}\right)$, where the componentwise inner-product relations for attribute vectors (e.g., $\left\{\vec{x}_{i_{\iota}} \cdot \vec{v}_{\iota}=0\right.$ or not $\left.\}_{\iota \in\{1, \ldots, j\}}\right)$ are input to $\operatorname{SP}(M, \rho)$. Namely, $\boldsymbol{v}(\boldsymbol{x})$ holds iff the truth-value vector of $\left(\mathrm{T}\left(\vec{x}_{i_{1}} \cdot \vec{v}_{1}=0\right), \ldots, \mathrm{T}\left(\vec{x}_{i_{j}} \cdot \vec{v}_{j}=0\right)\right)$ is accepted by $\operatorname{SP}(M, \rho)$.
Remark: In our scheme (Section (4), attribute $\boldsymbol{x}$ is expressed by the form $\Gamma:=\left\{\left(t, x_{t}\right) \mid t \in T \subseteq\{1, \ldots, d\}\right\}$ in place of just an attribute tuple $\left(x_{1}, \ldots, x_{i}\right)$, where $t$ identifies a sub-universe or category of attributes, and $x_{t}$ is an attribute in sub-universe $t$ (examples of $\left(t, x_{t}\right)$ are (Name, Alice) and (Age, 38)). Predicate $\boldsymbol{v}$ is expressed by $\mathbb{S}:=(M, \rho)$, where $\rho$ is abused as $\rho$ (defined by SP) combined with $\left\{\left(t_{i}, v_{i}\right) \mid i=1, \ldots, \ell\right\}$ (see Definitions [4] and 5 for the difference regarding $\rho$ in SP and $\mathbb{S}$ ).
- The proposed ABS scheme is proven to be fully secure under standard assumptions, the decisional linear (DLIN) assumption (over prime order pairing groups) and the existence of collision resistant (CR) hash functions, in the standard model.
- In contrast to the ABS scheme in [19] that employs the Groth-Sahai NIZK protocols, our ABS scheme is more directly constructed without using any general subprotocols like NIZK. Our construction is based on the dual pairing vector spaces (DPVS) proposed by Okamoto and Takashima [14, 20-22], which can be realized from any type of (e.g., symmetric or asymmetric)
prime order bilinear pairing groups. See Section 2.1 for the concept and actual construction of DPVS.
- To prove the security (especially the unforgeability), this paper employs the techniques for fully secure functional encryption (FE) [14, 22], which elaborately combine the dual system encryption methodology proposed by Waters [26] and DPVS.

Note that although the techniques for the FE schemes in 14, 22] can be employed for ABS , it is still a challenging task to construct a fully secure ABS scheme, since the security requirements of ABS and FE differ in some important points, for example, the privacy condition is required in ABS but there is no counterpart notion in FE. This paper develops several novel techniques for our ABS scheme. See Section 4.1 for more details.

- The efficiency of the proposed ABS scheme is comparable to that of the most efficient ABS scheme in the generic group model [18], and better than that of the only existing fully secure ABS scheme in the standard model [19]. See Section 4.4 for a comparison.
- This paper also presents an extension, multi-authority (MA) setting, of the proposed ABS scheme in Section 5. One of the merits of our MA-ABS scheme is that it is seamlessly extended from the original (single-authority (SA)) setting, in which the signing and verification algorithms of the MA-ABS scheme are essentially the same as those of the original ABS (SA-ABS) scheme.

In MA-ABS, each authority called an attribute authority is responsible for a category of attributes, and a user obtains a part of secret key for each attribute from an attribute authority responsible for the category of the attribute. We follow the model of MA-ABS introduced in 18, 19], where a central trustee in addition to attribute authorities is required but no interaction among attribute authorities (and the trustee) is necessary, and different attribute authorities may not trust each other, nor even be aware of each other.

We prove that the proposed MA-ABS scheme is fully secure (in the sense of the MA-ABS model of $[18,19]$ ) under the DLIN assumption and CR hash functions in the standard model (see the full version of this paper for the proof). Our MA-ABS scheme is almost as efficient as the original SA-ABS scheme.

### 1.3 Related Works

- Ring and mesh signatures: Ring and mesh signatures [4, 23] are related to ABS.

In the ring signatures, the claimed predicate on a signature of message $m$ is that $m$ is endorsed by one of the users identified by the list of public keys $\left(\mathrm{pk}_{1}, \mathrm{pk}_{2}, \ldots\right)$, or the predicate is a disjunction of a list of public keys. A valid ring signature can be generated by one of the listed users.

The mesh signatures are an extension of ring signatures, where the predicate is an access structure on a list of pairs comprising a message and public key ( $m_{i}, \mathrm{pk}_{i}$ ), and a valid mesh signature can be generated by a person who has enough standard signatures $\sigma_{i}$ on $m_{i}$, each valid under $\mathrm{pk}_{i}$, to satisfy the given access structure.

A crucial difference between mesh signatures and ABS is the security against the collusion of users. In mesh signatures, several users can collude by pooling their signatures together and create signatures that none of them could produce individually. That is, such collusion is considered to be legitimate in mesh signatures. In contrast, the security against collusion attacks is one of the basic requirements in ABS and MA-ABS, as described in Section 1.1 and Section 5.

- Anonymous credentials (ACs): Another related concept is ACs 2, 3, 58]. The notion of ACs also provides a functionality for users to demonstrate anonymously possession of attributes, but the goals of ACs and ABS differ in several points.

As mentioned in 19], ACs and ABS aim at different goals: ACs target very strong anonymity even in the registration phase, whereas under less demanding anonymity requirements in the registration phase, ABS aims to achieve more expressive functionalities, more efficient constructions and new applications. In addition, ABS is a signature scheme and a simpler primitive compared with ACs.

### 1.4 Notations

When $A$ is a random variable or distribution, $y \stackrel{\mathrm{R}}{\leftarrow} A$ denotes that $y$ is randomly selected from $A$ according to its distribution. When $A$ is a set, $y \underset{\cup}{\leftarrow} A$ denotes that $y$ is uniformly selected from $A . y:=z$ denotes that $y$ is set, defined or substituted by $z$. When $a$ is a fixed value, $A(x) \rightarrow a$ (e.g., $A(x) \rightarrow 1$ ) denotes the event that machine (algorithm) $A$ outputs $a$ on input $x$. A function $f: \mathbb{N} \rightarrow \mathbb{R}$ is negligible in $\lambda$, if for every constant $c>0$, there exists an integer $n$ such that $f(\lambda)<\lambda^{-c}$ for all $\lambda>n$.

We denote the finite field of order $q$ by $\mathbb{F}_{q}$, and $\mathbb{F}_{q} \backslash\{0\}$ by $\mathbb{F}_{q}^{\times}$. A vector symbol denotes a vector representation over $\mathbb{F}_{q}$, e.g., $\vec{x}$ denotes $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{q}^{n}$. For two vectors $\vec{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\vec{v}=\left(v_{1}, \ldots, v_{n}\right), \vec{x} \cdot \vec{v}$ denotes the inner-product $\sum_{i=1}^{n} x_{i} v_{i}$. The vector $\overrightarrow{0}$ is abused as the zero vector in $\mathbb{F}_{q}^{n}$ for any $n$. $X^{\mathrm{T}}$ denotes the transpose of matrix $X$. A bold face letter denotes an element of vector space $\mathbb{V}$, e.g., $\boldsymbol{x} \in \mathbb{V}$. When $\boldsymbol{b}_{i} \in \mathbb{V}(i=1, \ldots, n)$, $\operatorname{span}\left\langle\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}\right\rangle \subseteq \mathbb{V}$ (resp. span $\left.\left\langle\vec{x}_{1}, \ldots, \vec{x}_{n}\right\rangle\right)$ denotes the subspace generated by $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}$ (resp. $\vec{x}_{1}, \ldots, \vec{x}_{n}$ ). For bases $\mathbb{B}:=\left(\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{N}\right)$ and $\mathbb{B}^{*}:=$ $\left(\boldsymbol{b}_{1}^{*}, \ldots, \boldsymbol{b}_{N}^{*}\right),\left(x_{1}, \ldots, x_{N}\right)_{\mathbb{B}}:=\sum_{i=1}^{N} x_{i} \boldsymbol{b}_{i}$ and $\left(y_{1}, \ldots, y_{N}\right)_{\mathbb{B}^{*}}:=\sum_{i=1}^{N} y_{i} \boldsymbol{b}_{i}^{*}$.

## 2 Preliminaries

### 2.1 Dual Pairing Vector Spaces by Direct Product of Symmetric Pairing Groups

Definition 1. "Symmetric bilinear pairing groups" $\left(q, \mathbb{G}, \mathbb{G}_{T}, G, e\right)$ are a tuple of a prime $q$, cyclic additive group $\mathbb{G}$ and multiplicative group $\mathbb{G}_{T}$ of order $q$, $G \neq 0 \in \mathbb{G}$, and a polynomial-time computable nondegenerate bilinear pairing $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ i.e., $e(s G, t G)=e(G, G)^{s t}$ and $e(G, G) \neq 1$.

Let $\mathcal{G}_{\mathrm{bpg}}$ be an algorithm that takes input $1^{\lambda}$ and outputs a description of bilinear pairing groups $\left(q, \mathbb{G}, \mathbb{G}_{T}, G, e\right)$ with security parameter $\lambda$.

In this paper, we concentrate on the symmetric version of dual pairing vector spaces [14, 20-22] constructed by using symmetric bilinear pairing groups given in Definition 1

Definition 2. "Dual pairing vector spaces (DPVS)" $\left(q, \mathbb{V}, \mathbb{G}_{T}, \mathbb{A}, e\right)$ by a direct product of symmetric pairing groups $\left(q, \mathbb{G}, \mathbb{G}_{T}, G, e\right)$ are a tuple of prime $q, N$ dimensional vector space $\mathbb{V}:=\overbrace{\mathbb{G} \times \cdots \times \mathbb{G}}^{N}$ over $\mathbb{F}_{q}$, cyclic group $\mathbb{G}_{T}$ of order $q$, canonical basis $\mathbb{A}:=\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{N}\right)$ of $\mathbb{V}$, where $\boldsymbol{a}_{i}:=(\overbrace{0, \ldots, 0}^{i-1}, G, \overbrace{0, \ldots, 0}^{N-i})$, and pairing $e: \mathbb{V} \times \mathbb{V} \rightarrow \mathbb{G}_{T}$.

The pairing is defined by $e(\boldsymbol{x}, \boldsymbol{y}):=\prod_{i=1}^{N} e\left(G_{i}, H_{i}\right) \in \mathbb{G}_{T}$ where $\boldsymbol{x}:=\left(G_{1}, \ldots\right.$, $\left.G_{N}\right) \in \mathbb{V}$ and $\boldsymbol{y}:=\left(H_{1}, \ldots, H_{N}\right) \in \mathbb{V}$. This is nondegenerate bilinear i.e., $e(s \boldsymbol{x}, t \boldsymbol{y})=e(\boldsymbol{x}, \boldsymbol{y})^{s t}$ and if $e(\boldsymbol{x}, \boldsymbol{y})=1$ for all $\boldsymbol{y} \in \mathbb{V}$, then $\boldsymbol{x}=\mathbf{0}$. For all $i$ and $j$, $e\left(\boldsymbol{a}_{i}, \boldsymbol{a}_{j}\right)=e(G, G)^{\delta_{i, j}}$ where $\delta_{i, j}=1$ if $i=j$, and 0 otherwise, and $e(G, G) \neq 1 \in \mathbb{G}_{T}$.

DPVS also has linear transformations $\phi_{i, j}$ on $\mathbb{V}$ s.t. $\phi_{i, j}\left(\boldsymbol{a}_{j}\right)=\boldsymbol{a}_{i}$ and $\phi_{i, j}\left(\boldsymbol{a}_{k}\right)=$ $\mathbf{0}$ if $k \neq j$, which can be easily achieved by $\phi_{i, j}(\boldsymbol{x}):=(\overbrace{0, \ldots, 0}^{i-1}, G_{j}, \overbrace{0, \ldots, 0}^{N-i})$ where $\boldsymbol{x}:=\left(G_{1}, \ldots, G_{N}\right)$. We call $\phi_{i, j}$ "canonical maps".

DPVS generation algorithm $\mathcal{G}_{\mathrm{dpvs}}$ takes input $1^{\lambda}(\lambda \in \mathbb{N})$ and $N \in \mathbb{N}$, and outputs a description of param $_{\mathbb{V}}:=\left(q, \mathbb{V}, \mathbb{G}_{T}, \mathbb{A}, e\right)$ with security parameter $\lambda$ and $N$-dimensional $\mathbb{V}$. It can be constructed by using $\mathcal{G}_{\text {bpg }}$.
The asymmetric version of $\operatorname{DPVS},\left(q, \mathbb{V}, \mathbb{V}^{*}, \mathbb{G}_{T}, \mathbb{A}, \mathbb{A}^{*}, e\right)$, is given in the full version of [22]. The above symmetric version is obtained by identifying $\mathbb{V}=\mathbb{V}^{*}$ and $\mathbb{A}=\mathbb{A}^{*}$ in the asymmetric version. (For another construction of DPVS using higher genus Jacobians, see [20].)

### 2.2 Decisional Linear (DLIN) Assumption

Definition 3 (DLIN Assumption). The DLIN problem is to guess $\beta \in\{0,1\}$, given $\left(\operatorname{param}_{\mathbb{G}}, G, \xi G, \kappa G, \delta \xi G, \sigma \kappa G, Y_{\beta}\right) \stackrel{R}{\leftarrow} \mathcal{G}_{\beta}^{\mathrm{DLIN}}\left(1^{\lambda}\right)$, where

$$
\begin{aligned}
& \mathcal{G}_{\beta}^{\mathrm{DLIN}}\left(1^{\lambda}\right): \operatorname{param}_{\mathbb{G}}:=\left(q, \mathbb{G}, \mathbb{G}_{T}, G, e\right) \stackrel{\mathrm{R}}{\leftarrow} \mathcal{G}_{\mathrm{bpg}}\left(1^{\lambda}\right), \\
& \kappa, \delta, \xi, \sigma \leftarrow \mathbb{F}_{q}, \quad Y_{0}:=(\delta+\sigma) G, \quad Y_{1} \leftarrow \mathbb{U}, \\
& \\
& \text { return }\left(\operatorname{param}_{\mathbb{G}}, G, \xi G, \kappa G, \delta \xi G, \sigma \kappa G, Y_{\beta}\right),
\end{aligned}
$$

for $\beta \stackrel{U}{\leftarrow}\{0,1\}$. For a probabilistic machine $\mathcal{E}$, we define the advantage of $\mathcal{E}$ for the DLIN problem as: $\operatorname{Adv}_{\mathcal{E}}^{\operatorname{DLIN}}(\lambda):=\mid \operatorname{Pr}\left[\mathcal{E}\left(1^{\lambda}, \varrho\right) \rightarrow 1 \mid \varrho \stackrel{R}{\leftarrow} \mathcal{G}_{0}^{\text {DLIN }}\left(1^{\lambda}\right)\right]-$ $\operatorname{Pr}\left[\mathcal{E}\left(1^{\lambda}, \varrho\right) \rightarrow 1 \mid \varrho \leftarrow^{\mathrm{R}} \mathcal{G}_{1}^{\mathrm{DLIN}}\left(1^{\lambda}\right)\right] \mid$. The DLIN assumption is: For any probabilistic polynomial-time adversary $\mathcal{E}$, the advantage $\operatorname{Adv}_{\mathcal{E}}^{\operatorname{DLIN}}(\lambda)$ is negligible in $\lambda$.

### 2.3 Collision Resistant (CR) Hash Functions

Let $\lambda \in \mathbb{N}$ be a security parameter. A collision resistant (CR) hash function family, H , associated with $\mathcal{G}_{\mathrm{bpg}}$ and a polynomial, poly $(\cdot)$, specifies two items:

- A family of key spaces indexed by $\lambda$. Each such key space is a probability space on bit strings denoted by $\mathrm{KH}_{\lambda}$. There must exist a probabilistic polynomial-time algorithm whose output distribution on input $1^{\lambda}$ is equal to $\mathrm{KH}_{\lambda}$.
- A family of hash functions indexed by $\lambda, \mathrm{hk} \stackrel{R}{\leftarrow} \mathrm{KH}_{\lambda}$ and $\mathrm{D}:=\{0,1\}^{\text {poly }(\lambda)}$. Each such hash function $H_{h k}^{\lambda, D}$ maps an element of D to an element of $\mathbb{F}_{q}^{\times}$ with $q$ that is the first element of output param $\mathbb{G}^{G}$ of $\mathcal{G}_{\mathrm{bpg}}\left(1^{\lambda}\right)$. There must exist a deterministic polynomial-time algorithm that on input $1^{\lambda}$, hk and $\varrho \in \mathrm{D}$, outputs $\mathrm{H}_{\mathrm{hk}}^{\lambda, \mathrm{D}}(\varrho)$.

Let $\mathcal{E}$ be a probabilistic polynomial-time machine. For all $\lambda$, we define $\operatorname{Adv}_{\mathcal{E}}^{\mathrm{H}, \mathrm{CR}}(\lambda):=\operatorname{Pr}\left[\left(\varrho_{1}, \varrho_{2}\right) \in \mathrm{D}^{2} \wedge \varrho_{1} \neq \varrho_{2} \wedge \mathrm{H}_{\mathrm{hk}}^{\lambda, \mathrm{D}}\left(\varrho_{1}\right)=\mathrm{H}_{\mathrm{hk}}^{\lambda, \mathrm{D}}\left(\varrho_{2}\right)\right]$, where $\mathrm{D}:=\{0,1\}^{\text {poly }(\lambda)}, \mathrm{hk} \stackrel{R}{\leftarrow} \mathrm{KH}_{\lambda}$, and $\left(\varrho_{1}, \varrho_{2}\right) \stackrel{R}{\leftarrow} \mathcal{E}\left(1^{\lambda}\right.$, hk, D). H is a collision resistant (CR) hash function family if for any probabilistic polynomial-time adversary $\mathcal{E}, \operatorname{Adv}_{\mathcal{E}}^{\mathrm{H}, C R}(\lambda)$ is negligible in $\lambda$.

## 3 ABS for Non-monotone Predicates

### 3.1 Span Programs and Non-monotone Access Structures

Definition 4 (Span Programs [1]). Let $\left\{p_{1}, \ldots, p_{n}\right\}$ be a set of variables. A span program over $\mathbb{F}_{q}$ is a labeled matrix, $\hat{M}:=(M, \rho)$, where $M$ is a $(\ell \times r)$ matrix over $\mathbb{F}_{q}$ and $\rho$ is a labeling of the rows of $M$ by literals from $\left\{p_{1}, \ldots, p_{n}, \neg p_{1}, \ldots\right.$, $\left.\neg p_{n}\right\}$ (every row is labeled by one literal), i.e., $\rho:\{1, \ldots, \ell\} \rightarrow\left\{p_{1}, \ldots, p_{n}, \neg p_{1}\right.$, $\left.\ldots, \neg p_{n}\right\}$.

A span program accepts or rejects an input by the following criterion. For every input sequence $\delta \in\{0,1\}^{n}$ define submatrix $M_{\delta}$ of $M$ consisting of those rows whose labels are set to 1 by the input $\delta$, i.e., either rows labeled by some $p_{i}$ such that $\delta_{i}=1$ or rows labeled by some by some $\neg p_{i}$ such that $\delta_{i}=0$. (i.e., $\gamma:\{1, \ldots, \ell\} \rightarrow\{0,1\}$ is defined by $\gamma(j)=1$ if $\left[\rho(j)=p_{i}\right] \wedge\left[\delta_{i}=1\right]$ or $\left[\rho(j)=\neg p_{i}\right] \wedge\left[\delta_{i}=0\right]$, and $\gamma(j)=0$ otherwise. $M_{\delta}:=\left(M_{j}\right)_{\gamma(j)=1}$, where $M_{j}$ is the $j$-th row of $M$.)

Span program $\hat{M}$ accepts $\delta$ if and only if $\overrightarrow{1} \in \operatorname{span}\left\langle M_{\delta}\right\rangle$, i.e., some linear combination of the rows of $M_{\delta}$ gives the all one vector, $\overrightarrow{1}$. (The row vector has the value 1 in each coordinate.) A span program computes boolean function $f$ if it accepts exactly those inputs $\delta$ where $f(\delta)=1$.

A span program is called monotone if the labels of the rows are only the positive literals $\left\{p_{1}, \ldots, p_{n}\right\}$. Monotone span programs compute monotone functions. (So, a span program in general is "non"-monotone.)

We assume that access structure matrix $M$ (of type $\ell \times r$ ) satisfies the condition: $M_{i} \neq \overrightarrow{0}$ for $i=1, \ldots, \ell$.

We now introduce a non-monotone access structure with evaluating map $\gamma$ by using the inner-product of attribute vectors in a general form. Although we will show the notion, security definition and security proof of the proposed ABS scheme in this general form, we will describe the proposed ABS scheme in a simpler form in Section 4.2. We will show this simpler form of Definition 5 in the remark.

Definition 5 (Inner-Products of Attribute Vectors and Access Structures). $\mathcal{U}_{t}\left(t=1, \ldots, d\right.$ and $\left.\mathcal{U}_{t} \subset\{0,1\}^{*}\right)$ is a sub-universe, a set of attributes, each of which is expressed by a pair of sub-universe id and $n_{t}$-dimensional vector, i.e., $(t, \vec{v})$, where $t \in\{1, \ldots, d\}$ and $\vec{v} \in \mathbb{F}_{q}^{n_{t}} \backslash\{\overrightarrow{0}\}$.

We now define such an attribute to be a variable, $p$, of span program $\hat{M}:=$ $(M, \rho)$ i.e., $p:=(t, \vec{v})$. Access structure $\mathbb{S}$ is span program $\hat{M}:=(M, \rho)$ along with variables $p:=(t, \vec{v}), p^{\prime}:=\left(t^{\prime}, \vec{v}^{\prime}\right), \ldots$, i.e., $\mathbb{S}:=(M, \rho)$ such that $\rho:$ $\{1, \ldots, \ell\} \rightarrow\left\{(t, \vec{v}),\left(t^{\prime}, \vec{v}^{\prime}\right), \ldots, \neg(t, \vec{v}), \neg\left(t^{\prime}, \vec{v}^{\prime}\right), \ldots\right\}$.

Let $\Gamma$ be a set of attributes, i.e., $\Gamma:=\left\{\left(t, \vec{x}_{t}\right) \mid \vec{x}_{t} \in \mathbb{F}_{q}^{n_{t}} \backslash\{\overrightarrow{0}\}, 1 \leq t \leq d\right\}$.
When $\Gamma$ is given to access structure $\mathbb{S}$, map $\gamma:\{1, \ldots, \ell\} \rightarrow\{0,1\}$ for span program $\hat{M}:=(M, \rho)$ is defined as follows: For $i=1, \ldots, \ell$, set $\gamma(i)=1$ if $\left[\rho(i)=\left(t, \vec{v}_{i}\right)\right] \wedge\left[\left(t, \vec{x}_{t}\right) \in \Gamma\right] \wedge\left[\vec{v}_{i} \cdot \vec{x}_{t}=0\right]$ or $\left[\rho(i)=\neg\left(t, \vec{v}_{i}\right)\right] \wedge\left[\left(t, \vec{x}_{t}\right) \in \Gamma\right]$ $\wedge\left[\vec{v}_{i} \cdot \vec{x}_{t} \neq 0\right]$. Set $\gamma(i)=0$ otherwise.

Access structure $\mathbb{S}:=(M, \rho)$ accepts $\Gamma$ iff $\overrightarrow{1} \in \operatorname{span}\left\langle\left(M_{i}\right)_{\gamma(i)=1}\right\rangle$.
Remark: A simpler form of the inner-product relations in the above-mentioned access structures is a special case when $n_{t}=2$ for all $t \in\{1, \ldots, d\}$, and $\vec{x}:=$ $(1, x)$ and $\vec{v}:=(v,-1)$. Hence, $\left(t, \vec{x}_{t}\right):=\left(t,\left(1, x_{t}\right)\right)$ and $\left(t, \vec{v}_{i}\right):=\left(t,\left(v_{i},-1\right)\right)$, but we often denote them shortly by $\left(t, x_{t}\right)$ and $\left(t, v_{i}\right)$. Then, $\mathbb{S}:=(M, \rho)$ such that $\rho:\{1, \ldots, \ell\} \rightarrow\left\{(t, v),\left(t^{\prime}, v^{\prime}\right), \ldots \neg(t, v), \neg\left(t^{\prime}, v^{\prime}\right), \ldots\right\}\left(v, v^{\prime}, \ldots \in \mathbb{F}_{q}\right)$, and $\Gamma:=\left\{\left(t, x_{t}\right) \mid x_{t} \in \mathbb{F}_{q}, 1 \leq t \leq d\right\}$.

When $\Gamma$ is given to access structure $\mathbb{S}$, map $\gamma:\{1, \ldots, \ell\} \rightarrow\{0,1\}$ for span program $\hat{M}:=(M, \rho)$ is defined as follows: For $i=1, \ldots, \ell$, set $\gamma(i)=1$ if $[\rho(i)=$ $\left.\left(t, v_{i}\right)\right] \wedge\left[\left(t, x_{t}\right) \in \Gamma\right] \wedge\left[v_{i}=x_{t}\right]$ or $\left[\rho(i)=\neg\left(t, v_{i}\right)\right] \wedge\left[\left(t, x_{t}\right) \in \Gamma\right] \wedge\left[v_{i} \neq x_{t}\right]$. Set $\gamma(i)=0$ otherwise.

We now construct a secret-sharing scheme for a (non-monotone) access structure (span program).

Definition 6. A secret-sharing scheme for access structure $\mathbb{S}:=(M, \rho)$ is:

1. Let $M$ be an $\ell \times r$ matrix, and column vector $\vec{f}^{\mathrm{T}}:=\left(f_{1}, \ldots, f_{r}\right)^{\mathrm{T}} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}^{r}$. Then, $s_{0}:=\overrightarrow{1} \cdot \vec{f}^{\mathrm{T}}=\sum_{k=1}^{r} f_{k}$ is the secret to be shared, and $\vec{s}^{\mathrm{T}}:=$ $\left(s_{1}, \ldots, s_{\ell}\right)^{\mathrm{T}}:=M \cdot \vec{f}^{\mathrm{T}}$ is the vector of $\ell$ shares of secret $s_{0}$ and share $s_{i}$ belongs to $\rho(i)$.
2. If access structure $\mathbb{S}:=(M, \rho)$ accepts $\Gamma$, i.e., $\overrightarrow{1} \in \operatorname{span}\left\langle\left(M_{i}\right)_{\gamma(i)=1}\right\rangle$ with $\gamma:\{1, \ldots, \ell\} \rightarrow\{0,1\}$, then there exist constants $\left\{\alpha_{i} \in \mathbb{F}_{q} \mid i \in I\right\}$ such that $I \subseteq\{i \in\{1, \ldots, \ell\} \mid \gamma(i)=1\}$ and $\sum_{i \in I} \alpha_{i} s_{i}=s_{0}$. Furthermore, these constants $\left\{\alpha_{i}\right\}$ can be computed in time polynomial in the size of matrix $M$.

### 3.2 Definitions and Security of ABS

Definition 7 (Attribute-Based Signatures : ABS). An attribute-based signature scheme consists of four algorithms.

Setup This is a randomized algorithm that takes as input security parameter and format $\vec{n}:=\left(d ; n_{1}, \ldots, n_{d}\right)$ of attributes. It outputs public parameters pk and master key sk.
KeyGen This is a randomized algorithm that takes as input a set of attributes, $\Gamma:=\left\{\left(t, \vec{x}_{t}\right) \mid \vec{x}_{t} \in \mathbb{F}_{q}^{n_{t}} \backslash\{\overrightarrow{0}\}, 1 \leq t \leq d\right\}$, pk and sk. It outputs signature generation key $\mathrm{sk}_{\Gamma}$.
Sig This is a randomized algorithm that takes as input message m, access structure $\mathbb{S}:=(M, \rho)$, signature generation key $\mathrm{sk}_{\Gamma}$, and public parameters pk such that $\mathbb{S}$ accepts $\Gamma$. It outputs signature $\sigma$.
Ver This takes as input message $m$, access structure $\mathbb{S}$, signature $\sigma$ and public parameters pk . It outputs boolean value accept $:=1$ or reject $:=0$.

An ABS scheme should have the following correctness property: for all (sk, pk) $\stackrel{\mathrm{R}}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}, \vec{n}\right)$, all messages $m$, all attribute sets $\Gamma$, all signing keys $\mathrm{sk}_{\Gamma} \stackrel{\mathrm{R}}{\leftarrow}$ KeyGen (pk, sk, $\Gamma$ ), all access structures $\mathbb{S}$ such that $\mathbb{S}$ accepts $\Gamma$, and all signatures $\sigma \stackrel{\mathrm{R}}{\leftarrow} \operatorname{Sig}\left(\mathrm{pk}, \mathrm{sk}_{\Gamma}, m, \mathbb{S}\right)$, it holds that $\operatorname{Ver}(\mathrm{pk}, m, \mathbb{S}, \sigma)=1$ with probability 1 .

Definition 8 (Perfect Privacy). An $A B S$ scheme is perfectly private, if, for all (sk, pk) $\stackrel{\mathrm{R}}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}, \vec{n}\right)$, all messages $m$, all attribute sets $\Gamma_{1}$ and $\Gamma_{2}$, all signing keys $\mathrm{sk}_{\Gamma_{1}} \stackrel{\mathrm{R}}{\leftarrow} \operatorname{KeyGen}\left(\mathrm{pk}, \mathrm{sk}, \Gamma_{1}\right)$ and $\mathrm{sk}_{\Gamma_{2}} \stackrel{\mathrm{R}}{\leftarrow} \operatorname{KeyGen}\left(\mathrm{pk}, \mathrm{sk}, \Gamma_{2}\right)$, all access structures $\mathbb{S}$ such that $\mathbb{S}$ accepts $\Gamma_{1}$ and $\mathbb{S}$ accepts $\Gamma_{2}$, distributions $\operatorname{Sig}\left(\mathrm{pk}, \mathrm{sk}_{\Gamma_{1}}, m\right.$, $\mathbb{S})$ and $\operatorname{Sig}\left(\mathrm{pk}, \mathrm{sk}_{\Gamma_{2}}, m, \mathbb{S}\right)$ are equal.

For an ABS scheme with prefect privacy, we define algorithm $\operatorname{AltSig}(\mathrm{pk}, \mathrm{sk}, m, \mathbb{S})$ with $\mathbb{S}$ and master key sk instead of $\Gamma$ and $\mathrm{sk}_{\Gamma}$ : First, generate $\mathrm{sk}_{\Gamma} \stackrel{\mathrm{R}}{\leftarrow}$ KeyGen (pk, sk, $\Gamma$ ) for arbitrary $\Gamma$ which satisfies $\mathbb{S}$, then $\sigma \stackrel{\mathrm{R}}{\leftarrow} \operatorname{Sig}\left(\mathrm{pk}, \mathrm{sk}_{\Gamma}, m, \mathbb{S}\right)$. return $\sigma$.

Since the correct distribution on signatures can be perfectly simulated without taking any private information as input, signatures must not leak any such private information of the signer.

Definition 9 (Unforgeability). For an adversary, $\mathcal{A}$, we define $\operatorname{Adv}_{\mathcal{A}}{ }^{\mathrm{ABS}, \mathrm{UF}}(\lambda)$ to be the success probability in the following experiment for any security parameter $\lambda$. An ABS scheme is existentially unforgeable if the success probability of any polynomial-time adversary is negligible:

1. Run $(\mathrm{sk}, \mathrm{pk}) \stackrel{\mathrm{R}}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}, \vec{n}\right)$ and give pk to the adversary.
2. The adversary is given access to oracles $\operatorname{KeyGen}(\mathrm{pk}, \mathrm{sk}, \cdot)$ and $\operatorname{AltSig}(\mathrm{pk}, \mathrm{sk}, \cdot, \cdot)$.
3. At the end, the adversary outputs ( $m^{\prime}, \mathbb{S}^{\prime}, \sigma^{\prime}$ ).

We say the adversary succeeds if $\left(m^{\prime}, \mathbb{S}^{\prime}\right)$ was never queried to the AltSig oracle, $\mathbb{S}^{\prime}$ does not accept any $\Gamma$ queried to the KeyGen oracle, and $\operatorname{Ver}\left(\mathrm{pk}, m^{\prime}, \mathbb{S}^{\prime}, \sigma^{\prime}\right)=1$.

## 4 Proposed ABS Scheme

### 4.1 Construction Ideas

Here, we will show some basic ideas to construct the proposed ABS scheme. Our ABS scheme is constructed on a ciphertext policy (CP) functional encryption (FE) scheme [22], which is adaptively payload-hiding against chosen-plaintext attacks. The description of the CP-FE scheme is given in the full version of [22].

Roughly speaking, a secret signing key, $\mathrm{sk}_{\Gamma}$, with attribute set $\Gamma$ and a verification text, $\overrightarrow{\boldsymbol{c}}$, with access structure $\mathbb{S}$ (for signature verification) in our ABS scheme correspond to a secret decryption key, $\mathrm{sk}_{\Gamma}$, with $\Gamma$ and a ciphertext, $\overrightarrow{\boldsymbol{c}}$, with $\mathbb{S}$ in the CP-FE scheme, respectively. No counterpart of a signature, $\vec{s}^{*}$, in the ABS exists in the CP-FE, and the privacy property for signature $\vec{s}^{*}$ is also specific in ABS. Signature $\vec{s}^{*}$ in ABS may be interpreted to be a decryption key specialized to decrypt a ciphertext with access structure $\mathbb{S}$, that is delegated from secret key $\mathrm{sk}_{\Gamma}$.

The algorithms of the proposed ABS scheme can be described in the light of such correspondence to the CP-FE scheme:
Setup. Almost the same as that in the CP-FE scheme except that $\left\{\widehat{\mathbb{B}}_{t}^{*}\right\}_{t=1, \ldots, d+1}$ are revealed as a public parameter in our ABS, while they are secret in the CP-FE scheme. They are published in our ABS for the signature generation procedure Sig to meet the privacy of signers (for randomization). This implies an important gap between CP-FE and ABS.
KeyGen. Almost the same as that in the CP-FE scheme except that a (7 dimensional) space with basis $\mathbb{B}_{d+1}^{*}$ is additionally introduced in our ABS and two elements $\boldsymbol{k}_{d+1,1}^{*}$ and $\boldsymbol{k}_{d+1,2}^{*}$ in this space are included in a secret signing key in order to embed the hash value, $\mathrm{H}_{\mathrm{hk}}^{\lambda, \mathrm{D}}(m \| \mathbb{S})$, of message $m$ and access structure $\mathbb{S}$ in signature $\vec{s}^{*}$.
Sig. Specific in ABS. To meet the privacy condition for $\vec{s}^{*}$, a novel technique is employed to randomly generate a signature from $\mathrm{sk}_{\Gamma}$ and $\left\{\widehat{\mathbb{B}}_{t}^{*}\right\}_{t=1, \ldots, d+1}$.
Ver. Signature $\vec{s}^{*}$ in the ABS is an endorsement to message $m$ by a signer with attributes accepted by access structure $\mathbb{S}$. The signature verification in our ABS checks whether signature (or specific decryption key) $\vec{s}^{*}$ works as a decryption key to decrypt a verification text (or a ciphertext) associated with $\mathbb{S}$ and $\mathrm{H}_{\mathrm{hk}}^{\lambda, \mathrm{D}}(m \| \mathbb{S})$.
Security proofs. Roughly speaking, the adaptive-predicate unforgeability of the ABS under the KeyGen oracle attacks can be guaranteed by the adaptive payload-hiding property of the CP-FE, since a forged signature implies a decryption key specified for the challenge ciphertext to break the payloadhiding. Note that there are many subtleties in the proof of unforgeability for the ABS, e.g., the unforgeability should be ensured in the ABS even when publishing $\left\{\widehat{\mathbb{B}}_{t}^{*}\right\}_{t=1, \ldots, d+1}$ for the privacy requirement, while they are secret in the CP-FE. We develop a novel technique to resolve the difficulty. See the full version of this paper for more details.

### 4.2 Construction

For simplicity, here, we describe our ABS scheme for a specific parameter $\vec{n}:=$ $(d ; 2, \ldots, 2)$ (see the remark of Definition 5). A general form of our ABS scheme is given in the full version.

We define function $\widetilde{\rho}:\{1, \ldots, \ell\} \rightarrow\{1, \ldots, d\}$ by $\widetilde{\rho}(i):=t$ if $\rho(i)=(t, v)$ or $\rho(i)=\neg(t, v)$, where $\rho$ is given in access structure $\mathbb{S}:=(M, \rho)$. In the proposed scheme, we assume that $\widetilde{\rho}$ is injective for $\mathbb{S}:=(M, \rho)$. The full version of this paper shows how to relax the restriction.

$$
\begin{aligned}
& \operatorname{Setup}\left(1^{\lambda}, \vec{n}:=(d ; 2, \ldots, 2)\right): \operatorname{param}_{\mathbb{G}}:=\left(q, \mathbb{G}, \mathbb{G}_{T}, G, e\right) \stackrel{R}{\leftarrow} \mathcal{G}_{\mathrm{bpg}}\left(1^{\lambda}\right), \\
& \mathrm{hk} \stackrel{\stackrel{\mathrm{R}}{\leftarrow} \mathrm{KH}_{\lambda}, \psi \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}^{\times}, N_{0}:=4, N_{t}:=7 \text { for } t=1, \ldots, d+1, ~}{\text { f }} \\
& \text { for } t=0, \ldots, d+1, \quad \operatorname{param}_{\mathbb{V}_{t}}:=\left(q, \mathbb{V}_{t}, \mathbb{G}_{T}, \mathbb{A}_{t}, e\right):=\mathcal{G}_{\mathrm{dpvs}}\left(1^{\lambda}, N_{t}, \operatorname{param}_{\mathbb{G}}\right) \text {, } \\
& X_{t}:=\left(\chi_{t, i, j}\right)_{i, j} \stackrel{\cup}{\leftarrow} G L\left(N_{t}, \mathbb{F}_{q}\right),\left(\vartheta_{t, i, j}\right)_{i, j}:=\psi \cdot\left(X_{t}^{-1}\right)^{\mathrm{T}}, \\
& \boldsymbol{b}_{t, i}:=\left(\chi_{t, i, 1}, \ldots, \chi_{t, i, N_{t}}\right)_{\mathbb{A}_{t}}, \mathbb{B}_{t}:=\left(\boldsymbol{b}_{t, 1}, \ldots, \boldsymbol{b}_{t, N_{t}}\right), \\
& \boldsymbol{b}_{t, i}^{*}:=\left(\vartheta_{t, i, 1}, \ldots, \vartheta_{t, i, N_{t}}\right)_{\mathbb{A}_{t}}, \mathbb{B}_{t}^{*}:=\left(\boldsymbol{b}_{t, 1}^{*}, \ldots, \boldsymbol{b}_{t, N_{t}}^{*}\right), \\
& g_{T}:=e(G, G)^{\psi}, \quad \operatorname{param} \vec{n}_{\vec{n}}:=\left(\left\{\operatorname{param}_{\mathbb{V}_{t}}\right\}_{t=0, \ldots, d+1}, g_{T}\right) \text {, } \\
& \widehat{\mathbb{B}}_{0}:=\left(\boldsymbol{b}_{0,1}, \boldsymbol{b}_{0,4}\right), \quad \widehat{\mathbb{B}}_{t}:=\left(\boldsymbol{b}_{t, 1}, \boldsymbol{b}_{t, 2}, \boldsymbol{b}_{t, 7}\right) \text { for } t=1, \ldots, d+1, \\
& \widehat{\mathbb{B}}_{t}^{*}:=\left(\boldsymbol{b}_{t, 1}^{*}, \boldsymbol{b}_{t, 2}^{*}, \boldsymbol{b}_{t, 5}^{*}, \boldsymbol{b}_{t, 6}^{*}\right) \text { for } t=1, \ldots, d+1, \\
& \mathrm{sk}:=\boldsymbol{b}_{0,1}^{*}, \quad \text { pk }:=\left(1^{\lambda}, \mathrm{hk}, \operatorname{param}_{\vec{n}},\left\{\widehat{\mathbb{B}}_{t}\right\}_{t=0, \ldots, d+1},\left\{\widehat{\mathbb{B}}_{t}^{*}\right\}_{t=1, \ldots, d+1}, \boldsymbol{b}_{0,3}^{*}\right) . \\
& \text { return sk, pk. } \\
& \text { KeyGen(pk, sk, } \left.\quad \Gamma:=\left\{\left(t, x_{t}\right) \mid 1 \leq t \leq d\right\}\right) \text { : } \\
& \delta \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}^{\times}, \quad \varphi_{0}, \varphi_{t, \iota}, \varphi_{d+1,1, \iota}, \varphi_{d+1,2, \iota} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q} \text { for } t=1, \ldots, d ; \iota=1,2 ; \\
& \boldsymbol{k}_{0}^{*}:=\left(\delta, 0, \varphi_{0}, 0\right)_{\mathbb{B}_{0}^{*}} \text {, } \\
& \boldsymbol{k}_{t}^{*}:=\left(\delta\left(1, x_{t}\right), 0,0, \varphi_{t, 1}, \varphi_{t, 2}, 0\right)_{\mathbb{B}_{t}^{*}} \quad \text { for }\left(t, x_{t}\right) \in \Gamma \text {, } \\
& \boldsymbol{k}_{d+1,1}^{*}:=\left(\delta(1,0), \quad 0,0, \varphi_{d+1,1,1}, \varphi_{d+1,1,2}, 0\right)_{\mathbb{B}_{d+1}^{*}}, \\
& \boldsymbol{k}_{d+1,2}^{*}:=\left(\delta(0,1), \quad 0,0, \varphi_{d+1,2,1}, \varphi_{d+1,2,2}, \quad 0\right)_{\mathbb{B}_{d+1}^{*}}, \\
& T:=\{0,(d+1,1),(d+1,2)\} \cup\left\{t \mid 1 \leq t \leq d,\left(t, x_{t}\right) \in \Gamma\right\}, \\
& \text { return } \mathrm{sk}_{\Gamma}:=\left(\Gamma,\left\{\boldsymbol{k}_{t}^{*}\right\}_{t \in T}\right) \text {. } \\
& \operatorname{Sig}\left(\mathrm{pk}, \mathrm{sk}_{\Gamma}, m, \mathbb{S}:=(M, \rho)\right): \text { If } \mathbb{S}:=(M, \rho) \text { accepts } \Gamma:=\left\{\left(t, x_{t}\right)\right\} \text {, then } \\
& \text { compute } I \text { and }\left\{\alpha_{i}\right\}_{i \in I} \text { such that } \sum_{i \in I} \alpha_{i} M_{i}=\overrightarrow{1} \text {, and } \\
& I \subseteq\left\{i \in\{1, \ldots, \ell\} \mid \quad\left[\rho(i)=\left(t, v_{i}\right) \wedge\left(t, x_{t}\right) \in \Gamma \wedge v_{i}=x_{t}\right]\right. \\
& \left.\vee\left[\rho(i)=\neg\left(t, v_{i}\right) \wedge\left(t, x_{t}\right) \in \Gamma \wedge v_{i} \neq x_{t}\right]\right\}, \\
& \xi \stackrel{U}{\leftarrow} \mathbb{F}_{q}^{\times}, \quad\left(\beta_{i}\right) \stackrel{\cup}{\leftarrow}\left\{\left(\beta_{1}, \ldots, \beta_{\ell}\right) \mid \sum_{i=1}^{\ell} \beta_{i} M_{i}=\overrightarrow{0}\right\}, \\
& \boldsymbol{s}_{0}^{*}:=\xi \boldsymbol{k}_{0}^{*}+\boldsymbol{r}_{0}^{*} \text {, where } \boldsymbol{r}_{0}^{*} \stackrel{\cup}{\leftarrow} \operatorname{span}\left\langle\boldsymbol{b}_{0,3}^{*}\right\rangle, \\
& \boldsymbol{s}_{i}^{*}:=\gamma_{i} \cdot \xi \boldsymbol{k}_{t}^{*}+\sum_{\iota=1}^{2} y_{i, \iota} \cdot \boldsymbol{b}_{t, \iota}^{*}+\boldsymbol{r}_{i}^{*} \quad \text { for } 1 \leq i \leq \ell,
\end{aligned}
$$

where $\boldsymbol{r}_{i}^{*} \stackrel{\cup}{\leftarrow} \operatorname{span}\left\langle\boldsymbol{b}_{t, 5}^{*}, \boldsymbol{b}_{t, 6}^{*}\right\rangle$, and $\gamma_{i}, \vec{y}_{i}:=\left(y_{i, 1}, y_{i, 2}\right)$ are defined as if $i \in I \wedge \rho(i)=\left(t, v_{i}\right), \quad \gamma_{i}:=\alpha_{i}, \quad \vec{y}_{i}:=\beta_{i}\left(1, v_{i}\right)$,
if $i \in I \wedge \rho(i)=\neg\left(t, v_{i}\right), \quad \gamma_{i}:=\frac{\alpha_{i}}{v_{i}-x_{t}}, \quad \vec{y}_{i}:=\frac{\beta_{i}}{v_{i}-y_{i}}\left(1, y_{i}\right)$,
where $y_{i} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q} \backslash\left\{v_{i}\right\}$,
if $i \notin I \wedge \rho(i)=\left(t, v_{i}\right), \quad \gamma_{i}:=0, \quad \vec{y}_{i}:=\beta_{i}\left(1, v_{i}\right)$,
if $i \notin I \wedge \rho(i)=\neg\left(t, v_{i}\right), \quad \gamma_{i}:=0, \quad \vec{y}_{i}:=\frac{\beta_{i}}{v_{i}-y_{i}}\left(1, y_{i}\right)$,
where $y_{i} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q} \backslash\left\{v_{i}\right\}$,
$\boldsymbol{s}_{\ell+1}^{*}:=\xi\left(\boldsymbol{k}_{d+1,1}^{*}+\mathrm{H}_{\mathrm{hk}}^{\lambda, \mathrm{D}}(m \| \mathbb{S}) \cdot \boldsymbol{k}_{d+1,2}^{*}\right)+\boldsymbol{r}_{\ell+1}^{*}$,
where $\boldsymbol{r}_{\ell+1}^{*} \stackrel{\cup}{\leftarrow} \operatorname{span}\left\langle\boldsymbol{b}_{d+1,5}^{*}, \boldsymbol{b}_{d+1,6}^{*}\right\rangle$,
return $\vec{s}^{*}:=\left(s_{0}^{*}, \ldots, s_{\ell+1}^{*}\right)$.
$\operatorname{Ver}\left(\mathrm{pk}, m, \mathbb{S}:=(M, \rho), \vec{s}^{*}\right): \vec{f} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}^{r}, \vec{s}^{\mathrm{T}}:=\left(s_{1}, \ldots, s_{\ell}\right)^{\mathrm{T}}:=M \cdot \vec{f}^{\mathrm{T}}$,
$s_{0}:=\overrightarrow{1} \cdot \vec{f}^{\mathrm{T}}, \eta_{0}, \eta_{\ell+1}, \theta_{\ell+1}, s_{\ell+1} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}$,
$\boldsymbol{c}_{0}:=\left(-s_{0}-s_{\ell+1}, 0,0, \eta_{0}\right)_{\mathbb{B}_{0}}$,
for $1 \leq i \leq \ell$,
if $\rho(i)=\left(t, v_{i}\right)$, return 0 if $s_{i}^{*} \notin \mathbb{V}_{t}, \quad$ else
$\boldsymbol{c}_{i}:=\left(s_{i}+\theta_{i} v_{i},-\theta_{i}, \quad 0,0,0,0, \quad \eta_{i}\right)_{\mathbb{B}_{t}}, \quad$ where $\theta_{i}, \eta_{i} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}$, if $\rho(i)=\neg\left(t, v_{i}\right)$, return 0 if $s_{i}^{*} \notin \mathbb{V}_{t}$, else
$\boldsymbol{c}_{i}:=\left(s_{i}\left(v_{i},-1\right), \quad 0,0,0,0, \quad \eta_{i}\right)_{\mathbb{B}_{t}}, \quad$ where $\eta_{i} \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}$,
$\boldsymbol{c}_{\ell+1}:=\left(s_{\ell+1}-\theta_{\ell+1} \cdot \mathrm{H}_{\mathrm{hk}}^{\lambda, \mathrm{D}}(m \| \mathbb{S}), \theta_{\ell+1}, \quad 0,0, \quad 0,0, \quad \eta_{\ell+1}\right)_{\mathbb{B}_{d+1}}$,
return 0 if $e\left(\boldsymbol{b}_{0,1}, \boldsymbol{s}_{0}^{*}\right)=1$,
return 1 if $\prod_{i=0}^{\ell+1} e\left(\boldsymbol{c}_{i}, \boldsymbol{s}_{i}^{*}\right)=1$, return 0 otherwise.
[Correctness] $\prod_{i=0}^{\ell+1} e\left(\boldsymbol{c}_{i}, \boldsymbol{s}_{i}^{*}\right)$
$=e\left(\boldsymbol{c}_{0}, \boldsymbol{k}_{0}^{*}\right)^{\xi} \cdot \prod_{i \in I} e\left(\boldsymbol{c}_{i}, \boldsymbol{k}_{t}^{*}\right)^{\gamma_{i} \xi} \cdot \prod_{i=1}^{\ell} \prod_{\iota=1}^{2} e\left(\boldsymbol{c}_{i}, \boldsymbol{b}_{t, \iota}^{*}\right)^{y_{i, \iota}} \cdot e\left(\boldsymbol{c}_{\ell+1}, \boldsymbol{s}_{\ell+1}^{*}\right)$
$=g_{T}^{\xi \delta\left(-s_{0}-s_{\ell+1}\right)} \cdot \prod_{i \in I} g_{T}^{\xi \delta \alpha_{i} s_{i}} \cdot \prod_{i=1}^{\ell} g_{T}^{\beta_{i} s_{i}} \cdot g_{T}^{\xi \delta s_{\ell+1}}$
$=g_{T}^{\xi \delta\left(-s_{0}-s_{\ell+1}\right)} \cdot g_{T}^{\xi \delta s_{0}} \cdot g_{T}^{\xi \delta s_{\ell+1}}=1$.

### 4.3 Security

Theorem 1. The proposed $A B S$ scheme is perfectly private.
Theorem 2. The proposed $A B S$ scheme is unforgeable (adaptive-predicate unforgeable) under the DLIN assumption and the existence of collision resistant hash functions.

For any adversary $\mathcal{A}$, there exist probabilistic machines $\mathcal{E}_{1}, \mathcal{E}_{2, h}^{+}, \mathcal{E}_{2, h+1} \quad(h=$ $\left.0, \ldots, \nu_{1}-1\right), \mathcal{E}_{3, h}, \mathcal{E}_{4, h} \quad\left(h=1, \ldots, \nu_{2}\right)$, whose running times are essentially the same as that of $\mathcal{A}$, such that for any security parameter $\lambda$,

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{ABS}, \mathrm{UF}}(\lambda) \leq & \operatorname{Adv}_{\mathcal{E}_{1}}^{\mathrm{DLIN}}(\lambda)+\sum_{h=0}^{\nu_{1}-1}\left(\operatorname{Adv}_{\mathcal{E}_{2, h}^{+}}^{\mathrm{DLIN}}(\lambda)+\operatorname{Adv}_{\mathcal{E}_{2, h+1}}^{\mathrm{DLIN}}(\lambda)\right) \\
& +\sum_{h=1}^{\nu_{2}}\left(\operatorname{Adv}_{\mathcal{E}_{3, h}}^{\mathrm{DLIN}}(\lambda)+\operatorname{Adv}_{\mathcal{E}_{4, h}}^{\mathrm{H}, \mathrm{CR}}(\lambda)\right)+\epsilon,
\end{aligned}
$$

where $\nu_{1}$ is the maximum number of $\mathcal{A}$ 's KeyGen queries, $\nu_{2}$ is the maximum number of $\mathcal{A}$ 's AltSig queries, and $\epsilon:=\left((2 d+16) \nu_{1}+18 \nu_{2}+2 d+18\right) / q$.

The proofs of Theorems 1 and 2 are given in the full version of this paper.

### 4.4 Performance

In this section, we compare the efficiency and security of the proposed ABS scheme with the existing ABS schemes in the standard model (two typical instantiations) [19] as well as the ABS scheme in the generic group model 18] (as a benchmark). Since all of these schemes can be implemented over a prime order pairing group, the size of a group element can be around the size of $\mathbb{F}_{q}$ (e.g., 256 bits). In Table $1 \ell$ and $r$ represent the size of the underlying access structure $\operatorname{matrix} M$ for a predicate, i.e., $M \in \mathbb{F}_{q}^{\ell \times r}$. For example, some predicate with 4 AND and 5 OR gates as well as 10 variables may be expressed by a $10 \times 5$ matrix, and a predicate with 49 AND and 50 OR gates as well as 100 variables may be expressed by a $100 \times 50$ matrix (see the appendix of $[15]$ ). $\lambda$ is the security parameter (e.g., 128).

Table 1. Comparison with the Existing ABS Schemes

|  | MPR08 [18] | MPR10 [19] <br> (Boneh-Boyen <br> based) | MPR10 [19] <br> (Waters <br> based) | Proposed |
| :---: | :---: | :---: | :---: | :---: |
| Signature size <br> (\# of group elts) | $\ell+r+2$ | $51 \ell+2 r+18 \lambda \ell$ | $36 \ell+2 r$ <br> $+9 \lambda+12$ | $7 \ell+11$ |
| Model | generic group <br> model | standard <br> model | standard <br> model | standard <br> model |
| Security | full | full | full | full |
| Assumptions | CR hash | $q$-SDH and <br> DLIN | DLIN | DLIN and <br> CR hash |
| Predicates | monotone | monotone | monotone | non-monotone |
| Sig. size example 1 <br> $(\ell=10, r=5$, <br> $\lambda=128)$ | 17 | 23560 | 1534 | 81 |
| Sig. size example 2 <br> $(\ell=100, r=50$, <br> $\lambda=128)$ | 152 | 282400 | 4864 | 711 |

## 5 Multi-Authority ABS (MA-ABS)

### 5.1 Definitions and Security of MA-ABS

We follow the model and security definitions of MA-ABS in 18, 19].
Definition 10 (Multi-Authority ABS : MA-ABS). A multi-authority ABS scheme consists of the following algorithms/protocols.

TSetup. This is a randomized algorithm. The signature trustee runs algorithm TSetup $\left(1^{\lambda}\right)$ which outputs trustee public key tpk and trustee secret key tsk.
UserReg. This is a randomized algorithm. When a user with user id uid registers with the signature trustee, the trustee runs UserReg(tpk, tsk, uid) which outputs public user-token token $_{\text {uid }}$. The trustee gives token $_{\text {uid }}$ to the user.
ASetup. This is a randomized algorithm. Attribute authority $t(1 \leq t \leq d)$ who wishes to issue attributes runs $\operatorname{ASetup}(\mathrm{tpk})$ which outputs attribute-authority public key apk $_{t}$ and attribute-authority secret key ask $_{t}$. The attribute authority, $t$, publishes apk ${ }_{t}$ and stores ask $_{t}$.
AttrGen. This is a randomized algorithm. When attribute authority $t$ issues user uid a secret key associated with attribute $x_{t}$, first it obtains (from the user) her user-token token $_{\text {uid }}$, and runs token verification algorithm TokenVerify(tpk, uid, token $_{\text {uid }}$ ). If the token is verified, then it runs $\operatorname{AttrGen}\left(\mathrm{tpk}, t\right.$, ask $_{t}$, token $_{\text {uid }}$, $x_{t}$ ) that outputs attribute secret key usk ${ }_{t}$. The attribute authority gives usk $_{t}$ to the user.
Sig. This is a randomized algorithm. A user signs message $m$ with claim-predicate (access structure) $\mathbb{S}:=(M, \rho)$, only if there is a set of attributes $\Gamma$ such that $\mathbb{S}$ accepts $\Gamma$, the user has obtained a set of keys $\left\{\right.$ usk $_{t} \mid\left(t, x_{t}\right) \in$ $\Gamma\}$ from the attribute authorities. Then signature $\sigma$ can be generated using $\operatorname{Sig}\left(\mathrm{tpk}\right.$, token $_{\text {uid }},\left\{\right.$ apk $_{t}$, usk $\left.\left._{t} \mid\left(t, x_{t}\right) \in \Gamma\right\}, m, \mathbb{S}\right)$, where usk ${ }_{t} \stackrel{R}{\leftarrow} \operatorname{AttrGen}(\mathrm{tpk}$, $t$, ask ${ }_{t}$, token $_{\text {uid }}, x_{t}$ ).
Ver. To verify signature $\sigma$ on message $m$ with claim-predicate (access structure) $\mathbb{S}$, a user runs $\operatorname{Ver}\left(\mathrm{tpk},\left\{\mathrm{apk}_{t}\right\}, m, \mathbb{S}, \sigma\right)$ which outputs boolean value accept $:=$ 1 or reject $:=0$.

The definition of perfect privacy for the multi-authority (MA) ABS is essentially the same as that of the single-authority (SA) ABS (Definition 8). The major difference of the unforgeability of MA-ABS and SA-ABS is that adversary $\mathcal{A}$ can corrupt an arbitrary subset of attribute authorities provided that adversary $\mathcal{A}$ cannot make a trivial forgery attack. These definitions are given in the full version of this paper.

### 5.2 Construction

The key idea of our construction of MA-ABS scheme is to share $G_{\text {uid }}:=\delta G_{1}$ as well as $G_{0}$ and $G_{1}$ among attribute authorities to generate $\delta \boldsymbol{b}_{t, i}^{*}$ by each authority $t$. Hence, $G_{0}$ and $G_{1}$ are included in tpk and $G_{\text {uid }}:=\delta G_{1}$ is shared with attribute authorities through the user's token token ${ }_{\text {uid }}$.

For matrix $X:=\left(\chi_{i, j}\right)_{i, j=1, \ldots, N} \in \mathbb{F}_{q}^{N \times N}$ and element $\boldsymbol{v}$ in $N$-dimensional $\mathbb{V}, X(\boldsymbol{v})$ denotes $\sum_{i=1, j=1}^{N, N} \chi_{i, j} \phi_{i, j}(\boldsymbol{v})$ using canonical maps $\left\{\phi_{i, j}\right\}$ (Definition (2). Similarly, for matrix $\left(\vartheta_{i, j}\right):=\left(X^{-1}\right)^{\mathrm{T}},\left(X^{-1}\right)^{\mathrm{T}}(\boldsymbol{v}):=\sum_{i=1, j=1}^{N, N} \vartheta_{i, j} \phi_{i, j}(\boldsymbol{v})$. It holds that $e\left(X(\boldsymbol{x}),\left(X^{-1}\right)^{\mathrm{T}}(\boldsymbol{y})\right)=e(\boldsymbol{x}, \boldsymbol{y})$ for any $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{V}$.

Moreover, ( $\mathrm{G}_{\text {SIG }}, \mathrm{S}, \mathrm{V}$ ) is a (conventional) unforgeable signature scheme.

```
\(\operatorname{TSetup}\left(1^{\lambda}\right): \quad \operatorname{param}_{\mathbb{G}}:=\left(q, \mathbb{G}, \mathbb{G}_{T}, G, e\right) \stackrel{R}{\leftarrow} \mathcal{G}_{\mathrm{bpg}}\left(1^{\lambda}\right)\),
    \(\mathrm{hk} \stackrel{\mathrm{R}}{\leftarrow} \mathrm{KH}_{\lambda}, \quad(\) verk, sigk \() \stackrel{\mathrm{R}}{\leftarrow} \mathrm{G}_{\text {SIG }}\left(1^{\lambda}\right) \quad N_{0}:=4, N_{d+1}:=7, \quad \kappa, \xi \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}^{\times}\),
    for \(t=0, d+1, \quad \operatorname{param}_{\mathbb{V}_{t}}:=\left(q, \mathbb{V}_{t}, \mathbb{G}_{T}, \mathbb{A}_{t}, e\right):=\mathcal{G}_{\mathrm{dpvs}}\left(1^{\lambda}, N_{t}, \operatorname{param}_{\mathbb{G}}\right)\),
        \(X_{t}:=\left(\chi_{t, i, j}\right)_{i, j} \stackrel{\cup}{\leftarrow} G L\left(N_{t}, \mathbb{F}_{q}\right),\left(\vartheta_{t, i, j}\right)_{i, j}:=\left(X_{t}^{-1}\right)^{\mathrm{T}}\),
        \(\boldsymbol{b}_{t, i}:=\kappa\left(\chi_{t, i, 1}, \ldots, \chi_{t, i, N_{t}}\right)_{\mathbb{A}_{t}}, \mathbb{B}_{t}:=\left(\boldsymbol{b}_{t, 1}, \ldots, \boldsymbol{b}_{t, N_{t}}\right)\),
        \(\boldsymbol{b}_{t, i}^{*}:=\xi\left(\vartheta_{t, i, 1}, \ldots, \vartheta_{t, i, N_{t}}\right)_{\mathbb{A}_{t}}, \mathbb{B}_{t}^{*}:=\left(\boldsymbol{b}_{t, 1}^{*}, \ldots, \boldsymbol{b}_{t, N_{t}}^{*}\right)\),
    \(G_{0}:=\kappa G, \quad G_{1}:=\xi G, \quad g_{T}:=e(G, G)^{\kappa \xi}\),
    \(\widehat{\mathbb{B}}_{0}:=\left(\boldsymbol{b}_{0,1}, \boldsymbol{b}_{0,4}\right), \widehat{\mathbb{B}}_{d+1}:=\left(\boldsymbol{b}_{d+1,1}, \boldsymbol{b}_{d+1,2}, \boldsymbol{b}_{d+1,7}\right)\),
    \(\widehat{\mathbb{B}}_{d+1}^{*}:=\left(\boldsymbol{b}_{d+1,1}^{*}, \boldsymbol{b}_{d+1,2}^{*}, \boldsymbol{b}_{d+1,5}^{*}, \boldsymbol{b}_{d+1,6}^{*}\right)\),
    tsk \(:=\left(b_{0,1}^{*}\right.\), sigk \()\),
    tpk \(:=\left(1^{\lambda}\right.\), hk, \(\left\{\text { param }_{\mathbb{V}_{t}}, \widehat{\mathbb{B}}_{t}\right\}_{t=0, d+1}, \boldsymbol{b}_{0,3}^{*}, \widehat{\mathbb{B}}_{d+1}^{*}, g_{T}, G_{0}, G_{1}\), verk \()\),
    return (tsk, tpk).
```

UserReg(tpk, tsk, uid) $: \delta \stackrel{\cup}{\leftarrow} \mathbb{F}_{q}^{\times}, \quad \varphi_{0}, \varphi_{d+1,1, \iota}, \varphi_{d+1,2, \iota} \stackrel{U}{\leftarrow} \mathbb{F}_{q}, \quad G_{\text {uid }}:=\delta G_{1}$,
$\boldsymbol{k}_{0}^{*}:=\left(\delta, 0, \varphi_{0}, 0\right)_{\mathbb{B}_{0}^{*}}$,
$\boldsymbol{k}_{d+1,1}^{*}:=\left(\delta(1,0), \quad 0,0, \varphi_{d+1,1,1}, \varphi_{d+1,1,2}, \quad 0\right)_{\mathbb{B}_{d+1}^{*}}$,
$\boldsymbol{k}_{d+1,2}^{*}:=\left(\delta(0,1), \quad 0,0, \quad \varphi_{d+1,2,1}, \varphi_{d+1,2,2}, \quad 0\right)_{\mathbb{B}_{d+1}^{*}}$,
usk $_{0}:=\left(\boldsymbol{k}_{0}^{*}, \boldsymbol{k}_{d+1,1}^{*}, \boldsymbol{k}_{d+1,2}^{*}\right), \quad \sigma_{\text {uid }}:=\mathrm{S}\left(\right.$ sigk, $\left(\right.$ uid,$\left.\left.G_{\text {uid }}\right)\right)$,
return token $_{\text {uid }}:=\left(\right.$ uid $, G_{\text {uid }}, \sigma_{\text {uid }}$, usk $\left.{ }_{0}\right)$.
ASetup(tpk) : $\boldsymbol{u}_{j, i}:=\left(0^{i-1}, G_{j}, 0^{7-i}\right)$ for $j=0,1 ; i=1, . ., 7, X_{t} \stackrel{\cup}{\leftarrow} G L\left(7, \mathbb{F}_{q}\right)$,
$\mathbb{B}_{t}:=\left(\boldsymbol{b}_{t, i}\right)_{i=1, \ldots, 7}:=\left(X_{t}\left(\boldsymbol{u}_{0,1}\right), \ldots, X_{t}\left(\boldsymbol{u}_{0,7}\right)\right)$,
$\mathbb{B}_{t}^{*}:=\left(\boldsymbol{b}_{t, i}^{*}\right)_{i=1, \ldots, 7}:=\left(\left(X_{t}^{-1}\right)^{\mathrm{T}}\left(\boldsymbol{u}_{1,1}\right), \ldots,\left(X_{t}^{-1}\right)^{\mathrm{T}}\left(\boldsymbol{u}_{1,7}\right)\right)$,
$\widehat{\mathbb{B}}_{t}:=\left(\boldsymbol{b}_{t, 1}, \boldsymbol{b}_{t, 2}, \boldsymbol{b}_{t, 7}\right), \quad \widehat{\mathbb{B}}_{t}^{*}:=\left(\boldsymbol{b}_{t, 1}^{*}, \boldsymbol{b}_{t, 2}^{*}, \boldsymbol{b}_{t, 5}^{*}, \boldsymbol{b}_{t, 6}^{*}\right)$,
return $\left(\right.$ ask $\left._{t}:=X_{t}, \mathrm{apk}_{t}:=\left(\widehat{\mathbb{B}}_{t}, \widehat{\mathbb{B}}_{t}^{*}\right)\right)$.

TokenVerify (tpk, uid, token $\left._{\text {uid }}\right)$ holds iff $\mathrm{V}\left(\right.$ verk, $\left(\right.$ uid,$\left.\left.G_{\text {uid }}\right), \sigma_{\text {uid }}\right)=1$.
AttrGen $\left(\right.$ tpk,$t$, ask $_{t}$, token $\left._{\text {uid }}, x_{t} \in \mathbb{F}_{q}\right): \quad \varphi_{t, 1}, \varphi_{t, 2} \longleftarrow \mathbb{F}_{q}$,
$\boldsymbol{k}_{t}^{*}:=\left(X_{t}^{-1}\right)^{\mathrm{T}}\left(\left(G_{\text {uid }}, x_{t} G_{\text {uid }}, \quad 0,0, \varphi_{t, 1} G_{1}, \varphi_{t, 2} G_{1}, 0\right)\right)$,
that is, $\boldsymbol{k}_{t}^{*}=\left(\delta, \delta x_{t}, 0,0, \varphi_{t, 1}, \varphi_{t, 2}, 0\right)_{\mathbb{B}_{t}^{*}}$,
return usk ${ }_{t}:=\boldsymbol{k}_{t}^{*}$.

Sig(tpk, token $_{\text {uid }},\left\{\right.$ apk $_{t}$, usk $_{t} \stackrel{\mathrm{R}}{\leftarrow}$ AttrGen $\left(\right.$ tpk,$t$, ask ${ }_{t}$, token $\left.\left._{\text {uid }}, x_{t}\right) \mid\left(t, x_{t}\right) \in \Gamma\right\}$, $m, \mathbb{S}:=(M, \rho))$ and $\operatorname{Ver}\left(\mathrm{tpk},\left\{\mathrm{apk}_{t}\right\}_{t=1, \ldots, d}, m, \mathbb{S}:=(M, \rho), \vec{s}^{*}\right)$ are essentially the same as those in Section 4.2.

### 5.3 Security

Theorem 3. The proposed $M A-A B S$ scheme is perfectly private.
Theorem 4. The proposed MA-ABS scheme is unforgeable (adaptive-predicate unforgeable) under the DLIN assumption and the existence of collision resistant hash functions.

For any adversary $\mathcal{A}$, there exist probabilistic machines $\mathcal{E}_{1}, \mathcal{E}_{2, h}^{+}, \mathcal{E}_{2, h+1} \quad(h=$ $\left.0, \ldots, \nu_{1}-1\right), \mathcal{E}_{3, h}, \mathcal{E}_{4, h} \quad\left(h=1, \ldots, \nu_{2}\right)$, whose running times are essentially the same as that of $\mathcal{A}$, such that for any security parameter $\lambda$,

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{MA}-\mathrm{ABS}, \mathrm{UF}}(\lambda) & \leq \operatorname{Adv}_{\mathcal{E}_{1}}^{\mathrm{DLIN}}(\lambda)+\sum_{h=0}^{\nu_{1}-1}\left(\operatorname{Adv}_{\mathcal{E}_{2, h}^{+}}^{\mathrm{DLIN}}(\lambda)+\operatorname{Adv}_{\mathcal{E}_{2, h+1}}^{\mathrm{DLIN}}(\lambda)\right) \\
& +\sum_{h=1}^{\nu_{2}}\left(\operatorname{Adv}_{\mathcal{E}_{3, h}}^{\mathrm{DLIN}}(\lambda)+\operatorname{Adv}_{\mathcal{E}_{4, h}, \mathrm{CR}}^{\mathrm{H}}(\lambda)\right)+\epsilon,
\end{aligned}
$$

where $\nu_{1}$ is the maximum number of $\mathcal{A}$ 's UserReg queries, $\nu_{2}$ is the maximum number of $\mathcal{A}$ 's AltSig queries, and $\epsilon:=\left((2 d+16) \nu_{1}+18 \nu_{2}+2 d+18\right) / q$.

The proofs of Theorems 3 and 4 are given in the full version of this paper.
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#### Abstract

We present a new methodology for realizing Ciphertext-Policy Attribute Encryption (CP-ABE) under concrete and noninteractive cryptographic assumptions in the standard model. Our solutions allow any encryptor to specify access control in terms of any access formula over the attributes in the system. In our most efficient system, ciphertext size, encryption, and decryption time scales linearly with the complexity of the access formula. The only previous work to achieve these parameters was limited to a proof in the generic group model.

We present three constructions within our framework. Our first system is proven selectively secure under a assumption that we call the decisional Parallel Bilinear Diffie-Hellman Exponent (PBDHE) assumption which can be viewed as a generalization of the BDHE assumption. Our next two constructions provide performance tradeoffs to achieve provable security respectively under the (weaker) decisional Bilinear-Diffie-Hellman Exponent and decisional Bilinear Diffie-Hellman assumptions.


## 1 Introduction

Public-Key encryption is a powerful mechanism for protecting the confidentiality of stored and transmitted information. Traditionally, encryption is viewed as a method for a user to share data to a targeted user or device. While this is useful for applications where the data provider knows specifically which user he wants to share with, in many applications the provider will want to share data according to some policy based on the receiving user's credentials.

Sahai and Waters [35] presented a new vision for encryption where the data provider can express how he wants to share data in the encryption algorithm itself. The data provider will provide a predicate $f(\cdot)$ describing how he wants to share the data and a user will be ascribed a secret key associated with their credentials $X$; the user with credentials $X$ can decrypt a ciphertext encrypted

[^6]with predicate $f$ if $f(X)=1$. Sahai and Waters [35] presented a particular formulation of this problem that they called Attribute-Based Encryption (ABE), in which a user's credentials is represented by a set of string called "attributes" and the predicate is represented by a formula over these attributes. Several techniques used by SW were inspired by prior work on Identity-Based Encryption [36, 13, 23, 18, 10. One drawback of the Sahai-Waters approach is that their initial construction was limited to handling formulas consisting of one threshold gate.

In subsequent work, Goyal, Pandey, Sahai, and Waters [27] further clarified the concept of Attribute-Based Encryption. In particular, they proposed two complementary forms of ABE. In the first, Key-Policy ABE, attributes are used to annotate the ciphertexts and formulas over these attributes are ascribed to users' secret keys. The second type, Ciphertext-Policy ABE, is complementary in that attributes are used to describe the user's credentials and the formulas over these credentials are attached to the ciphertext by the encrypting party. In addition, Goyal et al. [27] provided a construction for Key-Policy ABE that was very expressive in that it allowed the policies (attached to keys) to be expressed by any monotonic formula over encrypted data. The system was proved selectively secure under the Bilinear Diffie-Hellman assumption. However, they left creating expressive Ciphertext Policy ABE schemes as an open problem.

The first work to explicitly address the problem of Ciphertext-Policy AttributeBased Encryption was by Bethencourt, Sahai, and Waters [7]. They described an efficient system that was expressive in that it allowed an encryptor to express an access predicate $f$ in terms of any monotonic formula over attributes. Their system achieved analogous expressiveness and efficiency to the Goyal et al. construction, but in the Ciphertext-Policy ABE setting. While the BSW construction is very expressive, the proof model used was less than ideal - the authors only showed the scheme secure in the generic group model, an artificial model which assumes the attacker needs to access an oracle in order to perform any group operations 1 .

Recently, ABE has been applied in building a variety of secure systems 34, 40, 9, 8. These systems motivate the need for ABE constructions that are both foundationally sound and practical.

Ciphertext Policy ABE in the Standard Model. The lack of satisfaction with generic group model proofs has motivated the problem of finding an expressive CP-ABE system under a more solid model. There have been multiple approaches in this direction.

First, we can view the Sahai-Waters 35] construction most "naturally" as Key-Policy ABE for a threshold gate. In their work, Sahai and Waters describe how to realize Ciphertext-Policy ABE for threshold gates by "grafting" so called "dummy attributes" over their basic system. Essentially, they transformed a KPABE system into a CP-ABE one with the expressiveness of a single threshold

[^7]gatt ${ }^{2}$. Cheung and Newport [22] provide a direct construction for constructing a policy with a single AND gate under the Bilinear Diffie-Hellman assumption. Their approach has the drawbacks that it only allows a fixed number of system attributes and is limited to an AND gate (does not enable thresholds). In retrospect these two limitations actually make it less expressive than the SW transformation, although this wasn't necessarily immediately apparent.

Most recently, Goyal, Jain, Pandey, and Sahai [26] generalized the transformational approach to show how to transform a KP-ABE system into a CP-ABE one using what they call a "universal access tree". In particular, they provided a mapping onto a "universal" (or complete) access tree of up to depth $d$ formulas consisting of threshold gates of input size $m$, where $m$ and $d$ are chosen by the setup algorithm. They applied a similar "dummy attribute" approach.

In order to accommodate a general access formula of size $n$, their scheme first translates this into a balanced formula. Under standard techniques a formula of size $n$ can be "balanced" such that any formula (tree) of size $n$ can be covered by a complete tree of size approximately $O\left(n^{3.42}\right)$. Their work was the first feasibility result for expressive CP-ABE under a non-interactive assumption. Unfortunately, the parameters of ciphertext and private key sizes add encryption and decryption complexity blow up (in the worst case) by an $n^{3.42}$ factor limiting its usefulness in practice. For instance, in a system with $U$ attributes defined and $n$ nodes the ciphertext overhead will be approximately a factor of $U \cdot n^{2.42}$ greater than that of the BSW system. To give a concrete example, for the modest parameters of universe size $U=100$ attributes and a formula of 20 nodes the blowup factor relative to BSW is approximately 140, 000.
Our Contribution. We present a new methodology for realizing CiphertextPolicy ABE systems from a general set of access structures in the standard model under concrete and non-interactive assumptions. Both the ciphertext overhead and encryption time scale with $O(n)$ where $n$ is the size of the formula. In addition, decryption time scales with the number of nodes.

Our first system allows an encryption algorithm to specify an access formula in terms of any access formula. In fact our techniques are slightly more general. We express access control by a Linear Secret Sharing Scheme (LSSS) matrix M over the attributes in the system. Previously used structures such as formulas (equivalently tree structures) can be expressed succinctly [6] in terms of a LSSS. We do not lose any efficiency by using the more general LSSS representation as opposed to the previously used tree access structure descriptions. Thus, we achieve the same performance and functionality as the Bethencourt, Sahai, and Waters construction, but under the standard model.

In addition, we provide two other constructions that tradeoff some performance parameters for provable security under the respective weaker assumptions of decisional-Bilinear Diffie-Hellman Exponent (d-BDHE) and decisional-Bilinear Diffie-Hellman assumptions. In Table 1 we summarize the comparisons between our schemes and the GJPS and BSW CP-ABE systems in terms of ciphertext and

[^8]key sizes and encryption and decryption times. Taken all together our first scheme realizes the same efficiency parameters as the BSW encryption scheme, but under a concrete security assumption. At the same time, our d-BDH construction is proved under the same assumption as the GJPS system and achieves significantly better performance.
Our Techniques. Our techniques provide a framework for directly realizing provably secure CP-ABE systems. In our systems, the ciphertext distributes shares of a secret encryption exponent $s$ across different attributes according to the access control LSSS matrix $M$.

A user's private key is associated with a set $S$ of attributes and he will be able to decrypt a ciphertext iff his attributes "satisfy" the access matrix associated with the ciphertext. As in previous ABE systems, the primary challenge is to prevent users from realizing collusion attacks. Our main tool to prevent this is to randomize each key with an freshly chosen exponent $t$. During decryption, each share will be multiplied by a factor $t$ in the exponent. Intuitively, this factor should "bind" the components of one user's key together so that they cannot be combined with another user's key components. During decryption, the different shares (in the exponent) that the algorithm combines are multiplied by a factor of $t$. Ultimately, these randomized shares are only useful to that one particular key.

Our construction's structures and high level intuition for security is similar to the BSW construction. The main novelty in our paper is provide a method for proving security of such a construction. The primary challenge one comes across is (in the selective model) how to create a reduction that embeds a complex access structure in a short number of parameters. All prior ABE schemes follow a "partitioning" strategy for proving security where the reduction algorithm sets up the public parameters such that it knows all the private keys that it needs to give out, yet it cannot give out private keys that can trivially decrypt the challenge ciphertext. In prior KP-ABE schemes the challenge ciphertext was associated with a set $S^{*}$ of attributes. This structure could fairly easily be embedded in a reduction as the public parameter for each attribute was simply treated differently depending whether or not it was in $S^{*}$. In CP-ABE, the situation is much more complicated as ciphertexts are associated with a potentially large access structure $M^{*}$ that includes attributes multiple times. In general, the size of $M^{*}$ is much larger than the size of the public parameters. ${ }^{3}$. Consequently, there is not a simple "on or off" method of programming this into the parameters. Arguably, it is this challenge that lead the BSW paper to apply the generic group heuristic and GJPS paper to translate the problem back to KP-ABE.

In this paper, we create a method for directly embedding any LSSS structure $M^{*}$ into the public parameters in our reduction. In the proofs of our system a simulator can "program" the LSSS matrix $M^{*}$ of the challenge ciphertext (in the selective model of security). Consider a LSSS matrix $M^{*}$ of size $l^{*} \times n^{*}$. For each row $i$ of $M^{*}$ the simulator needs to program in $\ell$ pieces of information

[^9]$\left(M_{i, 1}^{*}, \ldots, M_{i, \ell}^{*}\right)$ into the parameters related to the attribute assigned to that row. In our most efficient system we program in $M^{*}$ using the d-Parallel BDHE assumption; however, in Section 5 we show variations of our construction that are provably secure using similar ideas, but under weaker assumptions.

Our methodology of creating a system and proof that directly addresses CPABE stands in contrast to the approach of GJPS which essentially maps CP-ABE requirements onto a $\mathrm{KP}-\mathrm{ABE}$ scheme.

Table 1. Comparison of CP-ABE systems in terms of ciphertext size, private key size, encryption and decryption times and assumptions. We let $n$ be the size of an access formula, $A$ be the number of attributes in a user's key, and T be (minimum needed) number of nodes satisfied of a formula by a user's attributes, and $U$ be the number of attributes defined in the system. For our d-BDHE construction of the system defines a parameter $k_{\max }$, which is the maximum number of times a single attribute will appear in a particular formula. In the GJPS construction and our d-BDH one of Section 5 the systems define $n_{\text {max }}$ as a bound on the size any formula. The ciphertext and private key sizes are given in terms of the number of group elements, encryption time in terms of number of exponentiations, and decryption in terms of number of pairing operations.

| System | Ciphetext Size | Private Key Size | Enc. Time | Assumption |
| :---: | :---: | :---: | :---: | :---: |
| BSW[7] | $\mathcal{O}(n)$ | $\mathcal{O}(A)$ | $\mathcal{O}(n)$ | Generic Group |
| GJPS[26] | $\mathcal{O}\left(U \cdot n_{\max }^{3.42}\right)$ | $\mathcal{O}\left(A \cdot n_{\max }^{3.42}\right)$ | $\mathcal{O}\left(U \cdot n_{\max }^{3.42}\right)$ | d-BDH |
| Section [3 | $\mathcal{O}(n)$ | $\mathcal{O}(A)$ | $\mathcal{O}(n)$ | d-Parallel BDHE |
| Full version [42] | $\mathcal{O}(n)$ | $\mathcal{O}\left(k_{\max } \cdot A\right)$ | $\mathcal{O}(n)$ | d-BDHE |
| Section [5] | $\mathcal{O}\left(n^{2}\right)$ | $\mathcal{O}\left(k_{\max } \cdot A+n_{\max }\right)$ | $\mathcal{O}\left(n^{2}\right)$ | d-BDH |

### 1.1 Related Work

Some of the roots of ABE can be traced back to Identity-Based Encryption 36, [13, 23, 18, 10, 41, 24, 14, (IBE). One can view IBE as a very special case of ABE.

Different authors [38, 32, 4, 17, 3, 5] have considered similar problems without considering collusion resistance. In these works a data provider specifies an access formula such that a group of users can decrypt if the union of their credentials satisfies the formula. By only requiring the union of the credentials one does not worry about collusion attacks. In these schemes a setup authority simply assigns a separate public key to each credential and gives the corresponding secret key to each user that possesses the credential. Encryption is done by splitting secrets and then encrypting each share to the appropriate public key. Some of these schemes were inspired by earlier work [21, 20].

Since the introduction of Attribute-Based Encryption by Sahai and Waters 35], there have been several papers [27, 7, [19, [33, 26] that have proposed different varieties of ABE. Most of them have been for monotonic access structures over attributes; one exception is the work of Ostrovsky, Sahai, and Waters 33 that showed how to realize negation by integrating revocation schemes into the GPSW ABE cryptosystem.

Most work on ABE is focused on complex access controls for hiding an encrypted payload of data. A related line of work called predicate encryption or searching on encrypted data attempts to evaluate predicates over the encrypted data itself [39, 12, 1, 16, 15, 37, 29]. These systems have the advantages of hiding the associated access structures themselves and thus providing a level of "anonymity". The concept of predicate encryption is more general than the one we consider. However, the predicate encryption systems realized thus far tend to be much less expressive than access control systems that leave the access structures in the clear.

Other examples of encryption systems with more "structure" added include Hierarchical Identity-Based Encryption [28, 25] and Wildcard IBE [2].

Finally, Lewko et. al. 31 recently leveraged the encoding technique from our work to build an ABE system that achieves adaptive (non-selective) security. The system of Lewko et. al. is based in composite order groups, which results in some loss of practical efficiency compared to our most efficient system. In addition, our BDH system is based off of more standard assumptions than those used in Lewko et al.

## 2 Background

We first give formal definitions for access structures and relevant background on Linear Secret Sharing Schemes (LSSS). Then we give the security definitions of ciphertext policy attribute based encryption (CP-ABE). Finally, we give background information on bilinear maps.

### 2.1 Access Structures

Definition 1 (Access Structure [6]). Let $\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}$ be a set of parties. A collection $\mathbb{A} \subseteq 2^{\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}}$ is monotone if $\forall B, C:$ if $B \in \mathbb{A}$ and $B \subseteq C$ then $C \in \mathbb{A}$. An access structure (respectively, monotone access structure) is a collection (respectively, monotone collection) $\mathbb{A}$ of non-empty subsets of $\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}$, i.e., $\mathbb{A} \subseteq 2^{\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}} \backslash\{\emptyset\}$. The sets in $\mathbb{A}$ are called the authorized sets, and the sets not in $\mathbb{A}$ are called the unauthorized sets.

In our context, the role of the parties is taken by the attributes. Thus, the access structure $\mathbb{A}$ will contain the authorized sets of attributes. We restrict our attention to monotone access structures. However, it is also possible to (inefficiently) realize general access structures using our techniques by having the not of an attribute as a separate attribute altogether. Thus, the number of attributes in the system will be doubled. From now on, unless stated otherwise, by an access structure we mean a monotone access structure.

### 2.2 Linear Secret Sharing Schemes

We will make essential use of linear secret-sharing schemes. We adapt our definitions from those given in [6]:

Definition 2 (Linear Secret-Sharing Schemes (LSSS)). A secret-sharing scheme $\Pi$ over a set of parties $\mathcal{P}$ is called linear (over $\mathbb{Z}_{p}$ ) if

1. The shares for each party form a vector over $\mathbb{Z}_{p}$.
2. There exists a matrix an $M$ with $\ell$ rows and $n$ columns called the sharegenerating matrix for $\Pi$. For all $i=1, \ldots, \ell$, the $i$ 'th row of $M$ we let the function $\rho$ defined the party labeling row $i$ as $\rho(i)$. When we consider the column vector $v=\left(s, r_{2}, \ldots, r_{n}\right)$, where $s \in \mathbb{Z}_{p}$ is the secret to be shared, and $r_{2}, \ldots, r_{n} \in \mathbb{Z}_{p}$ are randomly chosen, then $M v$ is the vector of $\ell$ shares of the secret $s$ according to $\Pi$. The share $(M v)_{i}$ belongs to party $\rho(i)$.

It is shown in [6] that every linear secret sharing-scheme according to the above definition also enjoys the linear reconstruction property, defined as follows: Suppose that $\Pi$ is an LSSS for the access structure $\mathbb{A}$. Let $S \in \mathbb{A}$ be any authorized set, and let $I \subset\{1,2, \ldots, \ell\}$ be defined as $I=\{i: \rho(i) \in S\}$. Then, there exist constants $\left\{\omega_{i} \in \mathbb{Z}_{p}\right\}_{i \in I}$ such that, if $\left\{\lambda_{i}\right\}$ are valid shares of any secret $s$ according to $\Pi$, then $\sum_{i \in I} \omega_{i} \lambda_{i}=s$.

Furthermore, it is shown in [6] that these constants $\left\{\omega_{i}\right\}$ can be found in time polynomial in the size of the share-generating matrix $M$.

Note on Convention. We note that we use the convention that vector ( $1,0,0, \ldots, 0$ ) is the "target" vector for any linear secret sharing scheme. For any satisfying set of rows $I$ in $M$, we will have that the target vector is in the span of $I$.

For any unauthorized set of rows $I$ the target vector is not in the span of the rows of the set $I$. Moreover, there will exist a vector $w$ such that $w \cdot(1,0,0 \ldots, 0)=-1$ and $w \cdot M_{i}=0$ for all $i \in I$.

Using Access Trees. Prior works on ABE (e.g., [27]) typically described access formulas in terms of binary trees. Using standard techniques [6] one can convert any monotonic boolean formula into an LSSS representation. An access tree of $\ell$ nodes will result in an LSSS matrix of $\ell$ rows. We refer the reader to the appendix of 30] for a discussion of how to perform this conversion.

### 2.3 Ciphertext-Policy ABE

A ciphertext-policy attribute based encryption scheme consists of four algorithms: Setup, Encrypt, KeyGen, and Decrypt.
$\operatorname{Setup}(\lambda, U)$. The setup algorithm takes security parameter and attribute universe description as input. It outputs the public parameters PK and a master key MK.
$\operatorname{Encrypt}(\mathrm{PK}, M, \mathbb{A})$. The encryption algorithm takes as input the public parameters PK, a message $M$, and an access structure $\mathbb{A}$ over the universe of attributes. The algorithm will encrypt $M$ and produce a ciphertext CT such that only a user that possesses a set of attributes that satisfies the access structure will be able to decrypt the message. We will assume that the ciphertext implicitly contains $\mathbb{A}$.

Key Generation(MK, $S$ ). The key generation algorithm takes as input the master key MK and a set of attributes $S$ that describe the key. It outputs a private key SK.

Decrypt(PK, CT, SK). The decryption algorithm takes as input the public parameters PK, a ciphertext CT, which contains an access policy $\mathbb{A}$, and a private key SK, which is a private key for a set $S$ of attributes. If the set $S$ of attributes satisfies the access structure $\mathbb{A}$ then the algorithm will decrypt the ciphertext and return a message $M$.

We now describe a security model for ciphertext-policy ABE schemes. Like identity-based encryption schemes [36, 13, 23] the security model allows the adversary to query for any private keys that cannot be used to decrypt the challenge ciphertext. In CP-ABE the ciphertexts are identified with access structures and the private keys with attributes. It follows that in our security definition the adversary will choose to be challenged on an encryption to an access structure $\mathbb{A}^{*}$ and can ask for any private key $S$ such that $S$ does not satisfy $\mathbb{A}^{*}$. We now give the formal security game.

## Security Model for $C P-A B E$.

Setup. The challenger runs the Setup algorithm and gives the public parameters, PK to the adversary.
Phase 1. The adversary makes repeated private keys corresponding to sets of attributes $S_{1}, \ldots, S_{q_{1}}$.
Challenge. The adversary submits two equal length messages $M_{0}$ and $M_{1}$. In addition the adversary gives a challenge access structure $\mathbb{A}^{*}$ such that none of the sets $S_{1}, \ldots, S_{q_{1}}$ from Phase 1 satisfy the access structure. The challenger flips a random coin $b$, and encrypts $M_{b}$ under $\mathbb{A}^{*}$. The ciphertext $\mathrm{CT}^{*}$ is given to the adversary.
Phase 2. Phase 1 is repeated with the restriction that none of sets of attributes $S_{q_{1}+1}, \ldots, S_{q}$ satisfy the access structure corresponding to the challenge.
Guess. The adversary outputs a guess $b^{\prime}$ of $b$.

The advantage of an adversary $\mathcal{A}$ in this game is defined as $\operatorname{Pr}\left[b^{\prime}=b\right]-\frac{1}{2}$. We note that the model can easily be extended to handle chosen-ciphertext attacks by allowing for decryption queries in Phase 1 and Phase 2.

Definition 3. A ciphertext-policy attribute-based encryption scheme is secure if all polynomial time adversaries have at most a negligible advantage in the above game.

We say that a system is selectively secure if we add an Init stage before setup where the adversary commits to the challenge access structure $\mathbb{A}^{*}$. All of our constructions will be proved secure in the selective security model.

### 2.4 Bilinear Maps

We present a few facts related to groups with efficiently computable bilinear maps and then give our number theoretic assumptions.

Let $\mathbb{G}$ and $\mathbb{G}_{T}$ be two multiplicative cyclic groups of prime order $p$. Let $g$ be a generator of $\mathbb{G}$ and $e$ be a bilinear map, $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$. The bilinear map $e$ has the following properties:

1. Bilinearity: for all $u, v \in \mathbb{G}$ and $a, b \in \mathbb{Z}_{p}$, we have $e\left(u^{a}, v^{b}\right)=e(u, v)^{a b}$.
2. Non-degeneracy: $e(g, g) \neq 1$.

We say that $\mathbb{G}$ is a bilinear group if the group operation in $\mathbb{G}$ and the bilinear map $e$ : $\mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ are both efficiently computable. Notice that the map $e$ is symmetric since $e\left(g^{a}, g^{b}\right)=e(g, g)^{a b}=e\left(g^{b}, g^{a}\right)$.

Decisional Parallel Bilinear Diffie-Hellman Exponent Assumption. We define the decisional $q$-parallel Bilinear Diffie-Hellman Exponent problem as follows. Choose a group $\mathbb{G}$ of prime order $p$ according to the security parameter. Let $a, s, b_{1}, \ldots, b_{q} \in \mathbb{Z}_{p}$ be chosen at random and $g$ be a generator of $\mathbb{G}$. If an adversary is given $\boldsymbol{y}=$

$$
\begin{gathered}
g, g^{s}, g^{a}, \ldots, g^{\left(a^{q}\right)},, g^{\left(a^{q+2}\right)}, \ldots, g^{\left(a^{2 q}\right)} \\
\forall_{1 \leq j \leq q} g^{s \cdot b_{j}}, g^{a / b_{j}}, \ldots, g^{\left(a^{q} / b_{j}\right)},, g^{\left(a^{q+2} / b_{j}\right)}, \ldots, g^{\left(a^{2 q} / b_{j}\right)} \\
\forall_{1 \leq j, k \leq q, k \neq j} g^{a \cdot s \cdot b_{k} / b_{j}}, \ldots, g^{\left(a^{q} \cdot s \cdot b_{k} / b_{j}\right)}
\end{gathered}
$$

it must remain hard to distinguish $e(g, g)^{a^{q+1} s} \in \mathbb{G}_{T}$ from a random element in $\mathbb{G}_{T}$.

An algorithm $\mathcal{B}$ that outputs $z \in\{0,1\}$ has advantage $\epsilon$ in solving decisional $q$-parallel BDHE in $\mathbb{G}$ if

$$
\left|\operatorname{Pr}\left[\mathcal{B}\left(\boldsymbol{y}, T=e(g, g)^{a^{q+1} s}\right)=0\right]-\operatorname{Pr}[\mathcal{B}(\boldsymbol{y}, T=R)=0]\right| \geq \epsilon
$$

Definition 1. We say that the (decision) q parallel-BDHE assumption holds if no polytime algorithm has a non-negligible advantage in solving the decisional q-parallel BDHE problem.
We give a proof that the assumption generically holds in the full version of our paper 42.

## 3 Our Most Efficient Construction

We now give our main construction that both realizes expressive functionality and is efficient and is provably secure under a concrete, non-interactive assumption.

In our construction the encryption algorithm will take as input a LSSS access matrix $M$ and distribute a random exponent $s \in \mathbb{Z}_{p}$ according to $M$. Private keys are randomized to avoid collusion attack.
$\operatorname{Setup}(U)$. The setup algorithm takes as input the number of attributes in the system. It then chooses a group $\mathbb{G}$ of prime order $p$, a generator $g$ and $U$ random group elements $h_{1}, \ldots, h_{U} \in \mathbb{G}$ that are associated with the $U$ attributes in the system. In addition, it chooses random exponents $\alpha, a \in \mathbb{Z}_{p}$.

The public key is published as

$$
\mathrm{PK}=g, e(g, g)^{\alpha}, g^{a}, h_{1}, \ldots, h_{U}
$$

The authority sets MSK $=g^{\alpha}$ as the master secret key.
$\operatorname{Encrypt}(\mathrm{PK},(M, \rho), \mathcal{M})$. The encryption algorithm takes as input the public parameters PK and a message $\mathcal{M}$ to encrypt. In addition, it takes as input an LSSS access structure $(M, \rho)$. The function $\rho$ associates rows of $M$ to attributes.

Let $M$ be an $\ell \times n$ matrix. The algorithm first chooses a random vector $\boldsymbol{v}=$ $\left(s, y_{2}, \ldots, y_{n}\right) \in \mathbb{Z}_{p}^{n}$. These values will be used to share the encryption exponent $s$. For $i=1$ to $\ell$, it calculates $\lambda_{i}=\boldsymbol{v} \cdot M_{i}$, where $M_{i}$ is the vector corresponding to the $i$ th row of $M$. In addition, the algorithm chooses random $r_{1}, \ldots, r_{\ell} \in \mathbb{Z}_{p}$.

The ciphertext is published as $\mathrm{CT}=$

$$
\begin{gathered}
C=\mathcal{M e} e(g, g)^{\alpha s}, C^{\prime}=g^{s} \\
\left(C_{1}=g^{a \lambda_{1}} h_{\rho(1)}^{-r_{1}}, D_{1}=g^{r_{1}}\right), \ldots,\left(C_{\ell}=g^{a \lambda_{\ell}} h_{\rho(\ell)}^{-r_{n}}, D_{\ell}=g^{r_{\ell}}\right)
\end{gathered}
$$

along with a description of $(M, \rho)$.
KeyGen(MSK, $S$ ). The key generation algorithm takes as input the master secret key and a set $S$ of attributes. The algorithm first chooses a random $t \in \mathbb{Z}_{p}$. It creates the private key as

$$
K=g^{\alpha} g^{a t} \quad L=g^{t} \quad \forall x \in S K_{x}=h_{x}^{t}
$$

Decrypt(CT,SK). The decryption algorithm takes as input a ciphertext CT for access structure $(M, \rho)$ and a private key for a set $S$. Suppose that $S$ satisfies the access structure and let $I \subset\{1,2, \ldots, \ell\}$ be defined as $I=\{i: \rho(i) \in S\}$. Then, let $\left\{\omega_{i} \in \mathbb{Z}_{p}\right\}_{i \in I}$ be a set of constants such that if $\left\{\lambda_{i}\right\}$ are valid shares of any secret $s$ according to $M$, then $\sum_{i \in I} \omega_{i} \lambda_{i}=s$. (Note there could potentially be different ways of choosing the $\omega_{i}$ values to satisfy this.)

The decryption algorithm first computes

$$
\begin{gathered}
e\left(C^{\prime}, K\right) /\left(\prod_{i \in I}\left(e\left(C_{i}, L\right) e\left(D_{i}, K_{\rho(i)}\right)\right)^{\omega_{i}}\right)= \\
e(g, g)^{\alpha s} e(g, g)^{a s t} /\left(\prod_{i \in I} e(g, g)^{t a \lambda_{i} \omega_{i}}\right)=e(g, g)^{\alpha s}
\end{gathered}
$$

The decryption algorithm can then divide out this value from $C$ and obtain the message $\mathcal{M}$.

### 3.1 Proof

An important step in proving our system secure will be for the reduction to "program" the challenge ciphertext into the public parameters. One significant obstacle that we will encounter is that an attribute may be associated with multiple rows in the challenge access matrix (i.e. the $\rho$ function is not injective). This is analogous to an attribute appearing in multiple leafs in an access tree.

For example, suppose that in our reduction we want to program our parameters such that for $h_{x}$ based on the $i$-th row of $M^{*}$ if $\rho^{*}(i)=x$. However, if there exist $i \neq j$ such that $x=\rho(i)=\rho(j)$ then there is an issue since we must program both row $i$ and row $j$ in the simulation. Intuitively, there is a potential conflict in how to program the parameters.

In this reduction we resolve this by using different terms from the parallel BDHE assumption to program multiple rows of $M^{*}$ into one group element corresponding to an attribute. The extra terms provided allow us to do so without ambiguity. In Section 5 we show a tradeoff where our reduction can program the information using just the decisional Bilinear Diffie-Hellman assumption, but at some loss of efficiency.

We prove the following theorem.
Theorem 1. Suppose the decisional q-parallel BDHE assumption holds. Then no polytime adversary can selectively break our system with a challenge matrix of size $\ell^{*} \times n^{*}$, where $\ell^{*}, n^{*} \leq q$.

Suppose we have an adversary $\mathcal{A}$ with non-negligible advantage $\epsilon=\operatorname{Adv}_{\mathcal{A}}$ in the selective security game against our construction. Moreover, suppose it chooses a challenge matrix $M^{*}$ where both dimensions are at most $q$. We show how to build a simulator, $\mathcal{B}$, that plays the decisional $q$-parallel BDHE problem.

Init. The simulator takes in a $q$-parallel BDHE challenge $\boldsymbol{y}, T$. The adversary gives the algorithm the challenge access structure ( $M^{*}, \rho^{*}$ ), where $M^{*}$ has $n^{*}$ columns.

Setup. The simulator chooses random $\alpha^{\prime} \in \mathbb{Z}_{p}$ and implicitly sets $\alpha=\alpha^{\prime}+a^{q+1}$ by letting $e(g, g)^{\alpha}=e\left(g^{a}, g^{a^{q}}\right) e(g, g)^{\alpha^{\prime}}$.

We describe how the simulator "programs" the group elements $h_{1}, \ldots, h_{U}$. For each $x$ for $1 \leq x \leq U$ begin by choosing a random value $z_{x}$. Let $X$ denote the set of indices $i$, such that $\rho^{*}(i)=x$. The simulator programs $h_{x}$ as:

$$
h_{x}=g^{z_{x}} \prod_{i \in X} g^{a M_{i, 1}^{*} / b_{i}} \cdot g^{a^{2} M_{i, 2}^{*} / b_{i}} \cdots g^{a^{n^{*}} M_{i, n^{*}}^{*} / b_{i}} .
$$

Note that if $X=\emptyset$ then we have $h_{x}=g^{z_{x}}$. Also note that the parameters are distributed randomly due to the $g^{z_{x}}$ value.

Phase I. In this phase the simulator answers private key queries. Suppose the simulator is given a private key query for a set $S$ where $S$ does not satisfy $M^{*}$.

The simulator first chooses a random $r \in \mathbb{Z}_{p}$. Then it finds a vector $\boldsymbol{w}=$ $\left(w_{1}, \ldots, w_{n^{*}}\right) \in \mathbb{Z}_{p}{ }^{n^{*}}$ such that $w_{1}=-1$ and for all $i$ where $\rho^{*}(i) \in S$ we have that $\boldsymbol{w} \cdot M_{i}^{*}=0$. By the definition of a LSSS such a vector must exist. Note that if such a vector did not exist then the vector $(1,0,0, \ldots, 0)$ would be in the span of $S$. See the discussion in Section 园.

The simulator begins by implicitly defining $t$ as

$$
r+w_{1} a^{q}+w_{2} a^{q-1}+\cdots+w_{n^{*}} a^{q-n^{*}+1}
$$

It performs this by setting $L=g^{r} \prod_{i=1, \ldots, n^{*}}\left(g^{a^{q+1-i}}\right)^{w_{i}}=g^{t}$.

[^10]We observe that by our definition of $t$, we have that $g^{a t}$ contains a term of $g^{-a^{q+1}}$, which will cancel out with the unknown term in $g^{\alpha}$ when creating $K$. The simulator can compute $K$ as:

$$
K=g^{\alpha^{\prime}} g^{a r} \prod_{i=2, \ldots, n^{*}}\left(g^{a^{q+2-i}}\right)^{w_{i}}
$$

Now we must calculate $K_{x} \forall x \in S$. First, we consider $x \in S$ for which there is no $i$ such that $\rho^{*}(i)=x$. For those we can simply let $K_{x}=L^{z_{x}}$.

The more difficult task is to create key components $K_{x}$ for attributes $x \in S$, where $x$ is used in the access structure. For these keys we must make sure that there are no terms of the form $g^{a^{q+1} / b_{i}}$ that we can't simulate. However, we have that $M_{i}^{*} \cdot \boldsymbol{w}=0$; therefore, all of these terms cancel.

Again, let $X$ be the set of all $i$ such that $\rho^{*}(i)=x$. The simulator creates $K_{x}$ in this case as follows.

$$
K_{x}=L^{z_{x}} \prod_{i \in X} \prod_{j=1, \ldots, n^{*}}\left(g^{\left(a^{j} / b_{i}\right) r} \prod_{\substack{k=1, \ldots, n^{*} \\ k \neq j}}\left(g^{a^{q+1+j-k} / b_{i}}\right)^{w_{k}}\right)^{M_{i, j}^{*}}
$$

Challenge. Finally, we build the challenge ciphertext. The adversary gives two messages $\mathcal{M}_{0}, \mathcal{M}_{1}$ to the simulator. The simulator flips a coin $\beta$. It creates $C=$ $\mathcal{M}_{\beta} T \cdot e\left(g^{s}, g^{\alpha^{\prime}}\right)$ and $C^{\prime}=g^{s}$.

The tricky part is to simulate the $C_{i}$ values since this contains terms that we must cancel out. However, the simulator can choose the secret splitting, such that these cancel out. Intuitively, the simulator will choose random $y_{2}^{\prime}, \ldots, y_{n^{*}}^{\prime}$ and the share the secret using the vector

$$
\boldsymbol{v}=\left(s, s a+y_{2}^{\prime}, s a^{2}+y_{3}^{\prime}, \ldots, s a^{n-1}+y_{n^{*}}^{\prime}\right) \in \mathbb{Z}_{p}^{n^{*}}
$$

In addition, it chooses random values $r_{1}^{\prime}, \ldots, r_{\ell}^{\prime}$.
For $i=1, \ldots, n^{*}$, we define $R_{i}$ as the set of all $k \neq i$ such that $\rho^{*}(i)=\rho^{*}(k)$. In other words, the set of all other row indices that have the same attribute as row $i$. The challenge ciphertext components are then generated as

$$
\begin{aligned}
D_{i} & =g^{-r_{i}^{\prime}} g^{-s b_{i}} \\
C_{i} & =h_{\rho^{*}(i)}^{r_{i}^{\prime}}\left(\prod_{j=2, \ldots, n^{*}}\left(g^{a}\right)^{M_{i, j}^{*} y_{j}^{\prime}}\right)\left(g^{b_{i} \cdot s}\right)^{-z_{\rho^{*}(i)}} \cdot\left(\prod_{k \in R_{i}} \prod_{j=1, \ldots, n^{*}}\left(g^{a^{j} \cdot s \cdot\left(b_{i} / b_{k}\right)}\right)^{M_{k, j}^{*}}\right)
\end{aligned}
$$

Phase II. Same as phase I.
Guess. The adversary will eventually output a guess $\beta^{\prime}$ of $\beta$. The simulator then outputs 0 to guess that $T=e(g, g)^{a^{q+1}}$ if $\beta=\beta^{\prime}$; otherwise, it outputs 1 to indicate that it believes $T$ is a random group element in $\mathbb{G}_{T}$.

When $T$ is a tuple the simulator $\mathcal{B}$ gives a perfect simulation so we have that

$$
\operatorname{Pr}\left[\mathcal{B}\left(\boldsymbol{y}, T=e(g, g)^{a^{q+1} s}\right)=0\right]=\frac{1}{2}+\operatorname{Adv}_{\mathcal{A}}
$$

When $T$ is a random group element the message $\mathcal{M}_{\beta}$ is completely hidden from the adversary and we have $\operatorname{Pr}[\mathcal{B}(\boldsymbol{y}, T=R)=0]=\frac{1}{2}$. Therefore, $\mathcal{B}$ can play the decisional $q$-parallel BDHE game with non-negligible advantage.

## 4 Constructions from Weaker Assumptions

Our first construction provided a very efficient system, but under a strong (but still non-interactive) assumption. To bridge this gap we introduce two additional constructions that provide a tradeoff of performance versus strength of assumptions. We effectively explore a spectrum between system efficiency and strength of assumption. The final construction is proven secure under the simple decisionalBDH assumption.

Overview. The primary obstacle in achieving security from weaker assumptions is that we must be able to reflect the challenge access structure $M^{*}$ in the parameters during the reduction. We create two different constructions using the same framework.

In our full version [42] we give a construction provably secure under the existing d-BDHE assumption introduced by Boneh, Boyen and Goh [11. To accommodate a weaker assumption we introduce a parameter $k_{\max }$ which is the maximum number of times any one attribute can appear in an access formula. A private key in this system will be a factor of $k_{\text {max }}$ larger than our main construction.

Next, in Section 5we give a construction provably secure under the much more standard decisional Bilinear Diffie-Hellman assumption. To realize security under this assumption our system must additionally introduce a parameter $n_{\max }$, where performance parameters will be a factor of $n_{\max }$ larger than our most efficient construction.

## 5 Bilinear Diffie-Hellman Construction

While our unrestricted construction realizes a potentially ideal type of efficiency, we would like to also show that secure CP-ABE systems can be realized from static assumptions. Here we show how to realize our framework under the decisional Bilinear Diffie Hellman d-(BDH) assumption.

The primary challenge with realizing a construction provably secure under BDH is we need a way for a reduction to embed the challenge matrix $M^{*}$ in the parameters. Since the BDH assumption gives the reduction less components to embed this, there is no obvious path for reducing the previous constructions to d-BDH. We surmount this obstacle by expanding our ciphertexts and public parameter space. By doing this we enable our reduction to embed the challenge matrix.

Our construction is parametrized by a integer $n_{\text {max }}$ that specifies the maximum number of columns in a ciphertext policy. The public parameters, keys and ciphertext size will all grow linearly in this parameter 5 .

[^11]Like our first construction we restrict $\rho()$ to be an injective function, but can alleviate this restriction by applying a similar transformation to allow an attribute to appear $k_{\max }$ times for some specified $k_{\text {max }}$. Our construction follows.
$\operatorname{Setup}\left(U, n_{\max }\right)$. The setup algorithm takes as input, $U$, the number of attributes in the system $U$ and $n_{\text {max }}$ the maximum number of columns in an LSSS matrix (or number of nodes in an access formula). It then creates a group $\mathbb{G}$ of prime order $p$ and a generator $g$ and chooses random elements $\left(h_{1,1}, \ldots, h_{1, U}\right), \ldots,\left(h_{n_{\max }, 1}\right.$, $\left.\ldots, h_{n_{\max }, U}\right)$ In addition, it chooses random exponents $\alpha, a \in \mathbb{Z}_{p}$.

The public key is published as

$$
\begin{gathered}
\mathrm{PK}=g, e(g, g)^{\alpha}, g^{a} \\
\left(h_{1,1}, \ldots, h_{1, U}\right), \ldots,\left(h_{n_{\max }, 1}, \ldots, h_{n_{\max }, U}\right)
\end{gathered}
$$

The authority sets MSK $=g^{\alpha}$ as the master secret key.
$\operatorname{Encrypt}(\mathrm{PK},(M, \rho), \mathcal{M})$. The encryption algorithm takes as input the public parameters PK and a message $\mathcal{M}$ to encrypt. In addition, it takes as input an LSSS access structure $(M, \rho)$. The function $\rho$ associates rows of $M$ to attributes. In this construction we limit $\rho$ to be an injective function, that is an attribute is associated with at most one row of $M$.

Let $M$ be an $\ell \times n_{\text {max }}$ matrix. (If one needs to create a policy for $n<n_{\max }$, then one can simply "pad out" the rightmost $n_{\max }-n$ columns with all zeros.) The algorithm first chooses a random vector $\boldsymbol{v}=\left(s, y_{2}, \ldots, y_{n_{\max }}\right) \in \mathbb{Z}_{p}^{n}$. These values will be used to share the encryption exponent $s$.

The ciphertext is published as

$$
\mathrm{CT}=C=\mathcal{M e}(g, g)^{\alpha s}, C^{\prime}=g^{s}, \underset{\substack{i=1, \ldots, \ell \\ j=1, \ldots, n_{\max }}}{\forall} C_{i, j}=g^{a M_{i, j} v_{j}} h_{j, \rho(i)}^{-s}
$$

along with a description of $M, \rho$.
KeyGen(MSK, $S$ ). The key generation algorithm takes as input the master secret key and a set $S$ of attributes. The algorithm first chooses a random $t_{1}, \ldots, t_{n_{\max }} \in$ $\mathbb{Z}_{p}$. It creates the private key as

$$
\begin{gathered}
K=g^{\alpha} g^{a t_{1}} \quad L_{1}=g^{t_{1}}, \ldots, L_{n}=g^{t_{n_{\max }}} \\
\forall x \in S \quad K_{x}=\prod_{j=1, \ldots, n_{\max }} h_{j, x}^{t_{j}} .
\end{gathered}
$$

Decrypt(CT,SK). The decryption algorithm takes as input a ciphertext CT for access structure $(M, \rho)$ and a private key for a set $S$. Suppose that $S$ satisfies the access structure and let $I \subset\{1,2, \ldots, \ell\}$ be defined as $I=\{i: \rho(i) \in S\}$. Then, let $\left\{\omega_{i} \in \mathbb{Z}_{p}\right\}_{i \in I}$ be a set of constants such that, if $\left\{\lambda_{i}\right\}$ are valid shares of any secret $s$ according to $M$, then $\sum_{i \in I} \omega_{i} \lambda_{i}=s$. (Note there could potentially be different ways of choosing the $\omega_{i}$ values to satisfy this.)

The decryption algorithm first computes

$$
\begin{aligned}
& e\left(C^{\prime}, K\right) /\left(\prod_{j=1, \ldots, n_{\max }} e\left(L_{j}, \prod_{i \in I} C_{i, j}^{\omega_{i}}\right)\right) \prod_{i \in I} e\left(K_{\rho(i)}^{\omega_{i}}, C^{\prime}\right) \\
& =e\left(C^{\prime}, K\right) /\left(\prod_{j=1, \ldots, n_{\max }} e\left(g^{t_{j}}, g^{\sum_{i \in I} a M_{i, j} v_{j} \omega_{i}}\right)\right. \\
& \left.\quad e\left(g^{t_{j}}, \prod_{i \in I} h_{j, \rho(i)}^{-s \omega_{i}}\right)\right) \prod_{i \in I} e\left(K_{\rho(i)}^{\omega_{i}}, g^{s}\right) \\
& = \\
& =e\left(C^{\prime}, K\right) / \prod_{j=1, \ldots, n_{\max }} e\left(g^{t_{j}}, g^{\sum_{i \in I} a M_{i, j} v_{j} \omega_{i}}\right) \\
& = \\
& =e\left(C^{\prime}, K\right) / e\left(g^{t_{1}}, g^{\sum_{i \in I} a M_{i, 1} v_{1} \omega_{i}}\right) \\
& = \\
& =e\left(g^{s}, g^{\alpha} g^{a t_{1}}\right) / e(g, g)^{a t_{1} s} \\
& =e(g, g)^{\alpha s}
\end{aligned}
$$

The decryptor can then divide out this value from $C$ and obtain the message $\mathcal{M}$.

### 5.1 Proof

We prove the following theorem.
Theorem 2. Suppose the decisional BDH assumption holds. Then no polytime adversary can selectively break our system.

Due to space limitations we defer the proof of the system to our full version 42].

## 6 Large Universe of Attributes

One aspect of our main construction is that it defines the set of attributes to be used in the parameters. One useful feature is to be able to dynamically use any string as an attribute. In our full version [42] we show how in the random oracle we can realize any number of attributes with constant size parameters by simply hashing the attribute string. Also in our full version provide a large universe construction in the standard model.
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#### Abstract

In this paper we propose generic conversions for transforming a chosen-plaintext (CPA) secure attribute-based encryption (ABE) to a chosen-ciphertext (CCA) secure ABE. The only known generic conversion, to the best of our knowledge, was presented by Goyal et al. in ACM-CCS 2006, which itself subsumes the well-known IBE-to-PKE conversion by Canetti, Halevi, and Katz proposed in Eurocrypt 2004. The method by Goyal et al. has some restrictions that it assumes the delegatability of the original ABE and can deal only with the key-policy type of ABE with large attribute universe. In contrast, our methodology is applicable also to those ABE schemes without known delegatability. Furthermore, it works for both key-policy or ciphertext-policy flavors of ABE and can deal with both small and large universe scheme. More precisely, our method assumes only either delegatability or a newly introduced property called verifiability of ABE . We then exhaustively check the verifiability of existing ABE schemes and found that most of them satisfy such a property, hence CCA-secure versions of these schemes can be obtained automatically.


## 1 Introduction

Background. Attribute-based encryption (ABE) is a generalized cryptographic primitive from normal public key encryption (PKE) that provides an access control mechanism over encrypted data using access policies and ascribed attributes among private keys and ciphertexts. ABE was introduced first by Sahai and Waters 30. In an ABE system, a user in the system possesses a key associated with an access policy, stating what kind of ciphertext that she can decrypt. On the other hand, a ciphertext is associated with a set of attributes. The decryption can then be done if the policy associated to the key is satisfied by the attribute set associated to the ciphertext. This setting of ABE is called key-policy ABE (KP$\mathrm{ABE})$ since a key is associated with a policy. Its dual notion in which the role of policy and attribute set is swapped is called ciphertext-policy ABE (CP-ABE). In this setting, a policy will be associated to a ciphertext while an attribute set will be associated to a key.

Most of the proposed ABE schemes [21|5|29] in the literature focused on the aspect of extending the expressiveness of policies so as to achieve fine-grained access control (see below). Some other schemes focused on extending to the multi-authority setting [13|14325, while the most recent achievements in this research area were the schemes that attain adaptive security [26|28].

In this paper we focus on another important issue namely the aspect of attaining security against chosen-ciphertext attack (CCA) for ABE in the standard model. The first CCA-secure KP-ABE has already appeared in the seminal paper for the first expressive KP-ABE scheme by Goyal et al. [21]. Their CCA-secure scheme extends the methodology of converting any identity-based encryption (IBE) scheme to CCA-secure PKE scheme Canetti, Halevi, and Katz [12]. Such a technique relies on delegatability, which is the property that allows using a key of one policy $\mathbb{A}$ to construct a key for another policy $\mathbb{A}^{\prime}$ that is more restricted than $\mathbb{A}$. Their construction is generic: it is a conversion that transforms any CPA-secure KP-ABE with delegation to a CCA-secure one. For the case of CCA-secure CP-ABE, Bethencourt, Sahai, and Waters [5 mentioned that a similar methodology can be used but they omitted to describe the details. We note that [5] also uses another method for their CCA-secure CP-ABE namely the Fujisaki-Okamoto conversion [18] but this can be proven only in the random oracle model. Some specific CCA-secure construction for CP-ABE with only AND-gates was proposed in 15.

To the best of our knowledge, the only generic and standard-model construction for CCA-secure ABE available in the literature is the aforementioned one by Goyal et al. [21]. The scheme works for the key-policy flavor and can deal only with the scheme for a large attribute universe. It works roughly as follows. To encrypt to an attribute set $S$, Bob first generates a signing and verification key pair $(s k, v k)$ of a one-time signature scheme. Bob then constructs a ciphertext for $S \cup\{v k\}$ of the original scheme, where $v k$ is treated as a dummy attribute, and signs this with $s k$. Upon receiving, Alice checks the validity of signature and then delegates her key from policy $\mathbb{A}$ to policy $\mathbb{A}$ AND $v k$. Alice then uses the latter key to decrypt the ciphertext.

Our Contributions. We propose eight generic conversions that transform CPA-secure ABE to CCA-secure ABE. The eights conversions comprise all the combinations by three categorization: (1) whether we consider CP-ABE or KPABE, (2) the original scheme deals with a small or large universe of attributes, and (3) the conversion uses which methodology out of two that we propose. One methodology is based on delegatability of ABE, while the other is based on a new property called verifiability of ABE . The former methodology is a reminiscent of the method by Goyal et al. [21] as described above. On the other hand, the latter can be considered as its "dual". Roughly speaking, while the delegatabilitybased method utilizes the AND functionality of ABE, the new verifiability-based method uses the or functionality.

Before moving further, we point out an apparent strength of our thesis: one methodology has an advantage over the other in the sense that it requires only either one of the two additional properties. The new verifiability-based one does
not require delegatability of ABE . It thus applies to those ABE without known delegation, such as the linear secret sharing based KP-ABE of Goyal et al. [21] and non-monotonic KP-ABE of Ostrovsky et al. [29] for instances.

Another advantage is that our methodology is generic: it converts the underlying CPA-secure ABE in the black-box manner. Readers who are familiar with ABE may argue that CCA-secure version of any ABE can be rather easy to construct since, to the best of our knowledge, all the available schemes so far were based on bilinear pairing and with this tool there are some well-known, but specific, techniques such as [12]9] (in the context of IBE) to attain CCA security. However, using such specific techniques requires researchers to construct and prove the security individually each time a new ABE is proposed, which is not quite convenient. Besides, we believe that some new ABE which is not based on pairing will be proposed in the future.

Our Approach. The new verifiability-based method works roughly as follows. We briefly describe here for the case of KP-ABE (with a large universe). The scheme is indeed similar to the aforementioned method, where Bob encrypts to $S \cup\{v k\}$, while Alice holds a key for a policy $\mathbb{A}$, with the only difference in decryption algorithms. Instead of delegating the key, Alice will use the verifiability to check a kind of well-formed-ness of ciphertext before decrypting. Such a verifiability allows to check whether a ciphertext will decrypt to the same result when using either a key for policy $\mathbb{A}$ or a key for the singleton policy $\{\{v k\}\}$. The latter key will be used only in the proof. The ability to use either key to decrypt can be considered intuitively as an (implicit) or functionality. For the case of CP-ABE, the utilization of or will become more clear: there, we explicitly use a policy of the form $\mathbb{A}$ OR $v k$.

The use of OR and some form of verifiability to attain CCA security can be traced back to the classic Naor-Yung two-key paradigm [27] in the context of CCA-secure PKE. However, their scheme poses a strong requirement: the existence of non-interactive zero knowledge proofs, and thus, enhanced trapdoor permutations. In contrast, our newly defined verifiability for ABE is indeed quite a weak requirement. Regarding this, we show the gap between our verifiability and the commonly defined public verifiability. Furthermore, for pairing-based schemes, the verifiability comes for almost free in many schemes.

Finally, we note that the described methods assume that the original ABE can deal with large universe (super-polynomial size). This is since we have to treat $v k$ as dummy attributes. In our methodology, we further propose how to deal with small universe schemes by introducing a twist similar to the well-known technique by Dwork, Dolev, and Naor [17] (in the context of PKE).

Related Works on ABE. ABE was first introduced by Sahai and Waters 30] in the context of a generalization of IBE called Fuzzy IBE, which is an ABE that allows only single threshold access structures. The first KP-ABE scheme that allows any monotone access structures was proposed by Goyal et al. 21. The first such CP-ABE scheme which allows the same expressiveness was proposed by Bethencourt, Sahai, and Waters [5], albeit the security of their scheme was only proved in the generic bilinear group model. Ostrovsky, Sahai, and

Waters [29] then subsequently extended both schemes to handle also any nonmonotone structures. Towards constructing a CP-ABE in the standard model, Cheung and Newport [15] proposed a CP-ABE scheme that allows only AND gate, while Goyal et al. 20 proposed a CP-ABE scheme which allows only apriori bounded size of gates (bounded CP-ABE). Waters 31] then proposed the first fully expressive CP-ABE in the standard model. Herranz et al. [23] proposed the first constant-size ciphertext scheme for CP-ABE allowing threshold gates. Recently, Attrapadung and Libert [1] proposed the first fully expressive KP-ABE with constant-size ciphertexts. All of these works were limited to deal with selective adversaries [116] until only two recent works by Lewko et al. [26] and Takashima and Okamoto [28], where they obtained adaptively secure ABE schemes. The aforementioned ABE schemes deal only with single authority, which is the setting that we focus here as well. Some extensions to multi-authority schemes were considered in [13|14|3|25]. It is also worth mentioning that dual-policy ABE , which is a combination of the mentioned two flavors of ABE, was proposed in [2].

Organization of the Paper. In the rest of this paper, we first give syntax and security notion of FE in Sec. 2, give the definition of verifiability and delegatability of FE in Sec. 3, show our general construction in Sec. 4] prove the security of our constructions for the case of CP-ABE in Sec. 5, 6, show instantiations of our generic construction in Sec. 7 show that our definition of verifiability is strictly weaker notion than usual public verifiability in Sec. 8,

## 2 Definitions

We capture notions of CP-ABE and KP-ABE by providing a unified definition and security notion for functional encryption ${ }^{11}$ here and then instantiating to both primitives in the next subsection.

### 2.1 Syntax and Security Definition for Functional Encryption

Syntax. Let $R: \Sigma_{k} \times \Sigma_{e} \rightarrow\{0,1\}$ be a boolean function where $\Sigma_{k}$ and $\Sigma_{e}$ denote "key attribute" and "ciphertext attribute" spaces. A functional encryption (FE) scheme for $R$ consists of the following algorithms: Setup, KeyGen, Encrypt, Decrypt.
$\operatorname{Setup}(\lambda, \operatorname{des}) \rightarrow(P K, M S K)$ : The setup algorithm takes as input a security parameter $\lambda$ and a scheme description des and outputs a public key $P K$ and a master secret key $M S K$.
KeyGen $(M S K, P K, X) \rightarrow S K_{X}$ : The key generation algorithm takes in the master secret key $M S K$, the public key $P K$, and a key attribute $X \in \Sigma_{k}$. It outputs a private key $S K_{X}$.

[^12]$\operatorname{Encrypt}(P K, M, Y) \rightarrow C T$ : The encryption algorithm takes as input a public key $P K$, the message $M$, and a ciphertext attribute $Y \in \Sigma_{e}$. It will output a ciphertext $C T$. We assume that $Y$ is implicitly included in $C T$.
$\operatorname{Decrypt}\left(P K, C T, S K_{X}\right) \rightarrow M$ or $\perp$ : The decryption algorithm takes in the public parameters $P K$, a ciphertext $C T$, and a private key $S K_{X}$. It outputs the message $M$ or $\perp$ which represents that the ciphertext is not in a valid form.

We require the standard correctness of decryption: that is, for all $\lambda$, all ( $P K, M S K$ ) output by $\operatorname{Setup}(\lambda, d e s)$, all $X \in \Sigma_{k}$, all $S K_{X}$ output by $\operatorname{KeyGen}(M S K, P K, X)$, and $Y \in \Sigma_{e}$,

- If $R(X, Y)=1$, then $\left.\operatorname{Decrypt}(P K, \operatorname{Encrypt}(P K, M, Y)), S K_{X}\right)=M$.
- If $R(X, Y)=0$, then $\left.\operatorname{Decrypt}(P K, \operatorname{Encrypt}(P K, M, Y)), S K_{X}\right)=\perp$.

Security Notion. We now give the definition of indistinguishability under chosen ciphertext attack (CCA-security) for FE scheme $\Pi$. This is described by a game between a challenger and attacker $\mathcal{A}$. The game proceeds as follows:
Setup. The challenger runs the setup algorithm and gives $P K$ to $\mathcal{A}$.
Phase1. $\mathcal{A}$ may adaptively make queries of the following types:

- Key-extraction query. $\mathcal{A}$ submits $X$ to the challenger. If the challenger already extracted a private key $S K_{X}$ for $X$, then returns it. Otherwise the challenger runs $S K_{X} \leftarrow \operatorname{KeyGen}(M S K, P K, X)$ and returns it.
- Decryption query. $\mathcal{A}$ submits $(C T, X)$ to the challenger and ask for the decryption result of ciphertext $C T$ under private key for $X$. If the challenger has not previously extracted a private key $S K_{X}$ for $X$, then extract it by $S K_{X} \leftarrow \operatorname{KeyGen}(M S K, P K, X)$. Then, the challenger returns the output of $\operatorname{Decrypt}\left(P K, C T, S K_{X}\right)$ to $\mathcal{A}$.
Challenge. $\mathcal{A}$ declares two equal length messages $M_{0}$ and $M_{1}$ and target ciphertext attribute $Y^{*} \in \Sigma_{e} . Y^{*}$ cannot satisfy $R\left(X, Y^{*}\right)=1$ for any attribute sets $X$ such that $\mathcal{A}$ already queried private key for $X$. Then the challenger flips a random coin $\beta \in\{0,1\}$, runs $\operatorname{Encrypt}\left(P K, M_{\beta}, Y^{*}\right) \rightarrow C T^{*}$ and gives challenge ciphertext $C T^{*}$ to $\mathcal{A}$.
Phase2. $\mathcal{A}$ may adaptively make queries as the same as in Phase1 with following added restriction. $\mathcal{A}$ cannot query to extract a private key $S K_{X}$ for $X$ such that $R\left(X, Y^{*}\right)=1$. $\mathcal{A}$ cannot submit $(C T, X)$ such that $R\left(X, Y^{*}\right)=1$ and $C T=C T^{*}$.
Guess. $\mathcal{A}$ outputs a guess $\beta^{\prime}$ for $\beta$.
We say that $\mathcal{A}$ succeeds if $\beta^{\prime}=\beta$ and denote the probability of this event by $\operatorname{Pr}_{\mathcal{A}, \Pi}^{F E}$. The advantage of an attacker $\mathcal{A}$ is defined as $A d v_{\mathcal{A}, \Pi}^{F E}=\operatorname{Pr}_{\mathcal{A}, \Pi}^{F E}-\frac{1}{2}$.

Definition 1. We say that an FE scheme $\Pi$ is $\left(\tau, \epsilon, q_{D}, q_{E}\right)$ CCA-secure if for all $\tau$-time algorithms $\mathcal{A}$ who make a total of $q_{D}$ decryption queries and a total of $q_{E}$ key-extraction queries, we have that $A d v_{\mathcal{A}, \Pi}^{F E}<\epsilon$. We say that an $F E$ scheme $\Pi$ is CCA-secure if for all polynomial $\tau, q_{D}, q_{E}$ and for all nonnegligible $\epsilon, \Pi$ is $\left(\tau, \epsilon, q_{D}, q_{E}\right) C C A$-secure.

Definition 2. We say that an $F E$ scheme $\Pi$ is $\left(\tau, \epsilon, q_{E}\right)$ CPA-secure if $\Pi$ is $\left(\tau, \epsilon, 0, q_{E}\right)$ CCA-secure. We say that an FE scheme $\Pi$ is CPA-secure if for all polynomial $\tau, q_{E}$, for all nonnegligible $\epsilon, \Pi$ is $\left(\tau, \epsilon, q_{E}\right) C P A$-secure.

We say that the FE scheme is selectively CCA/CPA-secure if we add an Initial stage Init before the setup where the adversary submits the ciphertext attribute $Y^{*} \in \Sigma_{e}$.

### 2.2 Definitions for Attribute-Based Encryption

Definition 3 (Access Structures). Consider a set of parties $\mathcal{P}=$ $\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}$. A collection $\mathbb{A} \subseteq 2^{\mathcal{P}}$ is said monotone if for all $B, C$ we have that if $B \in \mathbb{A}$ and $B \subseteq C$ then $C \in \mathbb{A}$. An access structure (resp., monotonic access structure) is a collection (resp., monotone collection) $\mathbb{A} \subseteq 2^{\mathcal{P}} \backslash\{\emptyset\}$. The sets in $\mathbb{A}$ are called the authorized sets, and the sets not in $\mathbb{A}$ are called the unauthorized sets.

Definition 4 (KP-ABE). Let $U$ be an attribute space. A key-policy attributebased encryption (KP-ABE) for a collection $\mathcal{A}$ of access structures over $U$ is a functional encryption for $R^{\mathrm{KP}}: \mathcal{A} \times 2^{U} \rightarrow\{0,1\}$ defined by $R^{\mathrm{KP}}(\mathbb{A}, \omega) \mapsto 1$ iff $\omega \in \mathbb{A}$. Furthermore, the description des consists of the attribute universe $U$, $\Sigma_{k}=\mathcal{A}$, and $\Sigma_{e}=2^{U}$.

Definition 5 (CP-ABE). A ciphertext-policy attribute-based encryption (CP$A B E)$ is the dual variant of KP-ABE. More precisely, if we let $U$ be the attribute space, a $C P-A B E$ for a collection $\mathcal{A}$ of access structures over $U$ is a functional encryption for $R^{\mathrm{CP}}: 2^{U} \times \mathcal{A} \rightarrow\{0,1\}$ defined by $R^{\mathrm{CP}}(\omega, \mathbb{A}) \mapsto 1$ iff $\omega \in \mathbb{A}$. Furthermore, the description des consists of the attribute universe $U, \Sigma_{k}=2^{U}$, and $\Sigma_{e}=\mathcal{A}$.

Some Terminologies. We define some terminologies and properties related to access structures here. Any monotonic (resp., non-monotonic) access structure $\mathbb{A}$ can be represented by a corresponding boolean formula (resp., with negation), which we denote by $\psi(\mathbb{A})$, over variables in $U$. This is naturally defined in the sense that $S \in \mathbb{A}$ holds iff the evaluation of $\psi(\mathbb{A})$ with the assignment that sets all variables in $S$ to 1 and other variables outside $S$ to 0 yields the value 1 .

Consider the case where $\mathbb{A}$ is a monotonic access structure over $U$. If we denote a minimal representation of $\mathbb{A}$ by $\min (\mathbb{A})=\{S \in \mathbb{A} \mid$ there exists no $B \in$ $\mathbb{A}$ such that $B \subset S\}$. Then, it is straightforward to see that $\psi(\mathbb{A})=\vee_{S^{\prime} \in \min (\mathbb{A})}$ $\left(\wedge_{P \in S^{\prime}} P\right)$.

Next we consider the case where $\mathbb{A}$ that is a non-monotonic access structure over $U$. We proceed similarly to Ostrovsky et al. 29. For each $P \in U$ we define another primed attribute $P^{\prime}$. Let $\bar{U}=\left\{P^{\prime} \mid P \in U\right\}$. As in 29], we define a monotonic access structure $\tilde{\mathbb{A}}$ over $U \cup \bar{U}$ in such a way that $S \in \mathbb{A} \Leftrightarrow S \cup\left\{P^{\prime} \in\right.$ $\bar{U} \mid P \in U \backslash S\} \in \tilde{\mathbb{A}}$. Then, it is not hard to see that $\psi(\mathbb{A})$ can be written as $\psi(\tilde{\mathbb{A}})$ with each primed variable $P^{\prime}$ being replaced by the negation of $P$.

For simplicity, we will use the access structure $\mathbb{A}$ and its corresponding boolean formula $\psi(\mathbb{A})$ interchangeably when specifying a policy.

## 3 Two Properties: Verifiability and Delegatability

In our constructions, we need $\mathrm{FE}(\mathrm{CP} / \mathrm{KP}-\mathrm{ABE})$ to have either verifiability or delegatability. In this section we define both properties. While the former is a new one defined in this paper, the latter one was already defined in [211517] for the KP-ABE, CP-ABE and general FE cases respectively. We note that the notion of delegation for FE subsumes that of hierarchical IBE [226]. We also note that similar notion to the verifiability "committing" is defined in the IBE setting in [19].
Verifiability. Intuitively, we say that an FE scheme has verifiability if it is possible to verify whether a ciphertext will be recovered into the same decryption result under two different decryption keys with two specific attributes.
Definition 6. An FE scheme $\Pi=$ (Setup, KeyGen, Encrypt, Decrypt), is said to have verifiability if there also exists a polynomial time algorithm Verify that takes as inputs $P K, C T, X, X^{\prime}$ and outputs 0 or 1 or $\perp$ according to the following properties. Let $Y$ be obtained from parsing CT. We require that first if $R(X, Y)=0$ or $R\left(X^{\prime}, Y\right)=0$, then Verify outputs $\perp$.

Second if $R(X, Y)=R\left(X^{\prime}, Y\right)=1$ then if we let $\operatorname{Setup}(\lambda$, des $) \rightarrow(P K$, $M S K)$ then we have the following.
(Soundness). For all $C T$ in the ciphertext space (which might be invalid),
$\operatorname{Pr}\left[\begin{array}{c|c}\operatorname{Decrypt}\left(P K, C T, S K_{X}\right)= & \operatorname{Verify}\left(P K, C T, X, X^{\prime}\right)=1, \\ \operatorname{Decrypt}\left(P K, C T, S K_{X^{\prime}}\right) & S K_{X} \leftarrow \operatorname{KeyGen}(P K, M S K, X), \\ & S K_{X^{\prime}} \leftarrow \operatorname{KeyGen}\left(P K, M S K, X^{\prime}\right)\end{array}\right]=1$.
(Completeness). For all $M$ in the message space,

$$
\operatorname{Pr}\left[\operatorname{Verify}\left(P K, C T, X, X^{\prime}\right)=1 \mid C T \leftarrow \operatorname{Encrypt}(P K, M, Y)\right]=1
$$

Note that our definition of verifiability is weaker notion than usual public verifiability. Namely, in our definition, validity of the ciphertext is not needed to be checked. See Sec. 8 for the gap between the (standard) public verifiability and our verifiability. Moreover, for our conversion, the above definition of verifiability is sufficient but not necessary. See Appendix B for a weaker (but complicated) variant of our verifiability.
Delegatability. Intuitively, delegatability is the capability to use a key for some key attribute $X$ to derive another key for key attribute $X^{\prime}$ which is possible if $X^{\prime}$ is inferior than $X$ when considering a well-defined partial order relation $\succeq$ over the key attribute domain $\Sigma_{k}$. More precisely, one can derive $S K_{X^{\prime}}$ from $S K_{X}$ if $X \succeq X^{\prime}$. In the both of CP-ABE and KP-ABE cases, we define the partial order relation as $X \succeq X^{\prime}$ iff $X \supseteq X^{\prime}$. The formal definition is as follows.
Definition 7. An FE scheme $\Pi=$ (Setup, KeyGen, Encrypt, Decrypt), is said to have delegatability if there also exists a polynomial time algorithm Delegate such that the output of Delegate $\left(P K, S K_{X}, X, X^{\prime}\right)$ and of KeyGen( $M S K, P K, X^{\prime}$ ) have the same probability distribution for all $X, X^{\prime} \in$ $\Sigma_{k}$ such that $X^{\prime} \preceq X$ and for all $S K_{X}$ output by KeyGen(MSK, PK, X).

Indeed, this definition is stronger than needed to apply our conversion for the KP-ABE case. In such a case, it suffices to require only that the output of $\operatorname{Delegate}\left(P K, S K_{\mathbb{A}}, \psi(\mathbb{A}), \psi(\mathbb{A}) \wedge P\right)$ and of $\operatorname{KeyGen}(M S K, P K, \psi(\mathbb{A}) \wedge P)$ have the same probability distribution for all access structure $\mathbb{A}$, an attribute $P$, and all $S K_{\psi(\mathbb{A})}$ output by KeyGen $(M S K, P K, \psi(\mathbb{A}))$.

## 4 General Constructions of CCA-Secure ABE

In this section, we show eight conversions to convert a CPA-secure FE scheme $\Pi$ to a CCA-secure FE scheme $\Pi^{\prime}$. The eight conversions consist of the combinations of whether the original FE scheme $\Pi$ is $\mathrm{CP}-\mathrm{ABE}$ or $\mathrm{KP}-\mathrm{ABE}, \Pi$ has verifiability or delegatability, and $\Pi$ deals with a small or large universe. To describe all conversions in a concise way, we write them all in one construction template below. Each conversion then differs in only the definitions of specific variables in $\Pi^{\prime}$ namely $X^{\prime}$ for key attribute, $Y^{\prime}$ for ciphertext attribute, $W$ for dummy attribute universe, and a procedure called Subroutine used in decryption algorithms. We define $W$ below, while the rest are given in Table 1

Attribute Universes. ABE can be categorized by the size of the attribute universe that such a scheme can deal with: whether it is of polynomial or superpolynomial size. These are called small and large universe scheme respectively. In our conversions, the converted scheme $\Pi^{\prime}$ will be able to deal with the same type as that of its original scheme $\Pi$. Suppose that we construct a scheme $\Pi^{\prime}$ to work with a universe $U$, we will utilize a set $W$ of dummy attributes, which is disjointed from $U$. The original scheme $\Pi$ is then required to deal with universe $U \cup W$. A set of dummy attributes will then be associated to a verification key $v k$ of a one-time signature scheme used in the conversion (see Appendix C.2). We assume that for all $v k, v k \in\{0,1\}^{\ell}$. The set $W$ is defined as follows.

- If $\Pi$ is a small universe scheme, we set $W=\left\{P_{1,0}, P_{1,1}, P_{2,0}, P_{2,1}, \ldots, P_{\ell, 0}\right.$, $\left.P_{\ell, 1}\right\}$. We set a dummy attribute set $S_{v k} \subset W$ by setting $S_{v k}=\left\{P_{1, v k_{1}}, P_{2, v k_{2}}\right.$, $\left.\ldots, P_{\ell, v k_{\ell}}\right\}$, where we denote by $v k_{j}$ the $j$-th bit of $v k$.
- If $\Pi$ is a large universe scheme, we set $W=\{0,1\}^{\ell}$. We set a dummy attribute set $S_{v k} \subset W$ by simply letting $S_{v k}=\{v k\}$.

Construction Template. Given a CPA-secure FE scheme $\Pi=$ (Setup, KeyGen, Encrypt, Decrypt) with verifiability or delegatability, we construct another FE scheme $\Pi^{\prime}=\left(\right.$ Setup $^{\prime}$, KeyGen $^{\prime}$, Encrypt ${ }^{\prime}$, Decrypt $\left.^{\prime}\right)$ which is CCA-secure as follows. Let $\Sigma=(\mathcal{G}, \mathcal{S}, \mathcal{V})$ be a one-time signature scheme.
$\operatorname{Setup}^{\prime}(\lambda, U)$. It outputs $\operatorname{Setup}(\lambda, U \cup W) \rightarrow(P K, M S K)$.
$\operatorname{KeyGen}^{\prime}(M S K, P K, X)$. It outputs KeyGen( $\left.M S K, P K, X^{\prime}\right) \rightarrow S K_{X^{\prime}}$. Hence $S K_{X}^{\prime}=S K_{X^{\prime}}$.
Encrypt ${ }^{\prime}(P K, M, Y)$. It first creates a one-time signature key pair by running $\mathcal{G}(\lambda) \rightarrow(v k, s k)$. It then runs $\operatorname{Encrypt}\left(P K, M, Y^{\prime}\right) \rightarrow C T$ and $\mathcal{S}(s k, C T) \rightarrow$ $\sigma$. It outputs $C T^{\prime}=(v k, C T, \sigma)$.

Table 1. How to setup $X^{\prime}, Y^{\prime}$ and Subroutine in each case


Decrypt $^{\prime}\left(P K, C T^{\prime}, S K_{X}^{\prime}\right)$. It parses the ciphertext $C T^{\prime}$ as $(v k, C T, \sigma)$. If $\mathcal{V}(v k$, $C T, \sigma)=0$, then it outputs $\perp$. Otherwise, it runs a subroutine Subroutine and outputs its returned value.

Theorem 1. Let $\Pi$ be $\left(\tau, \epsilon_{A B E}, q\right) C P A$-secure $C P / K P-A B E$ scheme with verifiability/delegatability, and $\Sigma$ be a $\left(\tau, \epsilon_{O T S}\right)$ secure one-time signature scheme, then $\Pi^{\prime}$ constructed as above is $\left(\tau-o(\tau), \epsilon_{A B E}+\epsilon_{O T S}, q_{D}, q_{E}\right) C C A$-secure $C P / K P-A B E$ scheme where $q \geq q_{D}+q_{E}$.

The theorem can be proven from Lemma 1, 2.
Correctness. We prove the correctness of all the conversions as follows.

- In the case of CP-ABE1 and CP-ABE2, assume that the attribute set $X$ satisfies the policy $Y$ (that is $R^{\mathrm{CP}}(X, Y)=1$ ). In CP-ABE1, Verify outputs 1 since $S_{v k}$ trivially satisfies $\wedge_{P \in S_{v k}} P$ therefore both $X$ and $S_{v k}$ satisfy $Y \vee\left(\wedge_{P \in S_{v k}} P\right)$. The correctness then follows from that of the original ABE. In CP-ABE2, since $X \cup W \supseteq X \cup S_{v k}$, Delegate outputs secret key for $X \cup S_{v k}$ correctly and it can be easily seen that $X \cup S_{v k}$ satisfies $Y \wedge\left(\wedge_{P \in S_{v k}} P\right)$. The correctness follows similarly.
- In the case of KP-ABE1 and KP-ABE2, assume that the attribute set $Y$ satisfies the policy $X$ (that is $R^{\mathrm{KP}}(X, Y)=1$ ). In KP-ABE1, Verify outputs 1
since $\wedge_{P \in S_{v k}} P$ is trivially satisfied by $S_{v k}$ therefore both $X$ and $\wedge_{P \in S_{v k}} P$ is satisfied by $Y \cup S_{v k}$. The correctness then follows from that of the original ABE. In KP-ABE2, since $X \succeq X \wedge\left(\wedge_{P \in S_{v k}} P\right)$, Delegate outputs secret key for $X \wedge\left(\wedge_{P \in S_{v k}} P\right)$ correctly and it can be easily seen that $X \wedge\left(\wedge_{P \in S_{v k}} P\right)$ is satisfied by $Y \cup S_{v k}$. The correctness follows similarly.

Remark. We propose another two variants which are conversions for CP-ABE and KP-ABE based on verifiability in Appendix A. We also note that the conversion KP-ABE2 for the large universe case is exactly the one in 21]. We include it here to cover the big picture of the whole framework.

Efficiency Consideration. We first consider the expansion of attribute sets. This only occurs in CP-ABE2, where we define a key for set $X^{\prime}=X \cup W$. A problem may occur for the large universe case, since $W$ is of super-polynomial size the key size may also expand enormously depending on the underlying ABE. If such a problem occurs, we use $W$ as defined in the small universe case.

Next we consider the expansion of policies. In all of available constructions of ABE in the literature, an access structure is represented by either of two methods namely an access tree ( 2115 ) or a linear-secret sharing scheme (LSSS) matrix ( $21|29| 31|26| 28$ ). The efficiency, in particular, key sizes and ciphertext sizes, of these respective ABE schemes tend to depend on the size of access trees or LSSS matrices used in such schemes. (See the definition of LSSS in Appendix C.1). Our conversions particularly use policies of the form $\psi(\mathbb{A}) \vee\left(\wedge_{P \in S_{v k}} P\right)$ and $\psi(\mathbb{A}) \wedge\left(\wedge_{P \in S_{v k}} P\right)$. Therefore, we have to check whether $\psi(\mathbb{A})$ when augmented to each of both forms still can be represented efficiently or not. To this end, the efficiency is guaranteed from the following two observations.

Proposition 1. Let access structures $\mathbb{A}$ and $\mathbb{B}$ be expressed by access trees using the method in [21] with $h_{a}, h_{b}$ nodes and $\ell_{a}, \ell_{b}$ leaves respectively. Then access structure corresponding to $\psi(\mathbb{A}) \wedge \psi(\mathbb{B})$ and $\psi(\mathbb{A}) \vee \psi(\mathbb{B})$ can be expressed by access trees both with $h_{a}+h_{b}+1$ nodes and $\ell_{a}+\ell_{b}$ leaves.

Proposition 2. Let access structures $\mathbb{A}$ and $\mathbb{B}$ be expressed by an $\ell_{a} \times m_{a}$ and an $\ell_{b} \times m_{b} L S S S$ matrix by using the LSSS of [4] respectively. Then the LSSS matrix corresponding to $\psi(\mathbb{A}) \wedge \psi(\mathbb{B})$ and $\psi(\mathbb{A}) \vee \psi(\mathbb{B})$ can be expressed by an $\left(\ell_{a}+\ell_{b}\right) \times\left(m_{a}+m_{b}\right)$ and an $\left(\ell_{a}+\ell_{b}-1\right) \times\left(m_{a}+m_{b}\right)$ LSSS matrix respectively .

To conclude, since $\left|S_{v k}\right|=\ell=\operatorname{poly}(\lambda)$ in the large-universe construction and $\left|S_{v k}\right|=1$ in the small-universe construction, our conversions can be efficiently implementable.
Selective security. We remark that our conversion can be also applied to selectively (CPA-)secure ABE schemes, and in such cases, resulting CCA-secure schemes are only selectively (CCA-)secure as well.

## 5 Security of Our Constructions from Verifiability

Security of our constructions from verifiability, i.e. CP-ABE1 and KP-ABE1 is addressed as follows:

Lemma 1. Let $\Pi$ be $\left(\tau, \epsilon_{A B E}, q\right) C P A$-secure $C P / K P-A B E$ scheme with verifiability and $\Sigma$ be a $\left(\tau, \epsilon_{O T S}\right)$ secure one-time signature scheme, then $\Pi^{\prime}$ constructed as in Sec. $4(C P / K P-A B E 1)$ is $\left(\tau-o(\tau), \epsilon_{A B E}+\epsilon_{O T S}, q_{D}, q_{E}\right) C C A-$ secure $C P / K P-A B E$ scheme where $q \geq q_{D}+q_{E}$.

In the rest of this section, we prove Lemma 1 for the case of CP-ABE. The lemma can also be proven similar way in the case of KP-ABE.
Proof of Lemma 1 for the case of $C P-A B E$. Assume we are given an adversary $\mathcal{A}$ which breaks CCA-security of the scheme $\Pi^{\prime}$ (CP-ABE1) with running time $\tau$, advantage $\epsilon, q$ extraction queries, and, $q_{D}$ decryption queries. We use $\mathcal{A}$ to construct another adversary $\mathcal{B}$ which breaks CPA-security of the scheme $\Pi$. Define adversary $\mathcal{B}$ as follows:
Setup. The challenger runs $\operatorname{Setup}(\lambda, U \cup W) \rightarrow(P K, M S K)$. Then $\mathcal{B}$ is given $P K$ and gives it to $\mathcal{A}$. $\mathcal{B}$ also runs $\mathcal{G}(\lambda) \rightarrow\left(v k^{*}, s k^{*}\right)$.
Phase1. $\mathcal{A}$ may adaptively make queries of the following types:

- Key-extraction query. When $\mathcal{A}$ submits $S$, then $\mathcal{B}$ submits same $S$ to challenger. $\mathcal{B}$ is given private key $S K_{S}$ for $S$ and gives it to $\mathcal{A}$.
- Decryption query. When $\mathcal{A}$ submits $\left(C T^{\prime}, S\right)$ such that $C T^{\prime}=(v k, C T, \sigma)$, $\mathcal{B}$ respond to $\mathcal{A}$ as follows. First, $\mathcal{B}$ checks whether $\mathcal{V}(v k, C T, \sigma)=1$ holds. If it does not hold, then $\mathcal{B}$ returns $\perp$. If it holds and $v k^{*}=v k$, then $\mathcal{B}$ aborts. Otherwise, $\mathcal{B}$ checks whether Verify $\left(P K, C T, S_{v k}, S\right)=1$. If it does not hold, then $\mathcal{B}$ returns $\perp$. Otherwise $\mathcal{B}$ submits $S_{v k}$ to the challenger and is given $S K_{S_{v k}}$. Then $\mathcal{B}$ returns output of $\operatorname{Decrypt}\left(P K, C T, S K_{S_{v k}}\right)$ to $\mathcal{A}$.
Challenge. $\mathcal{A}$ declares two equal length messages $M_{0}$ and $M_{1}$ and an access structure $\mathbb{A}^{*}$. Then $\mathcal{B}$ declares the same messages $M_{0}, M_{1}$ and $\mathbb{A}^{* \prime}$ for the challenger, where $\mathbb{A}^{* \prime}$ is an access structure such that $\psi\left(\mathbb{A}^{* \prime}\right)=\psi\left(\mathbb{A}^{*}\right) \vee\left(\wedge_{P \in S_{v k^{*}}} P\right)$. The challenger flips a random coin $\beta \in\{0,1\}$, runs $\operatorname{Encrypt}\left(P K, M_{\beta}, \psi\left(\mathbb{A}^{* \prime}\right)\right) \rightarrow$ $C T^{*}$ and gives $C T^{*}$ to $\mathcal{B}$. Then $\mathcal{B}$ runs $\mathcal{S}\left(s k^{*}, C T^{*}\right) \rightarrow \sigma^{*}$, and gives $C T^{* \prime}=$ $\left(v k^{*}, C T^{*}, \sigma^{*}\right)$ to $\mathcal{A}$ as challenge ciphertext.
Phase2. $\mathcal{B}$ responds to $\mathcal{A}$ 's query as the same as in Phase1.
Guess. Finally, $\mathcal{A}$ outputs a guess $\beta^{\prime}$ for $\beta$. Then $\mathcal{B}$ outputs $\beta^{\prime}$ as its guess.
Let Win denote the event that $\mathcal{A}$ correctly guess $\beta$, Abort denote the event that $\mathcal{B}$ aborts. If Abort does not occur, from the verifiability of the scheme, $\mathcal{B}$ 's simulation is perfect. So, $\mathcal{B}$ 's advantage for guessing $\beta$ is estimated as $\operatorname{Pr}[\mathcal{B}$ correctly guesses $\beta]-\frac{1}{2}=\operatorname{Pr}[\mathbf{W i n} \mid \overline{\text { Abort }}] \operatorname{Pr}[\overline{\mathbf{A b o r t}}]-\frac{1}{2} \geq \operatorname{Pr}[\mathbf{W i n}]-$ $\operatorname{Pr}[$ Abort $]-\frac{1}{2} \geq \epsilon-\operatorname{Pr}[\mathbf{A b o r t}]$. Since $\operatorname{Pr}[$ Abort $] \leq \epsilon_{O T S}$ holds due to unforgeability of the one-time-signature, the proof is completed.


## 6 Security of Our Construction from Delegatability

Security of our constructions from delegatability, i.e. CP-ABE2 and KP-ABE2 is addressed as follows. In this section, we prove Lemma 2 for the case of CP-ABE. The lemma can also be proven by similar way in the case of KP-ABE.

Lemma 2. Let $\Pi$ be a $\left(\tau, \epsilon_{A B E}, q\right) C P A$-secure $C P / K P-A B E$ scheme with delegatability and $\Sigma$ be $\left(\tau, \epsilon_{O T S}\right)$ secure one-time signature, then $\Pi^{\prime}$ constructed as in section $4(C P / K P-A B E 2)$ is $\left(\tau-o(\tau), \epsilon_{A B E}+\epsilon_{O T S}, q_{D}, q_{E}\right) C C A$-secure $C P / K P-A B E$ scheme where $q \geq q_{D}+q_{E}$.
Proof of Lemma 圆 for the case of $C P-A B E$. Assume we are given an adversary $\mathcal{A}$ which breaks CCA-security of the scheme $\Pi^{\prime}$ (CP-ABE2) with running time $\tau$, advantage $\epsilon, q_{E}$ key-extraction queries, and, $q_{D}$ decryption queries. We use $\mathcal{A}$ to construct another adversary $\mathcal{B}$ which breaks CPA-security of the scheme $\Pi$. Define adversary $\mathcal{B}$ as follows:
$\boldsymbol{S e t u p}$. The challenger runs $\operatorname{Setup}(\lambda, U \cup W) \rightarrow(P K, M S K)$. Then $\mathcal{B}$ is given $P K$ and gives it to $\mathcal{A}$. $\mathcal{B}$ also runs $\mathcal{G}(\lambda) \rightarrow\left(v k^{*}, s k^{*}\right)$.
Phase1. $\mathcal{A}$ may adaptively make queries of the following types:

- Key-extraction query. When $\mathcal{A}$ submits $S$, then $\mathcal{B}$ submits $S \cup W$ to the challenger. $\mathcal{B}$ is given private key $S K_{S \cup W}$ for $S \cup W$ and gives it to $\mathcal{A}$.
- Decryption query. When $\mathcal{A}$ submits $\left(C T^{\prime}, S\right)$ such that $C T^{\prime}=(v k, C T, \sigma)$, $\mathcal{B}$ respond to $\mathcal{A}$ as follows. First, $\mathcal{B}$ checks whether $\mathcal{V}(v k, C T, \sigma)=1$ holds. If it does not hold, then $\mathcal{B}$ returns $\perp$. If it holds and $v k^{*}=v k$, then $\mathcal{B}$ aborts. Otherwise $\mathcal{B}$ submits $S \cup S_{v k}$ to the challenger and is given $S K_{S \cup S_{v k}}$. Then $\mathcal{B}$ rerandomize it by $S K_{S \cup S_{v k}} \leftarrow \operatorname{Delegate}\left(P K, S K_{S \cup S_{v k}}, S \cup S_{v k}, S \cup S_{v k}\right)$ and returns output of $\operatorname{Decrypt}\left(P K, C T, S K_{S \cup S_{v k}}\right)$ to $\mathcal{A}$.
Challenge. $\mathcal{A}$ declares two equal length messages $M_{0}, M_{1}$ and $\mathbb{A}^{*}$. Then $\mathcal{B}$ declares the same messages $M_{0}, M_{1}$, and $\mathbb{A}^{* \prime}$ for the challenger, where $\mathbb{A}^{* \prime}$ is an access structure such that $\psi\left(\mathbb{A}^{* \prime}\right)=\psi\left(\mathbb{A}^{*}\right) \wedge\left(\wedge_{P \in S_{v k^{*}}} P\right)$. The challenger flips a random coin $\beta \in\{0,1\}$, runs $\operatorname{Encrypt}\left(P K, M_{\beta}, \psi\left(\mathbb{A}^{* \prime}\right)\right) \rightarrow C T^{*}$ and gives $C T^{*}$ to $\mathcal{B}$. Then $\mathcal{B}$ runs $\mathcal{S}\left(s k^{*}, C T^{*}\right) \rightarrow \sigma^{*}$ and gives $C T^{* \prime}=\left(v k^{*}, C T^{*}, \sigma^{*}\right)$ to $\mathcal{A}$ as challenge ciphertext.
Phase2. $\mathcal{B}$ responds to $\mathcal{A}$ 's query as the same as in Phase1.
Guess. Finally, $\mathcal{A}$ outputs a guess $\beta^{\prime}$ for $\beta$. Then $\mathcal{B}$ outputs $\beta^{\prime}$ as its guess.
Similar analysis to the previous section shows that $\operatorname{Pr}[\mathcal{B}$ correctly guess $\beta]-\frac{1}{2} \geq$ $\epsilon-\epsilon_{O T S}$.


## 7 Applications to Existing Schemes

### 7.1 The Case of ABE by Lewko et al.

In this section, we show some applications of our conversions to the recent CPAsecure CP-ABE by Lewko et al. [26] to achieve CCA-secure schemes. We observe first that neither delegation was presented nor verifiability is available in their ABE. However, we show here that only a slight modification will allow both properties. For self-containment, we briefly describe their scheme here.

Description for CP-ABE of [26]. The scheme works in a bilinear group of composite order $N=p_{1} p_{2} p_{3}$. Denote $\mathbb{G}_{p_{j}}$ the subgroup of order $p_{j}$ of $\mathbb{G}$. The master key is $M S K=\left(\alpha \in \mathbb{Z}_{N}, X_{3} \in \mathbb{G}_{p_{3}}\right)$, while the public key is of the form
$P K=N, g, g^{a}, e(g, g)^{\alpha},\left\{T_{i}=g^{s_{i}}\right\}_{i \in U}$ where $g \in \mathbb{G}_{p_{1}}, a, s_{i} \in \mathbb{Z}_{N}$. Note that the scheme works with a small universe $U$. A secret key for set $S \subset U$ is of the form $S K_{S}=\left(S, K=g^{\alpha} g^{a t} R_{0}, L=g^{t} R_{0}^{\prime},\left\{K_{i}=T_{i}^{t} R_{i}\right\}_{i \in S}\right)$ for random $R_{0}, R_{0}^{\prime}, R_{i} \in$ $\mathbb{G}_{p_{3}}, t \in \mathbb{Z}_{N}$. Denote $B(\mathbb{A})=\cup_{S \in \mathbb{A}} S$. A ciphertext for policy $\mathbb{A}$ is of the form $C T=\left(C=M e(g, g)^{s \alpha}, C^{\prime}=g^{s},\left\{C_{x}=g^{a A_{x} \cdot v} T_{\rho(x)}^{-r_{x}}, D_{x}=g^{r_{x}}\right\}_{x \in B(\mathbb{A})}\right)$ for some random $s, r_{x} \in \mathbb{Z}_{N}$ and where $A_{x} \cdot v$ is the random share for $x$ of the secret $s$ in the LSSS scheme representing the policy $\mathbb{A}$. Decryption can be done if $S \in \mathbb{A}$ by recovering $e\left(C^{\prime}, K\right) / \prod_{\rho(x) \in S}\left(e\left(C_{x}, L\right) e\left(D_{x}, K_{\rho(x)}\right)\right)^{\omega_{x}}=e(g, g)^{\alpha s}$ where $\left\{\omega_{x}\right\}$ is the reconstruction coefficient of the LSSS scheme.

Slight Modification. The above scheme seems not to have neither delegatability nor verifiability. This is mainly due to the fact that one cannot check whether a ciphertext consists of only elements in $\mathbb{G}_{p_{1} p_{2}}$ or not. Thus, for achieving delegatability and verifiability, we modify the above ABE scheme by simply including also the generator $X_{3} \in \mathbb{G}_{p_{3}}$ in $P K$. We argue that this modified scheme is still CPA-secure. This can be easily seen since all the three underlying hard problems in [26] that the scheme is based on contains a generator of $\mathbb{G}_{p_{3}}$ as an input. In the following, we show verifiability and delegatability of the resulting scheme.

Delegatability. We define Delegate of the modified scheme as follows.
Delegate $\left(P K, S K_{S}, S^{\prime}(\subseteq S)\right.$ ) It chooses random $u \in \mathbb{Z}_{N}$ and random elements $R_{0}, R_{0}^{\prime}, R_{i} \in \mathbb{G}_{p_{3}}$. It computes the key for $S^{\prime}$ as $S K_{S^{\prime}}=\left(S^{\prime}, K^{\prime}=K g^{a u} R_{0}\right.$, $\left.L^{\prime}=L g^{u} R_{0}^{\prime},\left\{K_{i}^{\prime}=K_{i} T_{i}^{u} R_{i}\right\}_{i \in S^{\prime}}\right)$.
It is straightforward to see that the output of Delegate $\left(P K, S K_{S}, S^{\prime}(\subseteq S)\right)$ and that of KeyGen $\left(M S K, P K, S^{\prime}\right)$ have the same probability distribution.

Verifiability. We define Verify of the modified scheme as follows.
$\operatorname{Verify}\left(P K, C T, S, S^{\prime}\right)$ It parses $P K=\left(N, g, g^{a}, e(g, g)^{\alpha},\left\{T_{i}\right\}_{i \in \mathcal{U}}, X_{3}\right)$ and $C T=\left(\mathbb{A}, C, C^{\prime},\left\{C_{x}, D_{x}\right\}_{x \in B(\mathbb{A})}\right)$ then outputs $V$ as

$$
V=\left\{\begin{array}{l}
\perp \text { if } S \notin \mathbb{A} \text { or } S^{\prime} \notin \mathbb{A} .  \tag{1}\\
1 \text { if } \prod_{\rho(x) \in S}\left(e\left(C_{x}, g\right) e\left(D_{x}, T_{\rho(x)}\right)\right)^{w_{x, S}} \\
=\prod_{\rho(x) \in S^{\prime}}\left(e\left(C_{x}, g\right) e\left(D_{x}, T_{\rho(x)}\right)\right)^{w_{x, S^{\prime}}}=e\left(g^{a}, C^{\prime}\right) \\
\text { and } e\left(C^{\prime}, X_{3}\right)=1, e\left(C_{x}, X_{3}\right)=e\left(D_{x}, X_{3}\right)=1 \text { for all } x \in B(\mathbb{A}) . \\
0 \text { otherwise. }
\end{array}\right.
$$

Here $\omega_{x, S}$ and $\omega_{x, S^{\prime}}$ are reconstruction coefficients in the LSSS. Hence we have $\sum_{\rho(x) \in S} \omega_{x, S} A_{x}=\sum_{\rho(x) \in S^{\prime}} \omega_{x, S^{\prime}} A_{x}=(1,0, \ldots, 0)$. We now prove that Verify algorithm defined as above satisfies soundness and completeness properties.
Proving Soundness. Consider $S, S^{\prime} \in \mathbb{A}$. Assume that Verify $\left(P K, C T, S, S^{\prime}\right)=$ 1 and that $S K_{S}, S K_{S^{\prime}}$ are correctly generated. We will prove that Decrypt $\left(P K, C T, S K_{S}\right)=\operatorname{Decrypt}\left(P K, C T, S K_{S^{\prime}}\right)$ holds. To this end, we parse
$S K=\left(S, K, L,\left\{K_{i}\right\}_{i \in S}\right)$, and see that $\operatorname{Decrypt}\left(P K, C T, S K_{S}\right)$ outputs the following.

$$
\begin{array}{ll}
\left(C \cdot \prod_{\rho(x) \in S}\left(e\left(C_{x}, L\right) e\left(D_{x}, K_{\rho_{x}}\right)\right)^{\omega_{x}}\right) / e\left(C^{\prime}, K\right) & \text { by def } \\
=\frac{\left(C \cdot \prod_{\rho(x) \in S}\left(e\left(C_{x}, g^{t} \cdot R_{0}^{\prime}\right) e\left(D_{x}, T_{\rho(x)}^{t} R_{\rho(x)}\right)\right)^{\omega_{x}}\right)}{e\left(C^{\prime}, g^{\alpha} \cdot g^{a t} \cdot R_{0}\right)} & \text { by def of } S K_{S} \\
=\left(C \cdot \prod_{\rho(x) \in S}\left(e\left(C_{x}, g\right) e\left(D_{x}, T_{\rho(x)}\right)\right)^{t \omega_{x}}\right) / e\left(C^{\prime}, g^{\alpha} \cdot g^{a t}\right) & \text { by (2) } \\
=C \cdot e\left(g, C^{\prime}\right)^{a t} /\left(e\left(C^{\prime}, g\right)^{\alpha} e\left(g, C^{\prime}\right)^{a t}\right)=C / e\left(g, C^{\prime}\right)^{\alpha} . & \text { by (11) }
\end{array}
$$

Now since $S$ is arbitrary, the same result holds for $S^{\prime}$, which concludes the proof.
Proving Completeness. Assume that a ciphertext $C T$ is correctly generated. We will prove that $\operatorname{Verify}\left(P K, C T, S, S^{\prime}\right)=1$. A correctly generated ciphertext is the form of $C T=\left(C=M e(g, g)^{s \alpha}, C^{\prime}=g^{s},\left\{C_{x}=g^{a A_{x} \cdot v} T_{\rho(x)}^{-r_{x}}, D_{x}=\right.\right.$ $\left.\left.g^{r_{x}}\right\}_{x \in B(\mathbb{A})}\right)$. Since all elements are in $\mathbb{G}_{p_{1} p_{2}}$, (2) holds. Equation (1) also holds by straightforward calculation.

Resulting CCA-secure Schemes. We now compare the two CCA-secure CPABE constructions converted from the above (slightly modified) CP-ABE of [26] by using the CP-ABE1 (required verifiability) and CP-ABE2 (required delegatability). As for the public key length, ciphertext length, and encryption cost, it seems that former is as efficient as latter. (Ciphertext length and encryption cost depend on the underlying LSSS matrix.) Secret key length of former is shorter than that of latter. As for the decryption cost, latter is more efficient than former since the Verify algorithm contains many pairing computation as opposed to the Delegate algorithm.

Table 2. ABE with delegatability or verifiability. In the table, "Deleg." and "Verif." denote delegatability and verifiability respectively.

| Schemes |  | KP/CP | Universe | Deleg. | Verif. | Security | Assumption |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Goyal et al. | [21. Sect.4] | KP | small | U | $\checkmark$ | selective | DBDH |
| Goyal et al. | [21, Sect.5] | KP | large | $\checkmark$ | $\checkmark$ | selective | DBDH |
| Goyal et al. | [21, Sect.A] | KP | small | U | $\checkmark$ | selective | DBDH |
| Ostrovsky et al. | [29, Sect.3] | KP | large | U | $\checkmark$ | selective | DBDH |
| Bethencourt et al. |  | CP | large | $\checkmark$ | $\checkmark$ | selective | Generic group |
| Goyal et al. | (20) | CP | small | U | $\checkmark$ | selective | DBDH |
| Waters | [31, Sect.3] | CP | small | $\checkmark$ | $\checkmark$ | selective | DPBDHE |
| Lewko et al. | [24, Sect.6] | KP | large | U | $\checkmark$ | selective | q-MEBDH |
| Attrapadung et al. |  | KP | large | U | $\checkmark$ | selective | DBDHE |
| Lewko et al. | [26. Sect.2] | CP | small | U | U | full | 3 assumptions |
| Section 7.1 (modif | ied from [26]) | CP | small | $\checkmark$ | $\checkmark$ | full | 3 assumptions |
| Lewko et al. | [26] Sect.A] | KP | small | U | U | full | 3 assumptions |
| Okamoto et al. | [28] | KP | large | U | U | full | DLIN |
| Slightly modified | [28] | KP | large | $\checkmark$ | $\checkmark$ | full | DLIN |

We remark that KP-ABE scheme in [26] also could be modified to have verifiability by similar technique to the case of CP-ABE.

### 7.2 Summary for Applications to Existing Schemes

In Table 2, we give an overview of existing ABE schemes and their properties, and from this table, one can see that many of these schemes satisfy verifiability and/or delegatability. We remark that similarly to [26], Okamoto and Takashima's scheme [28] can be also modified to have both delegatability and verifiability. See the full version of our paper for details. In the table, $\checkmark$ denotes there is verify or delegate algorithm that satisfies our definition, "U" denotes there is unknown such algorithm.

## 8 Remark on Verifiability

Our definition of verifiability is considered weaker than that of the standard public verifiability where roughly speaking, we say that an encryption scheme satisfies public verifiability if any third party (who does not have any secret) can always verify whether a given ciphertext is one of possible outputs of the encryption algorithm or not. To see this, we show an FE scheme which has verifiability, but does not have public verifiability. We construct such FE scheme $\Pi^{\prime}=\left(\right.$ Setup $^{\prime}$, KeyGen $^{\prime}$, Encrypt $^{\prime}$, Decrypt ${ }^{\prime}$, Verify' ${ }^{\prime}$ ) from FE scheme $\Pi=$ (Setup, KeyGen, Encrypt, Decrypt, Verify) with verifiability, an one-way function $f:\{0,1\}^{n} \rightarrow\{0,1\}^{n^{\prime}}$, and a hardcore function $h:\{0,1\}^{n} \rightarrow\{0,1\}$ for $f$. Here, $n$ and $n^{\prime}$ are polynomials of $\lambda$. Setup ${ }^{\prime}$ and KeyGen ${ }^{\prime}$ are the same as Setup and KeyGen respectively. Encrypt' is slightly different from Encrypt. $\operatorname{Encrypt}^{\prime}(P K, M, Y)$ first runs $\operatorname{Encrypt}(P K, M, Y) \rightarrow C T$ and picks a random $x \leftarrow\{0,1\}^{n}$ independently. Then it compute $(f(x), h(x)) \in\{0,1\}^{n^{\prime}+1}$ and returns final ciphertext $C T^{\prime}=(C T, f(x), h(x))$. Decrypt ${ }^{\prime}\left(P K, C T^{\prime}, S K_{X}\right)$ first parses $C T^{\prime}$ as $(C T, y, b)$ and returns $\operatorname{Decrypt}\left(P K, C T, S K_{X}\right)$ where $y \in$ $\{0,1\}^{n^{\prime}}, b \in\{0,1\}$. Verify $\left(P K, C T^{\prime}, X, X^{\prime}\right)$ first parses $C T^{\prime}$ as $(C T, y, b)$ as the same as above, then returns Verify $\left(P K, C T, X, X^{\prime}\right)$.

It is clear that $\Pi^{\prime}$ has verifiability since Verify algorithm defined as above works correctly. However, $\Pi^{\prime}$ does not have public verifiability since for verifying validity of a ciphertext in the sense of public verifiability, one has to correctly guess the hardcore bit $h(x)$ from only $f(x)$.
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## A Variants of CP-ABE2 and KP-ABE2

In Table 3, we show CP-ABE3 and KP-ABE3 which are variants of CP-ABE2 and KP-ABE2, respectively. These schemes are very similar, differences are that $C P-A B E 3$ and KP-ABE3 are constructed from verifiability whereas $C P-A B E 2$ and KP-ABE2 are constructed from delegatability.

Table 3. How to setup $X^{\prime}, Y^{\prime}$ and Subroutine in CP/KP-ABE3

| Conversion CP-ABE3 CPA CP-ABE w/ verifiability $\Rightarrow$ CCA CP-ABE | Conversion KP-ABE3 <br> CPA KP-ABE w/ verifiability <br> $\Rightarrow$ CCA KP-ABE |
| :---: | :---: |
| Attribute set $X^{\prime}=X \cup W$ | Policy $\quad X^{\prime}=X$ |
| Policy $\quad Y^{\prime}=Y \wedge\left(\wedge_{P \in S_{v k}} P\right)$ | Attribute set $Y^{\prime}=Y \cup S_{v k}$ |
| Subroutine | Subroutine |
| If Verify $\left(P K, C T, X \cup W, X \cup S_{v k}\right)=0$ or $\perp$ | $\text { If Verify }\left(P K, C T, X, X \wedge_{P \in S_{v k}} P\right)=0$ $\text { or } \perp$ |
| Return $\perp$. | Return $\perp$. |
| Else $\quad$ Return $\operatorname{Decrypt}\left(P K, C T, S K_{X^{\prime}}\right)$. | Else $\quad$ Return Decrypt $\left(P K, C T, S K_{X^{\prime}}\right)$. |

## B Weaker Verifiability

Our conversion still works even if the underlying FE scheme does not satisfy our verifiability but a weaker notion than it. This weaker variant of our verifiability is defined as follows.

Definition 8. A FE scheme $\Pi$ is said to have weaker verifiability if there exists a polynomial time algorithm Verify that takes as We require that if $R(X, Y)=0$ or $R\left(X^{\prime}, Y\right)=0$, then Verify outputs $\perp$. Here, $Y$ is obtained from parsing $C T$.

1. If $S K_{X}^{\prime}$ is output of $\operatorname{KeyGen}(P K, M S K, X)$, then $\operatorname{Pr}[$ Decrypt $\left(P K, C T, S K_{X}\right)=\operatorname{Decrypt}\left(P K, C T, S K_{X^{\prime}}\right) \mid$
$S K_{X} \leftarrow \operatorname{KeyGen}(P K, M S K, X), S K_{X^{\prime}} \operatorname{KeyGen}\left(P K, M S K, X^{\prime}\right)$,
$\left.\operatorname{Verify}\left(P K, C T, X, X^{\prime}, S K_{X}^{\prime}\right)=1\right]=1$ always holds.
2. If $R(X, Y)=R\left(X^{\prime}, Y\right)=1$, then it holds that for all correctly generated $P K$ and for all $C T$ (which might be invalid),
$\operatorname{Pr}\left[\operatorname{Verify}\left(P K, C T, X, X^{\prime}, S K_{X}\right)=\operatorname{Verify}\left(P K, C T, X^{\prime}, X, S K_{X^{\prime}}\right) \mid\right.$
$\left.S K_{X} \leftarrow \operatorname{KeyGen}(P K, M S K, X), S K_{X^{\prime}} \leftarrow \operatorname{KeyGen}\left(P K, M S K, X^{\prime}\right)\right]=$ 1.
3. If $S K_{X}$ is output of $\operatorname{KeyGen}(P K, M S K, X)$ and $R(X, Y)=R\left(X^{\prime}, Y\right)=1$, then It holds that $\operatorname{Pr}\left[\operatorname{Verify}\left(P K, C T, X, X^{\prime}, S K_{X}\right)=1 \mid\right.$
$\left.S K_{X} \leftarrow \operatorname{KeyGen}(P K, M S K, X), C T \leftarrow \operatorname{Encrypt}(P K, M, Y)\right]=1$

## C Some Omitted Definitions and Descriptions

## C. 1 Linear Secret Sharing Schemes

Definition 9 (Linear Secret Sharing Scheme). Let $\mathcal{P}$ be a set of parties. Let $M$ be a $\ell \times k$ matrix. Let $\pi:\{1, \ldots, \ell\} \rightarrow \mathcal{P}$ be a function that maps a row to a party for labeling. A secret sharing scheme $\Pi$ for access structure $\mathbb{A}$ over a set of parties $\mathcal{P}$ is a linear secret-sharing scheme (LSSS) in $\mathbb{Z}_{p}$ and is represented by $(M, \pi)$ if it consists of two efficient algorithms:
$\operatorname{Share}_{(M, \pi)}$ : The algorithm takes as input $s \in \mathbb{Z}_{p}$ which is to be shared. It chooses $a_{2}, \ldots, a_{k} \in \mathbb{Z}_{p}$ and let $\boldsymbol{a}=\left(s, a_{2}, \ldots, a_{k}\right)^{\top}$. It outputs $M \cdot \boldsymbol{a}$ as the vector of $\ell$ shares. The share $\lambda_{i}:=\left\langle\boldsymbol{M}_{\boldsymbol{i}}, \boldsymbol{a}\right\rangle$ belongs to party $\pi(i)$, where $\boldsymbol{M i}^{\top}{ }^{\top}$ denotes the $i^{\text {th }}$ row of $M$.
$\boldsymbol{\operatorname { R e c o n }}_{(M, \pi)}$ : The algorithm takes as input an access set $S \in \mathbb{A}$. Let $I=\{i \mid \pi(i) \in$ $S\}$. It outputs a set of constants $\left\{\left(i, \mu_{i}\right)\right\}_{i \in I}$ which has a linear reconstruction property: $\sum_{i \in I} \mu_{i} \cdot \lambda_{i}=s$.

## C. 2 One-Time-Signature

A one-time-signature scheme consists of the following three algorithms, $\mathcal{G}, \mathcal{S}$, and $\mathcal{V}$. The key generation algorithm $\mathcal{G}(\lambda)$ takes as input the security parameter $\lambda$, and outputs a verification key $v k$ and a signing key $s k$. The sign algorithm
$\mathcal{S}(s k, m)$ takes as input $s k$ and a message $m$, and outputs a signature $\sigma$. The verify algorithm $\mathcal{V}(v k, m, \sigma)$ takes as input $v k, m$, and $\sigma$, and outputs a bit $b \in\{0,1\}$. We require that for all honestly generated $s k$, all $m$ in the message space, and all $\sigma$, output by $\mathcal{S}(s k, m)$, we have $\mathcal{V}(v k, m, \sigma)=1$. Next, we define strong unforgery of a (one-time) signature scheme $\Sigma$ against chosen message attacks. Security is defined using the following game between an attacker $\mathcal{A}$ and a challenger. Both the challenger and attacker are given $\lambda$ as input. First, the challenger runs $\mathcal{G}(\lambda)$ to obtain $v k$ and $s k$. It gives $\mathcal{A} v k$. Next, $\mathcal{A}$ may issue at most one signing query $m^{*}$. The challenger responds with $\sigma^{*}=\mathcal{S}\left(s k, m^{*}\right)$. Finally, $\mathcal{A}$ outputs $(m, \sigma)$. We say that $\mathcal{A}$ succeeds to forge if $\mathcal{A}$ outputs $(m, \sigma)$ such that $(m, \sigma) \neq\left(m^{*}, \sigma^{*}\right)$ and $\mathcal{V}(v k, m, \sigma)=1$, and denote the probability of this event by $A d v_{\mathcal{A}, \Sigma}^{O T S}$.

Definition 10. We say that a one-time-signature scheme $\Sigma$ is $(\tau, \epsilon)$-secure if for all $\tau$-time algorithms $\mathcal{A}$ we have that $A d v_{\mathcal{A}, \Sigma}^{O T S}<\epsilon$.
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#### Abstract

Attribute-based encryption (ABE), as introduced by Sahai and Waters, allows for fine-grained access control on encrypted data. In its key-policy flavor, the primitive enables senders to encrypt messages under a set of attributes and private keys are associated with access structures that specify which ciphertexts the key holder will be allowed to decrypt. In most ABE systems, the ciphertext size grows linearly with the number of ciphertext attributes and the only known exceptions only support restricted forms of threshold access policies.

This paper proposes the first key-policy attribute-based encryption (KP-ABE) schemes allowing for non-monotonic access structures (i.e., that may contain negated attributes) and with constant ciphertext size. Towards achieving this goal, we first show that a certain class of identitybased broadcast encryption schemes generically yields monotonic KPABE systems in the selective set model. We then describe a new efficient identity-based revocation mechanism that, when combined with a particular instantiation of our general monotonic construction, gives rise to the first truly expressive KP-ABE realization with constant-size ciphertexts. The downside of these new constructions is that private keys have quadratic size in the number of attributes. On the other hand, they reduce the number of pairing evaluations to a constant, which appears to be a unique feature among expressive KP-ABE schemes.
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## 1 Introduction

It frequently happens that sensitive data must be archived by storage servers in such a way that only specific parties are allowed to read the content. In these situations, enforcing the access control using ordinary public key encryption schemes is not very convenient as such primitives severely decrease the flexibility of users to share their data.

[^13]To address these concerns, Sahai and Waters [29] introduced attribute-based encryption (ABE), which refines identity-based encryption 30,8 by associating ciphertexts and private keys with sets of descriptive attributes. Decryption is then possible when there is a sufficient overlap between the two sets. These results were extended by Goyal, Pandey, Sahai and Waters [20] into richer kinds of attribute-based encryption, where decryption is permitted when the attribute set satisfies a more complex boolean formula specified by an access structure. This paper describes truly expressive ABE systems featuring compact ciphertexts, regardless of the number of underlying attributes.
Related Work. Attribute-based encryption comes in two flavors. In key-policy ABE schemes (KP-ABE), attribute sets are used to annotate ciphertexts and private keys are associated with access structures that specify which ciphertexts the user will be entitled to decrypt. Ciphertext-policy ABE (CP-ABE) proceeds in the dual way, by assigning attribute sets to private keys and letting senders specify an access policy that receivers' attribute sets should comply with.

The ciphertext-policy scenario was first studied in [5, 18]. The construction of [18] only handles AND gates while the first expressive construction [5] was only analyzed in the generic group model. Goyal, Jain, Pandey and Sahai 21 , gave a construction in the standard model but its large parameters and key sizes make it impractical for reasonably expressive policies. Efficient and expressive realizations in the standard model were subsequently put forth by Waters 32 and one of them was recently extended by Lewko et al. [25], and subsequently by Okamoto and Takashima 31, into schemes providing adaptive security whereas all prior works on ABE were limited to deal with selective adversaries [13, 14, 6] - who have to make up their mind about their target before having seen public parameters - in their security analysis.

In both CP-ABE and KP-ABE schemes, expressivity requires to go beyond what monotonic access structures can express. Ostrovsky, Sahai and Waters 28] considered access structures that may contain negative attributes without blowing up the size of shares or ciphertexts. Their initial construction was recently improved by Lewko, Sahai and Waters [24] who used techniques from revocation systems (which can be seen as negative analogues of identity-based broadcast encryption) to design the most efficient non-monotonic KP-ABE to date.
Our Contributions. So far, the research community has mostly focused on the design of expressive schemes - where access structures can implement as complex boolean formulas as possible - without trying to minimize the size of ciphertexts. Indeed, most schemes [20, 28, 32, 25, 24] feature linear-size ciphertexts in the maximal number of attributes that ciphertexts can be annotated with. In the ciphertext-policy setting, Emura et al. suggested a scheme with short ciphertexts [19] but policies are restricted to a single AND gate. More recently, Herranz et al. [22] described a scheme with threshold access policies and constant-size1 ciphertexts. Yet, their scheme is still not as expressive as one

[^14]could hope for. In particular, it seems difficult to extend it to support general linear-secret-sharing-realizable (or LSSS-realizable for short) access structures.

In the context of key-policy attribute-based encryption, this paper aims at devising schemes with constant-size ciphertext:22 (regardless of the number of ciphertext attributes) allowing for as expressive policies as possible. To this end, we first show that a certain class of identity-based broadcast encryption (IBBE) schemes readily yields KP-ABE schemes with monotonic (though LSSSrealizable) access structures via a generic transformation. The latter preserves the ciphertext size and guarantees the resulting scheme to be selectively secure (as defined in [13,6]) as long as the underlying IBBE system is itself selectively secure. At the expense of quadratic-size private keys (which comprise $O(t \cdot n)$ elements, where $n$ is the maximal number of ciphertext attributes and $t$ is the maximal number of leaf attributes in access trees), this transformation directly provides us with monotonic KP-ABE schemes with $O(1)$-size ciphertexts.

In a second step, we use a particular output of the aforementioned transformation to design a scheme supporting non-monotonic access structures without sacrificing the efficiency. In the resulting construction, the ciphertext overhead reduces to three group elements, no matter how many attributes ciphertexts are associated with. As in the monotonic case, private keys are inflated by a factor of $n$ in comparison with [28, 24]. Nevertheless, these new schemes remain attractive for applications where bandwidth is the primary concern. In mobile Internet connections for instance, users are charged depending on the amount of transmitted messages; while in contrast, the storage is becoming much cheaper nowadays even for a large amount, as evidently in many smart phones.

As an intermediate step towards the new non-monotonic ABE, we design a new identity-based revocation (IBR) mechanism (as defined by Lewko, Sahai and Waters [24]) with $O(1)$-size ciphertexts and a similar structure to that of the monotonic KP-ABE schemes provided by our general construction. This was necessary since prior IBR systems with short ciphertexts [4] were not directly amenable to fulfill these requirements. We believe this new IBR realization to be of independent interest since it performs noticeably better than previous schemes featuring short ciphertexts [4] and still relies a natural (though " $q$-type") intractability assumption.

The security of our schemes is proved against selective adversaries (that are not allowed to choose their target attribute set adaptively) under a noninteractive assumption. We leave it as an open problem to obtain KP-ABE schemes with compact ciphertexts that can be proven secure against adaptive adversaries (as in the work of Lewko et al. [25).

Other Related Work. The aforementioned realizations all assume ABE schemes with a single authority and we focus on this context as well. Extensions to the multi-authority scenario were investigated in [15, 16] for a conjunctive

[^15]setting and in [3] for a disjunctive setting. Besides the two usual flavors of ABE, another recently considered kind of ABE schemes [2], called dual-policy ABE , mixes features from both KP-ABE and CP-ABE systems.

Organization. In the following, we first review various primitives in section 2 Section 3 describes our general construction of monotonic KP-ABE. The new revocation scheme is depicted in section (4. Section 5 finally presents the nonmonotonic ABE realization with compact ciphertexts.

## 2 Background and Definitions

Notation. We will treat a vector as a column vector, unless stated otherwise. Namely, for any vector $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\top} \in \mathbb{Z}_{p}^{n}, g^{\boldsymbol{\alpha}}$ stands for the vector of group elements $\left(g^{\alpha_{1}}, \ldots, g^{\alpha_{n}}\right)^{\top} \in \mathbb{G}^{n}$. For $\boldsymbol{a}, \boldsymbol{z} \in \mathbb{Z}_{p}^{n}$, we denote their inner product as $\langle\boldsymbol{a}, \boldsymbol{z}\rangle=\boldsymbol{a}^{\top} \boldsymbol{z}=\sum_{i=1}^{n} a_{i} z_{i}$. Given $g^{\boldsymbol{a}}$ and $\boldsymbol{z},\left(g^{\boldsymbol{a}}\right)^{\boldsymbol{z}}:=g^{\langle\boldsymbol{a}, \boldsymbol{z}\rangle}$ is computable without knowing $\boldsymbol{a}$. We denote by $I_{n}$ the identity matrix of size $n$. For a set $U$, we define $2^{U}=\{S \mid S \subseteq U\}$ and $\binom{U}{<k}=\{S|S \subseteq U,|S|<k\}$ for $k \leq|U|$.

### 2.1 Syntax and Security Definition for Functional Encryption

We capture notions of KP-ABE, IBBE, IBR by providing a unified definition and security notion for functional encryption ${ }^{3}$ here and then instantiating to these primitives in the next subsections.
Syntax. Let $R: \Sigma_{k} \times \Sigma_{e} \rightarrow\{0,1\}$ be a boolean function where $\Sigma_{k}$ and $\Sigma_{e}$ denote "key index" and "ciphertext index" spaces. A functional encryption (FE) scheme for the relation $R$ consists of algorithms: Setup, KeyGen, Encrypt, Decrypt.

Setup $(\lambda$, des $) \rightarrow(m p k, m s k):$ The setup algorithm takes as input a security parameter $\lambda$ and a scheme description des and outputs a master public key mpk and a master secret key msk.
KeyGen(msk, $X$ ) $\rightarrow \mathrm{sk}_{X}$ : The key generation algorithm takes in the master secret key msk and a key index $X \in \Sigma_{k}$. It outputs a private key sk $X_{X}$.
Encrypt(mpk, M, $Y$ ) $\rightarrow C$ : This algorithm takes as input a public key mpk, the message M , and a ciphertext index $Y \in \Sigma_{e}$. It outputs a ciphertext $C$.
Decrypt(mpk, sk $\left.{ }_{X}, X, C, Y\right) \rightarrow \mathrm{M}$ or $\perp$ : The decryption algorithm takes in the public parameters mpk, a private key $\mathrm{sk}_{X}$ for the key index $X$ and a ciphertext $C$ for the ciphertext index $Y$. It outputs the message M or a symbol $\perp$ indicating that the ciphertext is not in a valid form.

Correctness mandates that, for all $\lambda$, all (mpk, msk) produced by Setup $(\lambda, d e s)$, all $X \in \Sigma_{k}$, all keys sk ${ }_{X}$ returned by KeyGen(msk, $X$ ) and all $Y \in \Sigma_{e}$,

- If $R(X, Y)=1$, then $\operatorname{Decrypt(mpk,~Encrypt(mpk,~M,~} Y)$ ), sk $\left._{X}\right)=\mathrm{M}$.
- If $R(X, Y)=0$, then $\left.\operatorname{Decrypt(mpk,~Encrypt(mpk,~M,~} Y)), \mathrm{sk}_{X}\right)=\perp$.

[^16]Security Notion. We now give the standard security definition for FE schemes.

Definition 1. A FE scheme for relation $R$ is fully secure if no probabilistic polynomial time (PPT) adversary $\mathcal{A}$ has non-negligible advantage in this game:
Setup. The challenger runs $(\mathrm{mpk}, \mathrm{msk}) \leftarrow \operatorname{Setup}(\lambda$, des) and gives mpk to $\mathcal{A}$.
Phase 1. On polynomially-many occasions, $\mathcal{A}$ chooses a key index $X$ and gets $\mathrm{sk}_{X}=\mathrm{Keygen}(\mathrm{msk}, X)$. Such queries can be adaptive in that each one may depend on the information gathered so far.
Challenge. $\mathcal{A}$ chooses messages $\mathrm{M}_{0}, \mathrm{M}_{1}$ and a ciphertext index $Y^{\star}$ such that $R\left(X, Y^{\star}\right)=0$ for all key indexes $X$ that have been queried at step 2. Then, the challenger flips a fair binary coin $d \in\{0,1\}$, generates a ciphertext $C^{\star}=\operatorname{Encrypt}\left(\mathrm{mpk}, \mathrm{M}_{d}, Y^{\star}\right)$, and hands it to the adversary.
Phase 2. $\mathcal{A}$ is allowed to make more key generation queries for any key index $X$ such that $R\left(X, Y^{\star}\right)=0$.
Guess. $\mathcal{A}$ outputs a bit $d^{\prime} \in\{0,1\}$ and wins if $d^{\prime}=d$.
The advantage of the adversary $\mathcal{A}$ is measured by $\operatorname{Adv}(\lambda):=\left|\operatorname{Pr}\left[d^{\prime}=d\right]-\frac{1}{2}\right|$.
A weaker notion called selective security [13, 6] can be defined as in the above game with the exception that the adversary $\mathcal{A}$ has to choose the challenge ciphertext index $Y^{\star}$ before the setup phase but private key queries $X_{1}, \ldots, X_{q}$ can still be adaptive. A dual notion called co-selective security [4, in contrast, requires $\mathcal{A}$ to declare $q$ key queries for key indexes $X_{1}, \ldots, X_{q}$ before the setup phase, but $\mathcal{A}$ can adaptively choose the target challenge ciphertext index $Y^{\star}$.

### 2.2 Key-Policy Attribute-Based Encryption

Before describing the definition of KP-ABE, we first recall the definitions of access structures and linear secret sharing schemes, as defined in [20].

Definition 2 (Access Structures). Consider a set of parties $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots\right.$, $\left.P_{n}\right\}$. A collection $\mathbb{A} \subseteq 2^{\mathcal{P}}$ is said to be monotone if, for all $B, C$, if $B \in \mathbb{A}$ and $B \subseteq C$, then $C \in \mathbb{A}$. An access structure (resp., monotonic access structure) is a collection (resp., monotone collection) $\mathbb{A} \subseteq 2^{\mathcal{P}} \backslash\{\emptyset\}$. The sets in $\mathbb{A}$ are called the authorized sets, and the sets not in $\mathbb{A}$ are called the unauthorized sets.

Definition 3 (Linear Secret Sharing Scheme). Let $\mathcal{P}$ be a set of parties. Let $L$ be a $\ell \times k$ matrix. Let $\pi:\{1, \ldots, \ell\} \rightarrow \mathcal{P}$ be a function that maps a row to a party for labeling. A secret sharing scheme $\Pi$ for access structure $\mathbb{A}$ over a set of parties $\mathcal{P}$ is a linear secret-sharing scheme (LSSS) in $\mathbb{Z}_{p}$ and is represented by $(L, \pi)$ if it consists of two efficient algorithms:
$\operatorname{Share}_{(L, \pi)}$ : takes as input $s \in \mathbb{Z}_{p}$ which is to be shared. It chooses $\beta_{2}, \ldots, \beta_{k} \stackrel{R}{\leftarrow}$ $\mathbb{Z}_{p}$ and let $\boldsymbol{\beta}=\left(s, \beta_{2}, \ldots, \beta_{k}\right)^{\top}$. It outputs $L \cdot \boldsymbol{\beta}$ as the vector of $\ell$ shares. The share $\lambda_{i}:=\left\langle\boldsymbol{L}_{\boldsymbol{i}}, \boldsymbol{\beta}\right\rangle$ belongs to party $\pi(i)$, where $\boldsymbol{L}_{\boldsymbol{i}}{ }^{\top}$ is the $i^{\text {th }}$ row of $L$.
$\operatorname{Recon}_{(L, \pi)}$ : takes as input an access set $S \in \mathbb{A}$. Let $I=\{i \mid \pi(i) \in S\}$. It outputs a set of constants $\left\{\left(i, \mu_{i}\right)\right\}_{i \in I}$ such that $\sum_{i \in I} \mu_{i} \cdot \lambda_{i}=s$.

In a key-policy attribute-based encryption scheme, ciphertexts are associated with a set of attributes $\omega$ and private keys correspond to access structures $\mathbb{A}$. Decryption is possible when the attribute set $\omega$ is authorized in the access structure $\mathbb{A}(i . e ., \omega \in \mathbb{A})$. We formally define it as an instance of FE as follows.
Definition 4 (KP-ABE). Let $U$ be an attribute space. Let $n \in \mathbb{N}$ be a bound on the number of attributes per ciphertext. A key-policy attribute-based encryption (KP-ABE) for a collection $\mathcal{A S}$ of access structures over $U$ is a functional encryption for $R^{\mathrm{KP}}: \mathcal{A S} \times\binom{ U}{<n} \rightarrow\{0,1\}$ defined by $R^{\mathrm{KP}}(\mathbb{A}, \omega)=1$ iff $\omega \in \mathbb{A}$ (for $\omega \subseteq U$ such that $|\omega|<n$, and $\mathbb{A} \in \mathcal{A S}$ ). Furthermore, the description des consists of the attribute universe $U, \Sigma_{k}^{\mathrm{KP}}=\mathcal{A S}$, and $\Sigma_{e}^{\mathrm{KP}}=\binom{U}{<n}$.
Definition 4 conforms with the original definition of KP-ABE, as in 20, 28, 24, [25, 11. There is another variant of KP-ABE recently used in 31, that we call KP-ABE with labeling. We re-formalize it in appendix A for the purpose of comparison in Table 2 We remark that normal KP-ABE implies KP-ABE with labeling.

We note that chosen-ciphertext secure versions of our proposed KP-ABE schemes in this paper can be obtained from recent generic results of 33.

### 2.3 Identity-Based Broadcast Encryption and Revocation Scheme

An ID-based broadcast encryption, as formalized in [1], allows a sender to encrypt a message to a set of identities, say $S=\left\{\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right\}$, where $q<n$ for some a-priori fixed bound $n \in \mathbb{N}$, so that a user who possesses a key for ID $\in S$ can decrypt. In contrast, an ID-based revocation scheme [24] allows a sender to specify a revoked set $S$ so that only a user with ID $\notin S$ can decrypt.
Definition 5. Let $\mathcal{I}$ be an identity space. An ID-based broadcast encryption scheme (IBBE) with the maximal bound $n$ for the number of receivers per ciphertext is a functional encryption for $R^{\mathrm{IBBE}}: \mathcal{I} \times\binom{\mathcal{I}}{<n} \rightarrow\{0,1\}$ defined by $R^{\mathrm{IBBE}}(\mathrm{ID}, S)=1$ iff $\mathrm{ID} \in S$.
Definition 6. Let $\mathcal{I}$ be an identity space. An ID-based revocation (IBR) with the maximal bound $n$ for the number of revoked users per ciphertext is a functional encryption for $R^{\mathrm{IBR}}: \mathcal{I} \times\binom{\mathcal{I}}{<n} \rightarrow\{0,1\}$ defined by $R^{\mathrm{IBR}}(\mathrm{ID}, S)=1$ iff $\mathrm{ID} \notin S$.
Remark 1. Although selective and co-selective security are incomparable in general, we remark that, in IBR schemes, co-selective security implies selective security. To see why, we first recall that selective security for IBR requires the adversary $\mathcal{A}$ to declare the target revoked set $S^{\star}$ before seeing the public key mpk. Here, phase 1 can be simplified by letting the challenger hand over all the private keys for identities in $S^{\star}$ at once (along with mpk). On the other hand, co-selective IBR security requires $\mathcal{A}$ to declare the set $\tilde{S}$ of identities that will be queried for private key generation before seeing mpk whereas the target revocation set $S^{\star}$ does not have to be fully determined before the challenge phase. At the same time as mpk, the challenger then reveals all keys for identities in $\tilde{S}$ at once. Later, the adversary can choose any $S^{\star} \subseteq \tilde{S}$ in the challenge phase. Selective security corresponds to the special case where $S^{\star}=\tilde{S}$.

### 2.4 Complexity Assumptions

We use groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of prime order $p$ with an efficiently computable mapping $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ s.t. $e\left(g^{a}, h^{b}\right)=e(g, h)^{a b}$ for any $(g, h) \in \mathbb{G} \times \mathbb{G}, a, b \in \mathbb{Z}$ and $e(g, h) \neq 1_{\mathbb{G}_{T}}$ whenever $g, h \neq 1_{\mathbb{G}}$. We rely on the DBDHE assumption introduced in [9. This assumption is shown to hold in the generic group model [7]. In addition, it is non-interactive and falsifiable [26.

Definition 7. In $\left(\mathbb{G}, \mathbb{G}_{T}\right)$, the $q$-Decision Bilinear Diffie-Hellman Exponent ( $q$-DBDHE) problem is, given $\left(g, g^{\gamma}, g^{\left(\gamma^{2}\right)}, \ldots, g^{\left(\gamma^{q}\right)}, g^{\left(\gamma^{q+2}\right)}, \ldots, g^{\left(\gamma^{2 q}\right)}, h, T\right)$ where $\gamma \stackrel{R}{\leftarrow} \mathbb{Z}_{p}, g, h \stackrel{R}{\leftarrow} \mathbb{G}$ and $T \in_{R} \mathbb{G}_{T}$, to decide if $T=e(g, h)^{\left(\gamma^{q+1}\right)}$ or if $T$ is a random element of $\mathbb{G}_{T}$.

## 3 Monotonic KP-ABE with Short Ciphertexts

Our first goal is to construct monotonic KP-ABE with short ciphertexts. We do so by showing a general transformation that automatically turns any IBBE scheme fitting a certain template into a KP-ABE in the selective security model.

The construction is somewhat similar to the one described by Boyen [12], which transforms IBE in the exponent-inversion framework to ABE. The approach of [12] took advantage of certain linearity properties in a family of IBE schemes. Our approach also exploits some linearity properties, albeit instead of IBE, we use IBBE as the underlying primitive. In contrast to [12], our transformation preserves the ciphertext size, hence using IBBE with short ciphertexts will yield KP-ABE with the same ciphertext size.

### 3.1 Linear ID-Based Broadcast Encryption Template

We define a template that IBBE schemes should comply with in order to give rise to (selectively secure) KP-ABE schemes. We call this a linear IBBE template. Let $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ be underlying bilinear groups of order $p$. A linear IBBE scheme is determined by parameter $n_{1}, n_{2} \in \mathbb{N}$, a family $\mathcal{F}$ of vectors of functions, and a function $\mathcal{D}$, of which the latter two are specified by

$$
\begin{aligned}
& \mathcal{F} \subset\left\{\left(f_{1}, f_{2}, F\right) \mid f_{1}: \mathbb{Z}_{p}^{*} \rightarrow \mathbb{G}, f_{2}: \mathbb{Z}_{p}^{*} \rightarrow \mathbb{G}^{n_{1}}, F:\left(\mathbb{Z}_{p}^{*}\right)^{\leq n-1} \rightarrow \mathbb{G}^{\leq n_{2}}\right\} \\
& \mathcal{D}: \mathbb{G}^{n_{1}+2} \times \mathcal{I} \times \mathbb{G}^{\leq n_{2}+1} \times\binom{\mathcal{I}}{<n} \rightarrow \mathbb{G}_{T}
\end{aligned}
$$

with requirements specified below. A linear IBBE scheme works as follows.

- Setup $(\lambda, n)$ : Given a security parameter $\lambda \in \mathbb{N}$ and a bound $n \in \mathbb{N}$ on the number of identities per ciphertext, the algorithm selects bilinear groups ( $\mathbb{G}, \mathbb{G}_{T}$ ) of prime order $p$ and a generators $g \stackrel{R}{\leftarrow} \mathbb{G}$. It computes $e(g, g)^{\alpha}$ for a random $\alpha \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and chooses functions $\left(f_{1}, f_{2}, F\right) \stackrel{R}{\leftarrow} \mathcal{F}$. The master secret key consists of msk $:=g^{\alpha}$ while the public key is $\mathrm{mpk}:=\left(g, e(g, g)^{\alpha}, f_{1}, f_{2}, F, n, n_{1}, n_{2}\right)$. - Keygen(msk, ID): It picks $r \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and computes

$$
\mathrm{sk}_{\mathrm{ID}}=\left(d_{1}, d_{2}, d_{3}\right)=\left(g^{\alpha} \cdot f_{1}(\mathrm{ID})^{r}, g^{r}, f_{2}(\mathrm{ID})^{r}\right) \in \mathbb{G}^{n_{1}+2}
$$

- Encrypt(mpk, M, $S$ ): It parses $S$ as $S=\left\{\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right\}$, where $q<n$. To encrypt $\mathrm{M} \in \mathbb{G}_{T}$, it chooses a random exponent $s \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and computes the ciphertext as

$$
C=\left(C_{0}, C_{1}, C_{2}\right)=\left(\mathrm{M} \cdot e(g, g)^{\alpha \cdot s}, g^{s}, F\left(\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right)^{s}\right)
$$

Decrypt $\left(\mathrm{mpk}, \mathrm{sk}_{\mathrm{ID}}, \mathrm{ID}, C, S\right)$ : It parses sk ${ }_{\mathrm{ID}}=\left(d_{1}, d_{2}, d_{3}\right)$ and $C=\left(C_{0}, C_{1}, C_{2}\right)$ then runs

$$
\mathcal{D}\left(\left(d_{1}, d_{2}, d_{3}\right), \mathrm{ID},\left(C_{1}, C_{2}\right), S\right) \rightarrow e(g, g)^{\alpha \cdot s}
$$

and obtains $\mathrm{M}=C_{0} / e(g, g)^{\alpha \cdot s}$. We are now ready to state the requirements: for all $\left(f_{1}, f_{2}, F\right) \in \mathcal{F}$, the following two properties must hold.

1. Correctness. For all $\alpha, r, s \in \mathbb{Z}_{p}^{*}$, $\mathrm{ID} \in \mathcal{I}, S=\left\{\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right\} \in\binom{\mathcal{I}}{<n}$ and $\mathrm{ID} \in S$, we have

$$
\mathcal{D}\left(\left(g^{\alpha} f_{1}(\mathrm{ID})^{r}, g^{r}, f_{2}(\mathrm{ID})^{r}\right), \mathrm{ID},\left(g^{s}, F\left(\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right)^{s}\right), S\right)=e(g, g)^{\alpha \cdot s}
$$

2. Linearity. For all $\gamma \in \mathbb{Z}_{p}^{*}, \mathrm{ID} \in \mathcal{I}, S \in\binom{\mathcal{I}}{<n}$, ID $\in S,\left(d_{1}, d_{2}, d_{3}\right) \in \mathbb{G}^{n_{1}+2}$, and $\left(C_{1}, C_{2}\right) \in \mathbb{G}^{\leq n_{2}+1}$, we have

$$
\mathcal{D}\left(\left(d_{1}, d_{2}, d_{3}\right)^{\gamma}, \mathrm{ID},\left(C_{1}, C_{2}\right), S\right)=\mathcal{D}\left(\left(d_{1}, d_{2}, d_{3}\right), \mathrm{ID},\left(C_{1}, C_{2}\right), S\right)^{\gamma}
$$

### 3.2 Generic Conversion from Linear IBBE to KP-ABE

Let $\Pi_{\mathrm{IBBE}}=\left(\right.$ Setup $^{\prime}$, Keygen $^{\prime}$, Encrypt ${ }^{\prime}$, Decrypt $\left.{ }^{\prime}\right)$ be a linear IBBE system. We construct a KP-ABE scheme from $\Pi_{\text {IBBE }}$ as follows.

- Setup $(\lambda, n)$ : It simply outputs Setup $^{\prime}(\lambda, n) \rightarrow(\mathrm{msk}, \mathrm{mpk})$.
- Keygen (msk, $(L, \pi)$ ): The algorithm computes a private key for an access structure that is associated with LSSS scheme $(L, \pi)$ as follows. Let $L$ be $\ell \times k$ matrix. First, it generates shares of 1 with the $\operatorname{LSSS}(L, \pi)$. Namely, it chooses a vector $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right)^{\top} \stackrel{R}{\leftarrow}\left(\mathbb{Z}_{p}\right)^{k}$ subject to the constraint $\beta_{1}=1$. Then for each $i=1$ to $\ell$, it calculates $\lambda_{i}=\left\langle\boldsymbol{L}_{\boldsymbol{i}}, \boldsymbol{\beta}\right\rangle$, picks $r^{\prime} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$ and sets $D_{i}$ as follows.

$$
\begin{aligned}
\text { Keygen }^{\prime}(\text { msk, } \pi(i)) & \rightarrow\left(d_{i, 1}, d_{i, 2}, d_{i, 3}\right) \\
D_{i} & =\left(d_{i, 1}^{\lambda_{i}} \cdot f_{1}(\pi(i))^{r^{\prime}}, d_{i, 2}^{\lambda_{i}} \cdot g^{r^{\prime}}, d_{i, 3}^{\lambda_{i}} \cdot f_{2}(\pi(i))^{r^{\prime}}\right)
\end{aligned}
$$

It then outputs the private key as $\operatorname{sk}_{(L, \pi)}=\left\{D_{i}\right\}_{i=1, \ldots, \ell}$.

- Encrypt(mpk, $\mathrm{M}, \omega)$ : It simply outputs Encrypt ${ }^{\prime}(\mathrm{mpk}, \mathrm{M}, \omega) \rightarrow\left(C_{0}, C_{1}, C_{2}\right)$.
- Decrypt $\left(\mathrm{mpk}, \mathrm{sk}_{(L, \pi)},(L, \pi), C, \omega\right)$ : Assume first that the policy $(L, \pi)$ is satisfied by the attribute set $\omega$, so that decryption is possible. Let $I=\{i \mid \pi(i) \in \omega\}$. It calculates the reconstruction constants $\left\{\left(i, \mu_{i}\right)\right\}_{i \in I}=\operatorname{Recon}_{(L, \pi)}(\omega)$. It parses $C$ as $\left(C_{0}, C_{1}, C_{2}\right)$ and $\mathrm{sk}_{(L, \pi)}$ as $\left\{D_{i}\right\}_{i=1, \ldots, \ell}$ where $D_{i}=\left(d_{i, 1}^{\prime}, d_{i, 2}^{\prime}, d_{i, 3}^{\prime}\right)$. For each $i \in I$, it computes

$$
\begin{equation*}
\mathcal{D}\left(\left(d_{i, 1}^{\prime}, d_{i, 2}^{\prime}, d_{i, 3}^{\prime}\right), \mathrm{ID},\left(C_{1}, C_{2}\right), S\right) \rightarrow e(g, g)^{\alpha \cdot s \cdot \lambda_{i}} \tag{1}
\end{equation*}
$$

which we prove correctness below. It computes $e(g, g)^{\alpha \cdot s}=\prod_{i \in I}\left(e(g, g)^{\alpha \cdot s \cdot \lambda_{i}}\right)^{\mu_{i}}$ and finally obtains $\mathrm{M}=C_{0} / e(g, g)^{\alpha \cdot s}$, where we recall that $\sum_{i \in I} \lambda_{i} \mu_{i}=1$.

Correctness. We now verify that equation (11) is correct. First from a property of keys in linear IBBE, we have that $\left(d_{i, 1}, d_{i, 2}, d_{i, 3}\right)$ will be in the form $\left(g^{\alpha}\right.$. $\left.f_{1}(\pi(i))^{r_{i}}, g^{r_{i}}, f_{2}(\pi(i))^{r_{i}}\right)$ for some $r_{i} \in_{R} \mathbb{Z}_{p}$. Therefore, we have

$$
D_{i}=\left(g^{\alpha \lambda_{i}} \cdot f_{1}(\pi(i))^{\tilde{r}_{i} \lambda_{i}}, g^{\tilde{r}_{i} \lambda_{i}}, f_{2}(\pi(i))^{\tilde{r}_{i} \lambda_{i}}\right)=\left(d_{1}^{\lambda_{i}}, d_{2}^{\lambda_{i}}, d_{3}^{\lambda_{i}}\right)
$$

with $\tilde{r}_{i}=r_{i}+r^{\prime} / \lambda_{i}$ and $\left(d_{1}, d_{2}, d_{3}\right)=s \mathrm{k}_{\pi(i)}$ with randomness $\tilde{r}_{i}$. Hence,

$$
\begin{aligned}
\mathcal{D}\left(\left(d_{i, 1}^{\prime}, d_{i, 2}^{\prime}, d_{i, 3}^{\prime}\right), \mathrm{ID},\left(C_{1}, C_{2}\right), S\right) & =\mathcal{D}\left(\left(d_{1}, d_{2}, d_{3}\right), \mathrm{ID},\left(C_{1}, C_{2}\right), S\right)^{\lambda_{i}} \\
& =\left(e(g, g)^{\alpha \cdot s}\right)^{\lambda_{i}}
\end{aligned}
$$

where each equality holds from linearity and correctness of $\mathcal{D}$ respectively.
The construction only guarantees selective security for the resulting KP-ABE. It does not extend to the adaptive scenario because the proof relies on the fact that the reduction knows the forbidden attribute set from the beginning.

Theorem 1. If the underlying IBBE scheme is selectively secure, then the resulting $K P-A B E$ system is also selectively secure. (The proof is given in the full version of the paper).

Instantiation Example. The large-universe construction of KP-ABE in [20] falls into our framework here. Its underlying IBBE system can be seen as a particular instance of the linear IBBE template with $n_{2}=n, f_{2}(\mathrm{ID})=\emptyset$, $F\left(\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right)=\left(f_{1}\left(\mathrm{ID}_{1}\right), \ldots, f_{1}\left(\mathrm{ID}_{q}\right)\right)$, and the form of $f_{1}$ can be straightforwardly deduced from [20]. Since the size of an output from $F$ is linear, ciphertexts in the KP-ABE of [20] are also of linear size.

### 3.3 IBBE Instantiation with Short Ciphertexts

This subsection presents an IBBE scheme with short ciphertexts and shows how to apply the KP-ABE conversion. This specific IBBE can be seen as an instance of the functional encryption (FE) for zero inner-product proposed in [4, Sect.4.1], which itself is implied by spatial encryption of [10]. A FE system for zero innerproduct is defined by a relation $R^{\mathrm{ZIP}}: \mathbb{Z}_{p} \times \mathbb{Z}_{p} \rightarrow\{0,1\}$ where $R^{\mathrm{ZIP}}(\boldsymbol{X}, \boldsymbol{Y})=1$ iff $\langle\boldsymbol{X}, \boldsymbol{Y}\rangle=0$. The technique of deriving an IBBE scheme from a FE scheme for zero inner-product can be traced to [23]. A private key for an identity ID is defined by setting $\boldsymbol{X}=\left(x_{1}, \ldots, x_{n}\right)^{\top}$, with $x_{i}=\mathrm{ID}^{i-1}$. To encrypt to a set $S=\left\{\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right\}$, one defines $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ as a coefficient vector from

$$
\begin{equation*}
P_{S}[Z]=\sum_{i=1}^{q+1} y_{i} Z^{i-1}=\prod_{\mathbf{1 D}_{j} \in S}\left(Z-\mathrm{ID}_{j}\right) \tag{2}
\end{equation*}
$$

where, if $q+1<n$, the coordinates $y_{q+2}, \ldots, y_{n}$ are set to 0 . By doing so, we note that $P_{S}[\mathrm{ID}]=\langle\boldsymbol{X}, \boldsymbol{Y}\rangle$ evaluates to 0 iff ID $\in S$. We now describe the IBBE instantiated from the FE system of 4]. Its selective security is an immediate consequence of [4], where it is proved under the DBDHE assumption.

- Setup $(\lambda, n)$ : It chooses bilinear groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of prime order $p>2^{\lambda}$ with $g \stackrel{R}{\leftarrow} \mathbb{G}$. It randomly chooses $\alpha, \alpha_{0} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}, \boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\top} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{n}$. It then sets $\boldsymbol{H}=\left(h_{1}, \ldots, h_{n}\right)^{\top}=g^{\boldsymbol{\alpha}}$. The master secret key is msk $=\alpha$, and the public key is $\mathrm{mpk}=\left(g, e(g, g)^{\alpha}, h_{0}=g^{\alpha_{0}}, \boldsymbol{H}=g^{\boldsymbol{\alpha}}\right)$.
- Keygen(msk, ID): The algorithm first defines a vector $\boldsymbol{X}=\left(x_{1}, \ldots, x_{n}\right)^{\top}$ such that $x_{i}=\mathrm{ID}^{i-1}$ for $i=1$ to $n$. It chooses $r \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$ and outputs the private key as sk ${ }_{\text {ID }}=\left(D_{1}, D_{2}, K_{2}, \ldots, K_{n}\right)$ where

$$
D_{1}=g^{\alpha} \cdot h_{0}^{r}, \quad D_{2}=g^{r}, \quad\left\{K_{i}=\left(h_{1}^{-\frac{x_{i}}{x_{1}}} \cdot h_{i}\right)^{r}\right\}_{i=2, \ldots, n}
$$

- Encrypt(mpk, M, S): To encrypt M to the receiver set $S$ (where $|S|<n$ ), the algorithm defines $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ as the coefficient vector of $P_{S}[Z]$ from equation (2). It then picks $s \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$ and computes the ciphertext as

$$
C=\left(C_{0}, C_{1}, C_{2}\right)=\left(\mathrm{M} \cdot e(g, g)^{\alpha s}, g^{s},\left(h_{0} \cdot h_{1}^{y_{1}} \cdots h_{n}^{y_{n}}\right)^{s}\right)
$$

- Decrypt $\left(\mathrm{mpk}, \mathrm{sk}_{\mathrm{ID}}, \mathrm{ID}, C, S\right)$ : It defines the vector $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ from the polynomial $P_{S}[Z]$ as usual. It then computes

$$
\begin{equation*}
e(g, g)^{\alpha \cdot s}=\frac{e\left(C_{1}, D_{1} \cdot K_{2}^{y_{2}} \cdots K_{n}^{y_{n}}\right)}{e\left(C_{2}, D_{2}\right)} \tag{3}
\end{equation*}
$$

and recovers $\mathrm{M}=C_{0} / e(g, g)^{\alpha \cdot s}$.
Correctness. If $\langle\boldsymbol{X}, \boldsymbol{Y}\rangle=0$, then decryption recovers M since

$$
D_{1} \cdot \prod_{i=2}^{n} K_{i}^{y_{i}}=g^{\alpha} \cdot\left(h_{0} \cdot h_{1}^{-\frac{1}{x_{1}}\left(\langle\boldsymbol{X}, \boldsymbol{Y}\rangle-x_{1} y_{1}\right)} \prod_{i=2}^{n} h_{i}^{y_{i}}\right)^{r}=g^{\alpha} \cdot\left(h_{0} \cdot \prod_{i=1}^{n} h_{i}^{y_{i}}\right)^{r}
$$

so that $e\left(C_{1}, D_{1} \cdot \prod_{i=1}^{n} K_{i}^{y_{i}}\right)=e(g, g)^{\alpha s} \cdot e\left(h_{0} \cdot \prod_{i=1}^{n} h_{i}^{y_{i}}, g^{r s}\right)$ equals the product $e(g, g)^{\alpha s} \cdot e\left(C_{2}, D_{2}\right)$.
Applying the KP-ABE Conversion. The above IBBE can be considered as a linear IBBE system with $n_{1}=n-1, n_{2}=1$ and the family $\mathcal{F}$ is defined by taking all functions of the following forms ranging over $h_{0}, h_{1}, \ldots, h_{n} \in \mathbb{G}$ :

$$
f_{1}(\mathrm{ID})=h_{0}, f_{2}(\mathrm{ID})=\left(h_{1}^{-\mathrm{ID}} h_{2}, \ldots, h_{1}^{-\mathrm{ID}^{n-1}} h_{n}\right), F\left(\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right)=h_{0} \prod_{i=1}^{q+1} h_{i}^{y_{i}}
$$

where the vector $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ is defined from the polynomial $P_{S}[Z]$ in equation (2) as usual. In addition, the function $\mathcal{D}$ is the computation in equation (3), which can be shown to have linearity as required.

The resulting KP-ABE has constant-size ciphertexts. This comes with the expense of longer private keys of size $O(t \cdot n)$, where $t$ is the number of attributes in the access structure. It is also worth mentioning that we can obtain another IBBE with short ciphertexts from the spatial encryption scheme of [10] since it also falls into our framework and thus produces another KP-ABE scheme.

Our goal in this paper is to construct KP-ABE with non-monotonic structures. We will combine the monotonic KP-ABE system in this subsection with new IDbased revocation in the next section.

## 4 Revocation Scheme with Very Short Ciphertexts

This section describes a new ID-based revocation system which is tailored to the needs of our application. Analogously to the case of IBBE, an IBR scheme can be instantiated from a FE system for non-zero inner-product relations. Two such existing IBR schemes [4, Sect. 5.1 and 5.2] already provide constant-size ciphertexts. When it comes to construct a non-monotonic KP-ABE however, these schemes seem hardly compatible with the monotonic KP-ABE of section 3.3 as they rely on different assumptions. We thus describe a new IBR scheme for this purpose. Its structure is similar to that of revocation schemes given in 4 but it provides a better efficiency and relies on the DBDHE assumption.

- $\operatorname{Setup}(\lambda, n)$ : It chooses bilinear groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of prime order $p>2^{\lambda}$ and a generator $g \stackrel{R}{\leftarrow} \mathbb{G}$. It randomly picks $\alpha \stackrel{R}{\leftarrow} \mathbb{Z}_{p}, \boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\top} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{n}$ and sets $\boldsymbol{H}=\left(h_{1}, \ldots, h_{n}\right)^{\top}=g^{\boldsymbol{\alpha}}$. The master secret key is msk $=\alpha$, while the public key is mpk $=\left(g, e(g, g)^{\alpha}, \boldsymbol{H}=g^{\boldsymbol{\alpha}}\right)$.
- Keygen(msk, ID): The algorithm first defines a vector $\boldsymbol{X}=\left(x_{1}, \ldots, x_{n}\right)^{\top}$ such that $x_{i}=\mathrm{ID}^{i-1}$ for $i=1$ to $n$. It chooses $r \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$ and outputs the private key as $\mathrm{sk}_{\mathrm{ID}}=\left(D_{1}, D_{2}, K_{2}, \ldots, K_{n}\right)$ where

$$
D_{1}=g^{\alpha} \cdot h_{1}^{r}, \quad D_{2}=g^{r}, \quad\left\{K_{i}=\left(h_{1}^{-\frac{x_{i}}{x_{1}}} \cdot h_{i}\right)^{r}\right\}_{i=2, \ldots, n}
$$

Indeed, we can also write $K_{\boldsymbol{X}}=\left(K_{2}, \ldots, K_{n}\right)=g^{r \cdot M_{\boldsymbol{X}}^{\top} \boldsymbol{\alpha}}$, where the matrix $M_{\boldsymbol{X}} \in\left(\mathbb{Z}_{p}\right)^{n \times(n-1)}$ is defined by $M_{\boldsymbol{X}}=\left(\begin{array}{cc}-\frac{x_{2}}{x_{1}} & -\frac{x_{3}}{x_{1}} \cdots-\frac{x_{n}}{x_{1}} \\ I_{n-1}\end{array}\right)$.

- Encrypt(mpk, M, $S$ ): To encrypt M with the revoked set $S$ (where $|S|<n$ ), the algorithm defines $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ as the coefficient vector of $P_{S}[Z]$ from equation (2). It then picks $s \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$ and computes the ciphertext as

$$
C=\left(C_{0}, C_{1}, C_{2}\right)=\left(\mathrm{M} \cdot e(g, g)^{\alpha \cdot s}, g^{s},\left(h_{1}^{y_{1}} \cdots h_{n}^{y_{n}}\right)^{s}\right)
$$

- Decrypt(mpk, sk ${ }_{\mathrm{ID}}$, ID $\left., C, S\right)$ : It defines $\boldsymbol{X}$ from ID and $\boldsymbol{Y}$ from $S$ as usual. It then successively computes elements $K=\prod_{i=2}^{n} K_{i}^{y_{i}}=\left(h_{1}^{-\langle\boldsymbol{X}, \boldsymbol{Y}\rangle / x_{1}} \cdot h_{1}^{y_{1}} \cdots h_{n}^{y_{n}}\right)^{r}$, $\tau=\left(\frac{e\left(K, C_{1}\right)}{e\left(C_{2}, D_{2}\right)}\right)^{-\frac{x_{1}}{\langle\boldsymbol{X}, Y\rangle}}=e\left(g, h_{1}\right)^{r s}$, and then obtains $\mathrm{M}=C_{0} \cdot e\left(C_{1}, D_{1}\right)^{-1} \cdot \tau$.

Correctness. We first observe that

$$
K=\left(h_{1}^{-\left(\langle\boldsymbol{X}, \boldsymbol{Y}\rangle-x_{1} y_{1}\right) / x_{1}} \prod_{i=2}^{n} h_{i}^{y_{i}}\right)^{r}=\left(h_{1}^{-\langle\boldsymbol{X}, \boldsymbol{Y}\rangle / x_{1}} \prod_{i=1}^{n} h_{i}^{y_{i}}\right)^{r}
$$

so that whenever $\langle\boldsymbol{X}, \boldsymbol{Y}\rangle \neq 0$ (i.e., ID $\notin S$ ), the following computation can be done.

$$
\tau=\left(\frac{e\left(K, C_{1}\right)}{e\left(C_{2}, D_{2}\right)}\right)^{-\frac{x_{1}}{\langle\boldsymbol{X}, \boldsymbol{Y}\rangle}}=\left(\frac{e\left(h_{1}^{-\langle\boldsymbol{X}, \boldsymbol{Y}\rangle / x_{1}} \prod_{i=1}^{n} h_{i}^{y_{i}}, g^{r s}\right)}{e\left(\prod_{i=1}^{n} h_{i}^{y_{i}}, g^{r s}\right)}\right)^{-\frac{x_{1}}{\langle\boldsymbol{X}, \boldsymbol{Y}\rangle}}=e\left(g, h_{1}\right)^{r s}
$$

Finally, we have $e\left(C_{1}, D_{1}\right) \cdot \tau^{-1}=e(g, g)^{\alpha \cdot s} \cdot e\left(g^{s}, h_{1}^{r}\right) \cdot e\left(g, h_{1}\right)^{-r s}=e(g, g)^{\alpha \cdot s}$. We note that the decryption algorithm can be optimized by computing the plaintext as $\mathrm{M}=C_{0} \cdot e\left(C_{2}, D_{2}^{x_{1} /\langle\boldsymbol{X}, \boldsymbol{Y}\rangle}\right) \cdot e\left(C_{1}, D_{1}^{-1} \cdot K^{-x_{1} /\langle\boldsymbol{X}, \boldsymbol{Y}\rangle}\right)$.

At a high level, it shares the same structure (including the form of the public key and the ciphertext) as the IBBE in section 3.3 and relies on the same assumption. Intuitively, these similarities make it possible to assemble both constructions in the design of a non-monotonic ABE system in section 5 ,

We now prove the co-selective security of the scheme. It is also worth recalling that co-selective security for IBR also implies selective security.

Theorem 2. The above ID-based revocation scheme with the maximal bound $n$ for the number of revoked users (i.e., $|S|<n$ ) is co-selectively secure if the n-DBDHE assumption holds in $\left(\mathbb{G}, \mathbb{G}_{T}\right)$.

Proof. We show an algorithm $\mathcal{B}$ that receives $\left(g, h, z_{1}, \ldots, z_{n}, z_{n+2}, \ldots, z_{2 n}, T\right)$ in $\mathbb{G}^{2 n+1} \times \mathbb{G}_{T}$, where $z_{i}=g^{\left(\gamma^{i}\right)}$, and decides if $T=e(g, h)^{\left(\gamma^{n+1}\right)}$ using the co-selective adversary $\mathcal{A}$.

At the outset of the game, the adversary $\mathcal{A}$ declares the set $\tilde{S}=\left\{\mathrm{ID}_{1}, \ldots, \mathrm{ID}_{q}\right\}$, where $q \leq n-1$, of identities for which she wishes to obtain private keys. Let $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{q}$ the corresponding vectors. That is, $\boldsymbol{X}_{k}=\left(1, \mathrm{ID}_{k}, \mathrm{ID} \mathrm{D}_{k}^{2}, \ldots, \mathrm{ID} \mathrm{D}_{k}^{n-1}\right)$. To prepare the public key, $\mathcal{B}$ chooses $\delta_{0} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$ and computes $e(g, g)^{\alpha}=e\left(z_{1}, z_{n}\right)^{\delta_{0}}$, which implicitly defines $\alpha=\gamma^{(n+1)} \cdot \delta_{0}$. Elements $\boldsymbol{H}=\left(h_{1}, \ldots, h_{n}\right)^{\top}$ are then defined as follows. For each $k \in[1, q], \mathcal{B}$ considers the vector $\boldsymbol{X}_{k}=\left(x_{k, 1}, \ldots, x_{k, n}\right)^{\top}$ and selects $\boldsymbol{b}_{k} \in \mathbb{Z}_{p}^{n}$ such that

$$
\begin{equation*}
\boldsymbol{b}_{k}^{\top} \cdot M_{\boldsymbol{X}_{\boldsymbol{k}}}=\boldsymbol{b}_{k}^{\top} \cdot\binom{-\frac{x_{k, 2}}{x_{k, 1}}-\frac{x_{k, 3}}{x_{k, 1}} \cdots-\frac{x_{k, n}}{x_{k, 1}}}{I_{n-1}}=\mathbf{0} \tag{4}
\end{equation*}
$$

The simplest candidate consists of the vector $\boldsymbol{b}_{k}=\left(1, \frac{x_{k, 2}}{x_{k, 1}}, \frac{x_{k, 3}}{x_{k, 1}}, \ldots, \frac{x_{k, n}}{x_{k, 1}}\right)^{\top}$. Then, $\mathcal{B}$ considers the $n \times n$ matrix $B=\left(\boldsymbol{b}_{1}|\ldots| \boldsymbol{b}_{q}|\mathbf{0}| \ldots \mid \mathbf{0}\right)$ whose $k^{\text {th }}$ column consists of $\boldsymbol{b}_{k}$, for $k=1$ to $q$, and where the $n-q$ remaining columns are $\mathbf{0}$. It defines $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)^{\top} \in\left(\mathbb{Z}_{p}\right)^{n}$ such that $a_{i}=\gamma^{n+1-i}$ by setting $g^{\boldsymbol{a}}=\left(z_{n}, \ldots, z_{1}\right)^{\top}$. Then, it implicitly sets $\boldsymbol{\alpha}=B \cdot \boldsymbol{a}+\boldsymbol{\delta}$ by randomly choosing $\boldsymbol{\delta} \stackrel{R}{\stackrel{R}{\leftrightarrows}} \mathbb{Z}_{p}^{n}$ and defining $\boldsymbol{H}=g^{B \cdot \boldsymbol{a}} \cdot g^{\boldsymbol{\delta}}$, which is uniformly distributed as required.

Due to (4), the matrix $B$ is defined in such a way that, for each $k \in[1, q]$, the $k^{\text {th }}$ column of $M_{\boldsymbol{X}_{k}}^{\top} \cdot B \in\left(\mathbb{Z}_{p}\right)^{(n-1) \times n}$ is $\mathbf{0}$, so that $M_{\boldsymbol{X}_{k}}^{\top} \cdot B \cdot \boldsymbol{a}$ does not contain $a_{k}=\gamma^{n+1-k}$. Then, a private key for the identity $\mathrm{ID}_{k}$ (and thus the vector $\boldsymbol{X}_{k}$ ) can be obtained by implicity defining $\tilde{r}_{k}=r_{k}-\delta_{0} \gamma^{k}$ for a random $r_{k} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$. Indeed, with the above choice of $B$, the first coordinate of $\boldsymbol{\alpha}=\boldsymbol{\delta}+\sum_{j=1}^{q} a_{j} \boldsymbol{b}_{j}$ equals $\alpha_{1}=\delta_{1}+\sum_{j=1}^{q} a_{j}=\delta_{1}+\sum_{j=1}^{q} \gamma^{(n+1-j)}$, so that $\mathcal{B}$ is able to compute

$$
\begin{aligned}
D_{1}=g^{\alpha} \cdot h_{1}^{\tilde{r}_{k}} & =g^{\left(\gamma^{n+1}\right) \delta_{0}} \cdot h_{1}^{r_{k}} \cdot\left(g^{\delta_{1}} \cdot \prod_{j=1}^{q} z_{n+1-j}\right)^{-\delta_{0} \gamma_{k}} \\
& =h_{1}^{r_{k}} \cdot\left(z_{k}^{\delta_{1}} \cdot \prod_{j=1, j \neq k}^{q} z_{n+1-j+k}\right)^{-\delta_{0}}
\end{aligned}
$$

and $D_{2}=g^{r_{k}} \cdot z_{n+1-k}^{-\delta_{0}}$. As for the delegation component $K_{\boldsymbol{X}_{k}}=g^{\tilde{r}_{k} M_{\boldsymbol{X}_{k}}^{\top} \boldsymbol{\alpha}}, \mathcal{B}$ is also able to compute it from available values since $M_{\boldsymbol{X}_{k}}^{\top} \boldsymbol{\alpha}=M_{\boldsymbol{X}_{k}}^{\top} \cdot B \cdot \boldsymbol{a}+M_{\boldsymbol{X}_{k}}^{\top} \cdot \boldsymbol{\delta}$ is independent of $a_{k}=\gamma^{n+1-k}$ (recall that the $k^{\text {th }}$ column of $M_{\boldsymbol{X}_{k}}^{\top} \cdot B$ is $\mathbf{0}$ ) and no term $\gamma^{n+1}$ appears in the exponent in $K_{\boldsymbol{X}_{k}}$.

In the challenge phase, $\mathcal{B}$ chooses $\mathrm{M}_{0}, \mathrm{M}_{1} \in \mathbb{G}_{T}$ and a revocation set $S$ corresponding to a vector $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ that must satisfy $\left\langle\boldsymbol{X}_{k}, \boldsymbol{Y}\right\rangle=0$ for $k=1$ to $q$. This amounts to say that $\boldsymbol{Y}=M_{\boldsymbol{X}_{k}} \cdot \boldsymbol{w}$, where $\boldsymbol{w}=\left(y_{2}, \ldots, y_{n}\right)^{\top}$, for each $k \in[1, q]$. We claim that $\boldsymbol{Y}^{\top} \cdot B \cdot \boldsymbol{a}=0$. Indeed,

$$
\boldsymbol{Y}^{\top} \cdot B \cdot \boldsymbol{a}=\boldsymbol{Y}^{\top} \cdot\left(\sum_{k=1}^{q} a_{k} \cdot \boldsymbol{b}_{k}\right)=\sum_{k=1}^{q} a_{k} \cdot \boldsymbol{Y}^{\top} \cdot \boldsymbol{b}_{k}=\sum_{k=1}^{q} a_{k} \cdot \boldsymbol{w}^{\top} \cdot M_{\boldsymbol{X}_{k}}^{\top} \cdot \boldsymbol{b}_{k}
$$

and $M_{\boldsymbol{X}_{k}}^{\top} \cdot \boldsymbol{b}_{k}=\mathbf{0}$ for each $k \in[1, q]$. Therefore, it comes that $\langle\boldsymbol{Y}, \boldsymbol{\alpha}\rangle=\langle\boldsymbol{Y}, \boldsymbol{\delta}\rangle$, so that $\mathcal{B}$ can generate a challenge ciphertext $\left(C_{0}, C_{1}, C_{2}\right)$ as

$$
C_{0}=\mathrm{M}_{d} \cdot T^{\delta_{0}}, \quad C_{1}=h, \quad C_{2}=h^{\langle\boldsymbol{Y}, \boldsymbol{\delta}\rangle}
$$

for a random bit $d \stackrel{R}{\leftarrow}\{0,1\}$. If $T=e(g, h)^{\left(\gamma^{n+1}\right)}, C=\left(C_{0}, C_{1}, C_{2}\right)$ forms a valid encryption of $\mathrm{M}_{d}$. If $T$ is random, $\mathcal{A}$ 's advantage is clearly zero.

Efficiency Comparisons. We believe this IBR scheme to be of interest in its own right. If we compare it with the scheme of 4, Sect.5.2] (called AL2 here), which also features short ciphertexts, it relies on a stronger assumption (since no " $q$-type" assumption is needed in (4) or in LSW2 [24) but provides significantly shorter ciphertexts (as the ciphertext overhead is decreased by more than $75 \% \sqrt{4}$ and requires fewer pairing evaluations to decrypt (only 2 instead of 9). Another IBR scheme (dubbed AL1 in the table) with a better efficiency than AL2 was described in [4, Sect.5.1]. Still, the new scheme is slightly more efficient and relies on a weaker assumption since $q$-DBDHE is weaker and appears more natural than the $q$-type assumption (MEBDH) used in [24,4].

Table 1. Performances of revocation systems

| Schemes | Ciphertext overhead Private key size |  |  |  | Decryption cost |  |  |  | Assumption |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\|\mathbb{G}\|$ | $\|\mathbb{G}\|$ | pair. | exp. |  |  |  |  |  |
| LSW1 $[24$ | $(2 \bar{n}+1)$ | 3 | 3 | $O(\bar{n})$ | $n$-MEBDH |  |  |  |  |
| LSW2 24$]$ | $(2 \bar{n}+7)$ | 7 | 9 | $O(\bar{n})$ | DLIN, DBDH |  |  |  |  |
| AL1 $[4$ | 3 | $(n+2)$ | 3 | $O(n)$ | $n$-MEBDH |  |  |  |  |
| AL2 $[4$ | 9 | $(n+2)$ | 9 | $O(n)$ | DLIN, DBDH |  |  |  |  |
| This work | 2 | $(n+2)$ | 2 | $O(n)$ | $n-\mathrm{DBDHE}$ |  |  |  |  |

[^17][^18]In comparison with the schemes of Lewko, Sahai and Waters, the disadvantage lies in that a bound on the number of revocations must be chosen when the system is set up. A comparative efficiency of known IBR schemes is given in the table hereafter.

## 5 Non-monotonic KP-ABE with Short Ciphertexts

Ostrovsky, Sahai and Waters [28] suggested a technique to move from monotonic to non-monotonic access structures without incurring an immoderate private key size. They assume a family $\left\{\Pi_{\mathbb{A}}\right\}_{\mathbb{A} \in \mathcal{A S}}$ of linear secret-sharing schemes for a set of monotone access structures $\mathbb{A}$. For each such access structure $\mathbb{A} \in \mathcal{A S}$, the set $\mathcal{P}$ of underlying parties is defined in such a way that parties' names can be normal (like $x$ ) or primed (like $x^{\prime}$ ). Prime attributes are conceptually seen as the negation of unprimed attributes. In addition, it is required that, if $x \in \mathcal{P}$, then $x^{\prime} \in \mathcal{P}$ and vice versa.

A family $\mathcal{A S}$ of non-monotone access structures can be defined as follows. For each access structure $\mathbb{A} \in \mathcal{A S}$ over a set of parties $\mathcal{P}$, one defines a possibly non-monotonic access structure $N M(\mathbb{A})$ over the set $\tilde{\mathcal{P}}$ of all unprimed parties in $\mathcal{P}$. An operator $N($.) is then defined as follows. For every set $\tilde{S} \subset \tilde{\mathcal{P}}$, one imposes $\tilde{S} \subset N(\tilde{S})$. Also, for each $x \in \tilde{\mathcal{P}}$ such that $x \notin \tilde{S}, x^{\prime} \in N(\tilde{S})$. Finally, $N M(\mathbb{A})$ is defined by saying that $\tilde{S}$ is authorized in $N M(\mathbb{A})$ if and only if $N(\tilde{S})$ is authorized in $\mathbb{A}$ (so that $N M(\mathbb{A})$ has only unprimed parties in its access sets). For each access set $X \in N M(\mathbb{A})$, there is a set in $\mathbb{A}$ containing the elements in $X$ and primed elements for each party not in $X$.

In 28, the above technique was combined with the Naor-Pinkas revocation method [27] to cope with non-monotonic access structures. Lewko, Sahai and Waters provided improvements using a revocation system with short keys [24] instead of [27]. In the following, we apply the same technique to our revocation mechanism and combine it with the monotonic KP-ABE derived from the IBBE scheme of section 3.3 in order to handle non-negated attributes.

- Setup $(\lambda, n)$ : Given a security parameter $\lambda \in \mathbb{N}$ and a bound $n \in \mathbb{N}$ of the number of attributes per ciphertext, it chooses bilinear groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of prime order $p>2^{\lambda}$ and $g \stackrel{R}{\leftarrow} \mathbb{G}$. It defines $\boldsymbol{H}=\left(h_{1}, \ldots, h_{n}\right)^{\top}$ and $\boldsymbol{U}=\left(u_{0}, \ldots, u_{n}\right)^{\top}$ such that $h_{i}=g^{\alpha_{i}}, u_{j}=g^{\beta_{j}}$ for each $i \in\{1, \ldots, n\}$ and $j \in\{0, \ldots, n\}$ where $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\top} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{n}$ and $\boldsymbol{\beta}=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{n}\right)^{\top} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{n+1}$. It then picks $\alpha \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and computes $e(g, g)^{\alpha}$. The master secret key is msk $=\alpha$ and the master public key is mpk $=\left(g, e(g, g)^{\alpha}, \boldsymbol{H}=g^{\boldsymbol{\alpha}}, \boldsymbol{U}=g^{\boldsymbol{\beta}}\right)$.
- Keygen(msk, $\tilde{\mathbb{A}})$ : Given a non-monotonic access structure $\tilde{\mathbb{A}}$ such that we have $\tilde{\mathbb{A}}=\operatorname{NM}(\mathbb{A})$ for some monotonic access structure $\mathbb{A}$ over a set $\mathcal{P}$ of attributes and associated with a linear secret sharing scheme $\Pi$, the algorithm applies $\Pi$ to obtain shares $\left\{\lambda_{i}\right\}$ of the master secret key $\alpha$. The party corresponding to share $\lambda_{i}$ is denoted by $\breve{x_{i}} \in \mathcal{P}$, where $x_{i}$ is the underlying attribute, and can be primed (i.e., negated) or unprimed (non-negated). For each $i$, the algorithm chooses $r_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$, defines $\boldsymbol{\rho}_{i}=\left(\rho_{i, 1}, \ldots, \rho_{i, n}\right)^{\top}=\left(1, x_{i}, x_{i}^{2}, \ldots, x_{i}^{n-1}\right)^{\top}$. That is $\rho_{i, j}=x_{i}^{j-1}$. It then does as follows.
- For each $i$ such that $\breve{x_{i}}$ is unprimed (i.e., non-negated), the algorithm computes a tuple $D_{i}=\left(D_{i, 1}^{(1)}, D_{i, 2}^{(2)}, K_{\boldsymbol{\rho}_{i}, i}^{(3)}\right) \in \mathbb{G}^{n+1}$ where the first two elements $\operatorname{are}\left(D_{i, 1}^{(1)}, D_{i, 2}^{(1)}\right)=\left(g^{\lambda_{i}} \cdot u_{0}^{r_{i}}, g^{r_{i}}\right)$ and

$$
K_{\boldsymbol{\rho}_{i}, i}^{(1)}=\left(K_{i, 2}^{(1)}, \ldots, K_{i, n}^{(1)}\right)=\left(\left(u_{1}^{-\frac{\rho_{i, 2}}{\rho_{i, 1}}} \cdot u_{2}\right)^{r_{i}}, \ldots,\left(u_{1}^{-\frac{\rho_{i, n}}{\rho_{i, 1}}} \cdot u_{n}\right)^{r_{i}}\right)=g^{r_{i} \cdot M_{\rho_{i}}^{\top} \boldsymbol{\beta}}
$$ where $M_{\boldsymbol{\rho}_{i}} \in\left(\mathbb{Z}_{p}\right)^{n \times(n-1)}$ is the matrix $M_{\boldsymbol{\rho}_{i}}=\binom{-\frac{\rho_{i, 2}}{\rho_{i, 1}}-\frac{\rho_{i, 3}}{\rho_{i, 1}} \cdots-\frac{\rho_{i, n}}{\rho_{i, 1}}}{I_{n-1}}$.

- For each $i$ such that $\breve{x_{i}}$ is primed (i.e., negated), one computes a tuple $D_{i}=\left(D_{i, 1}^{(2)}, D_{i, 2}^{(2)}, K_{\boldsymbol{\rho}_{i}, i}^{(2)}\right) \in \mathbb{G}^{n+1}$ where $\left(D_{i, 1}^{(2)}, D_{i, 2}^{(2)}\right)=\left(g^{\lambda_{i}} \cdot h_{1}^{r_{i}}, g^{r_{i}}\right)$ and

$$
K_{\boldsymbol{\rho}_{i}, i}^{(2)}=\left(K_{i, 2}^{(2)}, \ldots, K_{i, n}^{(2)}\right)=\left(\left(h_{1}^{-\frac{\rho_{i, 2}}{\rho_{i, 1}}} \cdot h_{2}\right)^{r_{i}}, \ldots,\left(h_{1}^{-\frac{\rho_{i, n}}{\rho_{i, 1}}} \cdot h_{n}\right)^{r_{i}}\right)=g^{r_{i} \cdot M_{\rho_{i}}^{\top} \boldsymbol{\alpha}} .
$$

The private key is $\mathbf{s k}_{\tilde{\mathbb{A}}}=\left\{D_{i}\right\}_{\breve{x}_{i} \in \mathcal{P}} \in \mathbb{G}^{\ell \times(n+1)}$.

- Encrypt(mpk, $\mathrm{M}, \omega$ ): To encrypt M for a set $\omega$ (with $|\omega|<n$ ), it first defines $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ as the vector whose first $q+1$ coordinates are the coefficients of the polynomial $P_{\omega}[Z]=\sum_{i=1}^{q+1} y_{i} Z^{i-1}=\prod_{j \in \omega}(Z-j)$. If $q+1<n$, set $y_{j}=0$ for $q+2 \leq j \leq n$. Then it picks $s \stackrel{R}{\leftarrow} \mathbb{Z}_{p}$ and computes

$$
C=\left(C_{0}, C_{1}, C_{2}, C_{3}\right)=\left(\mathrm{M} \cdot e(g, g)^{\alpha \cdot s}, g^{s},\left(u_{0} \cdot \prod_{i=1}^{n} u_{i}^{y_{i}}\right)^{s},\left(\prod_{i=1}^{n} h_{i}^{y_{i}}\right)^{s}\right)
$$

- Decrypt(mpk, $\left.\mathrm{sk}_{\tilde{\mathbb{A}}}, \tilde{\mathbb{A}}, C, \omega\right)$ : It parses $C$ as $\left(C_{0}, C_{1}, C_{2}, C_{3}\right)$ and the private key $\mathrm{sk}_{\tilde{\mathbb{A}}}$ as $\mathrm{sk}_{\tilde{\mathbb{A}}}=\left\{D_{i}\right\}_{\breve{x_{i}} \in \mathcal{P}} \in \mathbb{G}^{\ell \times(n+1)}$. The algorithm outputs $\perp$ if $\omega \notin \tilde{\mathbb{A}}$. Otherwise, since $\tilde{\mathbb{A}}=N M(\mathbb{A})$ for some access structure $\mathbb{A}$ associated with a linear secret sharing scheme $\Pi$, we have $\omega^{\prime}=N(\omega) \in \mathbb{A}$ and we let $I=\left\{i: \breve{x_{i}} \in \omega^{\prime}\right\}$. Since $\omega^{\prime}$ is authorized in $\mathbb{A}$, the receiver can efficiently compute coefficients $\left\{\mu_{i}\right\}_{i \in I}$ such that $\sum_{i \in I} \mu_{i} \lambda_{i}=\alpha$ (although the shares are not known to the receiver). Let $\boldsymbol{Y}=\left(y_{1}, \ldots, y_{n}\right)^{\top}$ be the vector containing the coefficients of the polynomial $P_{\omega}[Z]=\prod_{j \in \omega}(Z-j)=\sum_{i=1}^{q+1} y_{i} Z^{i-1}$.
- For every positive attribute $\breve{x_{i}} \in \omega^{\prime}$ (for which $x_{i} \in \omega$ ), the decryption procedure computes $\tilde{D}_{i, 1}^{(1)}=D_{i, 1}^{(1)} \cdot \prod_{j=2}^{n} K_{i, j}^{(1)^{y_{j}}}=g^{\alpha} \cdot\left(u_{0} \cdot u_{1}^{y_{1}} \cdots u_{n}^{y_{n}}\right)^{r_{i}}$, and then $e(g, g)^{\lambda_{i} s}=e\left(C_{1}, \tilde{D}_{i, 1}^{(1)}\right) / e\left(C_{2}, D_{i, 2}^{(1)}\right)$.
- For each negated attribute $\breve{x_{i}} \in \omega^{\prime}$ (for which $x_{i} \notin \omega$ ), the receiver sets $\boldsymbol{\rho}_{i}=\left(1, x_{i}, \ldots, x_{i}^{n-1}\right)^{\top}$ and successively computes

$$
\begin{aligned}
K_{i}^{(2)} & =\prod_{j=2}^{n} K_{i, j}^{(2)^{y_{j}}}=\left(h_{1}^{-\left\langle\boldsymbol{\rho}_{i}, \boldsymbol{Y}\right\rangle / x_{1}} \cdot h_{1}^{y_{1}} \cdots h_{n}^{y_{n}}\right)^{r_{i}}, \\
\tau_{i} & =\left(\frac{e\left(K_{i}^{(2)}, C_{1}\right)}{e\left(C_{3}, D_{i, 2}^{(2)}\right)}\right)^{-\frac{\rho_{i, 1}}{\left\langle\boldsymbol{\rho}_{i}, \boldsymbol{Y}\right\rangle}}=e\left(g, h_{1}\right)^{r_{i} s}
\end{aligned}
$$

and then $e(g, g)^{\lambda_{i} s}=e\left(C_{1}, D_{i, 1}^{(2)}\right)^{-1} \cdot \tau_{i}^{-1}$.
Finally, decryption computes $\mathrm{M}=C_{0} \cdot \prod_{i \in I} e(g, g)^{-\mu_{i} \lambda_{i} s}$.

If we split $I$ into $I_{0} \cup I_{1}$, where $I_{0}$ and $I_{1}$ correspond to unprimed and primed attributes, respectively, decryption can more efficiently compute

$$
\begin{aligned}
& e(g, g)^{\alpha \cdot s}=e\left(C_{1}, \prod_{i \in I_{0}} \tilde{D}_{i, 1}^{(1)^{\mu_{i}}} \cdot \prod_{i \in I_{1}}\left(D_{i, 1}^{(2)} \cdot K_{i}^{\left.\left.(2))^{\frac{\mu_{i} \cdot \rho_{i, 1}}{\left\langle\rho_{i}, Y\right\rangle}}\right)\right)}\right.\right. \\
& \cdot e\left(C_{2}, \prod_{i \in I_{0}} D_{i, 2}^{(1)^{\mu_{i}}}\right) \cdot e\left(C_{3}, \prod_{i \in I_{1}} D_{i, 2}^{(2) \frac{\mu_{i} \cdot \rho_{i, 1}}{\left\langle\rho_{i}, Y\right.}}\right)
\end{aligned}
$$

so that only three pairing evaluations are necessary.
Theorem 3. The above $K P-A B E$ system with the maximal bound $n$ for the number of attributes per ciphertext (i.e., $|\omega|<n$ ) is selectively secure if the $n$ DBDHE assumption holds. (The proof is given in the full version of the paper).

## 6 Comparisons

Table 2 compares efficiency among available expressive KP-ABE schemes that support non-monotonic access structures. Comparisons are made in terms of ciphertext overhead, private key size as well as in the number of pairing evaluations and exponentiations (in $\mathbb{G}$ and $\mathbb{G}_{T}$ ) upon decryption.

We remark that the functionality of KP-ABE in 31 is slightly different from the original one [20]. For self-containment, we re-formalize it in appendix A. where we also briefly propose a modification of KP-ABE [31] so as to have the same functionality as the original ABE . We also include this modified scheme in Table 2. Note that [31] has a unique feature of being adaptively secure.

Table 2. Efficiency of non-monotonic KP-ABE schemes

| Schemes | Ciphertext overhead Private key size |  | Decryption cost |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $\|\mathbb{G}\|$ | $\|\mathbb{G}\|$ | pair. | exp. |  |
| OSW [28 | $O(\bar{n})$ | $O(t \cdot \log n)$ | $O(t)$ | $O(t \cdot \bar{n})$ | DBDH |
| LSW [24] | $O(\bar{n})$ | $O(t)$ | $O(t)$ | $O(t \cdot \bar{n})$ | $n$-MEBDH |
| OT [31 | $O(\bar{n} \cdot \varphi)$ | $O(t \cdot \varphi)$ | $O(t \cdot \varphi)$ | $O(t)$ | DLIN |
| OT modified | $O(\bar{n} \cdot n)$ | $O(t \cdot n)$ | $O(t \cdot n)$ | $O(t)$ | DLIN |
| This work | 3 | $O(t \cdot n)$ | 3 | $O(t)$ | $n$-DBDHE |

${ }^{\dagger} \bar{n}=\mid$ attribute set $|=|\omega|$ for a ciphertext; $n=$ the maximal bound for $\bar{n}($ i.e., $|\omega|<n) ; t=\#$ of attributes in an access structure for a key; $\varphi$ =maximum size for repetition of attribute label per key (only for the KP-ABE with labeling, formalized in appendix A.
$\ddagger$ pair., exp. shows \# of pairing and exponentiation computation (in $\mathbb{G}$ or $\mathbb{G}_{T}$ ), respectively.

## 7 Concluding Remarks

This paper presented the first results for expressive KP-ABE schemes with constant-size ciphertexts. In the future, it will be interesting to see if shorter private keys can be obtained without affecting the expressivity or the size of ciphertexts and to construct adaptively secure such schemes. Another challenging problem is to achieve similar results in the expressive ciphertext-policy setting.
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## A Variant: KP-ABE with Labeling

We re-formalize the KP-ABE definition of 31 in our context as follows. Intuitively, the difference from normal KP-ABE is that an attribute is required to
be labeled with a number $j \in[1, n]$ and that each attribute in the set associated to a ciphertext is required to be labeled uniquely, namely 1 to $n$. The scheme of 31 further restricts the maximum repetition allowed for labels in one policy, which we denote by $\varphi$ in Table 2.

Definition 8 (KP-ABE with labeling). Let $U$ be an attribute space and let an integer $n \in \mathbb{N}$. Define $U^{\prime}=\{(j, u) \mid j \in[1, n], u \in U\}$. Define the ciphertext index domain as $\Sigma_{e}^{\mathrm{KP}^{\prime}}=\left\{\left\{\left(1, u_{1}\right), \ldots,\left(n, u_{n}\right)\right\} \mid u_{1}, \ldots, u_{n} \in U\right\}$. A KP-ABE with labeling for a collection $\mathcal{A S}^{\prime}$ of access structures over $U^{\prime}$ is a functional encryption for $R^{\mathrm{KP}^{\prime}}: \mathcal{A \mathcal { S } ^ { \prime }} \times \Sigma_{e}^{\mathrm{KP}^{\prime}} \rightarrow\{0,1\}$ defined by $R^{\mathrm{KP}^{\prime}}(\mathbb{A}, \omega)=1$ iff $\omega \in \mathbb{A}$ $\left(\right.$ for $\omega \in \Sigma_{e}^{K P^{\prime}}, \mathbb{A} \in \mathcal{A S ^ { \prime }}$ ).

We observe that KP-ABE with large universe $U=\{0,1\}^{*}$, e.g., [20, 28 and ours, implies KP-ABE with labeling. This is since $U^{\prime} \subset U, \Sigma_{e}^{K P^{\prime}} \subset \Sigma_{e}^{K P}, \Sigma_{k}^{K P^{\prime}} \subset$ $\Sigma_{k}^{\mathrm{KP}}$, and $R^{\mathrm{KP}^{\prime}} \Leftrightarrow R^{\mathrm{KP}}$ holds and the implication comes from the embedding lemma [10, 4. To the best of our knowledge, the converse is yet known to hold.

We now briefly propose a KP-ABE that conforms with the normal definition by modifying [31. We construct by instantiating the general KP-FE scheme of 31 with $d=1$, and with the inner product relation being instantiated to IBBE, similarly as we did in section 3.3, and setting the bound $\varphi=n$.
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#### Abstract

We describe new algorithms for performing scalar multiplication on supersingular elliptic curves in characteristic three. These curves can be used in pairing-based cryptography. Since in pairing-based protocols besides pairing computations also scalar multiplications are required, and the performance of the latter is not negligible, improving it is clearly important as well. The techniques presented here bring noticeable speed ups (up to $30 \%$ for methods using a variable amount of memory and up to $46.7 \%$ for methods with a small, fixed memory usage), while at the same time bringing substantial memory reductions - factors like 3 to 8 are not uncommon.

The starting point for our methods is a structure theorem for unit groups of residue classes of a quadratic order associated to the Frobenius endomorphism of the considered curves. This allows us to define new digit sets whose elements are products of powers of certain generators of said groups. There are of course several choices for these generators: we chose generators associated to endomorphisms for which we could find efficient explicit formulae in a suitable coordinate system. A multiple-base-like scalar multiplication algorithm making use of these digits and these formulae brings the claimed speed up.
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## 1 Introduction

The following elliptic curves over fields of characteristic three

$$
\begin{equation*}
\mathcal{E}_{3, \mu}: Y^{2}=X^{3}-X-\mu \quad \text { with } \mu \in\{ \pm 1\} \tag{1}
\end{equation*}
$$

[^19]are supersingular with embedding degree 6 . They thus offer less security per bit than ordinary curves for DL-based applications. However, in 1998 Koblitz [20] studied their arithmetic and found their performance to be competitive with other public-key cryptosystems even after the security parameters were adjusted accordingly. Recently, pairing-based cryptography has revived the interest in these curves (together with all other types of pairing-friendly curves [16]). Most of the current research is devoted to the optimization of the field arithmetic and the pairing operation (just a few examples are [19778]).

The performance gap between pairing operations and scalar multiplication has steadily decreased in the last years. In some cases the two operations have comparable performance: In [1] variable base point scalar multiplication takes between a half and a third of the time for a Tate pairing; in 9] a $\eta_{T}$ pairing over $\mathbb{F}_{3^{97}}$ is computed in 678 field multiplications, whereas a scalar multiplication requires, with current state-of-the art methods, at least 230 multiplications using normal bases and 296 using polynomial bases (cf. Tables 1 and 2 on page 125 under the columns labeled "BMX", that correspond to the current state of the art [10]); one of the fastest implementations of characteristic three arithmetic and of pairings in general, due to Mitsunari [22], requires $0.181 \mu \mathrm{sec}$, resp. 0.149 $\mu$ sec for a field multiplication, resp. an $\eta_{T}$ pairing (single threaded) over $\mathbb{F}_{397}$ with our operation counts for [10] we extrapolate a timing of about $53.5 \mu \mathrm{sec}$ for a scalar multiplication; over the field $\mathbb{F}_{3}{ }^{193}$ the same implementation takes 0.624 $\mu \mathrm{sec}$, resp. $975 \mu \mathrm{sec}$ for the two operations - similarly we extrapolate $314.2 \mu \mathrm{sec}$ for a scalar multiplication in this case.

For other characteristics, in [12] extensive experiments are reported not only for trace-zero varieties but also for elliptic curves, and in many cases a $\eta_{T}$ pairing evaluation is even faster than a scalar multiplication on the same curve.

Now, most pairing-based protocols - for instance Direct Anonymous Attestation [11] - also require scalar multiplications, the latter being often performed in computationally restricted environments, such as TPM modules. Since in these cases the pairings are usually computed on faster architectures, the question of the performance of scalar multiplication becomes more, not less, severe. Thus it is an important question whether one can either speed up this operation and/or reduce its memory requirements. This is the problem studied in this paper: We show how to perform scalar multiplication on supersingular Koblitz curves in characteristic three with extremely reduced memory requirements with respect to the state of the art while attaining better performance.

Usually, scalar multiplication on supersingular Koblitz curves in characteristic three is done by a base three expansion [18] or by an expansion to the base of $\tau$ [2010], where $\tau$ is a complex number associated to the Frobenius endomorphism of the curve. Double base methods have been suggested in this context, for instance in [2], but only with the rational bases 2 and 3 .

For the characteristic two case, it has been suggested to use the so-called Verschiebung endomorphism besides $\tau$, as in [34]. This is the endomorphism associated to the algebraic conjugate $\bar{\tau}$ of $\tau$. In characteristic two $\tau$ and $\bar{\tau}$ can
be used as a double bases, but, as we shall see in the next section, this cannot extended to the case considered here.

Our goal to reduce memory requirements and speeding-up scalar multiplication on the curves (11), is attained by finding alternative endomorphisms that can serve as additional bases to be used beside $\tau$.

This is essentially done in Section 2 by Theorem 1 that describes the structure of the group of units in the ring of residue classes of $\mathbb{Z}[\tau]$ modulo powers of the prime ideal generated by $\tau$; the generators of this group are chosen in such a way that they can be implemented efficiently, as explained in Section 4. Their usage in practice is described in Sections 3 and 5. The techniques presented here bring noticeable speed ups - from a few percent to a near halving of computational time - while often bringing substantial memory reductions at the same time: reducing the memory requirement to just a third or even one eighth of the memory usage of the current state of the art is not uncommon. Detailed comparisons can be found in Section 5 and concluding remarks are in Section 6.

## 2 Digit Sets and the Structure of the Unit Group

We begin by recalling some facts on the Frobenius endomorphism $\tau$ and the associated ring $\mathbb{Z}[\tau]$.

For cryptographic applications one works in the group $\mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)$ of the $\mathbb{F}_{3^{m}-}$ rational points of the curve $\mathcal{E}_{3, \mu}$, where $m$ is an integer not divisible by either 2 or 3 , and it is usually assumed that $\mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)$ contains a unique large subgroup $G$ of prime order $p$. Cryptographic computations then take place in $G$.

The Frobenius endomorphism

$$
\tau: \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right) \rightarrow \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right), \quad(x, y) \mapsto\left(x^{3}, y^{3}\right)
$$

is such that $\tau^{2}(P)-3 \mu \tau(P)+3 \cdot P=0$ for all points $P$ on the curve; in other words, the relation

$$
\begin{equation*}
\tau^{2}-3 \mu \tau+3=0 \tag{2}
\end{equation*}
$$

holds in the endomorphism ring of the curve. Prompted by this, we can identify $\tau$ with a imaginary quadratic solution of the last equation

$$
\begin{equation*}
\frac{3 \mu+\sqrt{-3}}{2} \tag{3}
\end{equation*}
$$

which we also call $\tau$. This induces an isomorphism (of rings with unit) between the ring $\mathbb{Z}[\tau]$ and the endomorphism ring of $\mathcal{E}_{3, \mu}$, which also maps 1 to the identity map on the curve and any rational integer $n$ to the multiplication-by$n$ isogeny. This endomorphism allows for a fast scalar multiplication based on expansions of scalars to the base of $\tau$.

We recall that $\mathbb{Z}[\tau]$ is a factorial ring (it is a quadratic order of class number 1 ). Also, since $\tau$ is prime, an element of $\mathbb{Z}[\tau]$ is coprime to $\tau$ if and only if $\tau$ does not divide it. Let

$$
\begin{equation*}
\zeta:=\frac{1-\mu \sqrt{-3}}{2}, \tag{4}
\end{equation*}
$$

such that $\zeta$ is a primitive sixth root of unity. The complex conjugate of $\tau$ will be denoted by $\bar{\tau}$, and $\bar{\tau}=\zeta \tau$ holds. These numbers act as follows as endomorphisms on the curve:

$$
\begin{aligned}
& \zeta:(x, y) \mapsto(x+\mu,-y) \\
& \bar{\tau}:(x, y) \mapsto\left(x^{3}+\mu,-y^{3}\right) .
\end{aligned}
$$

Since $3=\tau \bar{\tau}=\zeta \tau^{2}$, tripling is an efficient operation as well:

$$
3:(x, y) \mapsto\left(x^{9}+\mu,-y^{9}\right)
$$

We see that $\tau$ and $\bar{\tau}$ are conjugated in the sense that their ratio is a unit, hence they are essentially the same base and they cannot be used in a double-base or in a double-loop scalar multiplication methods such as those from [2]4].

Now we consider the construction of useful digit sets using the algebraic numbers we have just defined.

Similarly to Solinas [24], one can take one representative from each residue class modulo $\tau^{w}$ which is relatively prime to $\tau$ (a reduced residue system modulo $\tau$ ) together with the zero to form a digit set $\mathcal{D}$ for expansions of integers $z \in \mathbb{Z}[\tau]$ :

$$
\begin{equation*}
z=\sum_{i=0}^{\ell} d_{i} \tau^{i} \tag{5}
\end{equation*}
$$

If, for a given scalar $z$, such an expansion exists, we can use it to design a scalar multiplication method on $\mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)$ : First, we precompute and store all elements of the form $d \cdot P$ for $P \in \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)$, and then we can compute $z \cdot P$ by a Horner scheme:

$$
\tau\left(\tau\left(\cdots \tau\left(\tau\left(\tau\left(d_{\ell} P\right)+d_{\ell-1} P\right)+d_{\ell-2} P\right)+\cdots+d_{2} P\right)+d_{1} P\right)+d_{0} P
$$

An important desirable property for expansions (5) is that each block of $w$ consecutive digits $d_{i}, d_{i+1}, \ldots, d_{i+w-1}$ contains at most one non-zero. Such an expansion is called a $\mathcal{D}$ - $w$-NAF and a digit set $\mathcal{D}$ is called a $w$-Non-Adjacent-Digit-Set, or $w$-NADS, if every integer $z \in \mathbb{Z}[\tau]$ admits a $\mathcal{D}$ - $w$-NAF. In analogy to the characteristic two case (cf. Solinas [24]), we can choose the elements of the digit set to be of minimal norm in their residue classes modulo $\tau^{w}$. However, this only guarantees the existence of expansions for $w \geqslant 2$. Smart [23] works in a more general setting with, essentially, $w=1$ and smallest rational integer digits (and works in general odd characteristic): in characteristic three, in order to guarantee termination, he needs an expansion with digits $\{0, \pm 1, \pm 2\}$ where at most one digit is exceptionally allowed to take value 2 or -2 . In fact, Blake, Kumar Murty and Xu [10], observed that $\{0, \pm 1\}$ is not a 1-NADS: Indeed, if we try to expand $\zeta$ we obtain the infinite expansion

$$
\zeta=-1-\mu \tau-\tau^{2}-\mu \tau^{3}-\tau^{4}-\mu \tau^{5}-\ldots
$$

In what follows we shall therefore assume $w \geqslant 2$. Blake, Kumar Murty and Xu proved that a digit set of minimal norm representatives is a $w$-NADS. One of Koblitz' results can be formulated as saying that $\{0\} \cup\langle\zeta\rangle$ is a 2 -NADS.

A big difference with respect to the characteristic two case is that in a given residue class modulo $\tau^{w}$ an element of minimal norm is not necessarily unique (in [5] it is fully explained when this happens, but we do not need this here). However, one is not forced to take an element from each of the $6 \times 3^{w-2}$ residue classes coprime to $\tau$ and store all the corresponding precomputations: Blake, Kumar Murty and Xu [10, Section 4.2] use a signed expansion to reduce the memory requirement by a factor of 2 , i.e., to $3^{w-1}$ points.

But, there are other ways of constructing digit sets, and their structure can be used to design alternative scalar multiplication schemes. To achieve this, we first prove a structure theorem for the unit group of $\mathbb{Z}[\tau]$ modulo $\tau^{w}$, for each natural number $w$. In particular we shall prove that this group is the direct product of (up to) three cyclic subgroups. Clearly, taking representatives of each class in this group will yield a reduced residue system modulo $\tau^{w}$. Since the digit sets we consider in this paper consist of zero and of a reduced residue system modulo $\tau^{w}$, the structure theorem will allow us to construct digit sets whose elements are products of powers of three fixed elements.

The decomposition of $\left(\mathbb{Z}[\tau] / \tau^{w} \mathbb{Z}[\tau]\right)^{\times}$can also be derived, with some effort, from Nakagoshi's much more general results for generic unit groups of residue classes of orders of number fields modulo powers of arbitrary prime ideals 21 or from Halter-Koch's classification [17] for quadratic orders. However, the proof we give here is direct and much simpler, the expressions for the generators are explicit, and the generators also enjoy the property that they correspond to endomorphisms of $\mathcal{E}_{3, \mu}$ that lend themselves to efficient evaluation.

Theorem 1. We have

$$
\begin{aligned}
\left(\frac{\mathbb{Z}[\tau]}{\tau \mathbb{Z}[\tau]}\right)^{\times} & =\langle-1\rangle & \simeq \frac{\mathbb{Z}}{2 \mathbb{Z}} \\
\left(\frac{\mathbb{Z}[\tau]}{\tau^{w} \mathbb{Z}[\tau]}\right)^{\times} & =\langle\zeta\rangle \times\left\langle 1+\mu \tau^{3}\right\rangle \times\langle-2\rangle & \simeq \frac{\mathbb{Z}}{6 \mathbb{Z}} \times \frac{\mathbb{Z}}{3^{\lfloor w / 2\rfloor-1} \mathbb{Z}} \times \frac{\mathbb{Z}}{3^{\lceil w / 2\rceil-1} \mathbb{Z}}, w \geqslant 2
\end{aligned}
$$

Here $\langle\alpha\rangle$ denotes the group generated by $\alpha$ in $\left(\mathbb{Z}[\tau] / \tau^{w} \mathbb{Z}[\tau]\right)^{\times}$.
Remark 1. For $w=2$, the subgroups generated by $1+\mu \tau^{3}$ and -2 in the unit group $\left(\mathbb{Z}[\tau] / \tau^{w} \mathbb{Z}[\tau]\right)^{\times}$are degenerated, i.e., they are the trivial group with one element, and for $w=3$ only $\left\langle 1+\mu \tau^{3}\right\rangle$ is trivial. For $w \geqslant 4$ all three factor subgroups are not trivial.

Once the structure of $\left(\mathbb{Z}[\tau] / \tau^{w} \mathbb{Z}[\tau]\right)^{\times}$is given, a digit set for integer expansions can be built in such a way that we take one element from each residue class modulo $\tau^{w}$ that is not divisible by $\tau$. It suffices to take each $d=d_{1} d_{2} d_{3}$ with $d_{1} \in\langle\zeta\rangle, d_{2} \in\left\langle 1+\mu \tau^{3}\right\rangle$, and $d_{3} \in\langle-2\rangle$. The resulting digit set is invariant by multiplication by $\zeta$, i.e., under rotation of the complex plane by $\pi / 3$. The structure of this digit set will be exploited in the scalar multiplication algorithms that will be introduced in Sections 3 and 5

In order to prove Theorem 1 we need first to compute the orders of the asserted generators modulo $\tau^{w}$.

Lemma 1. Let $k \geqslant 2, a \in \mathbb{Z}[\tau]$ with $\tau \nmid a$ and $w \geqslant k-1$. Then

$$
\begin{equation*}
\operatorname{ord}_{\tau^{w}}\left(1+a \tau^{k}\right)=3^{\lceil(w-k) / 2\rceil} \tag{6}
\end{equation*}
$$

In particular, we have
(a) $\operatorname{ord}_{\tau^{w}}\left(1+\mu \tau^{3}\right)=3^{\lfloor w / 2\rfloor-1}$ for $w \geqslant 2$,
(b) $\operatorname{ord}_{\tau^{w}}(-2)=3^{\lceil w / 2\rceil-1}$ for $w \geqslant 1$,
(c) $\operatorname{ord}_{\tau^{w}}(1+\mu \tau)=3^{\lceil w / 2\rceil-1}$ for $w \geqslant 3$,
(d) $\operatorname{ord}_{\tau^{w}}(\zeta)=6$ for $w \geqslant 2$,
where $\operatorname{ord}_{\tau^{w}}(\alpha)$ denotes the order of $\alpha$ in $\left(\mathbb{Z}[\tau] / \tau^{w} \mathbb{Z}[\tau]\right)^{\times}$, i.e., the least positive exponent $r$ such that $\alpha^{r} \equiv 1\left(\bmod \tau^{w}\right)$.

Proof (Lemma 1). We first prove

$$
\begin{equation*}
\left(1+a \tau^{k}\right)^{3^{\ell}} \equiv 1+a \zeta^{\ell} \tau^{k+2 \ell} \quad\left(\bmod \tau^{2 k+2 \ell}\right) \tag{7}
\end{equation*}
$$

by induction on $\ell \geqslant 0$. For $\ell=0$, (7) holds trivially. Assume that

$$
\left(1+a \tau^{k}\right)^{3^{\ell}}=1+a \zeta^{\ell} \tau^{k+2 \ell}+b \tau^{2 k+2 \ell}
$$

for some $b \in \mathbb{Z}[\tau]$. Then we have

$$
\begin{aligned}
\left(1+a \tau^{k}\right)^{3^{\ell+1}} & =\left(1+a \zeta^{\ell} \tau^{k+2 \ell}+b \tau^{2 k+2 \ell}\right)^{3} \equiv 1+3 a \zeta^{\ell} \tau^{k+2 \ell} \\
& \equiv 1+a \zeta^{\ell+1} \tau^{k+2 \ell+2} \quad\left(\bmod \tau^{2+2 k+2 \ell}\right)
\end{aligned}
$$

as $3=\zeta \tau^{2}$, which concludes the proof of (7).
We set $\ell=\left\lceil\frac{w-k}{2}\right\rceil$, which results in $k+2(\ell-1)<w \leqslant k+2 \ell$. As $\tau \nmid a \zeta^{\ell-1}$ (note that $\zeta$ is a unit in $\mathbb{Z}[\tau]$ ), this leads to

$$
\left(1+a \tau^{k}\right)^{3^{\ell}} \equiv 1 \quad\left(\bmod \tau^{w}\right), \quad\left(1+a \tau^{k}\right)^{3^{\ell-1}} \not \equiv 1 \quad\left(\bmod \tau^{w}\right)
$$

Thus $\operatorname{ord}_{\tau^{w}}\left(1+a \tau^{k}\right)$ divides $3^{\ell}$, but does not divide $3^{\ell-1}$. We conclude that $\operatorname{ord}_{\tau^{w}}\left(1+a \tau^{k}\right)=3^{\lceil(w-k) / 2\rceil}$, as requested.

The assertion for the special case $1+\mu \tau^{3}$ follows immediately from (6) by noting that $\left\lceil\frac{w-1}{2}\right\rceil=\left\lfloor\frac{w}{2}\right\rfloor$.

In order to determine the order of -2 , we note that $-2=1-3=1-\zeta \tau^{2}$, from which the result follows immediately.

Next, we have $(1+\mu \tau)^{3}=1+(4-2 \mu \tau) \tau^{4}$. Thus $^{\operatorname{ord}_{\tau} w}\left((1+\mu \tau)^{3}\right)=3^{\lceil w / 2\rceil-2}$ for $w \geqslant 3$, which implies $\operatorname{ord}_{\tau^{w}}(1+\mu \tau)=3^{\lceil w / 2\rceil-1}$ for $w \geqslant 3$.

Finally, as $\zeta$ is a primitive sixth root of unity, we have $\zeta^{6} \equiv 1\left(\bmod \tau^{w}\right)$. As $\zeta^{3}=-1$ and $\tau \nmid 2$, we have $\zeta^{3} \not \equiv 1\left(\bmod \tau^{w}\right)$. Finally, $\zeta^{2}-1=-\mu \tau$ is divisible by $\tau$, but not $\tau^{2}$, whence $\zeta^{2} \not \equiv 1\left(\bmod \tau^{w}\right)$ for $w \geqslant 2$. Thus $\operatorname{ord}_{\tau^{w}}(\zeta)=6$ for $w \geqslant 2$. Of course, this is also a consequence of $\mathcal{D}_{2}$ being a 2 -NADS.

We are now able to prove the theorem.

Proof (Theorem 11). We prove the assertion by induction on $w$. We set $\alpha_{1}=\zeta$, $\alpha_{2}=1+\mu \tau^{3}$ and $\alpha_{3}=-2$.

For $w=1$, there is nothing to show. As $\langle\zeta\rangle$ is known to be a reduced residue system modulo $\tau^{2}$ and $\left\langle\alpha_{2}\right\rangle$ and $\left\langle\alpha_{3}\right\rangle$ are both the trivial group, we are done for $w=2$.

Assume that the result holds for some $w \geqslant 2$. We first prove that $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are independent modulo $\tau^{w+1}$. So we assume that

$$
\begin{equation*}
\alpha_{1}^{a_{1}} \alpha_{2}^{a_{2}} \alpha_{3}^{a_{3}} \equiv 1 \quad\left(\bmod \tau^{w+1}\right) \tag{8}
\end{equation*}
$$

for some $a_{j}$ with $0 \leqslant a_{j}<\operatorname{ord}_{\tau^{w+1}}\left(\alpha_{j}\right)$ for $j \in\{1,2,3\}$. Reducing the relation modulo $\tau^{w}$, i.e.,

$$
\alpha_{1}^{a_{1}} \alpha_{2}^{a_{2}} \alpha_{3}^{a_{3}} \equiv 1 \quad\left(\bmod \tau^{w}\right)
$$

yields $\operatorname{ord}_{\tau^{w}}\left(\alpha_{j}\right) \mid a_{j}$ for all $j \in\{1,2,3\}$.
As $\operatorname{ord}_{\tau^{w+1}}\left(\alpha_{1}\right)=\operatorname{ord}_{\tau^{w}}\left(\alpha_{1}\right)=6$ by Lemma 1, we immediately get $a_{1}=0$.
By Lemma 1 we also have

$$
\begin{aligned}
\operatorname{ord}_{\tau^{w+1}}\left(\alpha_{j}\right) & =\operatorname{ord}_{\tau^{w}}\left(\alpha_{j}\right) \\
\operatorname{ord}_{\tau^{w+1}}\left(\alpha_{k}\right) & =3 \cdot \operatorname{ord}_{\tau^{w}}\left(\alpha_{k}\right)
\end{aligned}
$$

where $\{j, k\}=\{2,3\}$, the appropriate permutation depending on the parity of $w$. More precisely, it is $(j, k)=(2,3)$ for even $w$ and $(j, k)=(3,2)$ for odd $w$.

Thus we also have $a_{j}=0$ and (8) reduces to $\alpha_{k}^{a_{k}} \equiv 1\left(\bmod \tau^{w+1}\right)$, which immediately implies $a_{k}=0$, too. This concludes the proof of the independence of $\alpha_{1}, \alpha_{2}, \alpha_{3}$ modulo $\tau^{w+1}$.

As

$$
\left|\left\langle\alpha_{1}\right\rangle \times\left\langle\alpha_{2}\right\rangle \times\left\langle\alpha_{3}\right\rangle\right|=6 \cdot 3^{\lfloor(w+1) / 2\rfloor-1} \cdot 3^{\lceil(w+1) / 2\rceil-1}=2 \cdot 3^{w}=\left|\left(\frac{\mathbb{Z}[\tau]}{\tau^{w} \mathbb{Z}[\tau]}\right)^{\times}\right|
$$

the generated group has the right cardinality, so $\alpha_{1}, \alpha_{2}, \alpha_{3}$ do generate the unit group.

Remark 2. (i) For $w \geqslant 3$, the generator -2 can be replaced by $1+\mu \tau$. This results from

$$
\begin{equation*}
(1+\mu \tau)=\zeta^{4}\left(1+\mu \tau^{3}\right)(-2)^{-1} \tag{9}
\end{equation*}
$$

and $\operatorname{ord}_{\tau^{w}}(1+\mu \tau)=\operatorname{ord}_{\tau^{w}}(-2)$ for $w \geqslant 3$.
(ii) For even values of $w$ only,

$$
\left(\mathbb{Z}[\tau] / \tau^{w} \mathbb{Z}[\tau]\right)^{\times}=\langle\zeta\rangle \times\langle 1+\mu \tau\rangle \times\langle-2\rangle,
$$

but not for odd $w$. This also follows from (9) and from the fact that $\operatorname{ord}_{\tau^{w}}(1+\mu \tau)=\operatorname{ord}_{\tau^{w}}(-2)$. For odd $w$ these elements generate a subgroup of index 3 of the unit group.
(iii) Further choices of generators are possible, beside $-2,1+\mu \tau$ and $1+\mu \tau^{3}$. These elements have been chosen for two reasons: (a) their relatively small norm leads to an overall well bounded norm of the digit set elements, and (b) we were able to find efficient explicit for them, cf. Section 4 .

## 3 Scalar Multiplication Using a Factored Digit Set

Our next goal is to use the digit sets implied by the decomposition of the unit group of Theorem 1 in a precomputationless scalar multiplication algorithm similar to the one presented in [3] for Koblitz curves in characteristic two. In that case the unit group had a much simpler structure than in the present context, that will require a deeper study. From Theorem 1 we know that for $w \geqslant 2$ a decomposition $\left(\mathbb{Z}[\tau] / \tau^{w} \mathbb{Z}[\tau]\right)^{\times}=\langle\zeta\rangle \times\langle\phi\rangle \times\langle\psi\rangle \simeq \mathbb{Z} / 6 \mathbb{Z} \times \mathbb{Z} / 3^{a} \mathbb{Z} \times \mathbb{Z} / 3^{b} \mathbb{Z}$ exists, where $\phi$ and $\psi$ are suitable elements of $\mathbb{Z}[\tau]$ identified with the corresponding elements of the endomorphism ring of $\mathcal{E}_{3, \mu}$. Clearly, $a+b=w-2$. Assume further that we can write a scalar $z$ in the form

$$
\begin{equation*}
z=\sum_{i=0}^{m} \varepsilon_{i}\left(\phi^{f_{i}} \psi^{g_{i}}\right) \tau^{i} \tag{10}
\end{equation*}
$$

where $0 \leqslant f_{i}<3^{a}, 0 \leqslant g_{i}<3^{b}$, and $\varepsilon_{i}=0$ or $\varepsilon_{i}=\zeta^{\ell}$ with $0 \leqslant \ell<6$. This is a $\tau$-adic expansion where the digit set is factored as the product of three subgroups $\langle\zeta\rangle,\langle\phi\rangle$ and $\langle\psi\rangle$.

We can thus perform a scalar multiplication by means of scalar multiplication Algorithm 1 on the next page, whose correctness is an easy fact, as it simply consists of three nested Horner schemes, the two outer ones looping on the exponents of $\phi$ and $\psi$, the inner one on the exponents of $\tau$. Note that for $w=2$ we must have $a=b=0$ and for $w=3$ one of $a, b$ must be zero (cf. Remark (1), in which cases the algorithm simplifies because there will be less nested loops.

By an easy generalization of Koblitz' arguments (cf. the end of the proof of Theorem 1 in [20]) it can be proved that the expected density of a $w$-NAF expansion is $2 /(2 w+1)$. Note that these arguments do not apply exclusively to expansions using minimal norm digits.

The expansion (10) can also be viewed as a triple base representation of the scalar $z$. Double base representations have been already considered for supersingular Koblitz curves, see for instance [2], where the possibility of using the bases 2 and 3 is mentioned but not analyzed, and in particular a rotational symmetry of the digit set, such as the one that we exploit in our algorithms, is not present.

From Theorem 1 and Remark 2 we know that we can take $\zeta,-2$ and, depending on the parity of $w$, either $1+\mu \tau$ or $1+\mu \tau^{3}$ to generate a reduced residue set modulo $\tau^{w}$, and thus a digit set $\mathcal{D}_{w}$. In order to guarantee that any $\tau$-adic expansion terminates, we follow the same approach as in 34], which consists in reducing the value of the parameter $w$ if the norm of the input becomes too small. As in 34] it is easy to verify that this has a minimal and asymptotically negligible impact on the weight of the expansion.

In the next section we consider the efficient implementation of the endomorphisms associated to the ring elements $-2,1+\mu \tau$ and $1+\mu \tau^{3}$. Since the innermost loops of Algorithm 1 are performed more often, it is a good idea to place the most expensive operation in the outermost loop and the computationally cheapest one in the innermost loop - in other words $\psi$ should be less expensive than $\phi$. In Section 5e shall reconsider Algorithm 1 and some variants, and estimate the costs of scalar multiplication.

```
Algorithm 1. Low-memory \(\tau\)-adic Scalar Multiplication on Koblitz Curves
INPUT: \(P=(x, y) \in \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)\), scalar \(z\) represented as in Equation (10)
OUTPUT: \(z P\)
```

```
\(Q \leftarrow 0\)
```

$Q \leftarrow 0$
for $j=3^{a}-1$ to 0 do
for $j=3^{a}-1$ to 0 do
$Q \leftarrow \phi Q \quad$ [skip first time]
$Q \leftarrow \phi Q \quad$ [skip first time]
$R \leftarrow 0$
$R \leftarrow 0$
for $k=3^{b}-1$ to 0 do
for $k=3^{b}-1$ to 0 do
$R \leftarrow \psi R \quad$ [skip first time]
$R \leftarrow \psi R \quad$ [skip first time]
$S \leftarrow 0$
$S \leftarrow 0$
for $i=m-1$ to 0 do
for $i=m-1$ to 0 do
$S \leftarrow \tau S \quad$ [skip first time]
$S \leftarrow \tau S \quad$ [skip first time]
if ( $\varepsilon_{i} \neq 0$ and $f_{i}=j$ and $g_{i}=k$ ) then
if ( $\varepsilon_{i} \neq 0$ and $f_{i}=j$ and $g_{i}=k$ ) then
let $\varepsilon_{i}=\zeta^{\ell}$ with $0 \leqslant \ell \leqslant 5$
let $\varepsilon_{i}=\zeta^{\ell}$ with $0 \leqslant \ell \leqslant 5$
switch $\ell$
switch $\ell$
case 0: $S \leftarrow S+(x, y)$
case 0: $S \leftarrow S+(x, y)$
case 1: $S \leftarrow S+(x+\mu,-y)$
case 1: $S \leftarrow S+(x+\mu,-y)$
case $2: \quad S \leftarrow S+(x-\mu, y)$
case $2: \quad S \leftarrow S+(x-\mu, y)$
case 3: $S \leftarrow S+(x,-y)$
case 3: $S \leftarrow S+(x,-y)$
case 4: $S \leftarrow S+(x+\mu, y)$
case 4: $S \leftarrow S+(x+\mu, y)$
case 5: $S \leftarrow S+(x-\mu,-y)$
case 5: $S \leftarrow S+(x-\mu,-y)$
$R \leftarrow R+S$
$R \leftarrow R+S$
$Q \leftarrow Q+R$
$Q \leftarrow Q+R$
return $Q$

```
    return \(Q\)
```


## 4 Group Operations on the Curve

In this section we show how to evaluate $1+\mu \tau$ efficiently when the curve $\mathcal{E}_{3, \mu}$ is represented using different coordinate systems. We could not find an optimized evaluation of $1+\mu \tau^{3}$, that is, just adding $P$ and $\mu \tau^{3}(P)$ together seems to be the most efficient way of evaluating this endomorphism.

The costs of the various operations on the curve in different coordinate systems are compared $\S \boxed{4.5}$, in order to choose the best coordinate system for our scalar multiplication algorithms.

### 4.1 Explicit Formulae for $(1+\mu \tau)$ in Affine Coordinates

In this subsection as well as in the following three we discuss how to explicitly compute the image of a point $P$ on $\mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right) \backslash \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3}\right)$ under the endomorphism $(1+\mu \tau) P$ using different coordinate systems. We begin with affine coordinates.

For three points $P_{i}:=\left(x_{i}, y_{i}\right), i=1,2,3$ on the curve, in the case that $P_{1} \neq \pm P_{2}$, the expression $P_{1}+P_{2}=P_{3}$ holds with

$$
\begin{equation*}
x_{3}=\left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right)^{2}-\left(x_{1}+x_{2}\right) \quad \text { and } \quad y_{3}=y_{1}+y_{2}-\left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right)^{3} \tag{11}
\end{equation*}
$$

If we take $P_{2}=\mu \tau P_{1}$, then $\left(x_{2}, y_{2}\right)=\left(x_{1}^{3}, \mu y_{1}^{3}\right)$. For simplicity let us now omit the index 1 in what follows. We obtain

$$
x_{3}=\left(\frac{\mu y^{3}-y}{x^{3}-x}\right)^{2}-\left(x+x^{3}\right) \quad \text { and } \quad y_{3}=y+\mu y^{3}-\left(\frac{\mu y^{3}-y}{x^{3}-x}\right)^{3}
$$

Making use of the facts that $x^{3}-x=y^{2}+\mu$ and $\mu^{2}=1$ and that we are over a field of characteristic three, after a few manipulations we obtain compact expressions for $x_{3}$ and $y_{3}$,

$$
\begin{equation*}
x_{3}=x+\mu-\frac{x^{3}-x-\mu}{\left(x^{3}-x\right)^{2}}=x+\mu-\frac{y^{2}}{\left(x^{3}-x\right)^{2}} \quad \text { and } \quad y_{3}=y-\frac{y^{3}}{\left(x^{3}-x\right)^{3}} \tag{12}
\end{equation*}
$$

that will be the starting point to obtain explicit formulae in different coordinate systems.

### 4.2 Projective Coordinates

This is a standard coordinate system for elliptic curves, where a finite point $(x, y)$ is represented as $[X: Y: Z]$ with $x=X / Z$ and $y=Y / Z$. For the purpose of computing on supersingular elliptic curves over fields of characteristic three it has been first used by Koblitz [20]. Koblitz' formulae have been improved by Barreto, Kim, Lynn, and Scott 6].

To obtain an explicit formula consider expressions (12), first replace $x, y$ with $X / Z$ and $Y / Z$ in the two formulae for $x_{3}$ and in the formula for $y_{3}$. Upon simplification, two rational expressions are obtained. Making their denominators equal and taking this value as the $Z$-coordinate $Z_{3}$ finally yields:

$$
\left\{\begin{array}{l}
X_{3}=\left((X+\mu Z)\left(X^{3}-X Z^{2}\right)^{2}-Y^{2} Z^{5}\right)\left(X^{3}-X Z^{2}\right) \\
Y_{3}=Y\left(X^{3}-X Z^{2}\right)^{3}-Y^{3} Z^{7} \\
Z_{3}=Z\left(X^{3}-X Z^{2}\right)^{3}
\end{array}\right.
$$

This gives us the following operation sequence, where the symbols M, C, I shall denote a multiplication, a cubing and an inversion in $\mathbb{F}_{3^{m}}$. (We do not distinguish between multiplication and squaring.)

| Computing $(1+\mu \tau)$ | in projective coordinates |  |
| :--- | :--- | :--- |
| Input: $[X: Y: Z]$ | - | Output: $\left[X_{3}: Y_{3}: Z_{3}\right]=(1+\mu \tau)[X: Y: Z]$ |
| Operation | Cost | Remark |
| $A \leftarrow X^{3}-X Z^{2}$ | $2 \mathrm{M}+1 \mathrm{C}$ | save $Z^{2}$ |
| $B \leftarrow A^{3}$ | 1 C | - |
| $Z_{3} \leftarrow Z B$ | 1 M | - |
| $Y_{3} \leftarrow Y B-\left(Y Z^{2}\right)^{3} Z$ | $3 \mathrm{M}+1 \mathrm{C}$ | save $Y Z^{2}$ |
| $X_{3} \leftarrow X B+\mu Z_{3}-\left(Y Z^{2}\right)^{2} Z A$ | 4 M | - |
| Total cost: | $10 \mathrm{M}+3 \mathrm{C}$ |  |

### 4.3 Jacobian Coordinates

These coordinates have been introduced in the context of curves in characteristic three by Harrison, Page and Smart in [18], where they are called projective, but they are long known, see for instance [13] and, for cryptographic applications [14]. In order to distinguish them from those described in $\$ 4.2$ and in accordance with the rest of the literature on elliptic curves we instead call them Jacobian. In Jacobian coordinates the affine point $(x, y)$ is represented as $\langle X: Y: Z\rangle=(x, y)$, where $x=X / Z^{2}$ and $y=Y / Z^{3}$.

As in the projective case our starting point are the addition formulae (11) specialized for the case where $P_{2}=\mu \tau P_{1}$ and simplified, i.e., (12). Putting $x=X / Z^{2}$ and $y=Y / Z^{3}$ in the formulae for $x_{3}$ and in the formula for $y_{3}$ and proceeding as above we obtain

$$
\left\{\begin{array}{l}
X_{3}=\left(\left(X+\mu Z^{2}\right)\left(X^{3}-X Z^{4}\right)^{2}-Y^{2} Z^{8}\right) Z\left(X^{3}-X Z^{4}\right) \\
Y_{3}=Y\left(X^{3}-X Z^{4}\right)^{3}-Y^{3} Z^{12} \\
Z_{3}=Z^{3}\left(X^{3}-X Z^{4}\right)^{3}
\end{array}\right.
$$

We obtain the following operation sequence:

| Computing $(1+\mu \tau)$ | in Jacobian coordinates |  |
| :--- | :--- | :--- |
| Input: $\langle X: Y: Z\rangle$ | Output: $\left\langle X_{3}: Y_{3}: Z_{3}\right\rangle=(1+\mu \tau)\langle X: Y: Z\rangle$ |  |
| Operation | Cost | Remark |
| $A \leftarrow X^{3}-X Z^{4}$ | $2 \mathrm{M}+2 \mathrm{C}$ | save $Z^{4}$ |
| $B \leftarrow A^{3}$ | 1 C | - |
| $Z_{3} \leftarrow(Z A)^{3}$ | $1 \mathrm{M}+1 \mathrm{C}$ | save $Z A$ |
| $Y_{3} \leftarrow Y B-\left(Y Z^{4}\right)^{3}$ | $2 \mathrm{M}+1 \mathrm{C}$ | save $Y Z^{4}$ |
| $X_{3} \leftarrow\left[\left(X+\mu Z^{2}\right) A^{2}-\left(Y Z^{4}\right)^{2}\right](Z A)$ | 5 M | - |
| Total cost: |  | $10 \mathrm{M}+5 \mathrm{C}$ |

### 4.4 Modified Jacobian Coordinates

With these coordinates, introduced by Kim and Negre [19], an affine point $(x, y)$ on $\mathcal{E}_{3, \mu}$ is represented by the quadruple $\langle X: Y: Z: T\rangle$, where $x=X / Z^{2}$ and $y=$ $Y / Z^{3}$ as before, and $T=Z^{2}$. The explicit formula in this case is obtained by modifying the formula in $\S 4.3$.

| Computing $(1+\mu \tau)$ | in modified Jacobian coordinates |  |  |  |  |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Input: $\langle X: Y: Z: T\rangle$ | - | Output: $\left\langle X_{3}: Y_{3}: Z_{3}: T_{3}\right\rangle=(1+\mu \tau)\langle X: Y: Z: T\rangle$ |  |  |  |
| Operation | Cost | Remark |  |  |  |
| $A \leftarrow X^{3}-X T^{2}$ | $2 \mathrm{M}+1 \mathrm{C}$ | save $T^{2}$ |  |  |  |
| $B \leftarrow A^{3}$ | 1 C | - |  |  |  |
| $Z_{3} \leftarrow(Z A)^{3}$ | $1 \mathrm{M}+1 \mathrm{C}$ | save $Z A$ |  |  |  |
| $Y_{3} \leftarrow Y B-\left(Y T^{2}\right)^{3}$ | $2 \mathrm{M}+1 \mathrm{C}$ | save $Y T^{2}$ |  |  |  |
| $X_{3} \leftarrow\left[(X+\mu T) A^{2}-\left(Y T^{2}\right)^{2}\right](Z A)$ | 4 M | - |  |  |  |
| $T_{3} \leftarrow Z_{3}^{2}$ | 1 M | - |  |  |  |
| Total cost: |  |  |  | $10 \mathrm{M}+4 \mathrm{C}$ |  |

### 4.5 Costs of Operations in Different Systems

We now tabulate the costs of several operations on an elliptic curve $\mathcal{E}_{3, \mu}$.

| Coordinates $\rightarrow$ | Affine | Projective | Jacobian | Modified |
| :---: | :---: | :---: | :---: | :---: |
| $\downarrow$ Operation |  |  |  | Jacobian |
| ADD | $1 \mathrm{I}+3 \mathrm{M}$ | $14 \mathrm{M}+1 \mathrm{C}$ | $12 \mathrm{M}+4 \mathrm{C}$ | $11 \mathrm{M}+4 \mathrm{C}$ |
| mADD | NA | $9 \mathrm{M}+2 \mathrm{C}$ | $8 \mathrm{M}+3 \mathrm{C}$ | $7 \mathrm{M}+3 \mathrm{C}$ |
| DBL (also -2) | $1 \mathrm{I}+2 \mathrm{M}$ | $11 \mathrm{M}+1 \mathrm{C}$ | $7 \mathrm{M}+2 \mathrm{C}$ | $6 \mathrm{M}+4 \mathrm{C}$ |
| TPL | 4 C | 6 C | $1 \mathrm{M}+6 \mathrm{C}$ | 8 C |
| $\bar{\tau}$ | 2 C | 3 C | 3 C | 4 C |
| $1+\mu \tau$ | $1 \mathrm{I}+2 \mathrm{M}+3 \mathrm{C}$ | $10 \mathrm{M}+3 \mathrm{C}$ | $10 \mathrm{M}+5 \mathrm{C}$ | $10 \mathrm{M}+4 \mathrm{C}$ |
| $1+\mu \tau^{3}$ | $1 \mathrm{I}+3 \mathrm{M}+6 \mathrm{C}$ | $14 \mathrm{M}+10 \mathrm{C}$ | $12 \mathrm{M}+13 \mathrm{C}$ | $11 \mathrm{M}+16 \mathrm{C}$ |

ADD, DBL, and TPL denote addition of two different points, doubling and tripling of a point, respectively. The prefix m is used to denote a mixed addition, i.e., addition of a point given in affine coordinates to a point in a non-affine coordinate system (in other words, $Z_{2}=1$ ), with a result in the same coordinate system of the second point. We did not find gains with repeated additions, i.e. when a given point is added to several inputs, except with standard Jacobian coordinates, where one M can be saved in the ADD. In Jacobian and modified Jacobian coordinates we save a cubing for the generic addition and nothing for the mixed addition. As symbols, $\tau, 1+\mu \tau$, and $1+\mu \tau^{3}$ denote the application of the corresponding endomorphisms.

Remark 3. (i) The costs for the projective operations have been inferred from the formulae in [20] (with some obvious simplifications) and [6].
(ii) For mADD in Jacobian coordinates we started with the formula for ADD in [18], which we report here for the reader's convenience:

$$
\begin{gathered}
\lambda_{1} \leftarrow X_{1} Z_{2}^{2}, \quad \lambda_{2} \leftarrow X_{2} Z_{1}^{2}, \quad \lambda_{3} \leftarrow \lambda_{1}-\lambda_{2}, \quad \lambda_{4} \leftarrow Y_{1} Z_{2}^{3}, \\
\lambda_{5} \leftarrow Y_{2} Z_{1}^{3}, \quad \lambda_{6} \leftarrow \lambda_{4}-\lambda_{5}, \quad \lambda_{7} \leftarrow \lambda_{1}+\lambda_{2}, \quad \lambda_{8} \leftarrow \lambda_{4}+\lambda_{5}, \\
Z_{3} \leftarrow Z_{1} Z_{2} \lambda_{3}, \quad X_{3} \leftarrow \lambda_{6}^{2}-\lambda_{7} \lambda_{3}^{2}, \quad Y_{3} \leftarrow \lambda_{8} \lambda_{3}^{3}-\lambda_{6}^{3} .
\end{gathered}
$$

Putting $Z_{2}=1$ we save $1 \mathrm{M}+1 \mathrm{~S}$ in first step, then $1 \mathrm{M}+1 \mathrm{C}$ in the fourth step. Note that $\lambda_{1}=X_{1}$ and $\lambda_{4}=Y_{1}$, but no further savings come from this. However, in the computation of $Z_{3}$ one last M is saved. This brings the total cost to $8 \mathrm{M}+3 \mathrm{C}$.
(iii) The formulae and relative costs for ADD, DBL, and TPL in modified Jacobian coordinates have been taken from [19].

Modified Jacobian coordinates are then the fastest system, as long as a field inversion is slow. In fact, according to [18] and [1], a field inversion costs more than ten field multiplications already for relatively small fields. Therefore, we shall use the modified Jacobian coordinate system in the sequel.

## 5 Further Improvements to Scalar Multiplication

Let us have another look at Algorithm 1 it will be the starting point for a few additional scalar multiplication methods.
Trading Frobenius Operations for Basis Conversions: If cubings are not extremely inexpensive or even essentially for free (such as with normal bases) they can easily become the dominant operation in Algorithm 1 In fact, there are $2 \cdot 3^{w} m$ of them.

Therefore one can envision the alternative approach of converting the coordinates of $S$ to a normal basis representation before applying a power of $\tau$ (that in normal basis representation has nearly no computational cost) and then converting back to polynomial basis representation before adding $\zeta^{\ell} P$ to it. By means of this, $2 \cdot 3^{w} m$ cubings are replaced by two basis conversion per coordinate of $S$ for each non-zero digit, i.e., about $8 \cdot \frac{2}{2 w+1} m$ basis conversions (assuming modified Jacobian coordinates). However, there is a more efficient approach based on the same idea: Instead of applying powers of $\tau$ to $S$ and adding $P$, we convert instead the base point $P$ to normal basis representation and apply $\tau^{i}$ before converting it back, applying $\zeta^{\ell}$ and adding the resulting point to $S$. This is Algorithm 2, Only 2 basis conversions at the beginning plus 2 more for each non-zero digit in the expansion are necessary, i.e., about $2+2 \cdot \frac{2}{2 w+1} m$. This is similar to the method used in [4] for elliptic Koblitz curves in characteristic two. This approach can be advantageous, but only for relatively large values of $m$ and $w$, since a basis conversion can be quite expensive: Whereas for characteristic two one such operation takes about the same time as one polynomial basis multiplication [15, in characteristic three the cost can be between two and three polynomial basis multiplications.
A Different Kind of Tradeoff: The biggest advantages of Algorithms 1 and 2 lie in their minimal memory requirements, but if cubings or basis conversions are not completely negligible, performance will not be their biggest strength. However, one can exploit the structure of the unit group in a more subtle way, to store only about $O\left(3^{w / 2}\right)$ precomputed points instead of $O\left(3^{w}\right)$ to perform a width- $w$ windowed scalar multiplication.

In the notation of Section 3 and in particular of Equation (10), this idea consists in (i) precomputing and storing all the points $\phi^{j}(P)$ for $0 \leqslant j<3^{a}$, and then (ii) using a double Horner scheme on double base representation $z=$ $\sum_{i=0}^{m}\left(\varepsilon_{i} \phi^{f_{i}}\right) \psi^{g_{i}} \tau^{i}$ with bases $\tau$ and $\psi$, and digits $\varepsilon_{i} \phi^{f_{i}}$, in place of the triple Horner scheme of Algorithm 1. It is clear now how to write down the methods: Algorithms 3 and 4 on page 124 are the "square root sized digit set" variants of Algorithms 1 and 2, respectively.

Comparisons: We now compare the performance and memory consumption of these algorithms to other methods presented in the scientific literature. The results are summarized in Tables 1 and 2 on page 125. We now describe our approach to the comparisons:
(i) We consider here the simple $\tau$-adic scalar multiplication from Koblitz 20], corresponding to a $\tau$-adic 2 -NAF with digit set $\{0\} \cup\langle\zeta\rangle$, the windowed

```
Algorithm 2. Low-memory \(\tau\)-adic Scalar Multiplication on Koblitz Curves with basis
conversions
INPUT: \(P=(x, y) \in \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)\), scalar \(z\) represented as in Equation (10)
OUTPUT: \(z P\)
```

```
\(Q \leftarrow 0\)
```

$Q \leftarrow 0$
$\widehat{P} \leftarrow$ normal_basis $(P)$
$\widehat{P} \leftarrow$ normal_basis $(P)$
for $j=3^{a}-1$ to 0 do
for $j=3^{a}-1$ to 0 do
$Q \leftarrow \phi Q \quad$ [skip first time]
$Q \leftarrow \phi Q \quad$ [skip first time]
$R \leftarrow 0$
$R \leftarrow 0$
for $k=3^{b}-1$ to 0 do
for $k=3^{b}-1$ to 0 do
$R \leftarrow \psi R \quad$ [skip first time]
$R \leftarrow \psi R \quad$ [skip first time]
$S \leftarrow 0$
$S \leftarrow 0$
for $i=0$ to $m-1$ do
for $i=0$ to $m-1$ do
if $\left(\varepsilon_{i} \neq 0\right.$ and $f_{i}=j$ and $g_{i}=k$ ) then
if $\left(\varepsilon_{i} \neq 0\right.$ and $f_{i}=j$ and $g_{i}=k$ ) then
$S \leftarrow S+\varepsilon_{i}$ polynomial_basis $\left(\tau^{i} \widehat{P}\right)$
$S \leftarrow S+\varepsilon_{i}$ polynomial_basis $\left(\tau^{i} \widehat{P}\right)$
$R \leftarrow R+S$
$R \leftarrow R+S$
$Q \leftarrow Q+R$
$Q \leftarrow Q+R$
return $Q$

```
    return \(Q\)
```

method from 10 for $w \geqslant 3$, and our four algorithms. Note that we extend the method from [10] also to $w=5$ (since, for large $m, w=3$ or $w=4$ are no longer optimal). For completeness we also report the operation counts for Smart's method 23 specialized to characteristic three.
(ii) Seven different field sizes $\mathbb{F}_{3^{m}}$ with $m=97,163,193,239,509,773$ and 1223 , and two representations of the fields - normal basis and polynomial basis - are considered. The first five are fields already considered in the literature, the last two have been chosen to see how the methods scale with the field size, but are not necessarily tied to particular applications.
(iii) All the computational costs are expressed in field multiplications. The cost of a field inversion is taken to be equal to $15,17,20,30,40,60$ and 80 multiplications, respectively for the seven chosen values of $m$, and a cubing is equal to $0.15,0.10,0.09,0.07,0.045,0.037$ and 0.033 multiplications, respectively. Whereas using normal bases a cubing is essentially for free, the cost cannot be ignored when using a polynomial basis, because of the cost of the reduction of a polynomial of degree up to $3(m-1)$ modulo the defining polynomial of the field extension. These values are approximate distillates of the values found in [181] and of our own implementation experiments, and checked against Mitsunari's code [22].
(iv) For each scalar multiplication algorithm parametrized by a "window width" $w$, the cost corresponding to the optimal value of $w$ is given.
(v) For all our algorithms the generators are chosen following the considerations in Remark 2 For even $w$, we take $\{\phi, \psi\}=\{-2,1+\mu \tau\}$ and from Lemma 1 we get $a=b=3^{w / 2-1}$. For odd $w$ we take $\{\phi, \psi\}=\left\{-2,1+\mu \tau^{3}\right\}$;
from Lemma 1 we know that $\operatorname{ord}_{\tau^{w}}(-2)=3^{(w-1) / 2}$, $\operatorname{ord}_{\tau^{w}}\left(1+\mu \tau^{3}\right)=$ $3^{(w-3) / 2}$. If $\psi=-2$, then $a=(w-1) / 2, b=(w-3) / 2$, otherwise (i.e., if $\phi=-2) a=(w-3) / 2, b=(w-1) / 2$.
When different choices of the generators affect the performance, as in Algorithms 3 and 4, we make further case distinctions in the comparisons.
(vi) Memory consumption is given as the number of registers that are required for storing input-dependent points: The method from 10 needs to store the precomputed points other than the base point $P$ itself, and uses an extra variable in the Horner scheme; Algorithm 1 needs to store $Q, R$ and $S$ and Algorithm 2 also storage $\widehat{P}$ and a copy of $\tau^{i} \widehat{P}$ in polynomial basis (cf. in Step 11); Algorithm 3 needs storage for the $3^{a}-1$ points $\phi^{j} P$ with $j>0$, as well as $R, S$; with respect to Algorithm 3, Algorithm 4 needs one register for $P$ in normal basis as well, and one for the point converted in Step 7.

We do not consider the memory conversion matrices (that only apply to Algorithms 2 and (4) since they can be stored statically.
(vii) Algorithms 2 and 4 are not relevant for the normal basis comparison.

A comparison to expansions to the base of three, such as those in [18, seems due. A tripling requires twice as many cubings as a Frobenius operation. Since the density of a simple base-three expansion is $1 / 2$ - higher than the $2 / 5$ of Koblitz' espansion - the method is slower than Koblitz' $\tau$-adic method. Similarly, their nonary method requiring 7 precomputations is slower than the method of Blake, Kumar, and Xu already for $w=3$, with comparable memory requirements.

Double base chains with bases $(2,3)$ such as those presented in [2] make sense when the doubling and tripling operation have both non-trivial costs. While computing the operation chain for a given scalar $z$ one observes that it may end it with: (a) a doubling if $2 \mid z$; (b) a tripling if $3 \mid z$; (c) a doubling and an addition if $2 \nmid z$; or (d) a tripling and an addition/subtraction if $3 \nmid z$. The rest of the chain is the one associated to integers $z / 2, z / 3,(z \pm 1) / 2$ and $(z \pm 1) / 3$ respectively. Now, tripling in our case is always very efficient, but not doubling. Hence, options (c) and (d) are almost always more convenient than (a) also by virtue of of the faster reduction of the intermediate results. Therefore, double base chains almost always degenerate to base-three expansions, which we have just considered.

## 6 Conclusions and Final Remarks

It is clear from Tables 1 and 2 on page 125 that the new methods provide a substantial improvement w.r.t. the state of the art.

1. In the case of fields represented with a polynomial basis, we see that speedups are attained already for small curves. If $w=97$, for instance For instance, the method from [10] is already beaten by Algorithm 2 with a much lower memory usage. For $m=509$, we obtain similar or slightly better performance using Algorithms 3 and [4, but the memory reduction goes from a factor
```
Algorithm 3. Square-root memory usage \(\tau\)-adic Scalar Multiplication on Koblitz
Curves
INPUT: \(P=(x, y) \in \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)\), scalar \(z\) represented as in Equation (10)
OUTPUT: \(z P\)
    for \(j=0\) to \(3^{a}-1\) do Precompute and store \(\phi^{j} P\)
    \(R \leftarrow 0\)
    for \(k=3^{b}-1\) to 0 do
        \(R \leftarrow \psi R, S \leftarrow 0\)
        for \(i=m-1\) to 0 do
            \(S \leftarrow \tau S \quad\) [skip first time]
        if ( \(\varepsilon_{i} \neq 0\) and \(g_{i}=k\) ) then
            \(S \leftarrow S+\varepsilon_{i}\left(\phi^{f_{j}} P\right)\)
                [Use idea from Algo. 1 Steps 1118 with \((x, y)=\phi^{f_{j}} P\) from table]
        \(R \leftarrow R+S\)
    return \(R\)
```

Algorithm 4. Square-root memory usage Scalar Multiplication on Koblitz Curves with basis conversions

```
INPUT: \(P=(x, y) \in \mathcal{E}_{3, \mu}\left(\mathbb{F}_{3^{m}}\right)\), scalar \(z\) represented as in Equation (10)
OUTPUT: \(z P\)
    for \(j=0\) to \(3^{a}-1\) do Precompute and store normal_basis \(\left(\phi^{j} P\right)\)
    \(R \leftarrow 0\)
    for \(k=3^{b}-1\) to 0 do
        \(R \leftarrow \psi R, S \leftarrow 0\)
        for \(i=0\) to \(m-1\) do
            if ( \(\varepsilon_{i} \neq 0\) and \(g_{i}=k\) ) then
                \(S \leftarrow S+\varepsilon_{i}\) polynomial_basis \(\left(\tau^{i}\left(\phi^{f_{j}} P\right)\right)\)
        \(R \leftarrow R+S\)
    return \(R\)
```

$2.25=27 / 12$ to $6.75=27 / 4$. For even larger fields, such as $m=1223$, the method from [10] with $w=5$ uses 81 registers and has similar performance to Algorithm3, but the latter uses only 10 memory registers, which therefore is about one eighth than the previous state of the art. Speed improvements are often up to $7 \%$ for variable memory usage methods (but with reduced memory usage) to $24 \%$ for methods with fixed memory usage (i.e., then comparing our first two algorithms to Koblitz' algorithm).

We also note that whereas Algorithm 4 needs static storage for basis conversion matrices, these are not needed in Algorithm 3, that is usually just a bit slower and still faster than previous methods.

Table 1. Cost - expressed in field multiplications - and random access memory usage - expressed as the number of precomputed and intermediate points - of scalar multiplication on curves over fields represented in polynomial basis. In each entry the computational cost is above, memory usage and, if applicable, the value of $w$ between parentheses, are below.

| $m$ | Previous methods |  |  | New methods |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{array}{\|c} \hline \text { Smart } \\ 23] \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline \text { Koblitz } \\ \hline 20] \\ \hline \end{array}$ | $\begin{array}{\|l\|l\|} \hline \text { BMX [10] } \\ \text { extended } \end{array}$ | Algo. 1 | $\begin{array}{\|l\|} \hline \text { Algo. } 2 \\ \psi=-2 \\ \hline \end{array}$ | $\begin{gathered} \text { Algorithm [3] } \\ \psi=-2 \quad \phi=-2 \end{gathered}$ |  | $\begin{gathered} \hline \text { Algorithm[4] } \\ \psi=-2 \quad \phi=-2 \end{gathered}$ |  |
| 97 | 535.6 | 339.2 | 296.1 | 392.4 | 331.7 | 278.11 | 385.0 | 278.1 | 278.1 |
|  | 1 | 1-- | 9 (3) | 3 (3) | 5 (3) | 4 (3) | $2{ }^{2}$ | 6 (4) | 6 (4) |
| 163 | 854.4 | 533.5 | 436.5 | 547.5 | 494.2 | 418.5: | 493.3 | 408.8: | 432.0 |
|  | 1 | $1{ }^{1}$ | 9 (3) | 3 (3) | 5 (4) | 4 (3) ${ }_{\text {i }}$ | 4 (4) | 6 (4) | 6 (5) |
| 193 | 1001.9 | 624.1 | 503.6 | 621.3 | 567.9 | 483.6 ${ }^{\text {i }}$ | 553.5 | 468.7 | 492.1 |
|  | 1 | i | 9 (3) | 3 (3) | 5 (4) | 4 (3) | 4 (4) | 6 (5) | 6 (5) |
| 239 | 1211.8 | 748.7 | 595.5 | 705.3 | 679.2 | 572.5 | 616.9 | 566.0 | 566.0 |
|  | 1 | -1" | 27 (3) | 3 (3) | 5 (4) | 4 (3) | 4 (4) | 12 (6) | 120 |
| 509 | 2509.0 | 1537.0 | 1035.4 | 1325.0 | 1300.5 | 1032.5 | 1115.0 | 1024.1 | 1024.1 |
|  | 1 | 1-1 | 27 (4) | 3 (3) | 5 (5) | 10 (5) | 4 (4) | 12 (6) | 12 (6) |
| 773 | 3775.2 | 2305.9 | 1528.4 | 1926.4 | 1830.4 | 1439.8 | 1597.8 | 1419.6 | 1472.9 |
|  | 1 | 1-" | 81 (5) | 3 (3) | 5 (5) | 10 (5) | 4 (4) | 12 (6) | 12 (7) |
| 1223 | 5923.8 | 3608.0 | 2177.4 | 2930.4 | 2733.8 | 2113.5 | 2400.3 | 2111.6 | 2111.7 |
|  | 1 | - | 81 (5) | 3 (3) | 5 (5) | 10 (5) | 4 (4) | $30(8)$ | $30(8)$ |

Table 2. Computational costs and memory consumption as in Table 1 but when using a normal basis

| $m$ | Previous methods |  |  | New methods |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Smart 23 | $\begin{gathered} \hline \text { Koblitz } \\ \hline 20 \\ \hline \end{gathered}$ | $\begin{array}{\|l\|l\|} \hline \text { BMX [10 } \\ \text { extended } \end{array}$ | Algo. 1 | $\begin{array}{\|c\|} \hline \text { Algorit } \\ \psi=-2 \end{array}$ | $\begin{gathered} \text { thm [3] } \\ \phi=-2 \end{gathered}$ |
| 97 | 449.2 | 264.6 | 230.0 | 207.1 | 183.9 ! | 183.9 |
|  | 1 | 1 | $9{ }^{9}$ | 3 (3) | $4{ }^{4}$ | $4{ }^{4}$ |
| 163 | 757.2 | 449.4 | 362.0 | 339.0 | 286.6 | 286.6 |
|  | 1 | 1 | 9 (3) | 3 (3) | 4 | 4 (4) |
| 193 | 897.2 | 533.4 | 410.2 | 388.2 | 333.2 | 316.6 |
|  | 1 | 1 | 27 | 3 (3) | 4 | 4 (4) |
| 239 | 1111. | 662. | 487.7 | 466.5 | 399.2 | 375.2 |
|  | 1 | 1 | 27 (4) | 3 (4) | $10{ }^{10}$ (5) | 4 (5) |
| 509 | 2371.8 | 1418.2 | 947.8 | 885.8 | 701.2 | 701.2 |
|  | 1 | 1 | 27 (4) | 3 (4) | $10{ }^{10}$ | $10{ }^{10}(6)$ |
| 77 | 3603.8 | 2157.4 | 1395.8 | 1246.8 | 985.5 | 985.5 |
|  | 1 | 1 | 81 | 3 (5) | $10{ }^{10}(6)$ | 100 |
| 1223 | 5703.8 | 3417.4 | 2008.5 | 1819.6 | 1470.0: | 1410.0 |
|  | 1 | 1 | 81 (5) | 3 (5) | $10{ }_{(6)}$ | 10 |

2. With a normal basis the improvements are even more impressive, going from $20 \%$ when $m=97$ to $26 \%$ for $m=509$ and then reaching nearly $30 \%$ for $m=1223$, in all cases with vastly reduced memory usage.
3. If we compare methods with fixed memory consumption, we see that Algorithm 2 consistently outperforms the method of Koblitz, the speed up ranging from a few percent to $26.4 \%$ for $m=509$ and even $46.7 \%$ for $m=1223$ in the normal basis case (the price to pay being the usage of three intermediate registers in place of just one).

The techniques introduced in this paper therefore bring substantial speedups to scalar multiplication on supersingular Koblitz curves in characteristic three, at the same time reducing the memory footprint - by a factor roughly up to 8 in the examples we explicitly computed.

For extremely restricted environments, with no additional memory for code, the simple simple $\tau$-adic method by Koblitz may of course still be preferable.

## References

1. Ahmadi, O., Hankerson, D., Menezes, A.: Software Implementation of Arithmetic in $\mathbb{F}_{3^{m}}$. In: Carlet, C., Sunar, B. (eds.) WAIFI 2007. LNCS, vol. 4547, pp. 85-102. Springer, Heidelberg (2007)
2. Avanzi, R.M., Dimitrov, V.S., Doche, C., Sica, F.: Extending scalar multiplication using double bases. In: Lai, X., Chen, K. (eds.) ASIACRYPT 2006. LNCS, vol. 4284, pp. 130-144. Springer, Heidelberg (2006)
3. Avanzi, R.M., Heuberger, C., Prodinger, H.: On redundant $\tau$-adic expansions and non-adjacent digit sets. In: Biham, E., Youssef, A.M. (eds.) SAC 2006. LNCS, vol. 4356, pp. 285-301. Springer, Heidelberg (2007)
4. Avanzi, R.M., Heuberger, C., Prodinger, H.: Redundant $\tau$-adic Expansions I: NonAdjacent Digit Sets and their Applications to Scalar Multiplication, Design, Codes and Cryptography (2010) (to appear)
5. Avanzi, R.M., Heuberger, C., Prodinger, H.: Arithmetic of Koblitz Curves in Characteristic Three (2010) (preprint)
6. Barreto, P.S.L.M., Kim, H.Y., Lynn, B., Scott, M.: Efficient Algorithms for PairingBased Cryptosystems. In: Yung, M. (ed.) CRYPTO 2002. LNCS, vol. 2442, pp. 354-368. Springer, Heidelberg (2002)
7. Beuchat, J.-L., Brisebarre, N., Detrey, J., Okamoto, E., Rodríguez-Henríquez, F.: A Comparison between Hardware Accelerators for the Modified Tate Pairing over $\mathrm{F}_{2^{m}}$ and $\mathrm{F}_{3^{m}}$. In: Galbraith, S.D., Paterson, K.G. (eds.) Pairing 2008. LNCS, vol. 5209, pp. 297-315. Springer, Heidelberg (2008)
8. Beuchat, J.-L., López-Trejo, E., Martínez-Ramos, L., Mitsunari, S., RodríguezHenríquez, F.: Multi-core implementation of the tate pairing over supersingular elliptic curves. In: Garay, J.A., Miyaji, A., Otsuka, A. (eds.) CANS 2009. LNCS, vol. 5888, pp. 413-432. Springer, Heidelberg (2009)
9. Beuchat, J.-L., Shirase, M., Takagi, T., Okamoto, E.: An Algorithm for the $\eta_{T}$ Pairing Calculation in Characteristic Three and its Hardware Implementation. In: ARITH 2007, pp. 97-104. IEEE Computer Society, Los Alamitos (2007)
10. Blake, I.F., Murty, V.K., Xu, G.: Efficient algorithms for Koblitz curves over fields of characteristic three. J. Discrete Algorithms 3(1), 113-124 (2005)
11. Brickell, E., Chen, L., Li, J.: A new direct anonymous attestation scheme from bilinear maps. In: Lipp, P., Sadeghi, A.-R., Koch, K.-M. (eds.) Trust 2008. LNCS, vol. 4968, pp. 166-178. Springer, Heidelberg (2008)
12. Cesena, E.: Trace Zero Varieties in Pairing-based Cryptography. Ph.D. Thesis, Università degli Studi Roma TRE (2010)
13. Chudnovsky, D.V., Chudnovsky, G.V.: Sequences of numbers generated by addition in formal groups and new primality and factorization tests. Advances in Applied Math. 7, 385-434 (1986)
14. Cohen, H., Miyaji, A., Ono, T.: Efficient elliptic curve exponentiation using mixed coordinates. In: Ohta, K., Pei, D. (eds.) ASIACRYPT 1998. LNCS, vol. 1514, pp. 51-65. Springer, Heidelberg (1998)
15. Coron, J.-S., M'Raïhi, D., Tymen, C.: Fast generation of pairs $(k,[k] P)$ for koblitz elliptic curves. In: Vaudenay, S., Youssef, A.M. (eds.) SAC 2001. LNCS, vol. 2259, pp. 151-164. Springer, Heidelberg (2001)
16. Freeman, D., Scott, M., Teske, E.: A Taxonomy of Pairing-Friendly Elliptic Curves. J. Cryptology 23(2), 224-280 (2010)
17. Halter-Koch, F.: Einseinheitengruppen und prime Restklassengruppen in quadratischen Zahlkörpern. Journal of Number Theory 4, 10-17 (1972)
18. Harrison, K., Page, D., Smart, N.: Software Implementation of Finite Fields of Characteristic Three, for Use in Pairing Based Cryptosystems. LMS Journal of Computation and Mathematics 5, 181-193 (2002)
19. Kim, K.-H., Nègre, C.: Point multiplication on supersingular elliptic curves defined over fields of characteristic 2 and 3. In: SECRYPT 2008. INSTICC Press, pp. 373376 (2008)
20. Koblitz, N.: An elliptic curve implementation of the finite field digital signature algorithm. In: Krawczyk, H. (ed.) CRYPTO 1998. LNCS, vol. 1462, pp. 327-337. Springer, Heidelberg (1998)
21. Nakagoshi, N.: The structure of the multiplicative group of residue classes modulo $\mathfrak{p}^{N+1}$. Nagoya Mathematical Journal 73, 41-60 (1979)
22. Mitsunari, S.: A fast implementation of $\eta_{T}$ pairing in characteristic three on intel processor. Cryptology ePrint Archive, report 2009/032 (2009)
23. Smart, N.: Elliptic Curve Cryptosystems over Small Fields of Odd Characteristic. J. Cryptology 12, 141-151 (1999)
24. Solinas, J.A.: Efficient arithmetic on Koblitz curves. Design, Codes and Cryptography 19, 195-249 (2000)

# On the Correct Use of the Negation Map in the Pollard rho Method 

Daniel J. Bernstein ${ }^{1}$, Tanja Lange ${ }^{2}$, and Peter Schwabe ${ }^{2}$<br>${ }^{1}$ Department of Computer Science<br>University of Illinois at Chicago, Chicago, IL 60607-7045, USA<br>djb@cr.yp.to<br>${ }^{2}$ Department of Mathematics and Computer Science Technische Universiteit Eindhoven, P.O. Box 513, 5600 MB Eindhoven, Netherlands tanja@hyperelliptic.org, peter@cryptojedi.org


#### Abstract

Bos, Kaihara, Kleinjung, Lenstra, and Montgomery recently showed that ECDLPs on the 112 -bit secp112r1 curve can be solved in an expected time of 65 years on a PlayStation 3. This paper shows how to solve the same ECDLPs at almost twice the speed on the same hardware. The improvement comes primarily from a new variant of Pollard's rho method that fully exploits the negation map without branching, and secondarily from improved techniques for modular arithmetic.
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## 1 Introduction

In July 2009, Bos, Kaihara, Kleinjung, Lenstra, and Montgomery announced breaking a discrete-logarithm problem on an elliptic curve over a 112-bit prime field using a cluster of 214 PlayStation 3 (PS3) game consoles. The initial announcement was [3; more details on the same computation were published in 5], [4, and [6. The overall attack costs were estimated to be about 60 PS3 years. This computation was, and still is, the largest ECDLP for which a successful solution has been publicly announced.

Our main result is that discrete-logarithm problems on the same curve (or any other curve of the form $y^{2}=x^{3}-3 x+b$ over the same field) can be solved at almost twice the speed on exactly the same hardware. We performed extensive computational experiments to verify our scalability and performance claims; details of these experiments appear in Section 6.

[^20]This result combines several different optimizations. A large part of our work consists of faster algorithms for arithmetic modulo the prime $\left(2^{128}-3\right) / 76439$ that defines this field; these algorithms use a different approach from the previous papers, and we describe this approach in detail. We also introduce several smaller refinements in rho computations, often co-designing our choice of iteration function with our lower-level optimizations. However, the largest part of our improvement, gaining a factor of almost $\sqrt{2}$, comes from careful use of the negation map.

The conventional wisdom is that the negation map has been known for ten years and trivially gains a factor of $\sqrt{2}$. However, [3] said "We did not use the common negation map since it requires branching and results in code that runs slower in a SIMD environment." SIMD (single instruction, multiple data) is a critical feature of modern CPU designs, including the Cell processor used in the PS3.

Similarly, [5] said that the benefit of negation was outweighed by "the conditional branches required to check for fruitless cycles." The paper [6] observed that most of the negating rho algorithms stated in the literature were nonfunctional (i.e., had negligible chance of succeeding in the claimed amount of time); considered a huge array of 126 different combinations of negation options; and concluded that the best option did save time for non-SIMD architectures, but with a speedup far below $\sqrt{2}$. The paper continued to dispute the possibility of a negation speedup for SIMD architectures:

> If the Pollard rho method is parallelized in SIMD fashion, it is a challenge to achieve any speedup at all. ... Dealing with cycles entails administrative overhead and branching, which cause a non-negligible slowdown when running multiple walks in SIMD-parallel fashion. ... [This] is a major obstacle to the negation map in SIMD environments.

This paper resolves this dispute by explaining how to use the negation map without branching and without significant overhead handling cycles. We demonstrate a speedup very close to $\sqrt{2}$ on the PS3. We comment that the speedup on non-SIMD architectures would be even closer to $\sqrt{2}$.

## 2 Review of Pollard's rho Method

This section gives an overview of Pollard's rho method. In this paper we will use this method to compute discrete logarithms on elliptic curves but the first subsections apply to any finite cyclic group $G=\langle P\rangle$ and $Q \in G$. Computing the discrete logarithm of $Q$ to the base $P$ means computing an integer $k$ such that $Q=k P$. The integer $k$ is unique modulo $\ell$ where $\ell$ is the order of $P$; we assume for simplicity that $\ell$ is an odd prime.

The generic rho method. Pollard's rho method [17] is a low-memory algorithm that finds a discrete logarithm by finding a collision in the map

$$
(a, b) \mapsto a P+b Q \quad \text { where } \quad a, b \in \mathbb{Z}
$$

Finding a collision usually reveals the discrete logarithm $k$ of $Q$ to the base $P$ : if $a P+b Q=a^{\prime} P+b^{\prime} Q$ and $b \not \equiv b^{\prime}(\bmod \ell)$ then $k \equiv\left(a-a^{\prime}\right) /\left(b^{\prime}-b\right)(\bmod \ell)$.

A generic way to find this collision is to iterate this function. Define maps $a$ and $b$ from $\langle P\rangle$ to $\mathbb{Z}$ and compute $W_{i+1}=f\left(W_{i}\right)=a\left(W_{i}\right) P+b\left(W_{i}\right) Q$, starting from some initial combination $W_{0}=a_{0} P+b_{0} Q$. If any $W_{i}$ and $W_{j}$ collide then also $W_{i+1}=W_{j+1}, W_{i+2}=W_{j+2}$, etc. This means that the sequence enters a cycle. This can be detected efficiently using, e.g., Floyd's cycle-finding method.

If the functions $a(R)$ and $b(R)$ are random modulo $\ell$ then the iterations perform a random walk in $\langle P\rangle$. The random walk can be modeled as drawing objects with repetition from an urn containing $\ell$ elements. A collision corresponds to drawing the same element twice. A standard birthday-paradox calculation implies that a collision occurs after approximately $\sqrt{\pi \ell / 2}$ iterations on average.

Use of group automorphisms. If the functions $a$ and $b$ are chosen such that $f\left(W_{i}\right)=f\left(-W_{i}\right)$ then the walk is actually defined on equivalence classes under $\pm$. There are only $\lceil\ell / 2\rceil$ different classes. This reduces the average number of iterations by a factor of almost exactly $\sqrt{2}$.

More generally, Pollard's rho method can be combined with any easily computed group automorphism $\sigma$ of small order. One chooses $a$ and $b$ so that $f\left(W_{i}\right)=f\left(\sigma\left(W_{i}\right)\right)=f\left(\sigma^{2}\left(W_{i}\right)\right)=\cdots$. The walk is then defined on equivalence classes under the automorphisms, reducing the average number of iterations accordingly. However, for most elliptic curves the only easily computed group automorphism of small order is the negation map.

The parallel rho method. To spread the computations in Pollard's rho method across multiple computers one replaces the long walk by a collection of short walks, as proposed by van Oorschot and Wiener in [16. Some fixed subset of $\langle P\rangle$ is declared to be the set of distinguished points. Whenever a walk reaches a distinguished point it reports this to a central server and the server stores the distinguished point along with the values for $a$ and $b$. If two walks reach the same distinguished point the server notices a collision.

This parallelization requires the server to receive, store, and sort all distinguished points. Tradeoffs are possible. If distinguished points are chosen to be rare then a small number of very long walks will be performed, reducing the number of distinguished points sent to the server but increasing the delay before a collision is recognized. If distinguished points are frequent then many shorter walks will be performed.

Additive walks. The generic rho method described above requires two scalar multiplications for each iteration. One can merge the two scalar multiplications into a 2 -scalar multiplication, and further merge the 2 -scalar multiplications across several parallel iterations, to reduce the number of group additions required for each iteration; but it is much simpler to use an additive walk, requiring only one addition for each iteration.

An additive walk is defined as $W_{i+1}=f\left(W_{i}\right)=W_{i}+R_{h\left(W_{i}\right)}$. Here $h$ maps from $\langle P\rangle$ to $\{0,1, \ldots, r-1\}$, and $R_{0}, R_{1}, \ldots, R_{r-1}$ are precomputed as known combinations of $P$ and $Q$ : say $R_{j}=c_{j} P+d_{j} Q$ for each $j \in\{0,1, \ldots, r-1\}$.

One then also knows that $W_{i}=a_{i} P+b_{i} Q$, where $a$ and $b$ are defined recursively as follows: $a_{i+1}=a_{i}+c_{h\left(W_{i}\right)}$ and $b_{i+1}=b_{i}+d_{h\left(W_{i}\right)}$.

Additive walks have disadvantages. The walks are noticeably nonrandom and need more iterations than the generic rho method to find a collision. This effect disappears as $r$ grows, but if $r$ is large then the precomputed table $R_{0}, \ldots, R_{r-1}$ does not fit into fast memory. Additive walks also have trouble with automorphisms; see the discussion of fruitless cycles below.

Pollard's original proposal was to use $r=3$. Instead of 3 different precomputed points, Pollard mixed 2 points with a doubling $W_{i+1}=2 W_{i}$; note that Pollard was computing discrete logarithms in multiplicative groups, where a doubling (i.e., a squaring) is faster than a general addition (i.e., a multiplication). Experiments by Teske in 21] showed that larger values of $r$, such as $r=20$, are much closer to random walks. A general heuristic due to Brent and Pollard implies that nonrandomness slows down this type of walk by a factor $\sqrt{1-1 / r}$; for further discussion of such heuristics see, e.g., [1].

Eliminating coefficients. In all of the discrete-logarithm computations described above, coefficients $a_{i}, b_{i}$ are stored and used to compute the final discrete logarithm. In the parallel rho method these coefficients are communicated along with each distinguished point sent from a client to the server. Computing these coefficients in additive walks requires each client to implement arithmetic modulo $\ell$ or at least to allocate space for counters to keep track of how often each $R_{j}$ is used.

An alternative approach, introduced recently as part of the ECC2K-130 attack [1], eliminates the coefficients $a_{i}$ and $b_{i}$. Clients compute $W_{i}$ without keeping track of $a_{i}$ and $b_{i}$. When a client encounters a distinguished point $W_{i}$, it reports the point (or a hash of the point) along with a seed identifying the start of the walk, and then starts a new walk. This saves code in the clients, storage in the clients, communication between the clients and the server, and storage on the server. When the server encounters a collision, it recomputes the two walks involved in the collision, starting from the same seeds but now computing $a_{i}$ and $b_{i}$. This is done only rarely, ideally just once.

Fruitless cycles. Fast negation on elliptic curves reduces the number of iterations in the generic rho method by a factor $\sqrt{2}$, as discussed above. However, a non-negating additive walk is faster than a negating generic walk: the extra speed of each iteration in the non-negating additive walk outweighs the smaller number of iterations in the negating generic walk.

One might think that a negating additive walk combines the advantages of a small number of iterations and a very fast iteration function. It is easy to make a canonical choice $\left|W_{i}\right|$ between $W_{i}$ and $-W_{i}$; to define $h\left(W_{i}\right)$ as a function of $\left|W_{i}\right|$, so that $h\left(W_{i}\right)=h\left(-W_{i}\right)$; and to define $f\left(W_{i}\right)=\left|W_{i}\right|+R_{h\left(W_{i}\right)}$. Then $f$ is a walk on equivalence classes under $\pm$, and computing $f$ takes only one addition.

The problem is that a negating additive walk does not behave randomly: it quickly enters short fruitless cycles. For example, if $\left|W_{i+1}\right|=-W_{i+1}$ and $h\left(W_{i+1}\right)=h\left(W_{i}\right)$ then $W_{i+2}=f\left(W_{i+1}\right)=-W_{i+1}+R_{h\left(W_{i}\right)}=-\left(\left|W_{i}\right|+\right.$ $\left.R_{h\left(W_{i}\right)}\right)+R_{h\left(W_{i}\right)}=-\left|W_{i}\right|$ so $\left|W_{i+2}\right|=\left|W_{i}\right|$. One expects this to occur with
probability $1 /(2 r)$ at each step, and if it does occur then the walk enters a 2 cycle. Subsequent iterations will not proceed to a distinguished point; subsequent computations will be wasted.

It is also possible to have fruitless cycles of larger lengths, although these are less frequent. Heuristics are given in 9. Choosing a larger $r$ reduces the chance of entering fruitless cycles, but for large-scale computations the cycles will occur and will occur frequently.

There are many different attempts in the literature to work around this problem. The first proposals were introduced independently by Harley and Singer in [12, Wiener and Zuccherato in [23], and Gallant, Lambert, and Vanstone in [10]; further analyses appeared in [9] and much more recently in [6]. A detailed review of these proposals appears in the full version of this paper. Some of the proposals are successful in eliminating fruitless cycles, but all of these proposals involve frequent conditional operations and, as stated in [6], perform poorly in a SIMD environment.

## 3 How to Use Negation in Pollard's rho Method

This section presents an efficient branchless negating rho algorithm to compute elliptic-curve discrete logarithms. For simplicity we restrict to curves of the form $y^{2}=x^{3}-3 x+b$ over large prime fields $\mathbb{F}_{p}$.

This algorithm uses, on average, $(1+o(1)) \sqrt{\pi \ell / 4}$ iterations for a group of prime order $\ell$, assuming standard heuristics; here $o(1)$ means something that converges to 0 as $\ell \rightarrow \infty$. Each iteration uses 5 multiplications mod $p, 1$ squaring $\bmod p$, and an asymptotically negligible amount of extra work.

We emphasize that we use a branchless sequence of iterations, always performing the same operations in the same order. This is of theoretical interest: any bounded-time algorithm can be made branchless by standard conversions, but these conversions usually lose efficiency. This is also of practical interest: the algorithm is well suited for modern SIMD CPUs such as the Cell CPU in the PS3, as discussed in subsequent sections of the paper.

We also emphasize that the number of iterations is $(1+o(1)) \sqrt{\pi \ell / 4}$, not $(1+o(1)) \sqrt{\pi \ell / 2}$. We use the fast elliptic-curve negation map to save a factor of $\sqrt{2}$; we do this without branching, and we do it with asymptotically zero compromise in iteration speed.

Eliminating fruitless cycles. We begin with the simplest type of negating additive walk stated in the literature. The walk starts at the point $W_{0}=\left|b_{0} Q\right|$ where $b_{0}$ is chosen randomly, and then computes $W_{1}, W_{2}, \ldots$ by the rule $W_{i+1}=$ $\left|W_{i}+R_{h\left(W_{i}\right)}\right|$. Here $|(x, y)|$ means $(x, y)$ for $y \in\{0,2,4, \ldots, p-1\}$ or $(x,-y)$ for $y \in\{1,3,5, \ldots, p-2\}$; the hash function $h$ maps points to elements of $\{0,1,2, \ldots, r-1\}$; and the points $R_{0}, R_{1}, \ldots, R_{r-1}$ are known multiples of $P$.

We modify this walk by occasionally checking for fruitless cycles of length 2. Specifically, for a sparse pattern of indices $i$ discussed below, we change the definition of $W_{i}$ as follows. After computing $W_{i-1}$, we check whether $W_{i-1}=W_{i-3}$.

In the common case that $W_{i-1} \neq W_{i-3}$, we define $W_{i}=W_{i-1}$. In the unusual case that $W_{i-1}=W_{i-3}$, we define $W_{i}=\left|2 \min \left\{W_{i-1}, W_{i-2}\right\}\right|$, where min means lexicographic minimum and 2 means doubling.

We further modify this walk by occasionally, with even lower frequency, checking for fruitless cycles of length 4 . Specifically, for an even more sparse pattern of indices $i$ discussed below, we redefine $W_{i}$ as $W_{i-1}$ if $W_{i-1} \neq W_{i-5}$, and we redefine $W_{i}$ as $\left|2 \min \left\{W_{i-1}, W_{i-2}, W_{i-3}, W_{i-4}\right\}\right|$ if $W_{i-1}=W_{i-5}$.

We continue with analogous modifications for fruitless cycles of lengths 6,8 , etc., up to the smallest even length that exceeds $(\log \ell) /(\log r)$.

Eliminating branches. The sequence of iterations described above might seem to include branches: a branch to replace $y$ by $-y$ if $y$ is odd, for example, and a branch to conditionally compute $W_{i}=\left|2 \min \left\{W_{i-1}, W_{i-2}\right\}\right|$. However, one can easily simulate all of these branches by a straight-line program with negligible loss of efficiency, as described in the following paragraphs.

First, $|(x, y)|$ is the same as $(x,(1-2 \epsilon) y)$ where $\epsilon=y \bmod 2$. The implicit reduction modulo $p$ here is not an asymptotic bottleneck: it takes linear time (even without branching), while all known multiplication algorithms take superlinear time. We prefer to make the implicit reduction explicit, computing $|(x, y)|$ as $(x, y+\epsilon(p-2 y))$; the addition and subtraction take linear time.

Second, we amortize min computations such as $\min \left\{W_{i-1}, W_{i-2}, W_{i-3}, W_{i-4}\right\}$ across all relevant iterations: after computing $W_{i-3}$ we initialize a running minimum $W_{\min }$ as $\min \left\{W_{i-4}, W_{i-3}\right\}$, then replace it with $\min \left\{W_{\min }, W_{i-2}\right\}$ after computing $W_{i-2}$, then replace it with $\min \left\{W_{\min }, W_{i-1}\right\}$ after computing $W_{i-1}$. These computations are performed for only a small fraction of all indices $i$, so the loss of efficiency is negligible. See below for a more detailed cost analysis.

Third, we compute doublings such as $D_{i}=2 \min \left\{W_{i-1}, W_{i-2}, W_{i-3}, W_{i-4}\right\}=$ $2 W_{\min }$ for all of the selected indices, whether or not the doublings will actually be used. We then compute $W_{i}$ without branches by selecting between $W_{i-1}$ and $\left|D_{i}\right|$, the same way that $|(x, y)|$ selects between $(x, y)$ and $(x,-y)$. The selection bit is the output of a branch-free comparison between $W_{i-1}$ and $W_{i-5}$, or in general between $W_{i-1}$ and $W_{i-1-c}$ for detecting fruitless cycles of length $c$.

Note that each of these selections and comparisons takes linear time per iteration, and is therefore asymptotically negligible compared to a multiplication.

Eliminating inversions. The bottleneck in each iteration is now exactly one elliptic-curve operation: usually an elliptic-curve addition, but an elliptic-curve doubling for occasional iterations.

The standard formulas for elliptic-curve addition in affine coordinates are as follows. Let $P=\left(x_{1}, y_{1}\right), R=\left(x_{2}, y_{2}\right)$ with $x_{1} \neq x_{2}$. Then $P+R=\left(x_{3}, y_{3}\right)$ where $\lambda=\left(y_{1}-y_{2}\right) /\left(x_{1}-x_{2}\right), x_{3}=\lambda^{2}-x_{1}-x_{2}$, and $y_{3}=\lambda\left(x_{1}-x_{3}\right)-y_{1}$. These formulas use 1 inversion, 2 multiplications, 1 squaring, and 6 subtractions. The formulas for a doubling, where $R=P$, are very similar; only the computation of $\lambda=3\left(x_{1}^{2}-1\right) /\left(2 y_{1}\right)$ is different. We ignore, without further comment, the extraordinarily unlikely event that $R=-P$.

Inversions are the most expensive operations in finite fields. Standard practice in rho computations is to perform $m$ independent walks in parallel, and to use

Montgomery's trick [15], which computes a batch of $m$ inversions using just 1 inversion and $3(m-1)$ multiplications.

We choose a branchless inversion method, specifically computing the ( $p-2$ ) nd power using $O(\lg p)$ multiplications. We then choose $m$ to grow asymptotically more quickly than $\lg p$ : in other words, $\lg p \in o(m)$. A batch of $m$ elliptic-curve additions then costs $5 m-3$ multiplications, $m$ squarings, $6 m$ subtractions, and 1 inversion. The subtractions and inversion are negligible, so each elliptic-curve addition costs 5 multiplications and 1 squaring.

A batch of $m$ elliptic-curve doublings is slightly more expensive (costing $m$ extra squarings), but occurs for only a small fraction of iterations, as discussed below. Each iteration therefore uses 5 multiplications and 1 squaring.

Analysis and optimization. Fruitless cycles of length 2 appear with probability approximately $1 /(2 r)$. These cycles persist after they appear, wasting subsequent iterations (in the sense that new points and new collision opportunities do not occur), until we check for them. If we check every $w$ iterations then we expect a cycle to appear with probability approximately $w /(2 r)$, and for it to waste approximately $w / 2$ iterations on average if it does appear.

This does not mean that $w$ should be chosen as small as possible. If a cycle has not appeared then checking for it wastes an iteration. The overall loss is approximately $1+w^{2} /(4 r)$ iterations out of $w$. To minimize the quotient $1 / w+$ $w /(4 r)$ we take $w \approx 2 \sqrt{r}$.

More generally, fruitless cycles of small length $2 c$ appear with probability approximately proportional to $1 / r^{c}$, so the optimal checking frequency is approximately proportional to $1 / r^{c / 2}$. The loss here rapidly disappears as $c$ increases.

To summarize, fruitless cycles slow down this algorithm by a factor $1+$ $\Theta(1 / \sqrt{r})$. This negation overhead $\Theta(1 / \sqrt{r})$ is on a larger scale than the overhead $\Theta(1 / r)$ from the nonrandomness of $r$-adding walks, but both overheads become asymptotically negligible if $r$ is chosen so that $r \rightarrow \infty$ as $p \rightarrow \infty$.

As an illustration of these optimizations, our PS3 software takes $r=2048$, checks for 2 -cycles every 48 iterations, and checks for larger cycles much less frequently. To simplify the software we unify the checks for 4 -cycles and 6 -cycles into a check for 12-cycles every 49152 iterations. If we had instead taken $r=512$ then we would have checked for 2 -cycles every 24 iterations. In general, the $\Theta(1 / \sqrt{r})$ asymptotic means that the negation overhead approximately doubles when the table size is reduced by a factor of 4 .

Storage reduction. The storage overhead for detecting and escaping a fruitless cycle consists of storing $W_{\min }$ and $W_{i-1-c}$. For the latter it is enough to store one of the coordinates.

We further reduce storage by avoiding having all iterations check for cycles at the same time. For example, with a batch of 224 iterations running in parallel, we have just 14 iterations checking for 2 -cycles and consuming extra space. All iterations perform 2 addition steps, and then these 14 iterations perform a masked doubling while the remaining 210 iterations perform another addition. We then rotate the batch so that the next 14 iterations check for 2-cycles.

## 4 Low-Cost Arithmetic in $\mathbb{Z} /\left(2^{128}-3\right)$

Elements of the prime field $\mathbb{F}_{p}$, where $p=\left(2^{128}-3\right) / 76439$, can be represented redundantly as elements of the ring $\mathbb{Z} /\left(2^{128}-3\right)$. Instead of reducing sums and products modulo $p$ one reduces them modulo $2^{128}-3$. This representation requires about $15 \%$ more space per field element, but the sparsity of $2^{128}-3$ makes reductions much faster.

The prime $p$ was chosen with this small sparse multiple precisely to allow this speedup for cryptographic operations on the secp112r1 curve; see [7, page 3 , bottom, and page 6 , bottom]. The same type of redundant representation can of course also be used by the cryptanalyst attacking the ECDLP on secp112r1, as in [3], 5], 4], and this paper. The critical problem is then to perform fast arithmetic modulo $2^{128}-3$.

This section explains how to efficiently decompose multiplications and squarings modulo $2^{128}-3$ into operations on 16 -bit integers and 32 -bit integers. Here a $b$-bit integer is an integer in the interval $\left[-2^{b-1}, 2^{b-1}-1\right]$. The next section applies this decomposition to the Cell, obtaining faster arithmetic than 3] et al.

Model of computation. This section uses a simplified model of computation that counts $16 \times 16 \rightarrow 32$ multiplications and certain other operations. Specifically, algorithms in this section are branchless sequences of the following operations:

- multiplication: $a, b \mapsto a b$ where $a, b$ are 16 -bit integers and $a b$ is a 32-bit integer;
- multiply-add: $a, b, c \mapsto a b+c$ where $a, b$ are 16 -bit integers and $c, a b+c$ are 32-bit integers;
- 16-bit addition: $a, b \mapsto a+b$ where $a, b, a+b$ are 16-bit integers;
- 32-bit addition: $a, b \mapsto a+b$ where $a, b, a+b$ are 32-bit integers;
- 32-bit subtraction: $a, b \mapsto a-b$ where $a, b, a-b$ are 32-bit integers;
- 32-bit right shift by 12 bits: $a \mapsto\left\lfloor a / 2^{12}\right\rfloor$ where $a$ is a 32 -bit integer;
- 32-bit right shift by 13 bits: $a \mapsto\left[a / 2^{13}\right]$ where $a$ is a 32-bit integer;
- 32-bit mask clearing 12 bits: $a \mapsto 2^{12}\left\lfloor a / 2^{12}\right\rfloor$ where $a$ is a 32 -bit integer; and
- 32-bit mask clearing 13 bits: $a \mapsto 2^{13}\left[a / 2^{13}\right]$ where $a$ is a 32 -bit integer.

We assign cost 1 to each of these operations, except that we assign cost 0.5 to the 16 -bit addition operation. The next section explains how this cost model is related to PS3 speed.

Note that these operations are not defined for all pairs of inputs. For example, 32 -bit addition is not permitted to add $2^{30}$ to $2^{30}$, because $2^{31}$ is too large to be a 32 -bit integer. One could of course define an extended 32 -bit addition operation that handles all cases, working modulo $2^{32}$ to handle overflows, but there are no overflows in the algorithms in this section. One could also define shifts (and masks) for distances other than 12 and 13 , but the only distances used in this section are 12 and 13.
Representing integers modulo $2^{128}-\mathbf{3}$. We represent an element $f$ of the ring $\mathbb{Z} /\left(2^{128}-3\right)$ as a sequence of 10 coefficients $\left(f_{0}, \ldots, f_{9}\right)$ such that $f=$ $\sum_{0 \leq i \leq 9} f_{i} 2^{\lceil i \cdot 12.8\rceil}$; i.e.,
$f=f_{0}+f_{1} 2^{13}+f_{2} 2^{26}+f_{3} 2^{39}+f_{4} 2^{52}+f_{5} 2^{64}+f_{6} 2^{77}+f_{7} 2^{90}+f_{8} 2^{103}+f_{9} 2^{116}$.
Note that the exponents $0,13,26,39,52,64,77,90,103,116$ are not exactly evenly spaced. Our non-integer radix $2^{12.8}$ follows the use of radix $2^{25.5}$ by Bernstein in [2], and follows ideas from Costigan and Schwabe in [8] on making best use of SIMD instructions.

We call a coefficient $f_{i}$ reduced if $\left|f_{i}\right| \leq 1.01 \cdot 2^{12}$. We call $\left(f_{0}, \ldots, f_{9}\right)$ reduced if all coefficients are reduced.

Polynomial multiplication and polynomial reduction. It is easy to check that if $f=\sum_{0 \leq i \leq 9} f_{i} 2^{\lceil i \cdot 12.8\rceil}$ and $g=\sum_{0 \leq i \leq 9} g_{i} 2^{\lceil i \cdot 12.8\rceil}$ then the product $f g$ equals $\sum_{0 \leq i \leq 9} r_{i} 2^{\lceil i \cdot 12.8\rceil}$ in $\mathbb{Z} /\left(2^{128}-3\right)$ where

$$
\begin{aligned}
& r_{0}=f_{0} g_{0}+3\left(2 f_{9} g_{1}+2 f_{8} g_{2}+2 f_{7} g_{3}+2 f_{6} g_{4}+f_{5} g_{5}+2 f_{4} g_{6}+2 f_{3} g_{7}+2 f_{2} g_{8}+2 f_{1} g_{9}\right), \\
& r_{1}=f_{1} g_{0}+f_{0} g_{1}+3\left(2 f_{9} g_{2}+2 f_{8} g_{3}+2 f_{7} g_{4}+f_{6} g_{5}+f_{5} g_{6}+2 f_{4} g_{7}+2 f_{3} g_{8}+2 f_{2} g_{9}\right), \\
& r_{2}=f_{2} g_{0}+f_{1} g_{1}+f_{0} g_{2}+3\left(2 f_{9} g_{3}+2 f_{8} g_{4}+f_{7} g_{5}+f_{6} g_{6}+f_{5} g_{7}+2 f_{4} g_{8}+2 f_{3} g_{9}\right), \\
& r_{3}=f_{3} g_{0}+f_{2} g_{1}+f_{1} g_{2}+f_{0} g_{3}+3\left(2 f_{9} g_{4}+f_{8} g_{5}+f_{7} g_{6}+f_{6} g_{7}+f_{5} g_{8}+2 f_{4} g_{9}\right), \\
& r_{4}=f_{4} g_{0}+f_{3} g_{1}+f_{2} g_{2}+f_{1} g_{3}+f_{0} g_{4}+3\left(f_{9} g_{5}+f_{8} g_{6}+f_{7} g_{7}+f_{6} g_{8}+f_{5} g_{9}\right), \\
& r_{5}=f_{5} g_{0}+2 f_{4} g_{1}+2 f_{3} g_{2}+2 f_{2} g_{3}+2 f_{1} g_{4}+f_{0} g_{5}+3\left(2 f_{9} g_{6}+2 f_{8} g_{7}+2 f_{7} g_{8}+2 f_{6} g_{9}\right), \\
& r_{6}=f_{6} g_{0}+f_{5} g_{1}+2 f_{4} g_{2}+2 f_{3} g_{3}+2 f_{2} g_{4}+f_{1} g_{5}+f_{0} g_{6}+3\left(2 f_{9} g_{7}+2 f_{8} g_{8}+2 f_{7} g_{9}\right), \\
& r_{7}=f_{7} g_{0}+f_{6} g_{1}+f_{5} g_{2}+2 f_{4} g_{3}+2 f_{3} g_{4}+f_{2} g_{5}+f_{1} g_{6}+f_{0} g_{7}+3\left(2 f_{9} g_{8}+2 f_{8} g_{9}\right), \\
& r_{8}=f_{8} g_{0}+f_{7} g_{1}+f_{6} g_{2}+f_{5} g_{3}+2 f_{4} g_{4}+f_{3} g_{5}+f_{2} g_{6}+f_{1} g_{7}+f_{0} g_{8}+3\left(2 f_{9} g_{9}\right), \\
& r_{9}=f_{9} g_{0}+f_{8} g_{1}+f_{7} g_{2}+f_{6} g_{3}+f_{5} g_{4}+f_{4} g_{5}+f_{3} g_{6}+f_{2} g_{7}+f_{1} g_{8}+f_{0} g_{9}
\end{aligned}
$$

The factors of 2 arise from the uneven exponent spacing mentioned above: for example, the product of $f_{1} 2^{13}$ and $g_{4} 2^{52}$ is $2 f_{1} g_{4} 2^{64}$, contributing $2 f_{1} g_{4}$ to $r_{5} 2^{64}$. The factors of 3 arise from reducing $2^{128}$ in $\mathbb{Z} /\left(2^{128}-3\right)$.

If $\left(f_{0}, \ldots, f_{9}\right)$ and $\left(g_{0}, \ldots, g_{9}\right)$ are reduced then a sum of any 10 products of the form $f_{i} g_{j}$ can be computed with cost 10: specifically, 1 multiplication followed by 9 multiply-add operations in any convenient order. The sums $r_{0}, r_{1}, \ldots, r_{9}$ are slightly more expensive because of the extra factors of 2 and 3 . We precompute $3 g_{1}, 3 g_{2}, \ldots, 3 g_{9}$ and $2 f_{1}, 2 f_{2}, 2 f_{3}, 2 f_{4}, 2 f_{6}, 2 f_{7}, 2 f_{8}, 2 f_{9}$ (skipping $2 f_{5}$ ); recall that a 16 -bit addition costs only 0.5 , so these 26 additions cost only 13 . Each $r_{i}$ is then a sum of 10 products of known 16 -bit quantities, costing 100 , for a total cost of 113 .

Each $r_{i}$, and each intermediate result in this multiplication algorithm, is bounded in absolute value by $10 \cdot 3 \cdot 2 \cdot\left(1.01 \cdot 2^{12}\right)^{2}<0.96 \cdot 2^{30}$. The same algorithm also works if $\left(f_{0}, \ldots, f_{9}\right)$ is a sum or difference of two reduced vectors while $\left(g_{0}, \ldots, g_{9}\right)$ is reduced: then each result is bounded in absolute value by $0.96 \cdot 2^{31}$, still safely below $2^{31}$.

Coefficient reduction. The product coefficients $r_{0}, r_{1}, \ldots, r_{9}$ constructed above are usually not reduced. Some extra work is required to compute a reduced product suitable for use as input to subsequent multiplications.

For $i \in\{0,1,2,3,5,6,7,8\}$ we reduce $r_{i}$ by carrying from $r_{i}$ to $r_{i+1}$. This means changing $\left(r_{i}, r_{i+1}\right)$ into $\left(r_{i}-2^{13} c, r_{i+1}+c\right)$ where $c=\left\lfloor\left(r_{i}+2^{12}\right) / 2^{13}\right\rfloor$. This leaves the sum $r_{i} 2^{\lceil i \cdot 12.8\rceil}+r_{i+1} 2^{\lceil(i+1) \cdot 12.8\rceil}$ unaffected, and increases the maximum possible $r_{i+1}$ only slightly, while guaranteeing that the new $r_{i}$ is between $-2^{12}$ and $2^{12}$. This costs 5 : an addition, a right shift, a mask, another addition, and a subtraction.

We similarly reduce $r_{4}$ by carrying from $r_{4}$ to $r_{5}$. This has a slightly different definition, to accommodate the uneven spacing of exponents: it means changing $\left(r_{4}, r_{5}\right)$ into ( $r_{4}-2^{12} c, r_{5}+c$ ) where $c=\left\lfloor\left(r_{4}+2^{11}\right) / 2^{12}\right\rfloor$. This guarantees that the new $r_{4}$ is between $-2^{11}$ and $2^{11}$.

The most expensive step is to reduce $r_{9}$ by carrying from $r_{9}$ to $r_{0}$. This means changing $\left(r_{9}, r_{0}\right)$ into $\left(r_{9}-2^{12} c, r_{0}+3 c\right)$ where $c=\left\lfloor\left(r_{9}+2^{11}\right) / 2^{12}\right\rfloor$. This leaves $r_{0}+r_{9} 2^{116}$ unaffected modulo $2^{128}-3$, while guaranteeing that the new $r_{9}$ is between $-2^{11}$ and $2^{11}$. This costs 7 rather than 5 : the computation of $3 c$ uses two extra additions.

We use the carry chain $r_{0} \rightarrow r_{1} \rightarrow r_{2} \rightarrow r_{3} \rightarrow r_{4} \rightarrow r_{5} \rightarrow r_{6} \rightarrow r_{7} \rightarrow$ $r_{8} \rightarrow r_{9} \rightarrow r_{0} \rightarrow r_{1} \rightarrow r_{2}$ : we first carry from $r_{0}$ to $r_{1}$, then from $r_{1}$ to $r_{2}$, etc., then from $r_{9}$ to $r_{0}$, then again from $r_{0}$ to $r_{1}$, then again from $r_{1}$ to $r_{2}$. Tracing the bounds on each $r_{i}$ shows that the final $r_{2}$ is reduced, and therefore that $\left(r_{0}, r_{1}, \ldots, r_{9}\right)$ is reduced.

This carry chain costs 62 . The complete multiplication algorithm, taking reduced representations of $f$ and $g$ as input and producing a reduced representation of $f g$ as output, costs 175.
Squaring. Squaring in $\mathbb{Z} /\left(2^{128}-3\right)$ is very similar to multiplication except that several intermediate results are reused: for example, $f_{1} g_{0}+f_{0} g_{1}$ becomes just $2 f_{0} f_{1}$. We begin with a cost-10 computation of $2 f_{0}, \ldots, 2 f_{9} ; 3 f_{5}, \ldots, 3 f_{9}$; $6 f_{5}, \ldots, 6 f_{9}$. We then obtain $r_{0}, \ldots, r_{9}$ straightforwardly at cost 55 , and apply the same carry chain as for multiplication. The complete squaring algorithm costs 127.

## 5 Fast Iterations on the PlayStation 3

This section analyzes and optimizes the performance of rho iterations modulo $p=\left(2^{128}-3\right) / 76439$ on the PS3. This optimization makes some changes to the iteration function; we take advantage of the flexibility of co-designing our iteration function with our arithmetic algorithms.

The Cell SPEs. The CPU in the PS3 is the Cell Broadband Engine. The main computational power of the Cell is in 8 Synergistic Processor Elements (SPEs). These SPEs are arranged around a central 64-bit PowerPC core. The PS3 makes only 6 of these SPEs available for computations.

We report the performance that we achieve with 6 SPEs , leaving the central PowerPC core mostly idle. This does not make full use of the Cell-performing some iterations on the PowerPC core would noticeably reduce the overall computation time - but it simplifies comparisons: the speeds reported for the same ECDLP in [3, 5], and 4] also left the central PowerPC core mostly idle.

Our implementation runs independently on each SPE. Each SPE has 256 KB of fast local storage; this storage holds all code and data, including a batch of parallel walks and a table of precomputed points. Communication between the SPE and main memory is very small in this algorithm: a few words of data for every million iterations. Performance is therefore determined almost completely by how well we make use of the computational power of the SPE.

Arithmetic on the SPE. The following description summarizes only the SPE features that are relevant to our implementation. See [13] and [19] for more information about the SPE.

The SPE has a register file consisting of 128128 -bit vector registers. Typical arithmetic instructions are SIMD instructions operating on these registers as vectors of 4 independent 32 -bit integers or vectors of 8 independent 16 -bit integers. There is a multiplication instruction that multiplies 4 pairs of 16 -bit integers in parallel, producing 432 -bit integers. There is also a fused multiplyadd instruction that adds the results into another vector of 432 -bit integers.

Each SPE cycle carries out at most one of these arithmetic instructions: i.e., 4 32 -bit operations or 816 -bit operations. An algorithm that costs $n$ in the model of Section 4 therefore uses at least $n / 4$ cycles on the SPE. There are, however, several reasons that the SPE can take many more cycles than this:

- In-order execution. An arithmetic instruction must wait until 1 cycle after the previous arithmetic instruction in the program.
- Arithmetic latency. An instruction cannot begin until its results are ready. The result of an arithmetic instruction is not ready until several cycles later.
- Load latency. Loads are handled by a separate instruction pipeline but can still delay arithmetic instructions that use the load results.

There are also various function-call overheads, typically consuming 70 cycles per function call. One can eliminate these overheads by inlining and merging functions, but this also increases code size, putting pressure on the SPE's local storage.

Digitsliced multiplication on the SPE. We use 8-way vectorization of our iterations: we repeat our inputs, computations, and outputs 8 independent times. We store 8 independent elements of the ring $\mathbb{Z} /\left(2^{128}-3\right)$ in 10128 -bit vector registers $r_{0}, \ldots, r_{9}$, where coefficient $i$ of ring element $j$ is in 16 -bit component $j$ of register $r_{i}$. We convert each 16-bit operation into a 128 -bit vector operation, and we convert each 32 -bit operation into two 128 -bit vector operations.

Scheduling instructions carefully then works around all arithmetic latency. The multiplication algorithm fits comfortably into the SPE registers: loads and stores are not a bottleneck. (Replacing 8 -way vectorization with 16 -way vectorization would remove the need for careful instruction scheduling but would put more pressure on registers and, more importantly, would cut in half the number of walks that fit easily into local storage without reshuffling.) The 32-bit results at the end of the algorithm are known to be reduced, so they fit into 16 bits; 10 extra instructions are required to shuffle the results into 10 vectors of 816 -bit
integers, but these extra instructions are handled by the SPE's load/store pipeline and are effectively free when they are interleaved with arithmetic instructions.

Overall our software for vectorized multiplication of 8 pairs of ring elements takes exactly 350 SPE arithmetic instructions, i.e., 43.75 arithmetic instructions per multiplication ( $1 / 4$ of the cost 175 in the previous section). Our software for vectorized squaring of 8 ring elements uses exactly 254 SPE arithmetic instructions, i.e., 31.75 arithmetic instructions per squaring. Each of our iterations performs 5 multiplications and 1 squaring, in total consuming 250.5 arithmetic instructions, at least 250.5 cycles.

Inversion. To invert modulo $p=\left(2^{128}-3\right) / 76439$ we simply compute a $(p-2)$ nd power. Our addition chain for $p-2$ uses 107 squarings and 32 multiplications. Essentially the same speed would also be achieved by an addition chain for the larger but sparser exponent $2^{128}-76443=p-2+76439(p-1)$, using 126 squarings and just 18 multiplications.

Of course, we actually perform 8 independent inversions in parallel, using $8 \cdot 107$ squarings and $8 \cdot 32$ multiplications modulo $2^{128}-3$. Each inversion uses $107 \cdot 31.75+32 \cdot 43.75=4797.25$ arithmetic instructions, consuming at least 4797.25 cycles.

Our 8 -inversion function actually uses 43293 cycles, i.e., 5411.625 cycles per inversion. The gap is almost entirely explained by the overhead of 64 function calls, half to multiplication and half to an $n$-squaring function that computes $r \leftarrow r^{2^{n}}$ for variable $n$.

To reduce code size we rejected the possibility of more complicated Euclidtype inversion as used in [5]. In context (see below) inversion is already quite fast, only $6.6 \%$ of our final iteration cost.

Canonicalizing the $\boldsymbol{y}$-coordinate. Redundant representations cause trouble for two parts of the algorithm stated in Section 3. First, because $y \in \mathbb{F}_{p}$ has multiple representations, checking whether $y \in\{0,2,4, \ldots, p-1\}$ is not a simple matter of inspecting the bottom bit of the representation of $y$. Second, because $x \in \mathbb{F}_{p}$ has multiple representations, finding the hash of $x$ is not a simple matter of extracting bits from the representation of $x$.

We address both problems by canonicalizing $y$. We use the canonicalized version of $y$ to decide whether to negate $y$. Rather than canonicalizing and hashing $x$, we extract some bits from the canonicalized version of $y$ as a table index. Note that there can be as many as 3 points having the same $y$-coordinate, but hashing all of those points to the same table index does not merge walks. We also use the canonicalized version of $y$ to define distinguished points.

The most obvious way to canonicalize $y$ is to replace it with $y \bmod p$; but reductions modulo $p$ are expensive. We instead compute $s=76439 y \bmod \left(2^{128}-\right.$ 3 ). One can think of this $s$ as a unique representative $y \bmod p$, but represented as $76439(y \bmod p)$. An alternative is to use Montgomery reduction to compute $y \cdot 2^{-16}(\bmod p)$ with precomputed $2^{-16}(\bmod p)$, as in 4].

To compute $s$ we multiply $y$ by the cofactor 76439 and then perform a slightly longer reduction chain than the one we use after multiplication. The polynomialmultiplication step here, producing unreduced coefficients $s_{0}, s_{1}, \ldots, s_{9}$, uses only

5 arithmetic instructions (cost 20) instead of 25 (cost 100), because 76439 is represented in just two reduced coefficients: $76439=2711+9 \cdot 2^{13}$. The usual precomputations of $3 g_{1}, 2 f_{1}$, etc. also disappear: all we need are the constants $5422=2 \cdot 2711$ and $16266=6 \cdot 2711$.

To reduce the result we carry $s_{6} \rightarrow s_{7} \rightarrow s_{8} \rightarrow s_{9} \rightarrow s_{0} \rightarrow s_{1} \rightarrow s_{2} \rightarrow$ $s_{3} \rightarrow s_{4} \rightarrow s_{5} \rightarrow s_{6} \rightarrow s_{7} \rightarrow s_{8} \rightarrow s_{9} \rightarrow s_{0} \rightarrow s_{1}$. This uses 19.75 arithmetic instructions. The overall cost of canonicalization is 24.75 arithmetic instructions per iteration.

We do not claim that the resulting $\left(s_{0}, s_{1}, \ldots, s_{9}\right)$ is always completely determined by the image of $y$ in $\mathbb{F}_{p}$. What matters is that the probability of nonuniqueness for random $y$ 's is so small that two colliding walks have negligible probability of diverging before they hit a distinguished point. We computerverified this as explained in Section 6.

Subtraction. The easy part of subtracting two ring elements is performing 10 subtractions of 16 -bit integers. The problem is that the output is usually not reduced. Carries would reduce the output but would make subtraction much more expensive.

We use two standard techniques to avoid carries after subtractions. First, we skip unnecessary reductions before multiplications; recall from Section 4 that the multiplication algorithm can safely multiply $f$ by $g-g_{2}$, where $f, g, g_{2}$ are reduced. The elliptic-curve addition formulas involve three subtractions of this type: the denominator $x-x_{2}$, which is multiplied by a reduced product inside Montgomery's batch-inversion method (except for one product at the beginning of a batch); the numerator $y-y_{2}$, which is multiplied by the reduced reciprocal of $x-x_{2}$; and $x_{2}-x_{3}$, which is multiplied by the reduced quotient $\lambda$.

Second, we combine multiply-reduce-subtract-reduce into multiply-subtractreduce. In particular, to compute $\lambda^{2}-x-x_{2}$, we first add $x$ to $x_{2}$, and then subtract the sum from $\lambda^{2}$ before reducing the coefficients of $\lambda^{2}$. Similarly, we subtract $y_{2}$ from $\lambda\left(x_{2}-x_{3}\right)$ before reducing the coefficients of $\lambda\left(x_{2}-x_{3}\right)$. This makes the subtractions more expensive (32-bit instead of 16 -bit), but still much less expensive than extra carries.

Overall these 6 subtractions use 10 arithmetic instructions: 5 instructions for 40 subtractions of 16 -bit integers, and another 5 instructions for 20 subtractions of 32 -bit integers.

Table lookups. Our iteration function uses a precomputed table of 2048 multiples of $P$. Each multiple uses 16 bytes for an $x$-coordinate and 16 bytes for a $y$-coordinate, for a total of 64 KB of local storage. If we were concerned with defining an iteration function to perform well on many platforms simultaneously then we would use a smaller table, say 16 KB , to avoid L1 cache misses on typical CPUs. However, the analysis in Section 3 shows that this would slightly increase the number of iterations. In this paper our goal is purely to maximize Cell performance, so we keep $r=2048$.

Normally a precomputed $x$-coordinate in reduced form $\left(x_{0}, x_{1}, \ldots, x_{9}\right)$ would occupy 20 bytes. We instead represent each precomputed $x$-coordinate in reduced form $\left(x_{0}, x_{1}, \ldots, x_{7}, 0,0\right)$, stored as a contiguous 16 -byte vector $\left(x_{0}, x_{1}, \ldots, x_{7}\right)$.

Each $y$-coordinate is stored similarly. The final zeros mean that this representation is limited to approximately $2^{103}$ different integers; it cannot handle all elements of $\mathbb{Z} /\left(2^{128}-3\right)$, or even all elements of $\mathbb{F}_{p}$. We find 2048 representable multiples of $P$ by generating approximately 400 million random multiples of $P$; this precomputation has negligible cost.

This table representation also allows lookups with very little arithmetic (but with many load/store instructions, which we carefully interleave with other computations), as explained in the following paragraph. We could further compress the table entries in several ways, but we are not aware of further compression techniques that avoid extra arithmetic. We comment that scaling the same type of precomputation to larger ECDLPs, squeezing the precomputed points as far as we can with a negligible precomputation, reduces the space for rho tables by asymptotically $25 \%$.

The table entry for a point $(x, y)$ has index $s_{0} \bmod 2048$ where $\left(s_{0}, s_{1}, \ldots, s_{9}\right)$ is the canonicalization of $y$. We perform 8 table lookups in parallel as follows. We perform one arithmetic instruction to obtain 8 parallel table indices; this instruction is a mask of the vector $(2047,2047,2047,2047,2047,2047,2047,2047)$ with a vector of canonicalizations. We shift the result left by 5 bits (since table entries have 32 bytes) to obtain 8 addresses in memory; this 128-bit shift is handled by the SPE's load/store pipeline. We then shuffle the result into 8 separate registers, perform $8 x$-coordinate loads, and perform $8 y$-coordinate loads. Finally we use 24 shuffle instructions to convert to digitsliced format.

Batching inversions. We use Montgomery's trick to batch the inversions in 224 independent iterations, replacing them by 669 multiplications and 1 inversion. This batching is on top of the 8 -way parallelism of all of our arithmetic operations. Overall the SPE handles $1792=224 \cdot 8$ walks at once. At each moment we watch $1 / 16$ th of the walks for fruitless cycles.

Each walk uses 70 bytes of storage: 20 for $x, 20$ for $y, 20$ for $s, 8$ for the seed used to start the walk, and 2 for a table index. Each watched walk uses an extra 102 bytes of storage: 20 for the first $s$ to detect a cycle, 60 for the smallest $(s, x, y)$ to escape a cycle, 20 as extra storage needed for conditional doubling, and 2 for a flag indicating whether the walk needs a doubling to escape a cycle. Overall the walks use $1792(70+102 / 16)=136864$ bytes of local storage.

Overall performance. The most important arithmetic instructions in each iteration are as follows:

- 5 multiplications: 218.75 arithmetic instructions (43.75 each);
- 1 squaring: 31.75 arithmetic instructions;
- 1 canonicalization: 24.75 arithmetic instructions;
- 6 subtractions: 10.00 arithmetic instructions;
$-1 / 224$ inversion minus $3 / 224$ multiplications: $\approx 20.83$ arithmetic instructions.
These add up to 306.08 arithmetic instructions per iteration, implying a lower bound of 306.08 cycles per iteration for our software. Our software actually takes 362 cycles per iteration, about $18 \%$ more than this lower bound.

Under $4 \%$ of the cycles per iteration are spent on operations that can be blamed on negation: specifically, negating $s$ and $y$, detecting fruitless cycles, and resolving fruitless cycles by doubling. The rest of the gap between 306 and 362 is explained by detection of distinguished points, loop control, and function-call overhead.

There is, outside the iterations, an extra cost for communicating the occasional distinguished points that do appear (and in setting up replacement points). We made no effort to optimize this cost, since it is multiplied by the distinguishedpoint probability. With the rather large distinguished-point probability used in our experiments, namely $2^{-20}$, and with all 6 SPEs running in parallel and competing for communication resources, this cost effectively added 15 cycles to each iteration, slowing the computation down by about $4 \%$. A smaller distinguishedpoint probability would reduce this penalty below $1 \%$.

Comparison to previous work. Bos, Kaihara, Kleinjung, Lenstra, and Montgomery state in [4, Appendix A] that they use 456 SPE cycles per iteration for the same ECDLP, including 322 cycles for 6 multiplications, 30 cycles for 6 subtractions, 12 cycles for $1 / 400$ inversions, 24 cycles for canonicalization (with Montgomery reduction), and 68 cycles for miscellaneous overhead. Bos, Kaihara, and Montgomery report 453 cycles per iteration in [5, Section 5], with 318 cycles instead of 322 for the multiplications, and 69 cycles instead of 68 for the miscellaneous overhead.

Each of our multiplications is faster than the multiplications in (4] and [5], by a factor of approximately 1.23 . This speedup can be traced directly to our use of the non-integer radix $2^{12.8}$, while 4 et al. used the conventional radix $2^{16}$. Most of our other operations are also faster than the operations in [4]. We pay a slight penalty for negation but overall gain the same factor of approximately 1.23 in the number of cycles per iteration. Our overall speedup in solving the ECDLP is much larger, because we use far fewer iterations, as discussed in Section 6

## 6 Experimental Results and Evaluation

We do not have access to the cluster of 1284 SPEs used for many months by the authors of [3], 4], [5], and [6]. However, a few SPEs at the Jülich and Barcelona supercomputer centers were enough for us to perform some reasonably large discrete-logarithm experiments, demonstrating clearly that our code works and runs at the expected speed. This section presents the details of our experiments.

Scaling elliptic-curve challenges without changing the prime. Our software is dedicated to the prime $p=\left(2^{128}-3\right) / 76439$, and is designed to break the ECDLP on the curve secp112r1 over $\mathbb{F}_{p}$. However, the same software works without modification for points $P, Q$ on any curve of the form $y^{2}=x^{3}-3 x+b$ over this $\mathbb{F}_{p}$.

By counting points on $y^{2}=x^{3}-3 x+b$ for various $b$ we found group orders having many different prime divisors. For example, there are points

- of prime order $1195174242772417 \approx 1.0615 \cdot 2^{50}$ on $y^{2}=x^{3}-3 x+238^{2}$;
- of prime order $36817627222637377 \approx 1.0219 \cdot 2^{55}$ on $y^{2}=x^{3}-3 x+372^{2}$; and
- of prime order $1186848158152955759 \approx 1.0294 \cdot 2^{60}$ on $y^{2}=x^{3}-3 x+240^{2}$.

For each of these prime-order groups we generated a challenge $P, Q$ and then repeatedly solved the challenge, collecting statistics on the distribution of the time needed to solve the challenge.

Distinguished points per second. We used the same distinguished-point property for all of the challenges, inspecting 20 bits of $s_{4}$ and $s_{9}$. The probability of a point being distinguished is almost exactly $2^{-20}$.

We predicted that we would need slightly more than $2^{20}$ iterations on average to find a distinguished point, for two reasons. The first reason is that a small percentage of the iterations are wasted by fruitless cycles, as discussed in Section 3 , This percentage is under $1 \%$ and is independent of the group order $\ell$.

The second reason is that a walk can enter a long cycle that does not contain a distinguished point. We predicted that this would occur with probability roughly $2^{40} / \ell$ for each seed, i.e., roughly once for every $\ell / 2^{40}$ seeds: certainly not an issue for a single-shot experiment with $\ell \approx 2^{112}$, but a serious concern for a careful statistical analysis studying many seeds with $\ell \approx 2^{50}$.

To prevent our software from running forever in case of long cycles, we added a few lines of code to abort each walk after approximately $47 \cdot 2^{18}$ iterations. A walk that is not in a long cycle has probability only about $2^{-17}$ of surviving for so many iterations and of therefore being aborted. We could also have modified our software to extract discrete logarithms from the long cycles, but there would have been no cryptanalytic benefit from doing so, since long cycles disappear as $\ell$ grows.

We also reduced our batch size from 224 to 192 (watching 12 instead of 14) to make room in local storage for keeping track of various statistics. This made each iteration slightly slower, 366 cycles instead of 362 cycles. The extra cost of communicating distinguished points adds 15 cycles per iteration as discussed in the previous section, so we predicted that 6 SPEs running in parallel would produce $6 \cdot 3.192 \cdot 10^{9} /\left(381 \cdot 2^{20}\right) \approx 47.94$ distinguished points per second.

We ran 6 SPEs on the original curve secp112r1 and found 48134 distinguished points in 1000 seconds, with no aborted walks. We also ran various experiments on our 50 -bit, 55 -bit, and 60 -bit challenge curves, and in each case found distinguished points at the expected rate. We found 1 aborted walk for every $2^{12.9}$ distinguished points for the 55-bit challenge curve $y^{2}=x^{3}-3 x+372^{2}$ with $\ell \approx 1.0219 \cdot 2^{55}$.
The number of distinguished points needed for a discrete logarithm. We performed the following experiment for our 50-bit challenge. Take a seed, and find the corresponding distinguished point. Take the next seed, and find the corresponding distinguished point. Continue this process until finding two colliding distinguished points. Compute a discrete logarithm from this collision, and verify that it matches the secret scalar used to generate the challenge in the first place.

Our software handles many seeds at once and produces distinguished points out of order, so we sorted the outputs back into the original order of seeds. Skipping this step would have introduced a bias into our experiment, favoring distinguished points that use relatively few iterations.

We then performed this experiment again, starting from the first seed that was not used in the first experiment. We continued in the same way through 32237 experiments, using disjoint seeds for each experiment. We did not verify the discrete logarithms for every experiment, but we verified it for a large random sample of experiments, and encountered no failures. The number of distinguished points used in the experiments was on average $31.526 \approx 1.0789 \sqrt{\pi \ell / 4} / 2^{20}$, with standard deviation $0.558 \sqrt{\pi \ell / 4} / 2^{20}$. The median was $29 \approx 1.0565 \sqrt{\ell \log 2} / 2^{20}$. A graph of the distribution of the number of distinguished points appears in the full version of this paper.

We then ran 257241 experiments for our 55-bit challenge. The number of distinguished points was on average $163.37 \approx 1.0074 \sqrt{\pi \ell / 4} / 2^{20}$, with standard deviation $0.527 \sqrt{\pi \ell / 4} / 2^{20}$. The median was $152 \approx 0.9977 \sqrt{\ell \log 2} / 2^{20}$.

We similarly ran 33791 experiments for our 60 -bit challenge. The number of distinguished points was on average $920.36 \approx 0.9996 \sqrt{\pi \ell / 4} / 2^{20}$, with standard deviation $0.525 \sqrt{\pi \ell / 4} / 2^{20}$. The median was $864 \approx 0.9989 \sqrt{\ell \log 2} / 2^{20}$.

Performance extrapolations. On the basis of these experiments we confidently predict that our software would solve the secp112r1 ECDLP in, on average, 37.3 years on a PS3, using $2^{35.71}$ distinguished points, requiring under 1 terabyte of storage. Here $2^{35.71}$ is calculated as $\sqrt{\pi \ell / 4} / 2^{20}$ with $\ell \approx p \approx$ $2^{128} / 76439$, and 37.3 is calculated as $\sqrt{\pi \ell / 4} /\left(2^{20} \cdot 47.94 \cdot 86400 \cdot 365.25\right)$.

The software runs in parallel on many PS3s without trouble, and will easily scale beyond the size of the cluster used in [5]. The computation time is inversely proportional to the number of machines, except for a few minutes at the end of the computation (by all machines while the final collision walks towards a distinguished point, and by a central machine recomputing the walks involved in the collision).

One can trivially reduce the storage and communication requirements by, e.g., a factor of 16 by changing the definition of distinguished points to use 24 bits instead of 20 . This increases the final few minutes by a factor of 16 , but it also saves almost 15 cycles of communication cost for each iteration, as discussed in the previous section, reducing the total time to just 35.6 years on a PS3.

Comparison to previous work. Our speed is directly comparable to, and almost twice as fast as, the speed previously reported by Bos, Kaihara, Kleinjung, Lenstra, and Montgomery.

Specifically, 3, Appendix A] reports an expected number of " $\sqrt{\pi q / 2} \approx 8.4$. $10^{16 "}$ iterations to solve a secp112r1 ECDLP, with each iteration consuming 456 cycles, totalling "about 60 PS3 years". This iteration count (also appearing in [5. Section 5.3]) is slightly too optimistic: the additive walk in 3] uses $r=16$, creating a noticeable nonrandomness penalty of approximately $1 / \sqrt{1-1 / 16}$. The Cell runs at 3.192 GHz , so a better estimate is

$$
\frac{456 \sqrt{\pi \ell / 2}}{6 \cdot 3.192 \cdot 10^{9} \cdot 86400 \cdot 365.25 \cdot \sqrt{1-1 / 16}} \approx 65.16
$$

PS3 years. We have shown how to solve the same ECDLP using just 35.6 PS3 years.
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#### Abstract

At TCC 2005, Groth underlined the usefulness of working in small RSA subgroups of hidden order. In assessing the security of the relevant hard problems, however, the best attack considered for a subgroup of size $2^{2 \ell}$ had a complexity of $\mathcal{O}\left(2^{\ell}\right)$. Accordingly, $\ell=100$ bits was suggested as a concrete parameter.

This paper exhibits an attack with a complexity of roughly $2^{\ell / 2}$ operations, suggesting that Groth's original choice of parameters was overly aggressive. It also discusses the practicality of this new attack and various implementation issues.


Keywords: RSA moduli, hidden order, subgroup, cryptanalysis.

## 1 Introduction

In 2005, Jens Groth [7] proposed a collection of cryptographic primitives based on small RSA subgroups of $\mathbb{Z}_{N}^{*}$ of hidden orders. The motivation behind these constructions is improved efficiency and tighter security reductions.

The RSA moduli $N$ used in [7] are of the form:

$$
N=p \cdot q=\left(2 p^{\prime} r+1\right) \cdot\left(2 q^{\prime} s+1\right)
$$

where $p, p^{\prime}, q, q^{\prime}$ are prime integers and $r, s$ are random integers. Then there exists a unique subgroup $\mathbb{G}$ of $\mathbb{Z}_{N}^{*}$ of order $p^{\prime} q^{\prime}$. Letting $g$ be a random generator of $\mathbb{G}$, the pair $(N, g)$ is made public whereas everything else including the group order $p^{\prime} q^{\prime}$ is kept secret.

The best attack considered in [7] has complexity $\mathcal{O}\left(p^{\prime}\right)$. Therefore, when proposing concrete parameters, the author suggests to take the bit-lengths $\ell_{p^{\prime}}$ and $\ell_{q^{\prime}}$ of the primes $p^{\prime}$ and $q^{\prime}$ as $\ell_{p^{\prime}}=\ell_{q^{\prime}}=100$.

This paper does not consider any specific scheme from [7]. Instead, it describes an attack that recovers the secret factors of $N$ from the public data $(N, g)$ in $\tilde{\mathcal{O}}\left(\sqrt{p^{\prime}}\right)$. This results in a $2^{50}$ attack making the choice $\ell_{p^{\prime}}=\ell_{q^{\prime}}=100$ potentially insecure. We analyze the practicality of our attack with an implementation, for which we provide the source code in the full version of this paper [5].

Remark 1. In [7, Groth also considers RSA subgroups where $r$ and $s$ are smooth integers (i.e. all prime factors of $r$ and $s$ are smaller than some bound $B$ ). For this specific variant an attack in complexity $\mathcal{O}\left(\sqrt{p^{\prime}}\right)$ is given in [7], and consequently larger parameters $\left(\ell_{p^{\prime}}=\ell_{q^{\prime}}=160\right)$ are suggested. In this paper we do not consider this variant but directly focus on the general case.

Remark 2. Other works have proposed schemes based on small subgroups of $\mathbb{Z}_{n}^{*}$. The attack introduced in this paper applies to some, but not all of them. In particular, the scheme proposed by Damgård et al. in [6] uses a subgroup of prime order $v$ of $\mathbb{Z}_{n}^{*}$, where $v$ is a factor of both $p-1$ and $q-1$ (of around 160 bits). Since the group has the same order modulo $p$ and $q$, the attack presented herein does not apply to this scheme. On the other hand, it does, in principle, apply to the subgroup variant of the Paillier cryptosystem [11. The parameter choice from the original paper was more conservative than that of Groth, however (320-bit subgroup), making it out of reach of our new attack.

## 2 The New Attack

Using the notations above, we factor $N$ in time $\tilde{\mathcal{O}}\left(\sqrt{p^{\prime}}\right)$ and memory $\mathcal{O}\left(\sqrt{p^{\prime}}\right)$ as follows. Recall that the RSA modulus $N=p q$ is such that:

$$
N=p \cdot q=\left(2 p^{\prime} r+1\right) \cdot\left(2 q^{\prime} s+1\right)
$$

where $p^{\prime}$ and $q^{\prime}$ are prime; besides, $g$ is a generator of the subgroup $\mathbb{G}$ of order $p^{\prime} q^{\prime}$. From $g^{p^{\prime} q^{\prime}}=1 \bmod N$ we get:

$$
\begin{equation*}
g^{p^{\prime}}=1 \quad \bmod p \tag{1}
\end{equation*}
$$

Let $\ell$ denote the bit-length of $p^{\prime}$, which we assume is even without loss of generality, and write $\Delta=2^{\ell / 2}$. We then have

$$
p^{\prime}=a+\Delta \cdot b
$$

with $0 \leq a, b<2^{\ell / 2}$. From (1), we get:

$$
g^{a}=\left(g^{\Delta}\right)^{-b} \quad \bmod p
$$

If the prime factor $p$ was known, one could carry out a baby-step giant-step attack by generating the following two lists:

$$
\begin{aligned}
L_{p} & =\left\{g^{i} \bmod p: 0<i<2^{\ell / 2}\right\} \\
L_{p}^{\prime} & =\left\{\left(g^{\Delta}\right)^{-j} \bmod p: 0 \leq j<2^{\ell / 2}\right\}
\end{aligned}
$$

and finding a collision between $L_{p}$ and $L_{p}^{\prime}$, which would reveal $a, b$ and thus $p^{\prime}$ in total time and space $\mathcal{O}\left(2^{\ell / 2}\right)$.

Obviously $p$ is unknown, so instead of computing $L_{p}$ and $L_{p}^{\prime}$, we generate the two following lists modulo $N$ :

$$
\left.\begin{array}{rl}
L & =\left\{x_{i}=g^{i} \bmod N: 0<i<2^{\ell / 2}\right\} \\
L^{\prime} & =\left\{y_{j}\right.
\end{array}=\left(g^{\Delta}\right)^{-j} \bmod N: 0 \leq j<2^{\ell / 2}\right\}
$$

One could then compute $\operatorname{gcd}\left(x_{i}-y_{j}, N\right)$ for all $x_{i} \in L$ and all $y_{j} \in L^{\prime}$. Since we have

$$
x_{a}-y_{b}=0 \quad \bmod p
$$

this would reveal the factors of $N$ for $i=a$ and $j=b$. However, the complexity of this naive approach is quadratic in $\Delta$, and will thus require $2^{\ell}$ computations, not $2^{\ell / 2}$. Hence we proceed as follows instead:

1. Generate the polynomial:

$$
f(x)=\prod_{x_{i} \in L}\left(x-x_{i}\right) \quad \bmod N
$$

2. For all $y_{j} \in L^{\prime}$, evaluate $f$ at $y_{j}$ and compute $\operatorname{gcd}\left(f\left(y_{j}\right), N\right)$.

Since we have

$$
f\left(y_{b}\right)=\prod_{x_{i} \in L}\left(y_{b}-x_{i}\right)=\left(y_{b}-x_{a}\right) \cdot R=0 \quad \bmod p
$$

computing $\operatorname{gcd}\left(f\left(y_{j}\right), N\right)$ reveals the factors of $N$ for $j=b$.

```
Algorithm 1. Attack overview
    Let \(\Delta \leftarrow 2^{\ell / 2}\).
    for \(i=0\) to \(\Delta-1\) do
        \(x_{i} \leftarrow g^{i} \bmod N\)
        \(y_{i} \leftarrow\left(g^{\Delta}\right)^{-i} \bmod N\)
    end for
    Generate the polynomial
        \(f(x) \leftarrow \prod_{i=1}^{\Delta-1}\left(x-x_{i}\right) \quad \bmod N\)
    for \(i=0\) to \(\Delta-1\) do
        Evaluate \(f\left(y_{i}\right) \in \mathbb{Z}_{N}\)
        Attempt to factor \(N\) by computing \(\operatorname{gcd}\left(f\left(y_{i}\right), N\right)\).
    end for
```

The attack is summarized in Algorithm 1. In the next section we show that it can be carried out in time quasi-linear in the cardinalities of $L$ and $L^{\prime}$.

## 3 Attack Complexity

This attack involves the computation and evaluation of a polynomial of the form:

$$
f(x)=\prod_{i=1}^{d-1}\left(x-x_{i}\right) \quad \bmod N
$$

with $d=2^{\ell / 2}$. It is a classical fact [1] that the coefficients of such a polynomial can be computed using a product tree, with a total number of operations in $\mathbb{Z}_{N}$ which is quasilinear in $d$ (namely $\mathcal{O}(M(d) \log d$ ), where $M(d)$ is the complexity of the multiplication of two polynomials of degree $d$ ). Similarly, with a remainder tree, this polynomial can be evaluated at all points $y_{j}, 0 \leq j<d$ in $\mathcal{O}(M(d) \log d)$ operations.

In our case, however, both $\left(x_{i}\right)$ and $\left(y_{j}\right)$ are geometric progressions, hence even more efficient algorithms exist: the Newton basis conversion algorithms of Bostan and Schost [4 make it possible to compute $f$ using $\mathcal{O}(d)$ precomputations and a single middle product of polynomials of degree $d$, and to evaluate $f\left(y_{j}\right)$ for all $j$ using $\mathcal{O}(d)$ precomputations, a product of polynomials of degree $d$ and a middle product of polynomials of degree $d$. See the next section for details. This results in an overall complexity of $3 M(d)+\mathcal{O}(d)$ for the complete attack, with a small constant in the $\mathcal{O}$. Space requirements are also $\mathcal{O}(d)$, to store a few polynomials of degree $d$.

Thus, for typical parameter sizes, the attack is essentially linear in $\sqrt{p^{\prime}}$ both in time and space.

## 4 Algorithmic Details

As discussed above, we can break down the attack in two steps: first compute the coefficients of the polynomial $f(x)=\prod_{i=1}^{d-1}\left(x-x_{i}\right) \bmod N$, and then evaluate $f \bmod N$ at each of the points $y_{j}$. Since both $\left(x_{i}\right)$ and $\left(y_{j}\right)$ are geometric progressions, both of these steps reduce to a variant of the discrete Fourier transform, called the "chirp transform" (or its inverse) [12|2. In our implementation, we carry out these computations using the particularly efficient algorithms of Bostan and Schost [4, as described in [3, §5.5]. More precisely, Bostan gives pseudocode, reproduced as Algorithms 3 and 4 in Appendix A to compute polynomial interpolation and polynomial evaluation at a geometric progression.

In our case, a number of futher simplifications are possible in the interpolation stage. Indeed, $f\left(x_{i}\right)=0$ for $1 \leq i \leq d-1$ and $f(1)=\prod_{i=1}^{d-1}\left(1-x_{i}\right)$, so with the notations of Algorithm 3, $v_{0}=(-1)^{n-1} s_{n-1}$ and $v_{i}=0$ for $i>0$. This means in particular that the polynomial multiplication of Algorithm 3. Step 9 reduces to a simple scalar multiplication, and that the computations of Steps 10-12 can

```
Algorithm 2. Detailed attack
    function Attack \((g, n, N)\)
        \(p \leftarrow 1 ; q \leftarrow 1 ; s \leftarrow 1 ; u \leftarrow 1 ; z \leftarrow 1 ; w \leftarrow 1\)
        Initialize \(U, Z, S, W\) as zero polynomials of degree \(n-1\)
        \(U_{0} \leftarrow u ; Z_{0} \leftarrow z ; W_{0} \leftarrow w\)
        for \(i=1\) to \(n-1\) do
            \(p \leftarrow p \cdot g \bmod N\)
            \(q \leftarrow q \cdot p \bmod N\)
            \(s \leftarrow s \cdot(p-1) \bmod N\)
            \(u \leftarrow u \cdot p /(1-p) \bmod N\)
            \(z \leftarrow(-1)^{i} u / q \bmod N\)
            \(w \leftarrow q /(s \cdot u) \bmod N\)
            \(U_{i} \leftarrow u ; Z_{i} \leftarrow z ; W_{i} \leftarrow w\)
        end for
        \(Z \leftarrow(-1)^{n-1} s_{n-1} \cdot Z \bmod N\)
        \(W \leftarrow \operatorname{mul}^{t}(n-1, U, W)\)
        for \(i=0\) to \(n-1\) do
            \(W_{i} \leftarrow W_{i} \cdot Z_{i} \bmod N\)
        end for
        \(g \leftarrow 1 /(p \cdot g) \bmod N \quad \triangleright g \leftarrow g^{-\Delta}\)
        \(p \leftarrow 1 ; q \leftarrow 1 ; s \leftarrow 1 ; u \leftarrow 1 ; z \leftarrow 1 ; w \leftarrow 1\)
        \(U \leftarrow 0 ; Z \leftarrow 0\)
        \(U_{0} \leftarrow u ; Z_{0} \leftarrow z ; S_{0} \leftarrow s\)
        for \(i=1\) to \(n-1\) do
            \(p \leftarrow p \cdot g \bmod N\)
            \(q \leftarrow q \cdot p \bmod N\)
            \(s \leftarrow s /(p-1) \bmod N\)
            \(u \leftarrow u \cdot p /(1-p) \bmod N\)
            \(z \leftarrow(-1)^{i} u / q \bmod N\)
            \(S_{i} \leftarrow s ; U_{i} \leftarrow u ; Z_{i} \leftarrow z\)
            \(W_{i} \leftarrow W_{i} / z \bmod N\)
        end for
        \(W \leftarrow \operatorname{mul}^{t}(n-1, Z, W)\)
        for \(i=0\) to \(n-1\) do
            \(W_{i} \leftarrow(-1)^{i} W_{i} \cdot U_{i} \bmod N\)
        end for
        \(W \leftarrow W \cdot S\)
        for \(i=0\) to \(n-1\) do
            if \(\operatorname{gcd}\left(W_{i}, N\right) \neq 1\) then return \(\operatorname{gcd}\left(W_{i}, N\right) \quad \triangleright\) Factor found!
            end if
        end for
    end function
```

be carried out in the main loop. We can also have a slightly more conservative memory management, with only 4 polynomials of degree $n-1$ kept in memory for both the interpolation and the evaluation step. Finally, the multiplications by $s_{i}$ in Algorithm[4. Step 14 can be skipped altogether as we search for a factor
of $N$ with GCD computations, since the $s_{i}$ 's are prime to $N$ by construction. We obtain the detailed procedure described in Algorithm 2,

The attack can again be broken down in three stages: interpolation in Steps 218, evaluation in Steps 19-36 and factor search in Steps 37-40. Complexity is dominated by the three quasi-linear multiplication steps: the middle products of Steps 15 and 32, and the polynomial multiplication of Step 36 .

## 5 Implementation

We provide the source code of our attack in the full version of this paper 5 . The implementation of polynomial interpolation and evaluation using Newton basis conversions largely follows the pseudocode from [3] (Figure 5.1 and 5.2), implemented in C using the FLINT library [9.

In Table 11 we provide the observed running time of our attack on an Intel Core2 Duo E8500 3.12 GHz, for 1024-bit RSA moduli. The program was linked to the following libraries: FLINT 1.6 (prerelease), MPIR 2.1.3 and MPFR 3.0, and ran on a single CPU core.

Table 1. Experimental attack running times for 1024-bit moduli

| $\ell=\left\lceil\log _{2} p^{\prime}\right\rceil$ | running time |
| :---: | :---: |
| 26 bits | 1.9 seconds |
| 28 bits | 4.0 seconds |
| 30 bits | 8.1 seconds |
| 32 bits | 16.5 seconds |
| 34 bits | 33.5 seconds |
| 36 bits | 68.9 seconds |

From Table 1 we see that, as expected, running times are essentially linear in $\sqrt{p^{\prime}}$. Direct extrapolation yields the following estimates:

Table 2. Estimated attack running times for 1024-bit moduli

| $\ell=\left\lceil\log _{2} p^{\prime}\right\rceil$ | running time | estimated number of clock cycles |
| :---: | :---: | :---: |
| 60 bits | 3 days | $2^{50}$ |
| 80 bits | 9 years | $2^{60}$ |
| 100 bits | 9000 years | $2^{70}$ |

Thus, even the parameter $\ell=100$ suggested in Groth's paper [7] would require a large but not unachievable amount of computation, even by academic standards. As a comparison, the recent factorization of RSA 768 [10] required about 2000 CPU-years.

However, it is not obvious how the algorithm can be efficiently parallelized to distribute the computation. A naive parallelization strategy is to reduce the
number of $x_{i}$ 's and increase the number of $y_{i}$ 's by some factor $2^{k}$, but this only reduces time and memory by a factor of about $2^{k}$ while requiring $2^{2 k}$ parallel nodes. It would be desirable to be able to distribute the full size computation-both the FFT steps (multiplication and middle product) and the precomputations-but this appears to be nontrivial.

Most importantly, it is difficult to deal with larger parameters because the attack is heavily memory-bound: the $\mathcal{O}\left(\sqrt{p^{\prime}}\right)$ memory requirement is a serious hurdle. In experiments, we encountered memory problems as early as $\ell \approx 38$ for a 1024-bit modulus, and even with much more careful memory management and the use of mass storage rather than RAM, it seems unlikely that parameters larger than $\ell \approx 60$ can be attacked unless storage can be efficiently distributed as well.

## 6 Conclusion

We have described an attack against the RSA subgroup of hidden order described in [7] that works in time $\tilde{\mathcal{O}}\left(\sqrt{p^{\prime}}\right)$ while the best attack considered in [7] had complexity $\mathcal{O}\left(p^{\prime}\right)$. We have implemented our attack and assessed its practicality. As expected, our attack exhibits a time complexity quasi-linear in $\sqrt{p^{\prime}}$. In terms of CPU time alone, the parameters suggested in [7] appear to be within reach for a resourceful attacker. However, due to heavy memory requirements and parallelization problems, these parameters may remain unchallenged.

An interesting open question is to decrease the memory requirement: an algorithm similar to Pollard rho or Pollard lambda with constant memory would be the most convenient type of attack on this problem if it exists. If not, a method for distributing the computation and storage efficiently would be the simplest way to make the attack practical for larger parameters.
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## A Bostan's Algorithms

```
Algorithm 3. Polynomial interpolation: compute the polynomial \(F\) of degree
\(<n\) such that \(F\left(p_{i}\right)=v_{i}\), where \(p_{i}=q^{i}, 0 \leq i \leq n-1\)
    function \(\operatorname{InTERPGEOM}\left(p_{0}, \ldots, p_{n-1} ; v_{0}, \ldots, v_{n-1}\right)\)
    \(q_{0} \leftarrow 1 ; s_{0} \leftarrow 1 ; u_{0} \leftarrow 1 ; z_{0} \leftarrow 1 ; w_{0} \leftarrow v_{0}\)
    for \(i=1\) to \(n-1\) do
        \(q_{i} \leftarrow q_{i-1} \cdot p_{i}\)
        \(s_{i} \leftarrow s_{i-1} \cdot\left(p_{i}-1\right)\)
        \(u_{i} \leftarrow u_{i-1} \cdot p_{i} /\left(1-p_{i}\right)\)
        \(z_{i} \leftarrow(-1)^{i} u_{i} / q_{i}\)
    end for
    \(H \leftarrow\left(\sum_{i=0}^{n-1} v_{i} / s_{i} x^{i}\right) \cdot\left(\sum_{i=0}^{n-1}(-x)^{i} q_{i} / s_{i}\right)\)
    for \(i=1\) to \(n-1\) do
        \(w_{i} \leftarrow(-1)^{i} \operatorname{Coeff}(H, i) / u_{i}\)
    end for
    \(G \leftarrow \operatorname{mul}^{t}\left(n-1, \sum_{i=0}^{n-1} u_{i} x^{i}, \sum_{i=0}^{n-1} w_{i} x^{i}\right)\)
    return \(\sum_{i=0}^{n-1} z_{i} \operatorname{Coeff}(G, i) x^{i}\)
    end function
```

```
Algorithm 4. Polynomial evaluation: evaluate the polynomial \(F\) at all points
\(p_{i}=q^{i}, 0 \leq i \leq n-1\)
    function \(\operatorname{EvalGEOM}\left(p_{0}, \ldots, p_{n-1} ; F\right)\)
        \(q_{0} \leftarrow 1 ; s_{0} \leftarrow 1 ; u_{0} \leftarrow 1 ; z_{0} \leftarrow 1 ; g_{0} \leftarrow 1\)
        for \(i=1\) to \(n-1\) do
            \(q_{i} \leftarrow q_{i-1} \cdot p_{i}\)
            \(s_{i} \leftarrow s_{i-1} \cdot\left(p_{i}-1\right)\)
            \(u_{i} \leftarrow u_{i-1} \cdot p_{i} /\left(1-p_{i}\right)\)
            \(z_{i} \leftarrow(-1)^{i} u_{i} / q_{i}\)
        end for
        \(G \leftarrow \operatorname{mul}^{t}\left(n-1, \sum_{i=0}^{n-1} z_{i} x^{i}, \sum_{i=0}^{n-1} \operatorname{Coeff}(F, i) / z_{i} x^{i}\right)\)
        for \(i=1\) to \(n-1\) do
            \(g_{i} \leftarrow(-1)^{i} u_{i} \operatorname{Coeff}(G, i)\)
        end for
        \(W \leftarrow\left(\sum_{i=0}^{n-1} g_{i} x^{i}\right) \cdot\left(\sum_{i=0}^{n-1} s_{i}^{-1} x^{i}\right)\)
        return \(s_{0} \operatorname{Coeff}(W, 0), \ldots, s_{n-1} \operatorname{Coeff}(W, n-1)\)
    end function
```
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#### Abstract

Modern society is increasingly dependent on, and fearful of, the availability of electronic information. There are numerous examples of situations where sensitive data must be - sometimes reluctantly shared between two or more entities without mutual trust. As often happens, the research community has foreseen the need for mechanisms to enable limited (privacy-preserving) sharing of sensitive information and a number of effective solutions have been proposed. Among them, Private Set Intersection (PSI) techniques are particularly appealing for scenarios where two parties wish to compute an intersection of their respective sets of items without revealing to each other any other information. Thus far, "any other information" has been interpreted to mean any information about items not in the intersection.

In this paper, we motivate the need for Private Set Intersection with a stronger privacy property of hiding the size of the set held by one of the two entities ("client"). We introduce the notion of Size-Hiding Private Set Intersection (SHI-PSI) and propose an efficient construction secure under the RSA assumption in the Random Oracle Model. We also show that input size-hiding is attainable at very low additional cost.


## 1 Introduction

Operations that involve sharing sensitive or private information are increasingly encountered in everyday life. A typical scenario involves two entities: one that seeks certain information, and the other - that possibly has this information and is either willing or is compelled to share it. At the same time, each entity wants to maximize privacy of its information, beyond the minimum disclosure necessary to complete the required operation. To motivate the problem, we present three concrete (and only slightly contrived) examples illustrating nuanced requirements of such privacy-preserving operations.

Example 1. U.S. Department of Homeland Security (DHS) maintains a dynamic database of suspected terrorists (TWL: Terror Watch List). For every flight, DHS needs to know whether the flight passenger manifest and TWL have any names in common. Airlines are reluctant to unconditionally share passenger information. Some airlines are foreign and some flights might be transit, i.e., they merely fly over, but not land in, United States. At the same time, compliance with DHS is mandatory, meaning that names of any flight passengers that also appear
in TWL must be supplied to DHS. For its part, DHS treats TWL as secret information and is absolutely unwilling to reveal it to any airline.

Example 2. U.S. Central Intelligence Agency (CIA) has a requirement to periodically (e.g., every year) check whether any of its agents have been arrested or convicted any crimes. It thus needs to approach every state and, ideally, compare its list of employees against the state's list of arrestees and/or convicted offenders. A state (e.g., South Dakota) is unwilling to reveal its information for fear of misuse and legal liability. Whereas, CIA is mandated by law not to reveal the names of any of its agents.

Example 3. U.S. Center of Disease Control and Prevention (CDC) maintains a list of people, per city, afflicted by certain contagious diseases, e.g., the H1N1 virus. CDC needs to monitor high or unusual concentrations of infected people in schools, since that might indicate the start of an epidemic. To this end, it periodically needs to cross-check its list with student rosters in each school district. Privacy regulations prevent schools from granting wholesale access to student data. However, information regarding students with highly infectious diseases needs to be disclosed.

### 1.1 Why Size Matters?

All examples above have some features in common: neither party can reveal its information in its entirety. What they are willing to reveal is limited to common information, i.e., items appearing on both parties' lists. Specifically, our examples involve only one-way information sharing, i.e., airlines allow DHS to learn names that appear on both lists, whereas, DHS does not allow airlines to learn the same.

Another important, but more subtle, feature common to our examples is the need to keep client input size secret. Specifically, DHS does not reveal the number of names on the TWL. This list is dynamic (names can be added and removed frequently) and revealing its size would leak sensitive information. Likewise, by law, CIA cannot divulge the number of its agents, for obvious reasons. Finally, the number of infected school-kids in a city (school district) is extremely sensitive: its disclosure can cause wide-spread panic and/or prompt a health insurance rate hikes for that location.

We conclude that there are solid reasons for parties in certain privacy-preserving operations to keep sizes of their inputs secret. The most common reason is that input size represents sensitive information. A related reason is that, given multiple interactions between the same two parties, fluctuations in input size are equally (or even more) sensitive. Another factor motivating input size secrecy is related to the amount of computation imposed on the other party; we discuss it later, in Section 6

We note, from the outset, that there are limits to input size hiding. For instance, both parties cannot hide their respective input sizes. One obvious reason is that, in all examples above, (at least) one party learns the intersection of its input with that of the other party. The intersection itself is a list (or a set) and its size leaks information about overall input size.

In this paper, we focus on privacy-preserving interactions characterized by the examples above, where one party (client, the one that learns the intersection) aims to keep the size of its input secret. Next, we argue that no current cryptographic primitive, (including generic secure two-party computation [18]) supports input size-hiding for private set intersection. We also discuss the inadequacy of some trivial approaches.

### 1.2 Size Hiding with Current Tools?

Private Set Intersection (PSI) is a cryptographic primitive, introduced in [13], that allows two parties: server $S$ and client $C$, to interact on their respective private input sets: $\mathcal{S}$ and $\mathcal{C}$, such that, $C$ learns $(\mathcal{S} \cap \mathcal{C},|\mathcal{S}|)$ and $S$ learns nothing beyond $|\mathcal{C}|{ }^{1}$ Over the last few years, the research community has devised a number of PSI techniques that vary in costs, security assumptions and adversarial models. We discuss prior work on PSI in Section 2. One common feature of all current PSI protocols is that client input size (\# of elements in client set) is revealed to server. It is unclear whether they can be extended or amended to support client input size-hiding. Also, generic secure multi-party computation tools [35] are not applicable as they provide all players with the sizes of other players' inputs.

One trivial approach is for client to employ fixed-size input, i.e., pad its input with chaff up to a certain fixed size. However, this has several drawbacks. First and foremost, this always leaks the upper bound of input size. Second, if client input is a dynamic set, the fixed size must reflect the maximum possible set size (otherwise, fluctuations would leak information), which entails wasted computation and communication.

### 1.3 Roadmap and Contributions

In this paper, we introduce the concept of Size-Hiding Private Set Intersection (SHI-PSI).We then present the first concrete SHI-PSI construction, offering provable security and efficient operation. Next, we discuss possible extensions to reduce protocol overhead and adapt SHI-PSI to scenarios where client needs to learn data records associated withe each item in the intersection. Finally, we compare costs of our SHI-PSI approach to prior work (on non size-hiding PSI) and show that size-hiding is attainable at very low additional costs.

Notable SHI-PSI features include:

1. It offers a superset of privacy properties of prior PSI protocols: SHI-PSI additionally hides client input size from server. Client input is hidden unconditionally, without relying on any computational assumption - a contribution in its own right.
2. It is secure under the standard RSA assumption in the Random Oracle Model (ROM).

[^21]3. It is very efficient: (1) communication overhead is linear in server input size only, (2) server computation complexity is linear in the size of its input only, (3) client computation complexity is almost linear $-O(v \cdot \log v)$ - in the size of its input. (We note that this is remarkably low, since the most efficient PSI offers linear complexity; hence, the only "penalty" for size-hiding is a small increase in client computation: $O(v \cdot \log v)$ vs $O(v)$.)
4. It is particularly attractive for scenarios where server is mandated (e.g., by law) to take part in the interaction with client(s). In such scenarios, it makes sense to minimize burden on server, especially, when client input is large. Current PSI schemes involve server computation proportional to client input size. Whereas, in SHI-PSI, server computation depends only on its own input size.

Organization. After reviewing related work in Section 2 Section 3 defines SHPSI as a concept and specifies its desired properties. Then, Section 4 presents a concrete SHI-PSI protocol and argues its security. Section 5 discusses possible extensions and Section 6 considers performance issues. The paper concludes with a laundry-list of future work items in Section 7

## 2 Related Work

We now overview related cryptographic primitives and prior work.
Two-Party Computation (2PC). Private set operations can be performed using secure two-party computation [18|35]. 2PC allows two parties, each with its own private input, to privately evaluate a generic public function, such that nothing else is revealed. However, standard 2 PC definitions (see [17]) provide both parties with the length of the other party's input. This contradicts our input size-hiding goal. Furthermore, 2PC incurs several rounds and relatively high computational overhead. Recent techniques, such as [33] and [22], proposed efficient tools for 2 PC . However, special-purpose protocols for private set operations are still much faster. For instance, [22] reports the overhead of 12.8 seconds for computing the intersection of two sets with only 100 items using their 2PC-based techniques. In contrast, [11] shows the overhead of only 6 seconds for computing private set intersection for two sets with 5,000 items (on comparable hardware), using specialized PSI tools.

Private Set Intersection (PSI). Freedman, et al. [13] devised a suite of private set operation protocols based on Oblivious Polynomial Evaluations (OPE-s) 31. The main idea is to represent a set as a polynomial, and set elements - as its roots. Client uses an additively homomorphic cryptosystem (e.g., Paillier [32]) to encrypt coefficients, that are then evaluated by server, such that client learns the intersection (and nothing else) upon decrypting.

Assuming that client and server sets contain $v$ and $w$ items, respectively, their respective computation overheads amount to $O(v+w)$ and $O(w \log \log v)$ exponentiations. The protocol is secure against semi-honest adversaries in the standard model, and against malicious adversaries in ROM (with increased cost).

There are several improvements to this construction against malicious adversaries in the standard model, with linear communication and quadratic computation [7], and linear communication and $O(w \log \log v)$ computation in [20] (all under DDH). Also, [27] extends OPE-s to more than two players, all learning the intersection, with quadratic computational and linear communication complexities.

Other PSI constructs rely on Oblivious Pseudo-Random Functions (OPRFs) [12]. An OPRF is a two-party protocol that securely evaluates a pseudorandom function $f_{k}(\cdot)$ on key $k$ contributed by sender and input $x$ contributed by receiver, such that the former learns nothing from the interaction, and the latter only learns $f_{k}(x)$. OPRF-s can be used to obtain linear complexity PSI, e.g., 19 and [24, secure in the standard model against, respectively, covert [1] and malicious adversaries. Recent PSI results in the Random Oracle Model (ROM) yielded very efficient constructs with linear complexity and short exponentiations. They replace OPRF-s with unpredictable functions [25] and blind signatures 11]. These techniques are secure under One-More-DH and One-More-RSA assumptions [2], respectively. Very recent work in [10] achieves linear computational and communication complexity (also using short exponents) against malicious adversaries, under the DDH assumption in ROM.

Branching Programs (BP). Ishai and Paskin [23] consider the following problem: given a branching program $P$ (held by server) and encryption $c$ of input $x$ (held by client), is it possible to compute ciphertext $c^{\prime}$ from which $P(x)$ can be decoded using the secret key? Note that size of $c^{\prime}$ depends, polynomially, on sizes of $x$ and $P$. Thus, neither client computation nor protocol communication overhead depends on server input size $P$, that remains secret to client. Although one can implement PSI with a branching program and thus hide server input size (whereas, we focus on hiding client input size), we argue that this generic construction would involve much higher computational overhead - polynomial in the size of inputs. Also, it would require $v$ parallel executions, where $v$ is client input size.

Secure Pattern Matching. Some recent work addressed a somewhat related problem: secure computation of pattern matching [19|16|26|21]. One party $\left(P_{1}\right)$ holds a pattern and the other party $\left(P_{2}\right)$ holds a text string. The goal of $P_{1}$ is to learn where the pattern appears in the text, without revealing it to $P_{2}$ or learning anything else about $P_{2}$ 's input. However, the size of $P_{1}$ 's pattern is always revealed to $P_{2}$. 21] sketches a possible way to hide pattern size, however, only by means of random padding. (As discussed earlier, this is an unsatisfying approach that exposes the upper bound.) It also imposes a substantial performance penalty: from linear to quadratic complexity.

Zero-Knowledge Sets. The only cryptographic primitive in the context of which the need for hiding input sizes was discussed is Zero-Knowledge Sets 30]. In it, server publishes a short snapshot of its private database, i.e., a commitment. Later, client can request server to prove whether a given item belongs to the committed set. Note that neither the commitment nor the proof reveals
server database. However, the problem addressed by ZK-Sets is quite different from (size-hiding) PSI. In fact, in ZK-Sets, client input is not private.

## 3 Definitions

We now formalize the concept of Size-Hiding Private Set Intersection (SHI-PSI). Informally, SHI-PSI extends PSI with an additional privacy feature that client input size must not be revealed to server. Clearly, SHI-PSI implies (one-way) PSI. For ease of presentation, instead of first defining PSI and then adding sizehiding, we begin by defining SHI-PSI directly.

Definition 1. (SHI-PSI.) A scheme satisfying correctness, server privacy and client privacy (per Definitions 2, 3 and 4 below), involving two parties: $C$ and $S$, and two components: \{Setup,Interaction\}, where:

- Setup: an algorithm that selects all global parameters.
- Interaction: a protocol between $S$ and $C$ on respective inputs: $\mathcal{S}=\left\{s_{1}, \cdots, s_{w}\right\}$ and $\mathcal{C}=\left\{c_{1}, \cdots, c_{v}\right\}$.

Definition 2. (Correctness.) If both parties are honest, at the end of Interaction, run on inputs $(\mathcal{S}, \mathcal{C}), S$ outputs $\perp$, and $C$ outputs $(|\mathcal{S}|, \mathcal{S} \cap \mathcal{C})$, or $|\mathcal{S}|$ the intersection is empty.

We assume semi-honest parties and use general definitions of secure computation [17]. Specifically, we define SHI-PSI as a secure two-party protocol realizing functionality described above. Our client and server privacy definitions follow from those in related work [28|13|12|19]. In particular, Goldreich ([17], Sec. 7.2.2) states that, in case of semi-honest parties, the general "real-versus-ideal" definition framework is equivalent to a much simpler framework that extends the formulation of honest-verifier zero-knowledge. Informally, a protocol privately computes certain functionality if whatever can be obtained from one party's view of a protocol execution can be obtained from input and output of that party. In other words, the view of a semi-honest party (including $\mathcal{C}$ or $\mathcal{S}$, all messages received during execution, and the outcome of that party's internal coin tosses), on each possible input ( $\mathcal{C}, \mathcal{S}$ ), can be efficiently simulated considering only that party's own input and output. This is equivalent to the following formulation:

Definition 3. (Client Privacy.) For every PPT $S^{*}$ that plays the role of $S$, for every $\mathcal{S}$, and for any client input set $\left(\mathcal{C}^{(0)}, \mathcal{C}^{(1)}\right)$, two views of $S^{*}$ corresponding to $C$ 's inputs: (1) $\mathcal{C}^{(0)}$ and (2) $\mathcal{C}^{(1)}$, are computationally indistinguishable.
Client privacy is guaranteed if no information is leaked about client input. That is, $S^{*}$ cannot distinguish between $\mathcal{C}^{(0)}$ and $\mathcal{C}^{(1)} . S^{*}$ cannot even determine whether $\left|\mathcal{C}^{(0)}\right| \neq\left|\mathcal{C}^{(1)}\right|$. In fact, Definition 3 is strictly stronger than client privacy definition for standard PSI protocols that reveal client input size. In this case, indistinguishability would be relaxed by the constraint $\left|\mathcal{C}^{(0)}\right|=\left|\mathcal{C}^{(1)}\right|$.

Definition 4. (Server Privacy.) Let $\operatorname{View}_{C}(\mathcal{C}, \mathcal{S})$ be a random variable representing $C$ 's view during execution of SHI-PSI with inputs $\mathcal{C}, \mathcal{S}$. There exists a PPT algorithm $C^{*}$ such that:

$$
\left\{C^{*}(\mathcal{C}, \mathcal{S} \cap \mathcal{C})\right\}_{(\mathcal{C}, \mathcal{S})} \stackrel{c}{=}\left\{\operatorname{View}_{C}(\mathcal{C}, \mathcal{S})\right\}_{(\mathcal{C}, \mathcal{S})}
$$

In other words, on each possible pair of inputs $(\mathcal{C}, \mathcal{S}), C^{\prime}$ 's view can be efficiently simulated by $C^{*}$ on input: $\mathcal{C}$ and $\mathcal{S} \cap \mathcal{C}$. Thus, as in [17], we claim that the two distributions implicitly defined above are computationally indistinguishable.

Remark. As mentioned earlier, we consider security in the presence of semihonest parties, i.e., parties that faithfully follow protocol specifications. However, during or after protocol execution, they might (passively) attempt to infer additional information about the other party's input. Note that this models precisely the class of adversaries considered in our applications. For instance, in our Example 1 in Section 1. DHS and airlines have no incentive to deviate from protocol specifications, because they might be subject to auditing and could face severe penalties for non-compliance. Nonetheless, airline personnel, system administrators, or other malicious insiders might seek to surreptitiously obtain information about contents or size of the DHS Terror Watch List (TWL).
The RSA Assumption on safe moduli. Let $\tau$ be a security parameter and let RSA.Setup $(\tau)$ be an algorithm that outputs so-called safe RSA instances, i.e., pairs $(N, e)$, where: (1) $N=p q$ where $p$ and $q$ are random distinct $\tau$-bit primes, such that $p=2 p^{\prime}+1$ and $q=2 q^{\prime}+1$ for distinct primes $p^{\prime}, q^{\prime}$, and (2) $e<\phi(N)$ is a random positive integer, such that $G C D(e, \phi(N))=1$. The RSA problem is $(\tau, t)$-hard on $2 \tau$-bit safe RSA moduli, if, for each algorithm $\mathcal{A}$ that runs in time $t$, it holds that:
$\operatorname{Pr}\left[(N, e) \leftarrow{ }_{r} R S A . S e t u p(\tau), y \leftarrow{ }_{r} \mathbb{Z}_{N}^{*}: \mathcal{A}(N, e, y)=\beta\right.$ s.t. $\left.\beta^{e}=y \bmod N\right] \leq \operatorname{neg} \mid(\tau)$.
We later assume that $y$ is chosen uniformly at random from $Q R_{N}$ (the set of quadratic residues in $\mathbb{Z}_{N}^{*}$ ). Thus, the order of $y$ is $p^{\prime} q^{\prime}$. In this case, we let $e$ be a random integer (chosen independently of $y$ ) such that $\operatorname{gcd}\left(e, p^{\prime} q^{\prime}\right)=1$ with overwhelming probability. If $e=2^{t} u$ for an odd integer $u$, then, if $t \geq 1, \mathcal{A}$ would compute square root of $y$, which is infeasible if the factoring assumption holds. If $t=0$, then $e$ is odd and $\mathcal{A}$ would solve an instance of the standard RSA problem.

## 4 SHI-PSI Construction

We now present our SHI-PSI protocol. Its two main building blocks are: (1) tools similar to RSA accumulators [4], and (2) unpredictable function $f_{X, p, q}(y)=$ $\left(X^{1 / y}\right) \bmod N$ (under the RSA assumption on safe moduli). ${ }^{2}$

[^22]Specifically, client computes a global witness for its input $\mathcal{C}=\left\{c_{1}, \cdots, c_{v}\right\}$ in the form of an RSA accumulator: $\left(g^{\prod_{i=1}^{v} H\left(c_{i}\right)}\right) \bmod N$, where $g$ is a generator of $Q R_{N}$ and $H(\cdot)$ is a full-domain hash function [3]. Then, client securely blinds the accumulator with a random exponent and sends the result (denoted as $X$ ) to server. The latter learns no information about client input, not even its size. For its part, for each item $s_{j} \in \mathcal{S}$, server computes unpredictable function $f$ over client message $X$. Server then applies a one-way function (in practice, a suitable cryptographic hash function) to each output of $f$. The results are a set of tags, one for each $s_{j}$. These tags are then returned to client for matching (details below). We note that the outer hash is crucial, since server privacy is based on the fact that, in ROM, a hash of an unpredictable function is a PRF.

In the above, $H(\cdot)$ is a standard random oracle that does not have to output large primes. Also, we obviate the technical issue of computing the inverse of $H\left(s_{j}\right)$ "in the exponent" by selecting the RSA modulus $N$ as a product of safe primes to ensure that the order of $X$ is itself a product of large and unknown primes (see proof for details).

Client learns the set intersection as well as $|\mathcal{S}|$ ) since it can only match tags corresponding to the items in the intersection. The intuition is that client computation of $g^{\left(\prod_{l \neq i} H\left(c_{l}\right)\right)}$ leads to it finding a matching tag only if $c_{i} \in \mathcal{S} \cap \mathcal{C}$.

Before presenting the actual protocol, we introduce the notation in Table 1 .

Table 1. Notation


### 4.1 Protocol Description

Fig. 1 shows our SHI-PSI protocol. Common input is extracted from the output of $R S A . S e t u p(\tau)$. Primes $p^{\prime}$ and $q^{\prime}$ are provided exclusively to server. Client must treat its exponents as large integers. We emphasize that arithmetic operations in the exponent are performed in $\mathbb{Z}_{p^{\prime} q^{\prime}}^{*}$. (In particular, squaring is a permutation of $Q R_{N}$, in our setting).

```
Client \(C\) on input:
Server \(S\) on input:,
    \(\mathcal{C}=\left\{h c_{1}, \cdots, h c_{v}\right\}\)
    where \(h c_{i}=H\left(c_{i}\right)\)
    \(p^{\prime}, q^{\prime}, \mathcal{S}=\left\{h s_{1}, \cdots, h s_{w}\right\}\),
    where \(h s_{j}=H\left(s_{j}\right)\)
For \(1 \leq i \leq v\)
    \(P C H_{i}=\prod_{l=1, l \neq i}^{v} h c_{l}\)
PCH \(=\prod_{i=1}^{v} h c_{i}\)
\(A=\left(g^{P C H}\right) \bmod N\)
\(R_{c} \leftarrow_{r}\left\{1, \ldots, N^{2}\right\}\)
\(X=\left(A^{R_{c}}\right) \bmod N\)
    X
\(R_{s} \leftarrow_{r}\left\{0, \ldots, p^{\prime} q^{\prime}-1\right\}\)
    \(Z=\left(g^{R_{s}}\right) \bmod N\)
    For \(1 \leq j \leq w\)
    \(K_{s: j}=\left(X^{R_{s} \cdot\left(1 / h s_{j}\right)}\right) \bmod N\)
    \(Z,\left\{t_{1}, \ldots, t_{w}\right\} \quad\left\{t_{1}, \ldots, t_{w}\right\}=\pi\left(F\left(K_{s: 1}\right), \ldots, F\left(K_{s: w}\right)\right)\)
For \(1 \leq i \leq v\)
    \(K_{c: i}=\left(Z^{R_{c} \cdot P C H_{i}}\right) \bmod N\)
    \(t_{i}^{\prime}=F\left(K_{c: i}\right)\)
OUTPUT:
    \(\left\{t_{1}^{\prime}, \ldots, t_{v}^{\prime}\right\} \cap\left\{t_{1}, \ldots, t_{w}\right\}\)
```

Fig. 1. SHIPSI protocol secure under RSA assumption in ROM (notation from Table 1)

Theorem 1. Under the RSA assumption on safe moduli, the protocol in Fig. $\mathbb{\square}$ is a server- and client-private SHI-PSI, satisfying Definitions 1-4. in the Random Oracle Model (ROM).

Proof. We show that the protocol satisfies correctness as well as client and server privacy, defined in Section 3, We assume that all server elements are distinct $\sqrt[3]{ }$ Hash functions $H(\cdot)$ and $F(\cdot)$ are modeled as random oracles.

Correctness. We note that: $\forall c_{i} \in \mathcal{S} \cap \mathcal{C}, \exists j$ s.t. $c_{i}=s_{j}$. Hence, $h c_{i}=h s_{j}$ and:

$$
\begin{aligned}
K_{c: i}=Z^{R_{c} \cdot P C H_{i}} & =g^{R_{c} R_{s} P C H\left(1 / h s_{j}\right)} \\
K_{s: j}=X^{R_{s} \cdot\left(1 / h s_{j}\right)} & =g^{R_{c} R_{s} P C H\left(1 / h s_{j}\right)}
\end{aligned}
$$

Consequently, $t_{i}^{\prime}=F\left(K_{c: i}\right)=F\left(K_{s: j}\right)=t_{j}$; thus, client learns: $c_{i} \in \mathcal{S} \cap \mathcal{C}$ as well as $|\mathcal{S}|=\left|\left\{t_{1}, \ldots, t_{w}\right\}\right|$.
Client Privacy. Since client's only message to server is $X=g^{\left(P C H \cdot R_{c}\right)} \bmod N$, we claim that the distribution of $X$ is essentially equivalent to that of random elements in $Q R_{N}$, which is a cyclic group of order $p^{\prime} q^{\prime}$. Since $P C H$ and $p^{\prime} q^{\prime}$ are

[^23]relatively prime (with overwhelming probability), we assume that $A=g^{P C H} \bmod$ $N$ is a generator of $Q R_{N}$. Moreover, $R_{c}$ is chosen uniformly at random from $\left\{1, \ldots, N^{2}\right\}$. Thus, if $R_{c}=r_{1} p^{\prime} q^{\prime}+r_{2}$ with $r_{2} \in\left\{0, \ldots, p^{\prime} q^{\prime}-1\right\}$, we have that the distribution of $r_{2}$ is statistically indistinguishable from the uniform distribution on $\left\{0, \ldots, p^{\prime} q^{\prime}-1\right\}$ and $r_{1}$ and $r_{2}$ are essentially independent (see, e.g., 6]). Therefore, $X=A^{R_{c}} \bmod N$ is essentially distributed as a random quadratic residue independent of $P C H$ even if factorization of $N$ is known.

Server Privacy. To show that client's view can be efficiently simulated by a PPT algorithm, we follow a hybrid argument: The entire client's view is gradually transformed by replacing values (received by client) that are outside the set intersection, with elements chosen uniformly and independently at random. It then suffices to show that this progressive substitution cannot be detected by any efficient algorithm.

Let $I=\mathcal{C} \cap \mathcal{S}$, and $|I|=t$. For any $(\mathcal{C}, \mathcal{S})$, we show that two distributions:

$$
\mathcal{D}_{0}=\left\{\left(R_{c}, T\right): R_{c} \leftarrow_{r}\left\{1, \ldots, N^{2}\right\}, T=\pi\left(F\left(X^{R_{s}\left(1 / h s_{j 1}\right)}\right), \cdots, F\left(X^{R_{s}\left(1 / h s_{j w}\right)}\right)\right)\right\}
$$

and

$$
\mathcal{D}_{w-t}=\left\{\left(R_{c}, T\right): R_{c} \leftarrow_{r}\left\{1, \ldots, N^{2}\right\}, T=\pi\left(F\left(X^{R_{s}\left(1 / h s_{j 1}\right)}\right), \cdots, r_{t+1}, \cdots, r_{w}\right)\right\},
$$

are computationally indistinguishable, where $\left(h s_{j 1}, \cdots, h s_{j t}\right) \in I$ and values in $\left(r_{t+1}, \cdots, r_{w}\right)$ are chosen uniformly and independently at random from $\{0,1\}^{\tau_{2}}$ (i.e., the co-domain of the random oracle $F(\cdot)$ ).

Our proof follows the standard hybrid argument: Let $z=w-t$. We define a series of intermediate distributions $\mathcal{D}_{i}$, for $0<i<z$, where $T$ is constructed by replacing the first $i$ outputs of items NOT in $I$ with random values in the co-domain of $F(\cdot)$.

After fixing index $i$ and probabilistic polynomial-time distinguisher $D$, we define:

$$
\epsilon(\tau)=\left|\operatorname{Pr}\left[D=1 \mid \mathcal{D}_{i+1}\right]-\operatorname{Pr}\left[D=1 \mid \mathcal{D}_{i}\right]\right|
$$

Our claim is that $\epsilon(\tau)$ is negligible in $\tau$. Let us assume that this claim is false. The only difference between $\mathcal{D}_{i}$ and $\mathcal{D}_{i+1}$ is the way $T$ is defined. Specifically, $(i+1)$-st item of $T$ not in $I$ is $F\left(X^{R_{s}\left(1 / h s_{l}\right)}\right)$ for $\mathcal{D}_{i}$ and a random value for $\mathcal{D}_{i+1}$.

Since $F(\cdot)$ is a random oracle, distinguisher $D$ must compute $X^{R_{s}\left(1 / h s_{l}\right)}=$ $g^{R_{s} R_{c} P C H / h s_{l}}$ for $h s_{l} \notin I$. Then, we can build an efficient algorithm $\mathcal{A}$ that, given a challenge $\left(N, e, y\right.$ ), returns $y^{1 / e} \bmod N$. (We assume that $y$ is chosen uniformly at random from $Q R_{N}$. Thus, the order of $y$ is $p^{\prime} q^{\prime}$.) The simulation proceeds as follows: First, $\mathcal{A}$ sets $g=y$ and, by programming the random oracle $H(\cdot), \mathcal{A}$ assigns random values to outputs of $H(\cdot)$ and computes $d=\operatorname{gcd}\left(R_{s} R_{c} P C H, h s_{l}\right)$, for some integers $e$ and $b$ with $h s_{l}=e d$ and $R_{s} R_{c} P C H=b d$. Since $F(\cdot)$ is a random oracle, $\mathcal{A}$ sees $g^{R_{s} R_{c} P C H / h s_{l}}=g^{b / e}$. Given that $\left(g^{b / e}\right)^{e}=g^{b}$ and $\operatorname{gcd}(e, b)=1, \mathcal{A}$ can use the extended Euclidean algorithm to compute
$g^{1 / e}=y^{1 / e}$ via the well-known Shamir's tric肘. Thus, under the RSA assumption on safe moduli, formulated for a random exponent, $\epsilon(\tau)$ is negligible in $\tau$.

Remarks. We stress that exponents in our scheme (i.e., outputs of $H(\cdot))$ do not have to be prime, unlike related reductions, such as 344|29|15. This is because client cannot compute $g^{R_{s} R_{c} P C H / h s_{l}}$, for $l \in\{1, \ldots, w\}$, unless $R_{c} P C H / h s_{l}$ is an integer. (Recall that $R_{c}$ is generated honestly). Clearly, if $h s_{l} \notin I, R_{c} P C H / h s_{l}$ is, - with negligible probability - an integer as long as $h s_{l}$ is sufficiently large: random oracles are indeed division intractable, as shown in [155] (in particular, 55 presents an algorithm for finding division collisions sub-exponential in $\tau_{1}$, the digest size).

We readily acknowledge that our construction assumes both semi-honest players and the Random Oracle Model. Nevertheless, on a positive side, it is interesting to observe that generic 2 PC techniques, following traditional definitions that also apply to malicious adversaries, do not achieve size-hiding of client input. Goldreich [17] remarks that the program of each party (in a protocol for computing the desired functionality) must either depend only on the length of that party's input or obtain information on the counterpart's input length. One intuitive argument against the feasibility of input size-hiding protocols secure in the malicious model is that proving well-formed-ness of client input is only possible by considering each client input set element separately (e.g., via some ZK proofs). Thus, combined proofs would have to reveal at least the upper bound on client input size.

Computational and Communication Complexity. The protocol in Fig. 1 incurs the following computational complexity (in terms of modular exponentiations). In each interaction, server needs to compute $O(w)$ exponentiations, one for each of its items. Whereas, client operations are divided into off-line and on-line categories. Client off-line work amounts to $O(v)$ exponentiations for the computation of $A=g^{P C H} \bmod N$, since $P C H$ is the non-modular product of $v$ values. Additionally, client computes $K_{c: i}=Z^{R c \cdot P C H_{i}} \bmod N$ for each item. As each of these operations requires $O(v)$ exponentiations, on-line client complexity amounts to $O\left(v^{2}\right)$ exponentiations 5 Communication complexity in each interaction is dominated by $O(w)$ outputs of $F(\cdot)$ sent from $S$ to $C$ in the second message. (The first message involves the transmission of a single $\log (N)$-bit value).
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Fig. 2. Tree-based strategy to reduce client computation

### 4.2 Reducing Client Complexity

We now discuss a simple technique to reduce client computation. Note that the naïve computation of $K_{c: i}$ leads to $O\left(v^{2}\right)$ exponentiations. However, this can be reduced to $O(v \log (v))$ via dynamic programming. Our intuition is as follows: For any $(i, j), K_{c: i}$ and $K_{c: j}$ only differ by one exponent, since $P C H_{i}=\prod_{l=1, l \neq i}^{v} h c_{l}$, whereas, $P C H_{j}=\prod_{l=1, l \neq j}^{v} h c_{l}$.

We define $Z^{\prime}=Z^{R c}$, and $\overline{\mathrm{i}: \mathrm{j}}=Z^{\prime}\left[\prod_{l \notin[i, j]} h c_{l}\right] \bmod N$. We illustrate this technique using a tree in Fig. 2. The leaves contain values $K_{c: i}$, for $1 \leq i \leq v$, e.g., $\bar{i}=Z^{\prime}\left[\Pi_{l \neq i} h c_{l}\right] \bmod N=Z^{R c \cdot P C H_{i}} \bmod N=K_{c: i}$.

We now sum up the total number of exponentiations needed to compute all these values. Note that, from a node with value $\overline{i: j}$, one can obtain the children, $\overline{i: h}$ and $\overline{h+1: j}$, as follows:

$$
\left.\left.\begin{array}{rl}
\overline{\mathrm{i}: \mathrm{h}} & =(\overline{\mathrm{i}: \mathrm{j}})\left(\prod_{l=h+1}^{j} h c_{l}\right) \\
(\bmod N) \\
\overline{\mathrm{h}+1: \mathrm{j}} & =(\overline{\mathrm{i}: \mathrm{j}})
\end{array} \prod_{l=i}^{h} h c_{l}\right)(\bmod N)\right)
$$

For $h=i+(j-i+1) / 2$, each of these operations involves exactly $(j-i+1) / 2$ exponentiations.

At level 0 , there are $v$ values, each obtained with a single exponentiation from the parents at level 1 . At level 1 , there are $v / 2$ values, each obtained with 2 exponentiations from nodes at level 2 . In general, at level $i$, there are $v / 2^{i}$ values, each obtained with $2^{i}$ exponentiations from nodes at level $i+1$. Thus, client overhead can be estimated as:

$$
\# \text { exponentiations }=\sum_{i=0}^{\log (v)-1}\left(2^{i} \frac{v}{2^{i}}\right)=v \log (v)
$$

## 5 Extensions

In this section, we discuss possible extensions to our SHI-PSI construction presented above.

### 5.1 Linear-Complexity SHI-PSI

In many scenarios, parties engage in multiple interactions, and it is important to hide (from client) any changes in server input. This feature is sometimes referred to as unlinkability: client cannot determine whether any two server interactions are related, i.e., executed on the same input (e.g., see unlinkability definitions in (9]).

The SHI-PSI construct in Fig. 1 clearly guarantees unlinkability: server tags are unlinkable across multiple interactions, since server computes a new random $R_{s}$ and a new $Z \in Q R_{N}$, in each execution. However, although we clearly value unlinkability, it is worth considering scenarios where it might be reasonable to trade off unlinkability for better efficiency.

To this end, we sketch a modified SHI-PSI protocol that reduces the number of client on-line exponentiations to linear. The main intuition is that removing $R_{s}$ allows client to pre-compute the exponentiations involving (long) $P C H_{i}$ values.

## Common input: $N, g, H(\cdot), F(\cdot)$

Client $C$ on input:
Server $S$ on input:,
$\mathcal{C}=\left\{h c_{1}, \cdots, h c_{v}\right\}$
where $h c_{i}=H\left(c_{i}\right)$
(Off-line)
For $1 \leq i \leq v$
$P C H_{i}=\prod_{l=1, l \neq i}^{v} h c_{l}$
$a_{i}=g^{P C H_{i}} \bmod N$
PCH $=\prod_{i=1}^{v} h c_{i}$
$A=\left(g^{P C H}\right) \bmod N$
(On-line)
$R_{c} \leftarrow_{r}\left\{1, \ldots, N^{2}\right\}$
$X=\left(A^{R_{c}}\right) \bmod N$$\quad X \quad$ For $1 \leq j \leq w$
For $1 \leq i \leq v$
$K_{c: i}=\left(a_{i}^{R_{c}}\right) \bmod N$
$t_{i}^{\prime}=F\left(K_{c: i}\right) \quad\left\{t_{1}, \cdots, t_{w}\right\} \quad\left\{t_{1}, \cdots, t_{w}\right\}=\pi\left(F\left(K_{s: 1}\right), \cdots, F\left(K_{s: w}\right)\right)$

## OUTPUT:

$\left\{t_{1}^{\prime}, \ldots, t_{v}^{\prime}\right\} \cap\left\{t_{1}, \ldots, t_{w}\right\}$

Fig. 3. Modified construction of the SHI-PSI protocol to achieve linear client complexity. (Notation is from Table 1).

We illustrate the resulting protocol in Fig. 3. Note that security arguments in Theorem 1 also apply to this protocol variant. Indeed, given assuming semihonest client, $X=g^{P C H \cdot R_{c}}$, similar to $X^{R_{s}}$ in protocol of Fig. 1 is also uniformly distributed in $Q R_{N}$, for $R_{c} \leftarrow_{r}\left\{1, \ldots, N^{2}\right\}$. A more formal treatment of the problem as well as complete formal proofs are deferred to the full version of this paper.

Correctness. Observe that $\forall c_{i} \in \mathcal{S} \cap \mathcal{C}, \exists j$ s.t. $c_{i}=s_{j}$. Hence, $h c_{i}=h s_{j}$ and:

$$
K_{s: j}=X^{1 / h s_{j}}=g^{R_{c} P C H\left(1 / h s_{j}\right)}=g^{R_{c} \cdot P C H_{i}}=K_{c: i}
$$

Consequently, $t_{i}^{\prime}=F\left(K_{c: i}\right)=F\left(K_{s: j}\right)=t_{j}$, and client learns $c_{i} \in \mathcal{S} \cap \mathcal{C}$.
Also, note that client learns $|\mathcal{S}|=\left|\left\{t_{1}, \ldots, t_{w}\right\}\right|$.
Computational and Communication Complexity. The amended SHI-PSI construct in Fig. 3 incurs the following computational complexity: Server overhead is unaltered from Fig. [1.e., $O(w)$ exponentiations. However, client performs $O(v \log (v))$ exponentiations off-line, and only $O(v)$ exponentiations on-line. Communication overhead is the same as in the protocol of Fig. [1,

### 5.2 SHI-PSI with Data Transfer

We now show how to extend proposed SHI-PSI constructs to support data transfer. Informally, in SHI-PSI with Data Transfer, client additionally obtains data records associated with the items in the intersection. The main idea is to let server encrypt records using a symmetric key (using a secure symmetric cipher, such as AES [8, used with a proper mode of operation to guarantee CPA security) derived from the output of the unpredictable function. For example, keys can be derived by computing a one-way function (e.g., a cryptographic hash) over the unpredictable function output. Correctness and server privacy of SHIPSI guarantee that client can derive the decryption keys only for items with matching tags, i.e., those in the intersection.

Let $F_{\text {enc }}(\cdot)$ be a secure cryptographic hash function (modeled as a random oracle): $F_{\text {enc }}:\{0,1\}^{*} \rightarrow\{0,1\}^{\tau_{2}}$, chosen at setup. For every $j$, server computes $k_{s: j}=F_{\text {enc }}\left(K_{s: j}\right)$ and encrypts associated data using $k_{s: j}$. For its part, client, for every $i$, computes $k_{c: i}=F_{\text {enc }}\left(K_{c: i}\right)$ and decrypts only ciphertexts corresponding to matching tags. (Note that $k_{s: j}=k_{c: i}$ iff $s_{j}=c_{i}$ and $t_{j}=t_{i}^{\prime}$ ). As long as the underlying encryption scheme is CPA-secure, this extension does not affect security or privacy arguments for any protocol discussed thus far. Finally, note that this extension leaves the complexity of both protocols unaltered.

## 6 Cost of Hiding Size

Although prior work produced a number of PSI protocols with different security assumptions and complexities, we presented the first PSI protocol that hides client input size. Therefore, it seems somewhat counterintuitive to compare our

SHI-PSI constructs with prior PSI protocols. Nonetheless, we provide an estimate of the slow-down incurred by client input size-hiding.

We consider prior PSI techniques and evaluate their asymptotic computation and communication complexities in the RAM computational model (i.e., using a single-processor machine). We estimate computation overhead as the number of on-line modular exponentiations performed by server and client. Note that, in order to make the comparison as fair as possible, all protocols are instantiated to provide similar degrees of security in the same model, i.e., semi-honest players and ROM. For instance, we do not count zero-knowledge proofs of protocol compliance in protocols secure against malicious adversaries. Results, reflected in Table 2, summarize: security model (standard or ROM), adversaries (honest-but-curious or malicious), availability of client input size-hiding, communication overhead, number of modular exponentiations by server and client, size of random exponents (i.e., whether they can be selected from subgroups).

Table 2. Performance Comparison of PSI and SHI-PSI constructions

| Protocol | Model | Adv | Size <br> Hiding | Comm. <br> Overhead | Server <br> Exp-s | Client <br> Exp-s | Exp-s <br> Length |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $[13]$ | Std | HbC | No | $O(w+v)$ | $O(w(\log \log v))$ | $O(w+v)$ | Short |
| $[20]$ | Std | Mal | No | $O(w+v)$ | $O(w(\log \log v))$ | $O(w+v)$ | Short |
| $[27]$ | Std | HbC | No | $O(w+v)$ | $O(w \cdot v)$ | $O(w+v)$ | Long |
| $[24]$ | Std | Mal | No | $O(w+v)$ | $O(w+v)$ | $O(v)$ | Long |
| $[25]$ | ROM | Mal | No | $O(w+v)$ | $O(w+v)$ | $O(v)$ | Short |
| $[11]$ (Fig.3) | ROM | HbC | No | $O(w+v)$ | $O(w+v)$ | $O(v)$ | Short |
| $[11]$ (Fig.4) | ROM | HbC $(*)$ | No | $O(w+v)$ | $O(w+v)$ | $O(v)$ mults | Long |
| $[10]$ | ROM | Mal | No | $O(w+v)$ | $O(w+v)$ | $O(v)$ | Short |
| Our Fig $[1$ | ROM | HbC | Yes | $O(w)$ | $O(w)$ | $O(v \log v)$ | Long |
| Our Fig 3 | ROM | HbC | Yes | $O(w)$ | $O(w)$ | $O(v)$ | Long |

$\left.{ }^{*}\right)$ This construct actually achieves malicious security with one-sided simulatability.

Observe that the most efficient PSI-s secure in the random oracle model incur linear computational complexities, i.e., $O(w+v)$ for server and $O(v)$ for client, and involve short exponents (e.g., 160-bit) in prime order groups. Whereas, our SHI-PSI protocol (Fig. (1) uses exponents with length close to the RSA modulus (e.g., 1024-bit) and incurs $O(v \log v)$ client complexity. However, such a drawback is experienced by one player - client - that benefits from additional privacy, as its set size is hidden from server. Also, note that our second SHI-PSI construct (Fig. 3) reduces client complexity to $O(v)$.

Finally, we remark that our SHI-PSI constructs achieve better server complexity than PSI-s, in settings where $v$ (the size of client's set) is not negligible. In fact, server's computational load in SHI-PSI is independent of client's input size. Also, protocols not hiding sizes incur higher communication overhead: client sends a number of values proportional to its set size (as opposed to a single value in SHI-PSI).

## 7 Conclusions and Future Work

This paper motivated the importance, and introduced the concept, of Size-Hiding Private Set Intersection (SHI-PSI). It also presented two secure and efficient SHIPSI constructs, Since this work represents an initial foray into SHI-PSI protocols, much remains to be done. Items for future work, include (but are not limited to):

1. Amending proposed SHI-PSI constructs to eliminate the random oracle.
2. Exploring SHI-PSI secure against fully malicious (rather than semi-honest) participants.
3. Investigating SHI-PSI variants that provide authorization of client input, i.e., requiring each item in client set to be pre-authorized by some trusted authority.
4. Extending SHI-PSI to support multiple clients to obtain private computation of size-hiding a multi-party set intersection.
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#### Abstract

The classic problem in the field of secure computation is Yao's millionaires' problem; we consider two new protocols solving a variation of this: a number of parties, $P_{1}, \ldots, P_{n}$, securely hold two $\ell$ bit values, $x$ and $y$-e.g. $x$ and $y$ could be encrypted or secret shared. They wish to obtain a bit stating whether $x$ is greater than $y$ using only secure arithmetic; this should be done without revealing any information, even the output should remain secret. The present setting is special in the sense that it is assumed that two specific parties, referred to as Alice and Bob, are non-colluding. Though this assumption is not satisfied in general, it clearly is for the main example of this work: two-party computation based on Paillier encryption.

The first solution requires $O(\log (\ell)(\kappa+\log \log (\ell)))$ secure arithmetic operations in $O(\log (\ell))$ rounds, where $\kappa$ is a correctness parameter. The second solution requires only a constant number of rounds, but increases complexity to $O(\sqrt{\ell}(\kappa+\log (\ell)))$ arithmetic operations.

For the motivating setting, each arithmetic operation requires a constant number of Paillier encryptions to be exchanged between Alice and Bob. This implies that both solutions require only a sub-linear number of invocations (in the bit-length, $\ell$ ) of the cryptographic primitives. This does not imply sub-linear communication, though, as the size of each encryption transmitted is more than $\ell$ bits.


Keywords: Secure computation, Yao's Millionaires' problem.

## 1 Introduction

The concept of secure multiparty computation was introduced by Yao with the now classic millionaires' problem, Yao82]: two millionaires meet in the street and wish to determine who is richer without revealing their net worths. Since then, this problem - along with variations of it - has received much interest in the research community. Not only is it the original problem, it is also a quite fundamental primitive for secure computation. Auctions are an immediate application, e.g. as considered in [NPS99. Indeed, they are the motivating examples of many of the papers on secure comparison mentioned below. The problem and extensions such as determining the minimal of multiple inputs - also plays an important role elsewhere, e.g. in secure data mining such as LP00 or JW05] and secure optimization such as Tof09.

Secure arithmetic modulo some integer $M$ can be seen as secure integer computation when no overflows modulo $M$ occur. Augmenting such primitives with a protocol for secure comparison provides a setting which allows general integer computation. This approach is often used, when considering applications as those mentioned above. Thus, improving comparison - as the present work implies improvement of a whole range of applications. These are the first such protocols which invoke the cryptographic primitives $o(\ell)$ times, where $\ell$ is the bit-length of the inputs.

### 1.1 Related Work

As the problem of secure comparison has received so much interest, there is a large body of related work, which solves the problem in various settings and with focus on different properties. Some solutions focus on theoretical efficiency - low round complexity (constant or even single round), as well as low communication or computation complexity. Others consider practice, attempting to obtain a fast, real-world solution by balancing the different resources. There are also many variations of the problem. For example: where do the inputs come from; are they known to any of the parties or are they the result of previous computation? Should the result be public, should simple actions be performed based on the outcome, or should the result be private to allow it to be used in arbitrary further computation?

There are essentially two different settings. The two-party case contains Yao circuits, Yao86, but also includes [Fis01, BK06, DGK07, GSV07, LL07]. The latter are generally not limited to known inputs and public output. The multiparty setting can be split into the cryptographic and the information theoretic (i.t.) settings. $\left.\mathrm{DFK}^{+} 06, \mathrm{NO} 07\right]$ consider constant rounds solutions in the i.t. setting, while ST06 considers computationally efficient solutions based on Paillier encryption Pai99, i.e. the cryptographic setting. Hybrids such as $\mathrm{BCD}^{+} 09$, are also possible: their protocol is based on secret sharing, but the focus is entirely on practice, and primitives guaranteeing only computational security are applied to improve efficiency.

Though radically different, the comparison protocol of Feige et al., FKN94, is in a sense the closest related work as it uses quadratic residues at its core. However, the basic protocol only allows comparison of integers between zero and two. Though it can be generalized, comparing anything but very small values appears highly impractical.

### 1.2 Contribution

This paper considers a novel approach at secure comparison. The setting consists of $n$ players, $P_{1}, \ldots, P_{n}$ that jointly hold two secret, $\ell$-bit inputs $x, y \in \mathbb{Z}_{M}$ to be compared - ordering is obtained by viewing the inputs as $\ell$-bit integers. Two of the parties, Alice and Bob, are guaranteed by assumption to be non-colluding. I.e. the adversary cannot corrupt both simultaneously. The desired outcome is for
the parties to hold (in a secure fashion) a bit stating whether or not $x>y$. The motivating setting is the two-party setting; for threshold schemes the protocols are limited to the case when the threshold is 1 . When there are few parties (say three or four), this is completely acceptable, however, the protocols are not generally applicable.

This clearly solves the "standard" millionaires' problem: the millionaires simply provide their inputs (e.g. encrypt and send them to the relevant parties). Once the result has been determined, it can be revealed (e.g. decrypted). However, having such a comparison protocol realizes the secure integer computation setting from above - the outcome of a comparison could equally well be used in subsequent computation.

Two protocols are presented here, both based on arbitrary secure arithmetic modulo $M$, where $M$ is either an RSA-modulus (e.g. Paillier encryption) or a prime (e.g. secret sharing over $\mathbb{F}_{M}$ where $M$ is prime). The first solution requires $O(\log (\ell)(\kappa+\log \log (\ell)))$ arithmetic operations in $O(\log (\ell))$ rounds, where $\kappa$ is a correctness parameter. The second solution is constant-rounds, but increases complexity to $O(\sqrt{\ell}(\kappa+\log (\ell)))$. With the exception of [FKN94, all previous solutions known to the author utilize access to the binary representation of the inputs (or the binary representation of random values related to the inputs). Hence, this is the first solution that requires less than a linear number of invocations of the primitives in the bit-length of the inputs.

Security against passive adversaries follows almost entirely from the security of the underlying arithmetic. However, this is not the case with respect to active adversaries. The problem is that the protocol specifies Alice and Bob to provide inputs of bounded size, which cannot be verified efficiently using only arithmetic. Fortunately such a primitive exists in many settings including Paillier based ones as well as based on Shamir sharing over a prime field, $\mathbb{F}_{M}$.

### 1.3 An Overview of This Paper

Section 2 introduces the setting and primitives in the form of an ideal functionality; Sect. 3 then explains how this can be realized. Secure equality testing is then presented in Sect. 4 this is needed for both solutions. The two contributions are then presented in Sect. 5 and Sect. 6, Finally, two variations are noted in Sect. 7 before the concluding remarks of Sect. 8 .

## 2 Primitives and Notation

The basic setting will consist of an ideal functionality providing the underlying primitives, the main one being secure $\mathbb{Z}_{M}$ arithmetic, i.e. it is an arithmetic black-box (ABB), DN03. This approach ensures that it is possible to ignore the details of the underlying primitives; focus is on the required properties rather than on specific solutions.

### 2.1 The Arithmetic Black-Box

The arithmetic black-box allows $n$ parties, $P_{1}, \ldots, P_{n}$, to securely store and retrieve elements of a ring $\mathbb{Z}_{M}$. Here, $M$ will be either a prime or an RSAmodulus, i.e. the product of two odd primes.

The secure storage (input/output) can be thought of as secret sharing, and we borrow that notation, writing stored values in square brackets, $[x]$. However, as noted other solutions are also possible, and the notation could equally well represent encryption: secure storage could be obtained by having one or more parties store encryptions under some public key. Input then means "encrypt and send to these parties," while output means "decrypt and broadcast." Naturally the decryption key itself must not be held by anyone also holding the encryptions, however, it could be secret shared or held by a different party. The ABB can also provide an output to only a single party. This is always achievable, e.g. by additively masking the output with a random value provided by the receiving party. For specific primitives, other solutions may be preferable, though.

In addition to secure storage, the ideal functionality allows arithmetic computation on the stored values. Such computation is written using infix notation in the "plaintext" space, e.g.

$$
[x \cdot y+z] \leftarrow[x] \cdot[y]+[z] .
$$

The actual operations to be performed depend on the details of the realization. Presently it does not matter whether an operation is a protocol invocation (e.g. the multiplication protocol of Ben-Or et al. BGW88) or simply local computation by one or more parties (e.g. multiplying two Paillier encryptions provides an encryption of the sum of the two plaintexts).

Complexity of a protocol based on the ABB is found by simply counting the number of operations (input/output or arithmetid ${ }^{11}$ ) performed. It is assumed that the ABB allows operations to be performed concurrently (representing e.g. executing multiple multiplication protocols in parallel), thus, round complexity will be the number of sequential operations performed.

### 2.2 Required Extensions of the ABB

The ABB-setting considers $n$ parties, $P_{1}, \ldots, P_{n}$. The present work requires two of these - denoted Alice and Bob - to be mutually incorruptible, i.e. at least one of them will remain honest. We do not specify the corruption sets further. Indeed, the remaining $n-2$ parties are ignored. The ideas are best explained by focusing on Alice, Bob, and the ABB. Including the "helper parties" ${ }^{2}$ would complicate the explanation unnecessarily.

[^25]As noted above, the present protocols do not provide active security based only on the arithmetic black-box. Even when actively secure arithmetic is given, malicious parties can still deviate. Two extensions to the ABB are therefore needed in order to eliminate these issues. First, given an input, it must be verifiable (using only constant work) that it is less than some public bound. This allows the protocol to specify that an input must come from a small, specified range. Second, it must be verifiable that two held values are indeed equal.

Finally, to improve readability we introduce a bit of syntactic sugar, writing

$$
[b] ?[x]:[y]
$$

to denote conditional selection between two secret values, $[x]$ and $[y]$, based on an secret bit, $[b]$. This can be achieved using arithmetic only, and the expression is simply shorthand for

$$
[b]([x]-[y])+[y]
$$

which clearly equals either $x$ or $y$ depending on $b \in\{0,1\}$.

## 3 Realizing the Arithmetic Black-Box

The arithmetic black-box can be realized in different settings and be based on various primitives. However, as the present setting requires two of the parties to be mutually incorruptible, our prime example is two-party computation based on Paillier encryption [Pai99]. The realization is sketched in Sect. 3.1. It is stressed that realizations with more than two parties are also relevant. Two possibilities are presented in Sect. 3.2, both provide security against active adversaries. The realizations of the extensions needed to provide active security below are provided in Sect. 3.3.

### 3.1 Passively Secure, Two-Party Paillier-Based Arithmetic

Paillier's encryption scheme Pai99] is a semantically secure, additively homomorphic, public-key cryptosystem over $\mathbb{Z}_{N}$, where $N=p q$ is an RSA-modulus. In the simple, two-party setting, Bob holds a copy of Alice's public key. To provide an input means to hand Bob a fresh encryption of it. Output is realized by sending the relevant encryption to Alice (rerandomizing it first); she then decrypts and returns the plaintext to Bob. At this point both parties know the value in question.

Regarding the realization of the secure arithmetic, the homomorphic property allows Bob to compute linear combinations of encryptions that he holds. However, he is unable to obtain encryptions of products without the help of Alice. For this he uses the standard protocol seen in Fig. [1 where subtraction simply means "invert and add." (In the ciphertext domain this means "multiply by the multiplicative inverse.") Correctness follows from

$$
\begin{aligned}
x y & =\left(x y+r_{y} x+r_{x} y+r_{x} r_{y}\right)-r_{y} x-r_{x} y-r_{x} r_{y} \\
& =\left(x+r_{x}\right)\left(y+r_{y}\right)-r_{y} x-r_{x} y-r_{x} r_{y} \\
& =x^{\prime} y^{\prime}-r_{y} x-r_{x} y-r_{x} r_{y} .
\end{aligned}
$$

| Alice: $s k$ | $p k=N$ | Bob: $[x],[y]$ |
| :---: | :---: | :---: |
|  |  | $r_{x} \in_{R} \mathbb{Z}_{N}$ |
|  |  | $\begin{aligned} & r_{y} \in_{R} \mathbb{Z}_{N} \\ & {\left[x^{\prime}\right] \leftarrow[x]+r_{x}} \\ & {\left[y^{\prime}\right] \leftarrow[y]+r_{y}} \end{aligned}$ |
|  | $\left[x^{\prime}\right],\left[y^{\prime}\right]$ |  |
| $\begin{aligned} & x^{\prime} \leftarrow \operatorname{decr}\left(\left[x^{\prime}\right]\right) \\ & y^{\prime} \leftarrow \operatorname{decr}\left(\left[y^{\prime}\right]\right) \end{aligned}$$\left[x^{\prime} y^{\prime}\right]$ |  |  |
|  |  |  |
|  |  | $\begin{aligned} & {[\sigma] \leftarrow r_{x}[y]+r_{y}[x]+r_{x} r_{y}} \\ & {[x y] \leftarrow\left[x^{\prime} y^{\prime}\right]-[\sigma]} \end{aligned}$ |

Fig. 1. Multiplication of two encryptions

On the intuitive level, this clearly realizes the arithmetic black-box. For input/output Alice's view consists only of the encryptions of outputs she receives, while Bob only sees the outputs and encryptions under Alice's key. For the multiplication protocol, Alice receives two encryptions of masked (i.e. uniformly random) values, while Bob simply receives two additional encryptions. Neither provides any information.

Formally simulating these views is simple. Sketching the ideas, Alice must be handed fresh encryptions, either of the output to be received (which the simulator knows) or a random value in the case of the multiplication protocol. Bob on the other hand expects to see encryptions of the values in question. The simulator cannot generate these, but from Bob's point of view they are indistinguishable from arbitrary encryptions, as the scheme is semantically secure. Hence any fresh encryptions under Alice's (simulated) key will do.

### 3.2 The Multiparty Case

The arithmetic black-box can also be realized in a multiparty setting. Note that both of the options mentioned are secure against active adversaries, but may be simplified, if it is assumed that the adversary is honest-but-curious only, i.e. if the corrupt parties follow the protocol as specified.

The first candidate consists of using Shamir's secret sharing scheme over the prime field $\mathbb{F}_{M}$ along with the protocols of Ben-Or et al. Sha79, BGW88]. This results in a threshold scheme, which is not applicable in general. However, if the threshold is 1 , then at most one party will be corrupt. In that case any two parties can take the role of Alice and Bob.

A multiparty solution based on Paillier encryption is also possible using the techniques of Cramer et al. CDN01. In that setting, all parties hold all ciphertexts, while the key is secret shared among them. Again, a threshold solution allowing at most one corrupt party is a possible setting. Note that though not
presented so, it is possible to use the protocols of CDN01 with a threshold $t \geq n / 2$; this provides an alternative, two-party setting, which is more suited when considering active adversaries.

### 3.3 Active Security

Both solutions of the previous section realize the arithmetic black-box in the presence of active adversaries. It remains to provide the required extensions, i.e. to describe how to verify that two values are equal, and how to demonstrate that an input is of bounded size.

Equality of two values is easily verified using only arithmetic by outputting their difference. This is of course not secure in general, however, in the present setting, one of the secret values depends only on inputs from one party (who of course knows the actual value). It can therefore be viewed as coming directly from that party. For an honest party, the output is always 0 , while for a corrupt party, the adversary will know the output in advance. Hence no new information can be obtained. It is noted that for specific primitives, more direct solutions may be more efficient.

The second problem is to verify that an input provided by some party is indeed of bounded size. This can be done by taking a detour over the integers, as any non-negative integer can be written as the sum of the squares of four integers. For a Paillier based setting, Schoenmakers and Tuyls [ST06] note that this can be achieved using integer commitments Bou00, Lip03, DJ02. For the setting based on Shamir sharing, a similar proof that a value is of bounded size can be obtained using linear integer secret sharing, Tho09. Sketching the latter solution, the key idea is to first verify that a value (shared over the integers) is of the desired size (i.e. provide the four integers). This sharing is then converted to a Shamir sharing over $\mathbb{F}_{M}$.

## 4 Secure Equality Testing

An additional primitive is needed before the comparison protocols can be presented: securely determining a secret bit stating if two values, $[x]$ and $[y]$, are equal. The protocol is a variation of the secure equality testing of secret shared values, NO07, Tof07; the latter work notes that the ideas generalize to the case of multiparty computation based on Paillier encryption. Note that in specific settings, specialized variations of the present protocols will most likely be preferable to the general solution presented here.

The main idea is seen in Fig. 2, To test equality of two values, it suffices to test if their difference, $[d]$, is 0 . If this is the case, then adding a random square, $[r]^{2}$, results in a value with Jacobi symbol $j_{d+r^{2}}=\left(\frac{d+r^{2}}{M}\right)=1$. If $[d] \neq 0$, however, then the Jacobi symbol is -1 with probability roughly $1 / 2$,

| Alice |  | ABB: $[x],[y]$ |  | Bob |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $[d] \leftarrow[x]-[y]$ |  |  |
| $r_{A} \in_{R} \mathbb{Z}_{M}^{*}$ | $\left[r_{A}\right]$ |  | [ $r_{B}$ ] | $r_{B} \in_{R} \mathbb{Z}_{M}^{*}$ |
|  |  | $[r] \leftarrow\left[r_{A}\right]\left[r_{B}\right]$ | [s] | $s \in_{R} \mathbb{Z}_{M}^{*}$ |
| $j_{t} \leftarrow\left(\frac{t}{M}\right)$ | $t$ $\left[j_{t}\right]$ | $[t] \leftarrow\left([d]+[r]^{2}\right)[s]$ | $\left[j_{s}\right]$ | $j_{s} \leftarrow\left(\frac{s}{M}\right)$ |
|  |  | $\begin{aligned} & {\left[j_{d+r^{2}}\right] \leftarrow\left[j_{t}\right] \cdot\left[j_{s}\right]} \\ & {[\tilde{j}] \leftarrow\left[j_{d+r^{2}}\right]+1} \\ & {[x \stackrel{?}{=} y] \leftarrow 2^{-1}[\tilde{j}]} \end{aligned}$ |  |  |

Fig. 2. Testing equality (with error probability $\approx 1 / 2$ )
[Per52, Tof07]. The Jacobi symbol can therefore be used as a test of equality3. As the Jacobi symbol of a product is the product of the Jacobi symbols of the factors, and the multiplicative inverse of $\pm 1$ is itself, $\left[j_{d+r^{2}}\right]$ is correctly computed when $\left[j_{s}\right]$ and $\left[j_{t}\right]$ are the Jacobi symbols of $[s]$ and $[t]$ respectively. The final computation simply maps -1 to 0 while preserving a 1 .

A false positive - an incorrect 1 - occurs with a probability of roughly $1 / 2$. However, if the protocol is repeated $\kappa$ times on the same input, the probability that all executions provide false positives is negligible. Determining if all invocations have returned 1 can be done by computing the $\kappa$-ary fan-in AND of the test results. This can be done in $O(1)$ rounds using $O(\kappa)$ arithmetic operations as described in $\mathrm{DFK}^{+} 06$. The basic idea is to compute the sum of the bits plus one, $[\sigma]$, and use this as input to the known, $(\kappa+1)$-degree polynomial mapping $1, \ldots, \kappa$ to 0 and $\kappa+1$ to 1 . The powers of $[\sigma]-[\sigma],\left[\sigma^{2}\right], \ldots,\left[\sigma^{\kappa+1}\right]$ - can be computed in constant rounds using $O(\kappa)$ multiplications by utilizing (a simple variation of) the unbounded fan-in multiplication protocol of Bar-Ilan and Beaver, BB89.

Correctness. Correctness follows by the intuition above: each test always returns an encryption of 1 when $x=y$, and the logical AND of these bits is therefore 1 as well. When $x \neq y$, then except with negligible probability in $\kappa$, at least one of the tests will successfully determine this, i.e. return 0 . In this case the logical AND is also 0 .

[^26]Passive security. In Fig. 2, Alice receives $t$. This is the only potential information leak, as the arithmetic black-box is secure by definition. As $M$ only has large prime factors, $d+r^{2}$ is in $\mathbb{Z}_{M}^{*}$, except with negligible probability. This implies that $[s]$ completely blinds it, hence Alice learns nothing. More generally, Alice and Bob are mutually incorruptible and $s$ and $t$ are known only to them, so no adversary will learn both $s$ and $t$.

Active security. To ensure security against active adversaries, the actions of the parties must be verified. The only issues are the inputs, as security of the arithmetic is immediate. I.e. the parties must verify that the values provided by Alice and Bob are as specified. There are two issues:

1. Demonstrate that an input is in $\mathbb{Z}_{M}^{*}$.
2. Verify that an input is the Jacobi symbol of a stored, inputter-known value.

Note that this suffices; $[r]$ is uniformly random as either Alice or Bob is honest.
For Alice or Bob to demonstrate that an input is invertible, it suffices to provide an additional uniformly random invertible value, and have the product of the two revealed. All parties can then verify that that the product is invertible, which implies the same of both factors. This reveals no other information, as the second element masks the real value.

The second issue is slightly more difficult. For Alice to demonstrate that $\left[j_{t}\right]$ is the Jacobi symbol of $[t]$ she provides uniformly random pairs, $\left(\left[j_{i}\right],\left[t_{i}\right]\right)$ for $1 \leq i \leq k$, such that $j_{i}=\left(\frac{t_{i}}{M}\right)$. Bob then flips $k$ coins, $b_{1}, \ldots, b_{k}$; the ABB is then asked to compute and reveal either the pair $\left(\left[j_{i}\right] \cdot\left[j_{t}\right],\left[t_{i}\right] \cdot[t]\right)$ if $b_{i}$ is 1 or $\left(\left[j_{i}\right],\left[t_{i}\right]\right)$ otherwise. All parties then verify that the Jacobi symbol of each revealed pair matches the element. To cheat, Alice would have to guess all of Bob's coin flips - this can only occur with probability negligible in $k$. Note that no information is revealed when Alice is honest: the parties merely see random pairs, $\left(\left[j_{i}\right],\left[t_{i}\right]\right)$, or maskings of $[t]$ and its Jacobi symbol. For Bob to demonstrate the same, the roles are simply reversed.

It is often possible to do better than the general solution. When, for example, $M$ is prime, elements with known Jacobi symbol can be efficiently constructed using only arithmetic:

$$
[x] \leftarrow\left[x^{\prime}\right]^{2} \cdot\left(2^{-1}\left(\left[j_{x}\right]+1\right) ? 1: \omega\right)
$$

where $\omega$ is a fixed element with Jacobi symbol -1, NO07, Tof07.
A similar calculation is possible when $M$ is the product of two primes both congruent to 3 modulo 4 . In this case -1 is a non-residue with Jacobi symbol 1, hence any element $[x]$ can be written as

$$
([b] ? 1:-1)\left[x^{\prime}\right]^{2} \cdot\left(2^{-1}\left(\left[j_{x}\right]+1\right) ? 1: \omega\right)
$$

where $[b]$ is a bit. (If Alice cannot compute $b$, i.e. distinguish quadratic residue from non-residues, she can instead provide a uniformly random value with the same Jacobi symbol. The parties can then reveal the product of this and the actual value to Bob, who verifies that its Jacobi symbol is 1 ).

Complexity. For passive security, when $M$ is prime, or when $M$ is the product of two primes both congruent to 3 modulo 4 , executing $\kappa$ copies of Fig. 2 in parallel and performing the $\kappa$-ary fan-in AND requires $O(\kappa)$ ABB-operations executed in $O(1)$ rounds. In other settings - i.e. when it is not possible to efficiently verify a Jacobi symbol - arithmetic complexity increases by a factor of $k$. For simplicity we can view this as being incorporated into $\kappa-$ say $k=\sqrt{\kappa}$ - though strictly speaking it should be treated separately.

## 5 The log-Rounds Protocol

Based on the arithmetic black-box presented in Sect. 2 - including extensions such as the equality test - the log-rounds protocol can now be explained. In a sense, this paper follows the same overall strategy as many of the previous solutions: transform the problem to a comparison of "known" values and determine their most significant differing bit-position; this provides the result. What differs are the means to achieve this goal.

On the intuitive level, the approach can be viewed as a binary search, though strictly speaking, this is not the case. The full protocol is seen in Fig. 3 and is explained during the argument of correctness. Assume for simplicity that $\ell$ is a power of two. This can always be ensured by viewing $x$ and $y$ as numbers of larger (but less than double) size. Further, assume that the modulus of the ABB is much larger than than the input size, $M \gg 2^{\ell+\kappa^{\prime}}$ for security parameter $\kappa^{\prime}$.

Correctness. Correctness of the protocol is quite simple, once the intuition is understood. Therefore, rather than presenting the protocol from beginning to end, we present the ideas. This requires starting at both the end and the beginning at the same time, and working our way towards the middle. It explains why a given computation is performed by showing how it helps solve the original problem.

Initially the arithmetic black-box is used to compute the value $[z]$. As $x \geq$ $y \Leftrightarrow z \geq 2^{\ell}$, we find that if $\left[z_{\ell}\right]$ really is an encryption of the $\ell^{\prime}$ th bit of $z$, then the result is correct. This is the case if $\bar{z}=z \bmod 2^{\ell}: z-\left(z \bmod 2^{\ell}\right)$ sets all the $\ell$ least significant bits of the $(\ell+1)$-bit $z$ to 0 leaving only the top bit. The multiplication by $2^{-\ell}$ (modulo $M$ ) simply shifts this down to the desired position.

To perform the modulo reduction of $[z]$, Bob provides a $\left(2^{\ell+\kappa^{\prime}}\right)$-bit mask, $[r]$, which is added to $[z]$. The outcome, $[c]$, is then revealed to Alice. As it was assumed that $M \gg 2^{\kappa+\ell}$, the computation of $c$ can be viewed as occurring over the integers. Therefore

$$
z \equiv c-r \bmod 2^{\ell}
$$

Both $c$ and $r$ are easily reduced modulo $2^{\ell}$. Alice knows the former and Bob the latter, so they may simply supply these values, $[\bar{c}]$ and $[\bar{r}]$. Subtracting the latter from the former provides the desired result, however, this subtraction must occur modulo $2^{\ell}$, not modulo $M$.


Fig. 3. The $\log (\ell)$-rounds comparison protocol

However, by considering two cases, the desired operation can be simulated with $\mathbb{Z}_{M}$ arithmetic:

1. If $\bar{c} \geq \bar{r}$, then subtraction modulo $M$ provides the correct result.
2. If $\bar{c}<\bar{r}$, then subtracting $\bar{r}$ results in an underflow modulo $M$. Adding $2^{\ell}$ at this point provides the correct result.

Unfortunately the parties do not know which case they are in - nor should they learn it - and therefore do not know if they should instruct the $A B B$ to add $2^{\ell}$.

This leaves us with the problem of comparing $[\bar{c}]$ and $[\bar{r}]$, and while it seems as if we are back at the initial problem, this is not the case, as Alice and Bob each know one of these values. Thus, they can be decomposed into the top and bottom halves - the $\ell / 2$ least significant and most significant bits - by having the parties input them. These are denoted $\left[c_{\top}\right],\left[c_{\perp}\right],\left[r_{\top}\right]$, and $\left[r_{\perp}\right]$.

Again there are two cases to consider, and again the parties do not know which is the case:

1. If $c_{\top}=r_{\mathrm{T}}$, i.e. if the most significant half of the bits are equal, then it suffices to compare the values representing the least significant bits.
2. If $c_{\top} \neq r_{\top}$, i.e. if the top halves differ, then the least significant bits can be ignored, and it suffices to compare $c_{\top}$ and $r_{\top}$.

Using the equality test, the parties can determine a secret bit stating which is the case. Based on this, they obliviously choose between the top and bottom halves of $[\bar{c}]$ and $[\bar{r}]$ - i.e. $\left[r_{\top}\right],\left[c_{\top}\right]$ and $\left[r_{\perp}\right],\left[c_{\perp}\right]$ - storing the results as $[\tilde{r}]$ and $[\tilde{c}]$.

The concluding computation consists of determining which of $[\tilde{r}]$ and $[\tilde{c}]$ contains the larger value. This is the original problem, however, the bit-length of the numbers is now only $\ell / 2$. If $\ell / 2>1$, then the protocol calls itself recursively. Otherwise - i.e. if the values to be compared are single-bit - it is straightforward to compute an encryption of $\tilde{r}>\tilde{c}$ using only secure arithmetic:

$$
(\tilde{c} \oplus \tilde{r}) \tilde{r}=\tilde{r}-\tilde{c} \tilde{r}
$$

To see that this is the correct result, note that it is 1 exactly when the bits differ and $\tilde{r}$ is set.

Security. As the arithmetic black-box is secure by definition, an adversary can only obtain information or affect the computation through the input/output. Leakage can only occur through the value, $c$, received by a corrupt Alice. However, this is statistically indistinguishable (in $\kappa^{\prime}$ ) from a uniformly random $\left(\ell+\kappa^{\prime}\right)$-bit value, as $[z]$ is masked by $[r]$ provided by the honest Bob.

Similarly, an adversary can only affect the computation through incorrect inputs. Hence, if it is verified that $[\bar{c}],\left[c_{\top}\right],\left[c_{\perp}\right],[\bar{r}],\left[r_{\top}\right]$, and $\left[r_{\perp}\right]$ are indeed the correct "sub-strings" of $[c]$ and $[r]$ (and that $[r]$ is indeed $\ell+\kappa^{\prime}$ bits long), then no adversarial behavior is possible.

This verification can be performed by having Alice and Bob provide $\left[c_{I}\right]$ and $\left[r_{I}\right]$, the (ignored) top $\kappa^{\prime}$ bits of $[c]$ and $[r]$, as well. Initially it is verified that $\left[c_{\top}\right],\left[c_{\perp}\right],\left[r_{T}\right]$, and $\left[r_{\perp}\right]$ are all $\ell / 2$ bits, and that $\left[c_{I}\right]$ and $\left[r_{I}\right]$ are $\kappa^{\prime}$ bits. Then, the parties check that $[\bar{c}]=2^{\ell / 2}\left[c_{\top}\right]+\left[c_{\perp}\right],[\bar{r}]=2^{\ell / 2}\left[r_{\top}\right]+\left[r_{\perp}\right],[c]=2^{\ell}\left[c_{I}\right]+[\bar{c}]$, and $[r]=2^{\ell}\left[r_{I}\right]+[\bar{r}]$. At this point it has been ensured that the decomposition of $[c]$ and $[r]$ are correct. Note that there is no need to explicitly verify that $[\bar{c}]$ and $[\bar{r}]$ are $\ell$ bits, nor that $[r]$ is $\ell+\kappa^{\prime}$ bits. This has already been verified implicitly.

Complexity. For a reduction of the problem to one of half size - Fig. 3 except for the recursive invocation - one invocation of the equality test and a constant amount of input/output and arithmetic is required. Overall this means $O(\kappa)$ arithmetic and input/output operations are needed, where $\kappa$ is the correctness parameter for the equality test. These can be performed in $O(1)$ rounds. Each iteration reduces the problem to one of half size, thus only $\log (\ell)$ steps are required until the bit-length reaches 1 , at which point the remaining work is constant. This implies that the overall complexity is $O(\kappa \log (\ell))$ operations in $O(\log (\ell))$ rounds.

Note that to ensure correctness of the full protocol, all invocations of the equality test must succeed. As the number of tests depends on $\ell$, so must $\kappa$. Adding $\log \log (\ell)$ provides the desired error probability, as $\left(1-2^{-\kappa}\right)^{\log (\ell)} \approx 1-\log (\ell) 2^{-\kappa}$
(since $2^{-\kappa}$ is negligible $\sqrt{4}$. This implies $O(\log (\ell)(\kappa+\log \log (\ell)))$ operations overall, to ensure correctness except with probability negligible in $\kappa$.

Theorem 1. Given two mutually incorruptible parties, Alice and Bob, and two $\ell$-bit values, $[x]$ and $[y]$, stored within an arithmetic black-box providing secure arithmetic in $\mathbb{Z}_{M}$ (where $M>2^{\ell+\kappa^{\prime}+\log \log (\ell)}$ is prime or an RSA-modulus and $\kappa^{\prime}$ is a security parameter), the parties may obtain a bit, [b], such that $b$ is 1 iff $x \geq y$ (except with probability negligible in the correctness parameter $\kappa$ ) using $O(\log (\ell)(\kappa+\log \log (\ell)))$ ABB-operations in $O(\log (\ell))$ rounds.

## 6 The Constant-Rounds Protocol

Decreasing the round complexity to constant without considering the individual bits is achieved by combining the ideas of the previous section with earlier approaches. Rather than going over all details, we present the overall protocol in Fig. [4, and only reference existing sub-protocols in the analysis. This avoids muddling the presentation with details of existing protocols.

Correctness. The protocol starts and ends exactly as the log-rounds solution, hence if $[u]$ correctly states if an underflow occurs in the subtraction, then the correct result is determined. In difference to above, $[\bar{c}]$ and $[\bar{r}]$ are split into $\sqrt{\ell}$ blocks rather than two (the bit-length can be padded to ensure that it is a square). This can be viewed as writing the numbers in $2^{\sqrt{\ell}}$-ary notation. As in the previous section, it suffices to only compare the most significant differing block. There are more of them, but the goal remains the same: the parties must obliviously find and select the block in question using only the $A B B$.

To do this, an equality test is performed for each block: $\left[b_{i}\right]$ states if the $i$ 'th block of the numbers are equal. $\left[\tilde{b}_{i}\right]$ is the logical AND of the top blocks, i.e. from the most significant one down to the $i$ 'th. It is 1 exactly when all these blocks are equal. Thus, the most significant differing block will be the first one containing a 0 (starting with the most significant one). The $\left[\tilde{b}_{i}\right]$ of the less significant blocks will of course also be 0 , as there is a more significant, differing position. The value $\left[b_{i}^{\prime}\right]=\left[\tilde{b}_{i+1}\right]-\left[\tilde{b}_{i}\right]$ states if the $i$ 'th block is the desired one. For the most significant, differing block it will be $1=1-0$, while the rest have $b_{i}^{\prime}=0$, either from $1-1$ or $0-0$. Thus, the $\left[b_{i}^{\prime}\right]$ that is set can be viewed as a pointer to the correct block position, $i$, and $\left[r^{(i)}\right]$ and $\left[c^{(i)}\right]$ are selected by the sums. 5 .

Concluding, the $\sqrt{\ell}$-bit $[\tilde{c}]$ and $[\tilde{r}]$ must be compared. This time, we cannot proceed recursively, as this would not result in a constant-rounds protocol. Instead, the parties transform the problem to one where Alice holds one input and

[^27]

Fig. 4. The constant-rounds comparison protocol

Bob the other - the initial step of the present protocols. Then, these numbers are bit-decomposed - Alice and Bob provide the binary representation of the numbers - and the problem is brute-forced, e.g. using DFK ${ }^{+} 06$. As there are only $\sqrt{\ell}$ bits, linear work is acceptable at this point.

Security. Privacy of the protocol follows by the exact same argument as above: leakage can only happen through $c$, which is statistically indistinguishable from
a uniformly random $\left(\ell+\kappa^{\prime}\right)$-bit value. Further, as above, an active adversary can only affect the protocol through inputs. To avoid malicious behavior, it must merely be verified that $[r]$ is indeed of the proper bit-length; that $[r]$ and $[c]$ are decomposed properly into the $\left[c^{(i)}\right]$ and $\left[r^{(i)}\right]$; and that $[\bar{c}]$ and $[\bar{r}]$ are correct. In addition to this, it must be verified that the bit-decomposition needed in the comparison of $[\tilde{c}]$ and $[\tilde{r}]$ is correct. All this can be performed analogously to the constructions of the previous section - the difference is that a $2^{\sqrt{\ell}}$-ary or binary representation is considered rather than a $2^{\ell / 2}$-ary one.

Complexity. Initially, Bob provides the mask, $[r]$, after which Alice obtains $c$, the masking of $[z]$. They decompose these to their $2^{\sqrt{\ell}}$-ary representations and provide these as inputs to the ABB. Complexity of this is clearly $O(\sqrt{\ell})$ input/output operations. Moreover, only three rounds are needed as all elements of the decompositions may be input concurrently.

Regarding the work performed by the ABB , clearly the computation of $[z]$ and $[c]$ is constant. Following this, $\sqrt{\ell}$ equality tests are performed; each of these requires $O(\kappa)$ operations implying $O(\sqrt{\ell} \cdot \kappa)$ operations overall. Round complexity remains constant, though: no test depends on the output of another, so they may be executed in parallel. The next step is to compute the "pointer," $\left[b_{i}^{\prime}\right]$. The most expensive part of this is the $\sqrt{\ell} \sqrt{\ell}$-ary logical AND's. The naive solution requires $\Omega(\ell)$ operations which is too expensive. However, the ANDgates share the same inputs - overall it is simply a prefix-AND of the $b_{i}$. Thus, the computation can be performed with linear work in a constant number of rounds by applying the techniques of $\mathrm{DFK}^{+} 06$. Concluding the computation are the selection of $[\tilde{r}]$ and $[\tilde{c}]$ each requiring $O(\sqrt{\ell})$ arithmetic operations. This is followed by the brute-force (linear in $\sqrt{\ell}$ ) comparison and the final, constant-size computation.

The dominating term of all of this is the equality tests, due to their factor of $\kappa$. Thus, the overall complexity is $O(\sqrt{\ell}(\kappa+\log (\ell)))$, where the $\log (\ell)$-term is needed to ensure that the error probability remains negligible in $\kappa$ when performing all $\sqrt{\ell}$ tests.

Theorem 2. Given two mutually incorruptible parties, Alice and Bob, and two $\ell$-bit values, $[x]$ and $[y]$, stored within an arithmetic black-box providing secure arithmetic in $\mathbb{Z}_{M}$ (where $M>2^{\ell+\kappa^{\prime}}$ is prime or an $R S A$-modulus and $\kappa^{\prime}$ is a security parameter), the parties may obtain a bit, $[b]$, such that $b$ is 1 iff $x \geq y$ (except with probability negligible in the correctness parameter $\kappa)$ using $O(\sqrt{\ell}(\kappa+$ $\log (\ell))$ ) ABB-operations in $O(1)$ rounds.

## 7 Variations

Handling arbitrary inputs of $\mathbb{Z}_{M}$. Protocols allowing arbitrary inputs in $\mathbb{Z}_{M}$ are also possible. This involves comparing both inputs, $[x]$ and $[y]$, as well as $[x-y]$ to $\lfloor M / 2\rfloor$, NO07. The answer can be determined using a small arithmetic circuit. Comparison with $\lfloor M / 2\rfloor$ is equivalent to doubling and extracting the
least significant bit, which translates to a comparison of values held by Alice and Bob. At this point the present ideas may be applied.

Improved complexity in the constant-rounds case. Complexity of the constantrounds protocol can be improved slightly. The idea is to split the numbers into $\sqrt{\ell / \kappa}$ blocks of size $\sqrt{\ell \kappa}$. Determining and selecting the relevant block requires only $O(\sqrt{\ell \kappa})$ arithmetic operations, and while the new comparison problem grows to size $\sqrt{\ell \kappa}$, it is still acceptable to brute-force this.

A second approach allows complexity to be reduced further at the cost of extra rounds. Splitting the numbers into $\sqrt[3]{\ell}$ blocks results in a new problem of size $(\sqrt[3]{\ell})^{2}$, which may be solved with $O(\sqrt[3]{\ell} \cdot \kappa)$ work. This amount is also needed to reduce the size of the problem, thus, it is also the overall complexity. The idea generalizes to $O(c)$-round $O(\sqrt[c]{\ell} \cdot \kappa)$ solutions for any $c$.

Hybrid protocols for practice. Due to the blowup of $\kappa$ in the complexity, theoretically worse solutions may be preferable to the log-rounds protocol for small inputs. This suggests that a hybrid approach will be best in practice: Initially the log-rounds solution can be applied repeatedly to reduce the size of the problem, but at some point (when the problem is small enough) another solution will be better. At this point, that solution may be applied instead of continuing with the recursive approach.

## 8 Concluding Remarks

The protocols presented demonstrate that in order to perform secure comparison, the explicit binary representation does not have to be considered. Rather, by testing equality of "sub-strings" of the full problem (where this test occurs on elements of the ring or field), the size of the problem can be reduced without having to consider each bit-position individually. This implies an improved theoretic complexity over all previous solution (regarding the number of cryptographic invoked).

A sub-linear comparison protocol for the general multiparty setting is left as an open problem. One obvious possibility would be to generate encryptions or sharings of uniformly random values of bounded size, say $k$-bit, which are unknown to all. It is not clear how to do this without also generating the binary representation as well, though.

The author would like to thank Ivan Damgård, Martin Geisler, and the anonymous referees for their many remarks and suggestions.
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#### Abstract

Consider a database where each record has different access control policies. These policies could be attributes, roles, or rights that the user needs to have in order to access the record. Here we provide a protocol that allows the users to access the database record while: (1) the database does not learn who queries a record; (2) the database does not learn which record is being queried, nor the access control policy of that record; (3) the database does not learn whether a user's attempt to access a record was successful or not; (4) the user can only obtain a single record per query; (5) the user can only access those records for which she has the correct permissions; (6) the user does not learn any other information about the database structure and the access control policies other than whether he was granted access to the queried record, and if so, the content of the record; and (7) the users' credentials can be revoked.

Our scheme builds on the one by Camenisch, Dubovitskaya and Neven (CCS'09), who consider oblivious transfer with access control when the access control policies are public.


Keywords: Privacy, Oblivious Transfer, Anonymous Credentials, Access Control.

## 1 Introduction

When controlling access to a sensitive resource, it is clear that the applicable access control policies can already reveal too much information about the resource. For example, consider a medical database containing patient records, where the access control policy (ACP) of each record lists the names of the treating doctors. The fact that a patient's record has certain specialists in its ACP leaks information about the patient's disease. Many patients may want to hide, for example, that they are being treated by a plastic surgeon or by a psychiatrist. Also, doctors treating a celebrity may want to remain anonymous to avoid being approached by the press.

As another example, in a multi-user file system, it may be desirable to hide the owner of a file or the groups that have access to it to prevent social engineering attacks, coercion, and bribery. In a military setting, knowing which files are classified "top secret", or even just the percentage of "top secret" files in the system, may help an attacker to focus his attack.

Confidentiality of the stored data and associated ACPs is not the only security concern. Privacy-aware users accessing the database may be worried about malicious database servers prying information from the query traffic. For example, the frequency that a patient's record is accessed gives a good estimate of the seriousness of his
D. Catalano et al. (Eds.): PKC 2011, LNCS 6571, pp. 192-209, 2011.
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condition, while the identity of the doctors that access it most frequently may be an indication of the nature of the disorder. Users may therefore prefer to query the database anonymously, i.e., hiding their identity, roles, permissions, etc. from the database server, as well as hiding the index of the queried record. At the same time, the database server wants to rest assured that only permitted users have access to the data, and that they cannot find out who else has access to the data.

### 1.1 Our Contribution

In this paper we consider access to a database where each record is protected by a (possibly) different access control policy, expressed in terms of the attributes, roles, or rights that a user needs to have to obtain access. To provide the maximal amount of privacy to both users and the database server, we propose a protocol guaranteeing that (1) the database does not learn who queries a record; (2) the database does not learn the index nor the ACP of the queried record; (3) the database does not learn whether a user's attempt to access a record was successful or not; (4) users can only obtain a single record per query, (5) users can only access those records for which they satisfy the ACP; (6) at each query, users learn no more information about the applicable access control policy other than whether they satisfy it or not; and (7) the users' credentials can be revoked. Our ACP structure can be used to implement many practical access control models, including access control matrices, capability lists, role-based access control, and hierarchical access control. This work extends the work of Camenisch, Dubovitskaya, and Neven [8] who consider oblivious transfer with access control when the access control policies are public, i.e., they do not satisfy properties (6) and (7).

### 1.2 Related Work

Oblivious transfer protocols in their basic form [24|21|11] offer users access to a database without the server learning the contents of the query, but place no restrictions on who can access which records. After Aiello et al. suggested priced oblivious transfer [28], Herranz [18] was the first to add access control restrictions to records, but has users authenticate openly (i.e., non-anonymously) to the server. Later, Coull et al. [9] and Camenisch et al. [8] proposed OT protocols with anonymous access control. In all of these works, however, the access control policies are assumed to be publicly available to all users, and the server notices when a user's attempt to access a record fails.

There is also a line of work devoted to access control with hidden policies and hidden credentials, but none of them consider oblivious access to data, meaning that the server learns which resource is being accessed. In trust negotiation systems [19|26|27], two parties establish trust through iterative disclosure of and requests for credentials. Hidden credentials systems are designed to protect sensitive credentials and policies [4|17]. Neither provide full protection of policies, however, in the sense that the user learns (partial) information about the policy if her credentials satisfy it. The protocol of Frikken et al. [15] does provide full protection, but for arbitrary policies it requires communication exponential in the size of the policies.

Finally, one could always implement a protocol with all desired properties by evaluating an especially designed logical circuit using generic two-party computation
techniques [25], but the cost of this approach would be prohibitive. In particular, the computation and communication cost of each record transfer would be linear in the number of records in the database $N$, whereas the efficiency of our transfer protocol is independent of $N$.

## 2 Definition of OT with Hidden Access Control Policies

An oblivious transfer protocol with hidden access control policies (HAC-OT) is run between an issuer, a database, and one or more users. The issuer provides access credentials to users for the data categories that they are entitled to access. The database hosts a list of records and associates to each record an access control policy (ACP). Users can request individual records from the database, and the request will succeed provided they have the necessary credentials. The ACPs are never revealed.

In a nutshell, a HAC-OT protocol works as follows. The issuer generates its key pair for issuing credentials and publishes the public key as a system-wide parameter. The database server initializes a database containing records protected by access control policies. It generates the encrypted database, which also contains the encrypted access control policies, and makes it available to all users, e.g., by posting it on a website or by distributing it on DVDs. Each user contacts the issuer to obtain a credential that lists all data categories that the user is entitled to access. When she wants to access a record in the database, the user proves to the database in zero-knowledge that her credential contains all the data categories required by the access control policy associated to the record. She performs computations on the encrypted access control rule associated to the desired record so that, with the help of the database, she will obtain the record key if and only if she satisfies the (encrypted) ACP. The database learns nothing about the index of the record that is being accessed, nor about the categories in the access control policy. The database does not even learn whether the user's attempt to obtain a record was successful.

### 2.1 Setting and Procedures

If $\kappa \in \mathbb{N}$, then $1^{\kappa}$ is the string consisting of $\kappa$ ones. The empty string is denoted $\varepsilon$. If A is a randomized algorithm, then $y \stackrel{\&}{\leftarrow} \mathrm{~A}(x)$ denotes the assignment to $y$ of the output of A on input $x$ when run with fresh random coins.

Unless noted, all algorithms are probabilistic polynomial-time (PPT) and we implicitly assume they take an extra parameter $1^{\kappa}$ in their input, where $\kappa$ is a security parameter. A function $\nu: \mathbb{N} \rightarrow[0,1]$ is negligible if for all $c \in \mathbb{N}$ there exists a $\kappa_{c} \in \mathbb{N}$ such that $\nu(\kappa)<\kappa^{-c}$ for all $\kappa>\kappa_{c}$.

We consider a limited universe of data categories $\mathcal{C}=\left\{C_{1}, \ldots, C_{\ell}\right\} \subseteq\{0,1\}^{*}$. An access control policy $A C P \subseteq \mathcal{C}$ contains those data categories that a user needs to have access to in order to obtain the record. We will usually encode access control policies as vectors $\boldsymbol{c}=\left(c_{1}, \ldots, c_{\ell}\right) \in\{0,1\}^{\ell}$, where $c_{i}=1$ iff $C_{i} \in A C P$. A database consists of a list of $N$ pairs $\left(\left(R_{1}, A C P_{1}\right), \ldots,\left(R_{N}, A C P_{N}\right)\right)$ of records $R_{i} \in\{0,1\}^{*}$ and their associated access control policies $A C P_{i} \subseteq \mathcal{C}$.

Users hold credentials that certify the list of categories that the user is entitled to access. The list is encoded as a vector $\boldsymbol{d}=\left(d_{1}, \ldots, d_{\ell}\right) \in\{0,1\}^{\ell}$, where $d_{i}=1$ iff the
user is granted access to category $C_{i}$. Letting $\boldsymbol{c} \cdot \boldsymbol{d}=\sum_{i=1}^{\ell} c_{i} d_{i}$ and $|\boldsymbol{c}|=\sum_{i=1}^{\ell} c_{i}$, we say that a user's credential $\boldsymbol{d}$ covers an access control policy $\boldsymbol{c}$ iff $\boldsymbol{c} \cdot \boldsymbol{d}=|\boldsymbol{c}|$. This essentially means that users need to have access to all categories in the ACP in order to have access to the record. This fits nicely to a number of real-world access control models. For example, to implement role-based access control, where each database record can be accessed by users with one particular role, one sets $\ell$ to be the number of roles in the system, one sets $c_{i}=1$ for the required role $i$ and $c_{j}=0$ for all $j \neq i$, and one sets $d_{i}=1$ in the users' credentials for all roles $i$ that a user owns. In a hierarchical access control system, users are granted access if their access level is at least that of the resource. For example, in a military context, the levels may be "top secret", "secret", "restricted", and "declassified", so that someone with "top secret" clearance has access to all records. To implement this in our system, one would set $\ell$ to be the number of levels, set $c_{i}=1$ for the level $i$ of the resource, and set $d_{j}=1$ for all levels $j$ lower than or equal to $i$.

Alternatively, one could use a coverage definition where $\boldsymbol{d}$ covers $\boldsymbol{c}$ iff $\boldsymbol{c} \cdot \boldsymbol{d}=|\boldsymbol{d}|$, effectively meaning that all of a user's categories have to appear in the ACP in order to be granted access. Our protocol is easily adapted to implement these semantics. This definition of coverage could be useful to implement simple access control matrices: if $\ell$ is the number of users, then user $i$ would have a credential with $d_{i}=1$, and the ACP sets $c_{j}=1$ for all users $j$ that are allowed access.

An oblivious transfer protocol with hidden access control policies (HAC-OT) is six polynomial-time algorithms and protocols, i.e., $\mathcal{H A C}-O \mathcal{T}=$ (ISetup, Issue, Revoke, DBSetup, DBVerify, Transfer).

- $\operatorname{ISetup}(C) \xrightarrow{\stackrel{\leftrightarrow}{\rightarrow}}\left(p k_{\mathrm{I}}, s k_{\mathrm{I}}, R L\right)$. The issuer runs the randomized ISetup algorithm to generate a public key $p k_{\mathrm{I}}$, the corresponding secret key $s k_{\mathrm{I}}$, and an initial revocation list $R L$ for security parameter $\kappa$ and category universe $\mathcal{C}$. The public key and revocation list are published as system-wide parameters.
- Issue: Common input: $p k_{\mathrm{I}}$, uid, $\boldsymbol{d}$; Issuer input: $s k_{\mathrm{I}}$; User output: cred $_{u i d}$ or $\perp$. A user obtains an access credential for a vector of categories $\boldsymbol{d}=\left(d_{1}, \ldots, d_{\ell}\right) \in\{0,1\}^{\ell}$ by engaging in the Issue protocol with the issuer. The issuer's public key $p k_{\mathrm{I}}$, the user's identity uid, and the vector $\boldsymbol{d}$ are common inputs. The issuer also uses his secret key $s k_{\mathrm{I}}$ as an input. At the end of the protocol, the user obtains the credential $c r e d_{\text {uid }}$.
- Revoke $\left(s k_{\mathrm{I}}, R L, u i d\right) \xrightarrow{\gtrdot} R L^{\prime}$. To revoke the credential of user uid, the issuer runs the Revoke algorithm to create an updated revocation list $R L^{\prime}$ and publishes it as a system-wide parameter.
$\bullet \operatorname{DBSetup}\left(p k_{\mathrm{I}}, D B=\left(R_{i}, A C P_{i}\right)_{i=1, \ldots, N}\right) \xrightarrow{\Phi}\left(\left(p k_{\mathrm{DB}}, E R_{1}, \ldots, E R_{N}\right), s k_{\mathrm{DB}}\right)$. The database server runs the DBSetup algorithm to create a database containing records $R_{1}, \ldots, R_{N}$ protected by access control policies $A C P_{1}, \ldots, A C P_{N}$. This algorithm generates the encrypted database consisting of a public key $p k_{\mathrm{DB}}$ and the encrypted records along with their encrypted access control policies $E R_{1}, \ldots, E R_{N}$. The encrypted database is made available to all users, e.g., by posting it on a website 1 The database server keeps the secret key $s k_{\mathrm{DB}}$ for itself.

[^28]- DBVerify $\left(p k_{\mathrm{DB}}, E D B\right) \rightarrow b$. Upon receiving an encrypted database $E D B$, all users perform a one-time check to test whether $E D B$ is correctly formed ( $b=1$ ) or not ( $b=0$ ).
- Transfer: Common input: $p k_{\mathrm{I}}, R L, p k_{\mathrm{DB}}$; User input: uid, $i, E R_{i}$, cred $_{u i d}$; Database input: $s k_{\mathrm{DB}}$; User output: $R_{i}$ or $\perp$. When the user wants to access a record in the database, she engages in a Transfer protocol with the database server. Common inputs are the issuer's public key $p k_{\mathrm{I}}$, the revocation list $R L$, and the database's public key $p k_{\mathrm{DB}}$. The user has as a secret input her identity uid, her selection index $i \in\{1, \ldots, N\}$, the encrypted record with encrypted ACP, and her credential cred $_{\text {uid }}$. The database server uses its secret key $s k_{\mathrm{DB}}$ as a private input. At the end of the protocol, the user obtains the database record $R_{i}$ if her credential satisfies the ACP, or receives $\perp$ if not.

We assume that all communication links are private. We also assume that the communication links between a user and the issuer are authenticated, so that the issuer always knows to which user it is issuing a credential. The communication links between a user and the database are assumed to be anonymous, so that the database does not know which user is making a record query. (Authenticated communication channels between users and the database would obviously ruin the strong anonymity properties of our protocol).

### 2.2 Security Definitions

We define security of an HAC-OT protocol through indistinguishability of a real-world and an ideal-world experiment as introduced by the UC framework [56] and the reactive systems security models [22|23]. The definitions we give, however, do not entail all formalities necessary to fit one of these frameworks; our goal here is solely to prove our scheme secure.

We summarize the ideas underlying these models. In the real world there are a number of players, who run some cryptographic protocols with each other, an adversary A, who controls some of the players, and an environment $\mathcal{E}$. The environment provides the inputs to the honest players and receives their outputs and interacts arbitrarily with the adversary. The dishonest players are subsumed into the adversary.

In the ideal world, we have the same players. However, they do not run any cryptographic protocols but send all their inputs to and receive all their outputs from an ideal all-trusted party T . This party computes the output of the players from their inputs, i.e., applies the functionality that the cryptographic protocol(s) are supposed to realize. The environment again provides the inputs to and receives the output from the honest players, and interacts arbitrarily with the adversary controlling the dishonest players. A set of cryptographic protocols is said to securely implement a functionality if for every real-world adversary A and every environment $\mathcal{E}$ there exists an ideal-world simulator $A^{\prime}$ controlling the same parties in the ideal world as $A$ does in the real world, such that the environment cannot distinguish whether it is run in the real world interacting with $A$, or whether it is run in the ideal world interacting with the simulator $A^{\prime}$.

Definition 1. Let $\operatorname{Real}_{\mathcal{E}, \mathrm{A}}(\kappa)$ denote the probability that $\mathcal{E}$ outputs 1 when run in the real world with A and let $\operatorname{Ideal}_{\mathcal{E}, \mathrm{A}^{\prime}}(\kappa)$ denote the probability that $\mathcal{E}$ outputs 1 when
run in the ideal world with $\mathrm{A}^{\prime}$, then the set of cryptographic protocols is said to securely implement functionality T if $\mathbf{R e a l}_{\mathcal{E}, \mathrm{A}}(\kappa)-\mathbf{I d e a l}_{\mathcal{E}, \mathrm{A}^{\prime}}(\kappa)$ is a negligible function in $\kappa$.

THE REAL WORLD. We first describe how the real-world algorithms presented in $\$ 2.1$ are orchestrated when all participants are honest, i.e., honest real-world users $\mathrm{U}_{1}, \ldots$, $\mathrm{U}_{M}$, an honest issuer I, and an honest database DB. If parties are controlled by the real-world adversary A, they can arbitrarily deviate from the behavior described below.

All begins with I generating a key pair and an initial revocation list $\left(p k_{\mathrm{I}}, s k_{\mathrm{I}}, R L\right) \stackrel{\oplus}{\leftarrow}$ $\operatorname{ISetup}(\mathcal{C})$ and sending $\left(p k_{\mathrm{I}}, R L\right)$ to all users $\mathrm{U}_{1}, \ldots, \mathrm{U}_{M}$ and the database DB.

When the environment $\mathcal{E}$ sends a message (initdb, $\left.D B=\left(R_{i}, A C P_{i}\right)_{i=1, \ldots, N}\right)$ to the database DB , the latter encrypts $D B$ by running $\left(E D B, s k_{\mathrm{DB}}\right) \stackrel{\&}{\leftarrow} \operatorname{DBSetup}\left(p k_{\mathrm{I}}\right.$, $D B)$, and sends the encrypted database $E D B=\left(p k_{\mathrm{DB}}, E R_{1}, \ldots E R_{N}\right)$ to all users $\mathrm{U}_{1}, \ldots, \mathrm{U}_{M}$. All users execute a DBVerify protocol with the database and, if it returns 1, return a message (initdb, $N$ ) to the environment.

When $\mathcal{E}$ sends a message (issue, $\boldsymbol{d}$ ) to user $\mathrm{U}_{\text {uid }}$, she engages in an Issue protocol with I on common input $p k_{\mathrm{I}}$, uid, and a vector $\boldsymbol{d}$ indicating which categories the user is allowed to access, with I using $s k_{\mathrm{I}}$ as its secret input. Eventually, $\mathrm{U}_{\text {uid }}$ obtains the access credential cred $_{u i d}$. User $\mathrm{U}_{\text {uid }}$ returns a message (issue, $b$ ) to the environment indicating whether the issue protocol succeeded $(b=1)$ or failed $(b=0)$. Each user will engage in an Issue protocol only once; if she receives a second message (issue, $\boldsymbol{d}$ ) from the environment, she simply returns (issue, 0 ).

When $\mathcal{E}$ sends a message (revoke, uid) to the issuer I, it creates a new revocation list $R L^{\prime} \stackrel{\&}{\leftarrow} \operatorname{revoke}\left(s k_{\mathrm{I}}, R L\right.$, uid) based on the old revocation list $R L$ and the user identity uid to be revoked. The issuer returns (revoke, uid) to the environment.

When $\mathcal{E}$ sends a message (transfer, $i$ ) to user $\mathrm{U}_{\text {uid }}$, then $\mathrm{U}_{\text {uid }}$ engages in a Transfer protocol with DB on common input $p k_{\mathrm{I}}$ and $p k_{\mathrm{DB}}$, on $\mathrm{U}_{\text {uid }}$ 's private input $i$ and her credential $c r e d_{\text {uid }}$, and on DB's private input $s k_{\text {DB }}$. As a result of the protocol $\mathrm{U}_{\text {uid }}$ obtains the record $R_{i}$, or $\perp$ indicating failure. If the transfer succeeded the user returns (transfer, $i, R_{i}$ ) to the environment; if it failed she returns (transfer, $i, \perp$ ). We note that DB does not return any outputs to the environment.

THE IDEAL WORLD. In the ideal world, all participants communicate through a trusted party T which implements the functionality of our protocol. We describe the behavior of T on the inputs of the ideal-world users $\mathrm{U}_{1}^{\prime}, \ldots, \mathrm{U}_{M}^{\prime}$, the ideal-world issuer $\mathrm{I}^{\prime}$, and the ideal-world database $\mathrm{DB}^{\prime}$.

The trusted party T maintains an initially empty vector $\varepsilon$ for each user $\mathrm{U}_{u i d}^{\prime}$, an initially empty list of revoked users $R L$, and sets $D B \leftarrow \perp$. It responds to queries from the different parties as follows.

- Upon receiving (initdb, $N)$ from $\mathrm{DB}^{\prime}$, T sets $D B \leftarrow\left(\varepsilon_{i}, \varepsilon_{i}\right)_{i=1, \ldots, N}$ and sends the message (initdb, $N$ ) to all users. All users send the message (initdb, $N$ ) to the environment.
- Upon receiving (issue, d) from $\mathrm{U}_{\text {uid }}^{\prime}$ for the first time, T sends (issue, $\mathrm{U}_{u i d}^{\prime}, \boldsymbol{d}$ ) to $\mathrm{I}^{\prime}$ who sends back a bit $b$. If $b=1$ then T initializes the category vector $\boldsymbol{d}_{\text {uid }} \leftarrow \boldsymbol{d}$ for the user $\mathrm{U}_{u i d}^{\prime}$ and sends (issue, 1 ) to $\mathrm{U}_{u i d}^{\prime}$; otherwise it simply sends (issue, 0 ) to $\mathrm{U}_{u i d}^{\prime} . \mathrm{T}$ responds to all subsequent messages (issue, $\boldsymbol{d}$ ) from the same user $\mathrm{U}_{u i d}^{\prime}$ with (issue, 0).
- Upon receiving (revoke, uid) from $\mathrm{I}^{\prime}, \mathrm{T}$ adds $\mathrm{U}_{u i d}^{\prime}$ to the list of revoked users by setting $R L \leftarrow R L \cup\{$ uid $\}$.
- Upon receiving (transfer, $i$ ) from $\mathrm{U}_{u i d}^{\prime}$, T proceeds as follows. If $D B=\perp$, it sends (transfer, $\perp$ ) back to $\mathrm{U}_{\text {uid }}^{\prime}$. If $D B=\left(\varepsilon_{i}, \varepsilon_{i}\right)_{i=1, \ldots, N}$ it sends (transfer, $\varepsilon$ ) to $\mathrm{DB}^{\prime}$ who sends back a bit $b$. If $b=1$ it also sends the whole database $D B=$ $\left(R_{i}, A C P_{i}\right)_{i=1, \ldots, N}$, and the T sets $D B=\left(R_{i}, A C P_{i}\right)_{i=1, \ldots, N}$. If the database $D B$ already contained records, $T$ sends transfer to $\mathrm{DB}^{\prime}$, who sends back just a bit $b$. If $b=1, \boldsymbol{d}_{u i d}$ covers $A C P_{i}$, and uid $\notin R L$, then it sends (transfer, $R_{i}$ ) to $\mathrm{U}_{u i d}^{\prime}$; otherwise, it sends (transfer, $\perp$ ) to $\bigcup_{u i d}^{\prime}$.

The ideal-world parties $\mathrm{U}_{1}^{\prime}, \ldots, \mathrm{U}_{M}^{\prime}, \mathrm{I}^{\prime}, \mathrm{DB}^{\prime}$ simply relay inputs and outputs between the environment $\mathcal{E}$ and the trusted party T .

Security Properties. It is easy to see that the ideal world definition implies that the users' privacy is protected:

An adversary, controlling all parties except some honest users, cannot tell which of the users access which record nor whether the attempt was successful.

Also, the database is guaranteed that (potentially malicious) users can only access the records for which they were issued credentials and that users do not learn any information about the access control lists apart from the fact whether or not their credentials allow them to access a record. We note that colluding users cannot pool their credentials nor can they obtain access with revoked credentials.

## 3 Randomizing and Extending Groth-Sahai Proofs

Let $\operatorname{Pg}\left(1^{\kappa}\right)$ be a pairing group generator that on input $1^{\kappa}$ outputs descriptions of multiplicative groups $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{\mathrm{T}}$ of prime order $p$ where $|p|>\kappa$. Let $\operatorname{Pg}(p)$ be a pairing group generator that on input a prime $p$ outputs descriptions of multiplicative groups $\mathbb{G}_{1}, \mathbb{G}_{2}$, and $\mathbb{G}_{\mathrm{T}}$ of order $p$. Let $\mathbb{G}_{1}^{*}=\mathbb{G}_{1} \backslash\{1\}, \mathbb{G}_{2}^{*}=\mathbb{G}_{2} \backslash\{1\}$ and let $g_{1} \in \mathbb{G}_{1}^{*}, g_{2} \in$ $\mathbb{G}_{2}^{*}$. The generated groups are such that there exists an admissible bilinear map $e$ : $\mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{\mathrm{T}}$, meaning that (1) for all $a, b \in \mathbb{Z}_{p}$ it holds that $e\left(g_{1}^{a}, g_{2}^{b}\right)=e\left(g_{1}, g_{2}\right)^{a b}$; (2) $e\left(g_{1}, g_{2}\right) \neq 1$; and (3) the bilinear map is efficiently computable. The group setting GroupSet is a tuple $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e\right)$.

Groth and Sahai [16] present non-interactive witness-indistinguishable proofs of knowledge for three types of equations involving bilinear groups. These are: (i) pairing product equations, (ii) multi-exponentiation equations, and (iii) quadratic equations modulo the group order. Our protocol primarily uses proofs of the second type of equation, which can be made zero knowledge (ZK).

Belenkiy et al. [3] show that the Groth-Sahai proofs can be randomized such that they still prove the same statement but different proofs for the same statement are indistinguishable. In this paper, we extend these ideas: we take a proof for one statement and transform and randomize it into a proof of a related statement.

Independently of our work, Dodis et al. [12] also suggest to use GS-proofs of an old statement to construct a GS-proof for a modified statement. However, their approach only exploits the additive homomorphism of the GS-proof scheme, i.e., it allows one to modify an old witness by adding a new value to it and construct a proof for the new
witness, without knowledge of the old one. We suggest a modification scheme for the GS proof that enables modifying the witness in a more general way using multiplication and addition.

We describe how this is done in the following. We start with the descriptions of the basic algorithms of an instantiation of the Groth-Sahai proof system for multiexponentiation equations for the prime-order groups in the group setting GroupSet $=$ $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e\right)$, i.e., the proof system

$$
\operatorname{NIZKP}_{\mathrm{GS}}\left\{\left(\left(x_{i j}\right)_{i=1, \ldots, M, j=1, \ldots, \ell}\right): \bigwedge_{i=1}^{M} y_{i}=\prod_{j=1}^{\ell} g_{j}^{x_{i j}}\right\}
$$

where the $y_{i}$ 's and $g_{j}$ 's are public group elements of $\mathbb{G}_{1}$ (cf. [7]). In the following let stmt $=\left(\left(x_{i j}\right)_{j=1, \ldots, \ell ; i=1, \ldots, M}\right): \bigwedge_{i=1}^{M} y_{i}=\prod_{j=1}^{\ell} g_{j}^{x_{i j}}$. The proof system for GroupSet consists of three algorithms GSSetup, GSProve, and GSVerify. A trusted third party generates the common (public) reference string by running $C R S \leftarrow G S S e t u p(G r o u p S e t)$. A prover generates a proof as $\pi \leftarrow \operatorname{GSProve}(C R S$, $\left.\operatorname{stmt},\left(y_{i}\right),\left(g_{j}\right),\left(x_{i j}\right)\right)$ and a verifier checks it via $b \leftarrow \operatorname{GSVerify}\left(C R S, \pi, \operatorname{stmt},\left(y_{i}\right)\right.$, $\left.\left(g_{j}\right)\right)$, where $b=1$ if $\pi$ is true w.r.t. stmt and $b=0$ otherwise. We now present these algorithms in detail, based on the XDDH assumption [16|7]. (For ease of notation, we will denote by $\left(y_{i}\right),\left(g_{j}\right)$, and $\left(x_{i j}\right)$ the lists $\left(y_{1}, \ldots y_{M}\right),\left(g_{1}, \ldots, g_{\ell}\right)$, and $\left(x_{11}, \ldots, x_{M \ell}\right)$ whenever the indices are clear from the context).
$\operatorname{GSSetup}\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e\right) \xrightarrow{\&} C R S:$ Return $C R S=\left(\chi_{1}, \chi_{2}, \gamma_{1}, \gamma_{2}\right) \stackrel{\&}{\leftarrow} \mathbb{G}_{2}^{4}$.
GSProve $\left(C R S\right.$, stmt, $\left.\left(y_{i}\right),\left(g_{j}\right),\left(x_{i j}\right)\right) \xrightarrow{\oplus} \pi$ :

1. Pick $r_{i j} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ for $i=1 \ldots M$ and $j=1, \ldots, \ell$.
2. For each $x_{i j}$ in $\left(x_{i j}\right)$ compute the set of commitments $C_{i j}^{(1)} \leftarrow \gamma_{1}^{x_{i j}} \chi_{1}^{r_{i j}} ; C_{i j}^{(2)} \leftarrow \gamma_{2}^{x_{i j}} \chi_{2}^{r_{i j}}$.
3. For each $y_{i}$ in $\left(y_{i}\right)$ compute $p_{i}=\prod_{j=1}^{\ell} g_{j}^{r_{i j}}$.
4. Return $\pi \leftarrow\left(p_{i},\left(C_{i j}^{(1)}, C_{i j}^{(2)}\right)_{j=1, \ldots \ell}\right)_{i=1 \ldots M}$.
$\operatorname{GSVerify}\left(C R S, \pi, \operatorname{stmt},\left(y_{j}\right),\left(g_{i}\right)\right) \xrightarrow{\Phi} b:$
5. If for all $i=1 \ldots M$ we have

$$
\left(\prod_{j=1}^{\ell} e\left(g_{j}, C_{i j}^{(1)}\right)=e\left(y_{i}, \gamma_{1}\right) e\left(p_{i}, \chi_{1}\right)\right) \wedge\left(\prod_{j=1}^{\ell} e\left(g_{j}, C_{i j}^{(2)}\right)=e\left(y_{i}, \gamma_{2}\right) e\left(p_{i}, \chi_{2}\right)\right)
$$ then return $b \leftarrow 1$, else return $b \leftarrow 0$.

For the security properties of these algorithms we refer to Groth and Sahai [16] and Camenisch et al. [7].

Now, like Belenkiy et al. [3], we extend this basic system with a fourth algorithm GSRand which allows anyone to take a proof $\pi$ and randomize it to obtain a proof $\pi^{\prime}$ for the same statement without knowledge of the witnesses $\left(x_{i j}\right)$. Still, the proofs $\pi$ and $\pi^{\prime}$ have the same distribution. This algorithm is as follows.
$\operatorname{GSRand}\left(C R S, \pi\right.$, stmt $\left.,\left(y_{i}\right),\left(g_{j}\right)\right) \xrightarrow{s} \pi^{\prime}:$

1. If $0=\operatorname{GSVerify}\left(C R S, \pi\right.$, stmt $\left.,\left(y_{i}\right),\left(g_{j}\right)\right)$ abort.
2. Pick $r_{i j}^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ for $i=1 \ldots M$ and $j=1, \ldots, \ell$.
3. Re-randomize all commitments:

For every $x_{i j}$ compute $C_{i j}^{\prime(1)}=C_{i j}^{(1)} \chi_{1}^{r_{i j}^{\prime}} ; C_{i j}^{\prime(2)}=C_{i j}^{(2)} \chi_{2}^{r_{i j}^{\prime}}$.
4. Re-randomize $p_{i}$ (consistent with the new randomness), by computing $p_{i}=p_{i} \prod_{j=1}^{\ell} g_{j}^{r_{i j}^{\prime}}$
5. Return $\pi^{\prime} \leftarrow\left(p_{i}^{\prime},\left(C_{i j}^{\prime(1)}, C_{i j}^{\prime(2)}\right)_{j=1, \ldots \ell}\right)_{i=1 \ldots M}$.

It is not hard to see that the proof $\pi^{\prime}$ has the same distribution as $\pi$ and will be accepted by GSVerify. Also note that all the security properties of the proof system are retained (the algorithm essentially only randomizes, cf. [7]).

We now extend the above ideas to a fifth, and new algorithm GSRMod, which allows us not only to re-randomize the proof $\pi$ for the statement stmt but also to extend it to a proof $\hat{\pi}$ for the related statement

$$
\operatorname{stmt^{\prime }}=\left(\left(\hat{x}_{i j}\right)_{j=1, \ldots, \ell ; i=1, \ldots, M}\right): \bigwedge_{i=1}^{M} \hat{y}_{i}=\prod_{j=1}^{\ell} g_{j}^{\hat{x}_{i j}}
$$

where $\hat{y}_{i}=\prod_{j=1}^{M} y_{j}^{x_{j}^{\prime}} \prod_{j=1}^{\ell} g_{j}^{x_{i j}^{\prime}}$. Similarly to just randomizing a proof, it is sufficient to know $x_{j}^{\prime}$ and $x_{i j}^{\prime}$ to do this proof modification, i.e., knowledge of $\hat{x}_{i j}$ is not required. Note that $\hat{x}_{i j}=x_{i j}^{\prime}+\sum_{k=1}^{M} x_{k j} \cdot x_{k}^{\prime}$ will hold w.r.t. the original witnesses $x_{i j}$.
$\operatorname{GSRMod}\left(C R S, \pi, s t m t^{\prime}\right.$, stmt $\left.,\left(\hat{y}_{i}\right),\left(y_{i}\right),\left(g_{j}\right),\left(x_{k}^{\prime}\right)\left(x_{i j}^{\prime}\right)\right) \xrightarrow{\Phi} \pi^{\prime}:$

1. If $0=\operatorname{GSVerify}\left(C R S, \pi\right.$, stmt, $\left.\left(y_{i}\right),\left(g_{j}\right)\right)$ abort.
2. Pick $r_{i j}^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}$ for $i=1, \ldots, M$ and $j=1, \ldots, \ell$.
3. Create commitments for each $\hat{x}_{i j}$ using old commitments:

$$
\hat{C}_{i j}^{(1)}=\prod_{k=1}^{M}\left(C_{k j}^{(1)}\right)^{x_{k}^{\prime}} \gamma_{1}^{x_{i j}^{\prime}} \chi_{1}^{r_{i j}^{\prime}} ; \hat{C}_{i j}^{(2)}=\prod_{k=1}^{M}\left(C_{k j}^{(2)}\right)^{x_{k}^{\prime}} \gamma_{2}^{x_{i j}^{\prime}} \chi_{2}^{r_{i j}^{\prime}}
$$

4. Re-randomize and modify $p_{i}$ (consistent with the new witnesses and randomness), by computing
$\hat{p}_{i}=\prod_{j=1}^{M}\left(p_{j}\right)^{x_{j}^{\prime}} \prod_{j=1}^{\ell} g_{j}^{r_{i j}^{\prime}}$.
5. Return $\hat{\pi} \leftarrow\left(\hat{p}_{i},\left(\hat{C}_{i j}^{(1)}, \hat{C}_{i j}^{(2)}\right)_{j=1, \ldots \ell}\right)_{i=1 \ldots M}$.

Again, it is not hard to see that all security properties are retained (cf. [7]).

## 4 Our Construction

The main ideas underlying our protocol are as follows: the database server starts by encrypting each record with a key that is at the same time a signature on the index of the record and on the access control policy for the record. Furthermore, the server ElGamal-encrypts the access control policy for each record and creates a commitment to the policy. It then provides a non-interactive GS proof that the commitment and the encryptions are consistent. All of these values are then published as the encrypted database.

To be able to access the records, users are issued credentials for the list of data categories they are allowed to access. To revoke a user's credential, we use ideas from
the revocation scheme by Nakanishi et al. [20] about revocable group signatures, where the revoked user identities are sorted in lexicographical order and the revocation list contains signatures on each pair of neighboring revoked user identities. To prove that her credential is not revoked, the user needs to show that her identity lies within the open interval defined by one of the signed identity pairs in the current revocation list. For this purpose the issuer signs all possible "distances" within such intervals, called "revocation distances". The user then proves that she possesses a valid signed pair of revoked user identities and valid signatures on the distances to the edges of the revocation interval. We note that to improve efficiency, one could make the maximal interval sizes smaller by revoking a number of dummy user identities by default.

When the user wants to access a record $i$, she re-encrypts the encrypted ACP for that record under her own freshly generated public key. She also randomizes the commitment to the ACP and then modifies the original GS proof into a new one proving that the new encryptions and the new commitment are consistent. The user also blinds the database server's signature on the ACP. Using the homomorphism of ElGamal encryption, the user computes an encryption of $\delta=\sum c_{i j} d_{j}-\sum c_{i j}$. Note that $\delta$ is 0 if the user is allowed access and non-zero otherwise. Finally, the user sends these values to the database server and proves in zero-knowledge that 1) she computed the encryption of $\delta$ correctly from the modified encryptions and w.r.t. the $d_{j}$ that appear in her credential, that 2) the blinded signature is a valid signature by the database on the ACP values in the randomized commitment (without knowing these values of course), and that 3 ) her credential was not revoked.

If all of these proofs verify correctly, the database server uses the blinded signature to compute the blinded key of the record and "folds it into" the encryption of $\delta$ so that it contains the blinded key if $\delta=0$ and contains a random plaintext otherwise. The server sends these values to the user and proves that they were computed correctly. Upon receipt, the user decrypts and unblinds the record key, and decrypts the record.

### 4.1 Issuer Setup

We now describe each step of our scheme in detail. We begin with the setup procedures of the issuer and the database provider. Users do not have their own setup procedure.

To set up its keys, the issuer runs the randomized ISetup algorithm displayed in Figure 1 This will generate groups of prime order $p$, a public key $p k_{\mathrm{I}}$ and corresponding secret key $s k_{\mathrm{I}}$ for security parameter $\kappa$ and category universe $\mathcal{C}$.

The values $g_{I}, y_{I}, h_{0}, \ldots, h_{\ell+1}, u, w$ from the issuer's public key and the corresponding $x_{I}$ from the secret key are used to issue credentials. The values $\hat{g}, \hat{g}_{1}, \hat{g}_{3}, \hat{g}_{4}, y_{r}$

$$
\begin{aligned}
& \left(\overline{\mathbb{G}}_{1}, \overline{\mathbb{G}}_{2}, \overline{\mathbb{G}}_{\mathrm{T}}, p\right) \stackrel{\&}{\leftarrow} \operatorname{Pg}\left(1^{\kappa}\right) ; g_{I}, h_{0}, \ldots, h_{\ell+1}, u, w, \hat{g}, \hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}, \hat{g}_{4} \stackrel{\&}{\leftarrow} \overline{\mathbb{G}}_{1} ; \\
& h_{I}, h_{r}, h_{\Delta} \stackrel{\&}{\leftarrow} \overline{\mathbb{G}}_{2} ; g_{t}, h_{t} \stackrel{\&}{\mathbb{G}_{\mathrm{T}} ; x_{I}, x_{\Delta}, x_{r} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p} ; y_{I} \leftarrow h_{I}^{x_{I}} ; y_{\Delta} \leftarrow h_{\Delta}^{x_{\Delta}} ; y_{r} \leftarrow h_{r}^{x_{r}} ;} \\
& r, s \stackrel{\&}{\leftarrow} \mathbb{Z}_{p} ; S \leftarrow\left(\hat{g} \hat{g}_{1}^{1} \hat{g}_{2}^{0} \hat{g}_{3}^{\Delta_{\max }+1} \hat{g}_{4}^{r}\right)^{1 /\left(x_{r}+s\right)} . \\
& \text { For } i=1, \ldots, \Delta_{\max } \text { do } y_{\Delta}^{(i)} \leftarrow g_{I}^{1 /\left(x_{\Delta}+i\right)} . \\
& \operatorname{Return}\left(s k_{\mathrm{I}}=\left(x_{I}, x_{\Delta}, x_{r}\right), p k_{\mathrm{I}}=\left(g_{I}, h_{0}, \ldots, h_{\ell+1}, u, w, \hat{g}, \hat{g}_{1}, \hat{g}_{3}, \hat{g}_{4}, h_{I}, h_{\Delta}, h_{r}, g_{t}, h_{t}, y_{I},\right.\right. \\
& \left.\left.\quad y_{r}, y_{\Delta}, y_{\Delta}^{(1)}, \ldots, y_{\Delta}^{\left(\Delta_{\max )}\right)}\right), R L=\left(1,\left\{0, \Delta_{\max }+1\right\},\left\{\left(0, \Delta_{\max }+1, S, r, s\right)\right\}\right)\right) .
\end{aligned}
$$

Fig. 1. Issuer Setup algorithm $\operatorname{ISetup}(C)$
and $x_{r}$ are used to sign pairs of the revoked user identities in the revocation list. And, finally, the issuer uses the Boneh-Boyen signature scheme with secret key $x_{\Delta}$ and public key $y_{\Delta}$ to sign all possible "revocation distances" and makes the set of these signatures $\left(y_{\Delta}^{(i)}\right)_{i=1}^{\Delta_{\max }}$ a part of its public key. It will later become apparent what these revocation distances are (users will need them for proving that her credential is not on the list of revoked credentials).

He publishes the public key as a system-wide parameter.

### 4.2 Issuing Credentials

To be able to make database queries, a user needs to obtain a credential for the categories that she is allowed to access. To this end, the user runs the Issue protocol with the issuer as depicted in Figure 2 How the issuer determines which user has access to which categories is of course out of scope of the scheme.


Fig. 2. Issue protocol Issue()

As a result of the issuing protocol, the user will obtain an access credential for the vector $\boldsymbol{d}$. This credential is a triple $(A, r, s)$, which is a signature on the user's identity uid and the messages $\boldsymbol{d}$, using the signature scheme proposed and proved secure by Au et al. [1]. It is based on the schemes of Camenisch and Lysyanskaya [10] and of Boneh et al. [2].

### 4.3 Revoking Credentials

To revoke a user uid's credential, the issuer runs the revocation algorithm $\operatorname{Revoke}\left(p k_{\mathrm{I}}\right.$, $\left.s k_{\mathrm{I}}, R L, u i d\right)$. Recall that in our model each user has only one credential, in which the user's identity uid is embedded. We implement this revocation list with the ideas of Nakanishi et al. [20] for revocation in the context of group signatures. Thus the revocation list $R L=\left(t, R_{1}, R_{2}\right)$ consists of its current version number $t$, a set $R_{1}$ containing the identities of all revoked users, and a set $R_{2}$ of signatures on each pair of neighboring uid's in $R_{1}$ (according to their lexicographic order). When the issuer revokes a credential, it takes the latest revocation list $R L=\left(t, R_{1}, R_{2}\right)$ and constructs the updated revocation list by setting the version number to $t^{\prime}=t+1$, by adding the revoked user identity uid to $R_{1}$, by sorting this list lexicographically, and by issuing

```
Parse \(R L\) as \(\left(t, R_{1}, R_{2}\right) ; t^{\prime} \leftarrow t+1 ; R_{1}^{\prime} \leftarrow R_{1} \cup\{u i d\} ; R_{2}^{\prime} \leftarrow \emptyset\).
Sort \(R_{1}^{\prime}\) lexicographically as \(\left(\right.\) uid \(\left._{1}, \ldots, u i d_{n}\right)\).
For \(i=1, \ldots, n-1\) do
    \(\hat{r}, \hat{s} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p} ; S \leftarrow\left(\hat{g} \hat{g}_{1}^{t^{\prime}} \hat{g}_{2}^{u i d_{i}} \hat{g}_{3}^{u i d_{i+1}} \hat{g}_{4}^{\hat{r}}\right)^{1 /\left(x_{r}+\hat{s}\right)} ; R_{2}^{\prime} \leftarrow R_{2}^{\prime} \cup\left\{\left(t^{\prime}\right.\right.\), uid \(_{i}\), uid \(\left.\left._{i+1}, S, \hat{r}, \hat{s}\right)\right\}\).
Return \(R L^{\prime}=\left(t^{\prime}, R_{1}^{\prime}, R_{2}^{\prime}\right)\).
```

Fig. 3. Revocation algorithm Revoke $\left(p k_{\mathrm{I}}, s k_{\mathrm{I}}, R L\right.$, uid)
a new set $R_{2}^{\prime}$ of signatures on each pair of neighboring revoked user identities in the updated set $R_{1}^{\prime}$. This algorithm is described in detail in Figure3

### 4.4 Database Setup

To set up the database, the database server runs the algorithm shown in Figure 4 That is, it uses the issuer's public key and a pairing group generator to create groups of the same order $p$ and generate keys for encrypting records. First the database provider generates its public and private keys to encrypt records.

Then the database creates a signature $\sigma_{i}$ to bind the ACP and index to the encrypted record and "randomizes" it with value $v_{i}$. It also computes a commitment $V_{i}$ to the index, ACP and $v_{i}$. The commitment $V_{i}$ will be used for signature verification.

Next it encrypts each record $R_{i}$ as $\left(\sigma_{i}, F_{i}\right)$, each with its own key $\sigma_{i}$. In fact, these keys are verifiably pseudo random values [13], but are at the same time signatures under the the database provider's secret key ( $x_{\mathrm{DB}}$ ) on the index of the record $(i)$ and the

1. Generate system parameters and keys
$\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}\right) \stackrel{\Phi}{\leftarrow} \operatorname{Pg}(p) ; g, h, h_{D B} \stackrel{\Phi}{\leftarrow} \mathbb{G}_{1}^{*} ; g^{\prime} \stackrel{\Phi}{\leftarrow} \mathbb{G}_{2}^{*} ; H \leftarrow e\left(h_{D B}, g^{\prime}\right) ;$
$x_{e}, x_{\mathrm{DB}} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p} ; y_{e} \leftarrow g^{x_{e}} ; y_{\mathrm{DB}} \leftarrow g^{x_{\mathrm{DB}}} ; C R S \leftarrow \operatorname{GSSetup}\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e\right) ;$
For $i=1, \ldots, \ell+1$ do $\left\{x_{i} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p} ; y_{i} \leftarrow g^{x_{i}}\right\}$;
$s k_{\mathrm{DB}} \leftarrow\left(h_{D B}, x_{e}, x_{\mathrm{DB}}, x_{1}, \ldots, x_{\ell+1}\right) ; p k_{\mathrm{DB}} \leftarrow\left(g, g^{\prime}, H, h, y_{e}, y_{\mathrm{DB}}, y_{1}, \ldots, y_{\ell+1}\right)$.
2. Create an encrypted database

For $i=1, \ldots, N$ do
2.1 Parse ACP vector $\boldsymbol{c}_{\boldsymbol{i}}$ as $\left(c_{i 1}, \ldots c_{i \ell}\right)$;
2.2 Sign and encrypt records:
$v_{i} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p} ; V_{i} \leftarrow g^{i} y_{1}^{c_{i 1}} \ldots y_{\ell}^{c_{i \ell}} y_{\ell+1}^{v_{i}} ; \sigma_{i} \leftarrow g^{\prime \overline{x_{\mathrm{DB}}+i+\sum_{j=1}^{\ell} x_{j} \cdot c_{i j}+x_{\ell+1} v_{i}}} ;$
$F_{i} \leftarrow e\left(h_{D B}, \sigma_{i}\right) \cdot R_{i}$.
2.3 Encrypt categories from the record's ACP:

For each bit $c_{i j}$ generate $r_{i j} \stackrel{\&}{\stackrel{ }{*}} \mathbb{Z}_{p}, j=1 \ldots \ell$;
$E_{i j}^{(1)}=g^{c_{i j}} y_{e}^{r_{i j}} ; E_{i j}^{(2)}=g^{r_{i j}} ; E_{i j}=\left(E_{i j}^{(1)}, E_{i j}^{(2)}\right)$
2.4 Generate GS proof that all keys, signatures and encryptions were computed correctly
$\pi_{i}=\operatorname{GSProve}\left(C R S, \operatorname{stmt}_{i},\left(\left(E_{i j}\right), V_{i}\right),\left(g, y_{e},\left(y_{j}\right)\right),\left(v_{i},\left(c_{i j}\right),\left(r_{i j}\right)\right)\right)$
$2.5 E R_{i} \leftarrow\left(\sigma_{i}, V_{i}, F_{i},\left(E_{i 1}, \ldots, E_{i \ell}\right), \pi_{i}\right)$
3. Publish an encrypted database and public key

Return $E D B \leftarrow\left(\left(p k_{\mathrm{DB}}, E R_{1}, \ldots, E R_{N}\right), s k_{\mathrm{DB}}\right)$
Fig. 4. Database Setup algorithm $\operatorname{DBSetup}\left(p k_{\mathrm{I}}, D B=\left(R_{i}, \boldsymbol{c}_{\boldsymbol{i}}\right)_{i=1, \ldots, N}\right)$
categories defined in the access control policy for the record $\left(\boldsymbol{c}_{i}\right)$. The pairs $\left(\sigma_{i}, F_{i}\right)$ can be seen as an ElGamal encryption [14] in $\mathbb{G}_{\mathrm{T}}$ of $R_{i}$ under the public key $H$. During the transfer phase, this verifiability allows the database to check that the user is requesting the decryption key for a record with an access control policy satisfied by the user's credential.

To hide the records' ACPs, the database generates ElGamal encryptions of each bit $c_{i j}$ and provides a NIZK GS-proof $\pi_{i}$ to prove knowledge of the plaintexts. The statement for this proof for record $i$ is

$$
\operatorname{stmt}_{i}=\left(v_{i}, c_{i j}, r_{i j}\right): V_{i}=g^{i} y_{1}^{c_{i 1}} \ldots y_{l}^{c_{i l}} y_{l+1}^{v_{i}} \bigwedge_{j=1}^{\ell}\left(E_{i j}^{(1)}=g^{c_{i j}} y_{e}^{r_{i j}} \wedge E_{i j}^{(2)}=g_{e}^{r_{i j}}\right)
$$

### 4.5 Accessing a Record

After having obtained the encrypted database, the user verifies it for correctness by running for each record $R_{i}$ the step, denoted as DBVerify $\left(p k_{\mathrm{DB}}, E D B\right)$ and defined as: $\operatorname{GSVerify}\left(C R S, \pi_{i}, s t m t_{i},\left(\left(E_{i j}\right), V_{i}\right),\left(g, y_{e},\left(y_{j}\right)\right)\right) \wedge\left(e\left(y_{D B} V_{i}, \sigma_{i}\right) \stackrel{?}{=} e\left(g, g^{\prime}\right)\right)$.

When the user wants to access a record in the database, she engages in a Transfer protocol (Figure 5) with the database server.

The input of the database server is its secret and public key as well as the public key of the issuer. The input of the user is the public keys of the issuer and the database, the index $i$ of the record she wants to access, her credential, and the encrypted record $E R_{i}=\left(\left(\sigma_{i}, V_{i}, F_{i},\left(E_{i 1}, \ldots, E_{i \ell}\right), \pi_{i}\right)\right)$.

At a high level, the protocol has three main steps. First, the user takes the encrypted ACP for the record she wants to access and adds a second layer of encryption to it, using a freshly generated key pair $\left(x_{u}, y_{u}\right)$. Using the homomorphic properties of the encryption scheme, the user's categories in her credential and ACP for the record are compared by constructing a ciphertext $\left(D_{i}^{(1)}, D_{i}^{(2)}\right)$ that encrypts zero if the user's credential satisfies the ACP, and a non-zero value if it does not. Then, the resulting ciphertext is sent to the database together with a proof $\mathrm{PK}_{1}$ by the user that she constructed it correctly w.r.t. to the credential she possesses and the encrypted database. If that proof is valid, the database removes one layer of encryption and returns the result to the user. Finally, the user removes the remaining layer of encryption to recover the key for the record (or a random value if access is not granted).

Now we describe each step in greater detail. The user takes the ElGamal encryptions of each category bit for the record she wants to access and re-encrypts them with her own key. Then, using these values, she calculates an ElGamal encryption of $\delta=\left(\sum_{j=1}^{\ell} c_{i j} d_{j}-\sum_{j=1}^{\ell} c_{i j}\right)$, which will be 0 if and only if $c_{i j}=d_{j}$. She then re-randomizes and modifies the GS proof $\pi$ into the new one $\pi^{\prime}$ for the statement

$$
\begin{aligned}
& s t m t_{i}^{\prime}=\left(v_{i}, i\right. \\
&\left.,\left(c_{i j}\right),\left(r_{i j}\right),\left(r_{i j}^{\prime}\right), x_{V}\right): V_{i}^{\prime}=g^{i} y_{1}^{c_{i 1}} \ldots y_{\ell}^{c_{i \ell}} y_{\ell+1}^{v_{i}} h^{x_{V}} \\
& \bigwedge_{j=1}^{\ell}\left(E_{i j}^{\prime(1)}=g^{c_{i j}}\left(y_{e} y_{u}\right)^{r_{i j}+r_{i j}^{\prime}} \wedge E_{i j}^{\prime(2)}=g_{e}^{r_{i j}+r_{i j}^{\prime}}\right)
\end{aligned}
$$

to prove that the new encryptions are consistent with the new commitment $V_{i}^{\prime}$.

```
\(\mathrm{U}\left(i, c r e d, p k_{\mathrm{I}}, p k_{\mathrm{DB}}, E R_{i}, R L\right):\)
\(\underline{\mathrm{DB}}\left(s k_{\mathrm{DB}}, p k_{\mathrm{DB}}, p k_{\mathrm{I}}, R L\right):\)
1. Parse the encrypted record: \(E R_{i} \leftarrow\left(\sigma_{i}, V_{i}, F_{i},\left(E_{i 1}, \ldots, E_{i \ell}\right), \pi_{i}\right)\);
2. Re-encrypt categories with fresh user's key
    \(x_{u} \stackrel{\Phi}{\leftarrow} \mathbb{Z}_{p} ; y_{u} \leftarrow g^{x_{u}}\);
    For \(j=1, \ldots, \ell: r_{i j}^{\prime} \stackrel{\$}{\stackrel{\$}{4}} \mathbb{Z}_{p} ; E_{i j}^{\prime(1)} \leftarrow E_{i j}^{(1)}\left(E_{i j}^{(2)}\right)^{x_{u}}\left(y_{e} y_{u}\right)^{r_{i j}^{\prime}}\);
    \(E_{i j}^{\prime(2)} \leftarrow E_{i j}^{(2)} g^{r_{i j}^{\prime}} x_{V} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p} ; V_{i}^{\prime}=V_{i} h^{x} V\)
    \(\pi_{i}^{\prime} \leftarrow \operatorname{GSRMod}\left(C R S, \pi\right.\), stmt \({ }^{\prime}\), stmt,\(\left(\left(E_{i j}^{\prime(1)}, E_{i j}^{\prime(2)}\right), V_{i}^{\prime}\right)\),
    \(\left.\left(\left(E_{i j}^{(1)}, E_{i j}^{(2)}\right), V_{i}\right),\left(g, y_{e}, y_{u},\left(y_{i}\right), h\right),\left(x_{u},\left(r_{i j}\right), x_{V}\right)\right)\)
3. Create an encryption of \(\delta=\sum c_{i j} d_{j}-\sum c_{i j}\)
    \(r_{d} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p} ; D_{i}^{(1)} \leftarrow \frac{\Pi_{j=1}^{\ell}\left(E_{i j}^{\prime(1)}\right)^{d}}{\Pi_{j=1}^{\ell} E_{i j}^{\prime(1)}} y_{e}^{r_{d}} y_{u}^{r_{d}} ;\)
\(D_{i}^{(2)} \leftarrow \frac{\Pi_{j=1}^{\ell}\left(E_{i j}^{\prime(2)}\right)^{d}}{\Pi_{j=1}^{\ell} E_{i j}^{\prime(2)}} g^{r_{d}}\)
4. Blind \(\sigma_{i} \quad k_{\sigma} \stackrel{\$}{\stackrel{~}{4}} \mathbb{Z}_{p} ; \sigma_{i}^{\prime} \leftarrow \underset{y_{u}}{\boldsymbol{y}_{u},\left(E_{i j}^{\prime(1)}, E_{i j}^{\prime(2)}\right)_{j=1, \ldots \ell}, \pi_{i}^{\prime},\left(D_{i}^{(1)}, D_{i}^{(2)}\right), \sigma_{i}^{\prime}}\)
                            1. Verify all proofs: \(b \leftarrow\left(\mathrm{PK}_{1} \wedge\right.\)
                                    \(\operatorname{GSVerify}\left(\pi^{\prime}{ }_{i}\right.\), stmt \(\left.{ }^{\prime},\left(\left(E_{i j}^{\prime(1)}, E_{i j}^{\prime(2)}\right), V_{i}^{\prime}\right)\right)\),
                                    \(\left.\left.\left(g, y_{e}, y_{u},\left(y_{i}\right), h\right)\right)\right)\)
                            2. Remove DB encryption from \(D_{i}\)
                                    \(L_{i}^{(1)} \leftarrow \frac{D_{i}^{(1)}}{\left(D_{i}^{(2)}\right)^{x} e} ; L_{i}^{(2)} \leftarrow D_{i}^{(2)}\)
                                    3. Re-randomize remaining user's encryption \(L_{i}\)
        \(k_{\delta}, k_{L} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p} ; L_{i}^{\prime(1)} \leftarrow\left(L_{i}^{(1)}\right)^{k_{\delta}} y_{u}^{k_{L}} ;\)
        \(L_{i}^{\prime(2)} \leftarrow\left(L_{i}^{(2)}\right)^{k} \delta g^{k_{L}}\)
\(\underset{\substack{R_{i} \leftarrow F_{i} /\left(M \cdot e\left(L_{i}^{\prime(2)}, g^{\prime}\right)^{-x_{u}}\right)^{1 / k_{\sigma}} \\ \text { Return } R_{i}}}{\stackrel{M, L_{i}^{\prime(2)} \quad \text { PK Compute } M}{\longleftrightarrow} e\left(h_{D B}, \sigma_{i}^{\prime}\right) \cdot e\left(L_{i}^{\prime(1)}, g^{\prime}\right)}\)
```

Fig. 5. The Transfer() protocol. The details of the proof protocols $\mathrm{PK}_{1}$ and $\mathrm{PK}_{2}$ are described in the text, as are the definitions of the statements stmt and stmt' of the GS proofs. The latter essentially say that the encryptions $\left(E_{i j}\right)$ and $\left(E_{i j}^{\prime}\right)$ are consistent with $V_{i}$ and $V_{i}^{\prime}$, respectively.

Then, the user blinds $\sigma_{i}$ and sends this blinded version $\sigma_{i}^{\prime}$ to the database server. Note that $\sigma_{i}$ is derived from the database provider's secret key, the index of the records, and, most importantly, all the categories associated to the record. Next, the user proves to the database interactively that $\sigma_{i}^{\prime}$ is correctly formed as a randomization of some $\sigma_{i}$ for which she possesses all necessary credentials, that $V_{i}^{\prime}$ is consistent with $\sigma_{i}^{\prime}$, and that $D_{i}$ is is correctly formed from the re-encrypted ACP and her credentials. That is, she executes with the database server the step we refer to as $\mathrm{PK}_{1}\left\{\operatorname{Correct}\left(\sigma_{i}^{\prime}, V_{i}^{\prime}, D_{i}\right.\right.$, cred) $\}$ in Figure 5. For this proof, the user first searches in the current revocation list $R L=\left(t, R_{1}, R_{2}\right)$ for a tuple $\left(u i d_{\text {left }}, u i d_{\text {right }}, S, \hat{r}, \hat{s}\right) \in R_{2}$ such that uid $_{\text {left }}<$ uid $<$ $u i d_{\text {right }}$. Let $\Delta_{\text {left }}$ and $\Delta_{\text {right }}$ such that $u i d_{\text {left }}+\Delta_{\text {left }}=u i d=u i d_{\text {right }}-\Delta_{\text {right }}$ and let $y_{\Delta}^{\left(\Delta_{\text {left }}\right)}$ and $y_{\Delta}^{\left(\Delta_{\text {right }}\right)}$ be the issuer's signatures on these distances. The user next blinds $y_{\Delta}^{\left(\Delta_{\text {left }}\right)}$ and $y_{\Delta}^{\left(\Delta_{\text {right }}\right)}$ and her credentials, i.e., she computes $t_{1}, t_{1}^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p} ; \tilde{A} \leftarrow$ $A u^{t_{1}} ; B \leftarrow w^{t_{1}} u^{t_{1}^{\prime}}, t_{2}, t_{2}^{\prime} \stackrel{\S}{\leftarrow} \mathbb{Z}_{p} ; \tilde{S} \leftarrow S u^{t_{2}}$, and $\tilde{S}_{1} \leftarrow w^{t_{2}} u^{t_{2}^{\prime}}$ to blind her credentials
and computes $t_{3}, t_{3}^{\prime} \stackrel{\&}{\leftarrow} Z_{p} ; \tilde{Y} \leftarrow\left(y_{\Delta}^{\left(\Delta_{\text {left }}\right)}\right)^{t_{3}} ; \tilde{Y}_{1} \leftarrow\left(y_{\Delta}^{\left(\Delta_{\mathrm{right}}\right)}\right)^{t_{3}^{\prime}}$ to blind the revocation distance signatures.

The user sends $\tilde{A}, B, \tilde{S}, \tilde{S}_{1}, \tilde{Y}$, and $\tilde{Y}_{1}$ to the database server and then executes the following proof of knowledge:

$$
\begin{gathered}
\mathrm{PK}_{1}\left\{\left(u i d, u i d_{\text {left }}, u i d_{\mathrm{right}}, k_{\sigma}, x_{V}, r_{d}, r, \alpha, \beta, \alpha_{r}, \beta_{r}, t_{1}, t_{1}^{\prime}, t_{2}, t_{2}^{\prime}, t_{3}, t_{3}^{\prime}, d_{1}, \ldots, d_{\ell},\right.\right. \\
\left.s, \hat{s}, \hat{r}, c_{1}, \ldots, c_{\ell}, v_{i}\right): V_{i}^{\prime}=g^{i} \prod_{i=1}^{\ell} y_{i}^{c_{i}} y_{\ell+1}^{v_{i}} h^{x_{V}} \wedge 1=B^{-s} w^{\alpha} u^{\beta} \wedge B=w^{t_{1}} u^{t_{1}^{\prime}} \\
\wedge e\left(y_{D B} V_{i}^{\prime}, \sigma_{i}^{\prime}\right)=e\left(g, g^{\prime}\right)^{k_{\sigma}} e\left(h, \sigma_{i}^{\prime}\right)^{x_{V}} \wedge \tilde{S}_{1}=w^{t_{2}} u^{t_{2}^{\prime}} \wedge 1=\frac{w^{\alpha_{r}} u^{\beta_{r}}}{\tilde{S}_{1}^{\hat{s}}} \wedge \\
\frac{\bar{e}\left(\tilde{A}, y_{I}\right)}{\bar{e}\left(g_{I}, h_{I}\right)}=\bar{e}\left(\tilde{A}, h_{I}\right)^{-s} \bar{e}\left(u, y_{I}^{t_{1}} h_{I}^{\alpha}\right) \bar{e}\left(h_{0}, h_{I}\right)^{u i d} \bar{e}\left(h_{\ell+1}, h_{I}\right)^{r} \prod_{k=1}^{\ell} \bar{e}\left(h_{k}, h_{I}\right)^{d_{k}} \wedge \\
\frac{\bar{e}\left(\tilde{S}, y_{r}\right)}{\bar{e}\left(\hat{g}, h_{r}\right)}=\bar{e}\left(\tilde{S}, h_{r}\right)^{-\hat{s}} \bar{e}\left(u, y_{r}^{t_{2}} h_{r}^{\alpha_{r}}\right) \bar{e}\left(\hat{g}_{1}, h_{r}\right)^{t} \bar{e}\left(\hat{g}_{2}, h_{r}\right)^{u i d_{\text {left }}} \bar{e}\left(\hat{g}_{3}, h_{r}\right)^{u i d_{\mathrm{right}}} \bar{e}\left(\hat{g}_{4}, h_{r}\right)^{\hat{r}} \\
\wedge \bar{e}\left(\tilde{Y}, y_{\Delta}\right)=\bar{e}\left(\tilde{Y}, h_{\Delta}\right)^{-\left(u i d-u i d_{\text {left }}\right)} \bar{e}\left(g_{I}, h_{\Delta}\right)^{t_{3}} \wedge \\
\bar{e}(\tilde{Y} \\
\left.1, y_{\Delta}\right)=\bar{e}\left(\tilde{Y}_{1}, h_{\Delta}\right)^{-\left(u i d_{\mathrm{right}}-u i d\right)} \bar{e}\left(g_{I}, h_{\Delta}\right)^{t_{3}^{\prime}} \wedge \\
\left.D_{i}^{(1)} \cdot \prod_{j=1}^{\ell} E_{i j}^{\prime(1)}=\prod_{j=1}^{\ell}\left(E_{i j}^{\prime(1)}\right)^{d_{j}} y_{e}^{r_{d}} y_{u}^{r_{d}} \wedge D_{i}^{(2)} \cdot \prod_{j=1}^{\ell} E_{i j}^{\prime(2)}=\prod_{j=1}^{\ell}\left(E_{i j}^{\prime(2)}\right)^{d_{j}} g^{r_{d}}\right\}
\end{gathered}
$$

If the proof is successful, the database removes its layer of encryption from $D_{i}$ and then randomizes the remaining encryption of $\delta$ (using the user's temporary public key $y_{u}$ ). This ensures that if $\delta \neq 0$ holds, then the encryption will contain a random value and is not related to the decryption key for the record. The database then proves to the user that it had computed everything correctly by executing with with her the protocol we referred to as $\mathrm{PK}_{2}\left\{\operatorname{Correct}\left(M, L_{i}^{\prime(2)}\right)\right\}$ in Figure 5. More precisely, it is the following proof that the values $M$ and $L_{i}^{\prime(2)}$ were computed correctly (whereby $\gamma=-x_{e} k_{\delta}$ ):

$$
\begin{gathered}
\operatorname{PK}\left\{\left(h_{D B}, x_{e}, k_{L}, k_{\delta}, \gamma\right): H=e\left(h_{D B}, g^{\prime}\right) \wedge y_{e}=g^{x_{e}} \wedge L_{i}^{\prime(2)}=\left(D_{i}^{(2)}\right)^{k_{\delta}} g^{k_{L}} \wedge\right. \\
\left.1=y_{e}^{k_{\delta}} g^{\gamma} \wedge M=e\left(h_{D B}, \sigma_{i}^{\prime}\right) \cdot e\left(D_{i}^{(1)}, g^{\prime}\right)^{k_{\delta}} \cdot e\left(D_{i}^{(2)}, g^{\prime}\right)^{\gamma} e\left(g, g^{\prime}\right)^{k_{L}}\right\}
\end{gathered}
$$

When the user gets $L$ from the database, removes all randomness and decrypts, the decrypted value $R_{i}$ is correct if and only if $\delta=0$.

We finally remark that the database has to calculate encryptions of all ACPs and encrypt all records $(1, \ldots, N)$ only once at the setup phase, and the user has to download and verify the entire encrypted database only once as well. So the communication and computation complexity of the protocol depend on the number of the records in the database only in the setup and verify phases. The other parts of the protocol (issue and transfer) require only $O(\ell)$ group elements to be sent and exponentiations and pairings to be computed, where $\ell$ is the size of ACP vector.

## 5 Security Analysis

The security of our protocol is analyzed by proving indistinguishability between adversary actions in the real protocol and in an ideal scenario that is secure by definition.

Given a real-world adversary A, we construct an ideal-world adversary $A^{\prime}$ such that no environment $\mathcal{E}$ can distinguish whether it is interacting with $A$ or $A^{\prime}$. We organize the proof in sub-lemmas according to which subset of parties are corrupted. We do not consider the cases where all parties are honest, where all parties are dishonest, where the issuer is the only honest party, or where the issuer is the only dishonest party, as these cases have no real practical interest.

For each case we prove the indistinguishability between the real and ideal worlds by defining a sequence of hybrid games Game-0, .., Game-n. In each game we define a simulator $\operatorname{Sim}_{i}$ that runs A as a subroutine and that provides $\mathcal{E}$ 's entire view. We define $\operatorname{Hybrid}_{\mathcal{E}, \operatorname{Sim}_{i}}(\kappa)$ to be the probability that $\mathcal{E}$ outputs 1 when run in the world provided by $\operatorname{Sim}_{i}$. The games are always constructed such that the first simulator $\operatorname{Sim}_{0}$ runs A and all honest parties exactly like in the real world, so that $\operatorname{Hybrid}_{\mathcal{E}, \operatorname{Sim}_{0}}(\kappa)=$ $\operatorname{Real}_{\mathcal{E}, \mathrm{A}}(\kappa)$, and such that the final simulator $\operatorname{Sim}_{n}$ is easily transformed into an idealworld adversary $\mathrm{A}^{\prime}$ so that $\mathbf{H y b r i d}_{\mathcal{E}, \operatorname{Sim}_{n}}(\kappa)=\operatorname{Ideal}_{\mathcal{E}, \mathrm{A}^{\prime}}(\kappa)$. By upper-bounding and summing the mutual game distances $\operatorname{Hybrid}_{\mathcal{E}, \operatorname{Sim}_{i}}(\kappa)-\operatorname{Hybrid}_{\mathcal{E}, \operatorname{Sim}_{i+1}}(\kappa)$ for $i=0, \ldots, n-1$, we obtain an upper bound for the overall distance $\operatorname{Real}_{\mathcal{E}, \mathrm{A}}(\kappa)-$ Ideal $_{\mathcal{E}, \mathrm{A}^{\prime}}(\kappa)$.

Theorem 2. If the $(N+2)$-BDHE and XDDH assumptions hold in $\mathbb{G}_{1}, \mathbb{G}_{\mathrm{T}}$, the $(N+1)$ SDH assumption holds in $\mathbb{G}_{1}$, and $M$-SDH assumption holds in $\overline{\mathbb{G}}_{1}$ then the $\mathcal{H A C}-O T$ protocol in Section 4 securely implements the HAC-OT functionality, where $N$ is the number of database records, and $M$ is the number of the users.

We prove the theorem by separately proving it for all relevant combinations of corrupted parties in four lemmas.

Due to lack of space, the detailed proof is found in the full version of this paper.

## 6 Conclusion

We have provided a set of efficient protocols and thereby shown that it is possible to build an access control system for a database with the maximal possible privacy for all involved parties: users can access records they are authorized to access without the server obtaining any information whatsoever about which records they access, which authorizations they users have, or whether the access was successful. Indeed, the database only learns that some user attempted to access the database. At the same time the database server is guaranteed that users can only access a single record and do not get any other information including information about other records or any access control list. Indeed, the user only learn whether or not their current credentials are sufficient to access the record they try to access.

The protocols we provide are fairly practical and we believe applications where records are relatively valuable, e.g., keys to decrypt some media such as movies or
a particular DNA-sequence of many people, then our protocol could be used in practice. Still, it remains an open question whether more efficient protocols exist. One way to achieve this, could be using attribute based encryption instead of using anonymous credentials. Our initial investigation of such protocols makes us believe that such an approach would lead to less efficient protocols. Nevertheless, further research along this lines could be fruitful.
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#### Abstract

In Eurocrypt 2009, Hofheinz and Kiltz proposed a practical chosen ciphertext (CCA) secure public key encryption under factoring assumption based on Rabin trapdoor one-way permutation.

We show that when the modulus is special such that $Z_{N}^{*}$ has semismooth order, the instantiation of Hofheinz-Kiltz 09 scheme (HK09) over a much smaller subgroup of quadratic residue group (Semi-smooth Subgroup) is CCA secure as long as this type of modulus is hard to be factored. Since the exponent domain of this instantiation is much smaller than the original one, the efficiency is substantially improved.

In addition, we show how to construct a practical CCA secure encryption scheme from ElGamal trapdoor one-way function under factoring assumption. When instantiated over Semi-smooth Subgroup, this scheme has even better decryption efficiency than HK09 instantiation.


Keywords: public key encryption, chosen ciphertext secure, semi-smooth subgroup, factoring assumption.

## 1 Introduction

Chosen ciphertext security is now widely accepted as the standard security notion for the public key encryption. The first practical CCA secure public key encryption scheme without random oracle was proposed by Cramer and Shoup [6]. Their construction was later generalized to hash proof system 7. However, the Cramer-Shoup encryption scheme and all its variants [20]16] inherently rely on decisional assumptions, e.g., the Decisional Diffie-Hellman (DDH) assumption, Decisional Composite Residuosity (DCR) assumption, and Decisional Quadratic Residuosity (DQR) assumption. In [24, Peikert and Waters proposed a general framework of constructing CCA secure encryption from the lossy trapdoor function. In [27], Rosen and Segev proposed a general way under the correlated inputs

[^29]function. However, all the concrete constructions of lossy trapdoor function and correlated inputs function are also based on decisional assumptions.

It is widely believed that computational assumptions are more standard than their decisional versions. Canetti, Halevi and Katz [3] proposed the first practical public key encryption under a computational assumption, namely the Bilinear Diffie-Hellman assumption. In Eurocrypt 2008, Cash, Kiltz and Shoup [5] (CKS08) proposed a practical CCA secure scheme under the Computational Diffie-Hellman (CDH) assumption. Later in the same year, Hanaoka and Karosawa (HK08) proposed a more efficient CCA secure scheme under the CDH assumption [15]. Very recently, Haralambiev et al.[14], further improved the efficiency of CKS08 and HK08.

Even though the CCA secure schemes under CDH assumption are already fairly practical, since the pseudo-random generator for CDH problem can only extract one bit (or $O(\log (\lambda))$ with loose reduction), the encryption/decryption require $O(\lambda)$ (or $O(\lambda / \log (\lambda)$ ) respectively) modular exponentiations, where $\lambda$ denotes the security lever parameter.

Hofheinz and Kiltz proposed a practical CCA secure PKE in Eurocrypt 2009 [17]. The Hofheinz-Kiltz 2009 scheme (HK09) [17] is constructed from the BlumGoldwasser encryption [2], which itself is based on the Rabin encryption scheme [25] and Blum-Blum-Shub (BBS) generator [1]. The noticeable property of HK09 is that it only add a group element in $Z_{N}^{*}$ to BG scheme and can be proved under factoring assumption (instead of the related decisional assumption). Since the BBS generator extracts one bit with only one modular multiplication, both the encryption and decryption require only $O(1)$ modular exponentiations.

However, in original HK09, the exponent is chosen from [( $N-1$ )/4]. For the secure level of 80 , the bits length of $N, \ell_{N}$, needs to be chosen at least as 1024. For higher security, the length needs to be chosen even larger. A natural problem is that can we choose smaller domain of the exponent to improve the efficiency under factoring assumption?

In HK09, its security proof heavily relies on the fact that Rabin encryption is a trapdoor one-way permutation. The same technique seems hard to be directly used to construct CCA encryption from another factoring based encryption, ElGamal encryption over composite modulus, since the latter is only a trapdoor one-way function. In TCC 2010, Cramer, Hofheinz and Kiltz obtained an efficient CCA encryption from the EIGamal encryption over composite modulus under RSA assumption [4] (For convenience, throughout this paper, we will refer their scheme under RSA assumption as CHK10). However, the security of CHK10 could not be proved under factoring assumption. In addition, since the authors did not give an efficient pseudo-random bits generator, the encryption/decryption require $O(\lambda)$ modular exponentiations. It is interesting to construct practical CCA encryption such that the encryption/decryption only require $O(1)$ modular exponentiations from ElGamal encryption over composite modulus under factoring assumption.

### 1.1 Contributions

We present a HK09 instantiation over the much smaller subgroup than $Q R_{N}$ for a special modulus, i,e., $Z_{N}^{*}$ has semi-smooth order. We prove that as long as this type of modulus is hard to be factored, this instantiation is CCA secure. Compared to the original HK09, the domain of the exponent is much smaller, thus, the efficiency is substantially improved. More precisely, this type of modulus is of the form $N=P Q=\left(2 p p^{\prime}+1\right)\left(2 q q^{\prime}+1\right)$, where $p^{\prime}$ and $q^{\prime}$ are primes large enough but much smaller than $P$ and $Q$ respectively, $p$ and $q$ are product of some distinct odd primes smaller than a low bound $B$. We instantiate HK09 over the unique subgroup $G$ of $Q R_{N}$ with order $p^{\prime} q^{\prime}$. For the convenience, we call this subgroup as Semi-smooth Subgroup throughout this paper. In this instantiation, the domain of the exponent is set as $\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$, where a useful property for our proof is that a uniform element has almost the same distribution as the uniform element of $\left[p^{\prime} q^{\prime}\right]$. We prove a simple but crucial lemma: computing the square roots resides of uniformly chosen element in $G$ can be reduce to the factoring assumption about this type of modulus.

Another contribution of ours is that we construct a practical CCA secure encryption from ElGamal encryption over composite modulus under factoring assumption. As in HK09, the ciphertext only consists of two group elements in $Z_{N}^{*}$. Taking account of efficiency, we present the instantiation over Semismooth Subgroup. The decryption of this instantiation is more efficient than the decryption of HK09 instantiation. First of all, we need an efficient pseudorandom generator for ElGamal encryption over composite modulus to transform it from one-wayness secure encryption to indistinguishability secure one under factoring assumption. This can be achieved since, adapting the proof technique of [23], we are able to prove that, under factoring assumption, $B B S_{r}\left(g^{x y}\right)$ is pseudo-random even given $\left(g^{x}, g^{y}\right)$. To explain how to transform it into CCA secure, we describe our attempts towards the final scheme step by step. The first attempt is directly applying Kiltz 07 [19] to the composite modulus case: the public key is ( $g, X^{\prime}=g^{\rho^{\prime}}, X=g^{\rho}$ ), private key is ( $\rho^{\prime}, \rho$ ); the ciphertext is $\left(R=g^{\mu}, S=\left(X^{\prime t} X\right)^{\mu}\right)$; the encapsulated key is $\operatorname{BBS}_{r}\left(X^{\prime \mu}\right)\left(=\operatorname{BBS}_{r}\left(g^{\rho^{\prime} \mu}\right)\right)$. This scheme could not be proved CCA secure under factoring assumption using known techniques since the simulator could not answer the DDH oracle and could not compute exponent inversion modulo unknown order. Inspired by a fact proved in [18], i.e., factoring assumption imply the strong Diffie-Hellman assumption over the signed quadratic residue group, $Q R_{N}^{+}$, we make our second attempt by instantiating Kiltz 07 over $Q R_{N}^{+}$so that the simulator is able to answer the DDH oracle. But the simulator still could not compute exponent inversion modulo unknown order. Inspired by the method of HK09, we further modify the scheme as follows: the public key is ( $g, X^{\prime}=g^{\rho^{\prime}}, X=g^{2^{\nu} \rho}$ ), private key is $\left(\rho^{\prime}, \rho\right)$; the ciphertext is $\left(R=\left|g^{\mu 2^{\nu}}\right|, S=\left|\left(X^{\prime t} X\right)^{\mu}\right|\right)$; the encapsulated key is $\operatorname{BBS}_{r}\left(\left|\left(X^{\prime}\right)^{2^{\nu} \mu}\right|\right)\left(=\operatorname{BBS}_{r}\left(\left|R^{\rho^{\prime}}\right|\right)=\operatorname{BBS}_{r}\left(\mid g^{2^{\nu} \rho^{\prime} \mu}\right) \mid\right)$. Recall that, in HK09, they implicitly used the following fact: Given $A, B \in Z_{N}^{*}, x, y \in Z$, from the equation $A^{x}=B^{y}$, any one can efficiently compute $A^{c / y}$, where $c=\operatorname{gcd}(x, y)$. But when we attempt to directly apply the proof method of HK09 to our case, we find
that the simulator does not know one of bases, without of loss generality, we denote it as $A$. To overcome this problem, we construct another simulator such that he knows both $B^{\prime}=B^{2^{k}}$ and $A^{\prime}=A^{2^{k}}$ for some suitable $k \in Z^{+}$. Basing on the underlying fact used in [18] to prove factoring assumption imply strong DH assumption, i.e., if $U$ and $V$ both belong to $Q R_{N}^{+}$, then the equation $U=V$ is equivalent to the equation $U^{2^{k}}=V^{2^{k}}$ for any $k \in Z^{+}$, this simulator is able to verify the equivalent equation $A^{\prime x}=B^{y y}$ and then compute the encapsulated key from this equation. In the real proof, instead of black-box reducing the CCA security of the encryption to the pseudo-randomness of the generator, we prove the pseudo-randomness of the generator and the CCA security of the encryption simultaneously.

Both our schemes presented in this paper are actually CCA secure key encapsulation mechanism, from which it is easy to obtain full CCA secure public key encryption [28].

## 2 Preliminaries

### 2.1 Key Encapsulation Mechanism

A key encapsulation mechanism consists of three algorithms: Key generation $G e n\left(1^{\lambda}\right)$, Encapsulation $\operatorname{Enc}(P K)$, Decapsulation $\operatorname{Dec}(S K, C)$.
$\operatorname{Gen}\left(1^{\lambda}\right)$ : A probabilistic polynomial-time key generation algorithm takes as input a security parameter $\lambda$ and outputs a public-key $P K$ and secret key $S K$.
$E n c(P K)$ : A probabilistic polynomial-time encryption algorithm takes publickey $P K$ as input, and outputs a pair $(K, C)$, where $K$ is the key and $C$ is a ciphertext.
$\operatorname{Dec}(S K, C)$ : A decryption algorithm takes a ciphertext $C$ and the secret key $S K$ as input. It returns a key $K$.

We require that for all $(P K, S K)$ output by $G e n\left(1^{\lambda}\right)$, all $(K, C)$ output by $\operatorname{Enc}(P K)$, we have $\operatorname{Dec}(S K, C)=K$.

Definition 1. (CCA Secure KEM) A key encapsulation mechanism is indistinguishable against chosen ciphertext attacks if any PPT adversary M has negligible advantage in the game defined between the adversary M and the challenger D as follows:

1. When M queries a key generation oracle, D invokes $\operatorname{Gen}\left(1^{\lambda}\right)$ to obtain $(P K, S K)$, responds with $P K$.
2. When M queries a challenge oracle. D invokes $\operatorname{Enc}(P K)$ to obtain $C^{*}, K_{0}$, and chooses a random bits string $K_{1}$ with the same length as $K_{0}$, chooses a random bit $b$, set $K^{*}=K_{b}$, responds with $\left(C^{*}, K^{*}\right)$.
3. When M makes a sequence of calls to the decryption oracle. For each decryption oracle query, M submits a ciphertext $C$, and D invokes $\operatorname{Dec}(S K, C)$ to obtain $K$, responds with the $K$. The only restriction is that the adversary M can not request the decryption of $C^{*}$.
4. Finally, the adversary outputs a guess $b^{\prime}$.

The adversary's advantage in the above game is

$$
\operatorname{Adv}_{\mathrm{KEM}, \mathrm{M}}^{\mathrm{CCA}}(\lambda)=\left|\operatorname{Pr}\left[\mathrm{M}\left(K_{0}\right)=1\right]-\operatorname{Pr}\left[\mathrm{M}\left(K_{1}\right)=1\right]\right|
$$

### 2.2 Target Collision Resistant Hash Function

Informally, we say that a function $\mathrm{H}: X \rightarrow Y$ is a target-collision resistant (TCR) hash function, if, given a random pre-image $x \in X$, it is hard to find $x^{\prime} \neq x$ with $\mathrm{H}\left(x^{\prime}\right)=\mathrm{H}(x)$.

Definition 2. Let $\mathrm{H}: X \rightarrow Y$ be a function. For an adversary $M$, define

$$
\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{T C R}(\lambda)=\operatorname{Pr}\left[x \leftarrow X, x^{\prime} \leftarrow \mathrm{M}(x, \mathrm{H}): x^{\prime} \neq x \wedge \mathrm{H}\left(x^{\prime}\right)=\mathrm{H}(x)\right]
$$

We say that H is target-collision resistant if for any PPT adversary M , $\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{T C R}(\lambda)$ is negligible.

### 2.3 Semi-smooth Subgroup

In [13], the author introduced the definition of semi-smooth subgroup.
Let $\operatorname{IGen}\left(1^{\lambda}\right)$ be a probability polynomial-time algorithm such that on input security parameter $\lambda$, randomly chooses two $m(\lambda)$-bit primes $P$ and $Q$ satisfying $P=2 p^{\prime} p+1, Q=2 q^{\prime} q+1$, outputs $N=P Q$, where $p^{\prime}$ and $q^{\prime}$ are $m^{\prime}(\lambda)$-bit primes, both $p$ and $q$ are product of some distinct odd primes smaller than a low bound $B$. We call such integer $N$ as semi-smooth integer.

Definition 3. Let $N=\left(2 p^{\prime} p+1\right)\left(2 q^{\prime} q+1\right)$ be a random output of $\operatorname{IGen}\left(1^{\lambda}\right)$, the unique subgroup $G$ of order $p^{\prime} q^{\prime}$ is called the semi-smooth subgroup of $Z_{N}^{*}$.

Factoring Assumption about Semi-smooth Integer. We assume that there exists no probabilistic polynomial-time algorithm such that given only $N$, the random output of $\operatorname{IGen}\left(1^{\lambda}\right)$, can factor $N$ with non-negligible probability.

In [13], at secure level of 80 , parameters are suggest to be $\ell_{p^{\prime}}=\ell_{q^{\prime}}=160$, $\ell_{N}=1024$, and $B=2^{15}$.

Here, we describe some properties that will be used later.
Property 1. Let $h$ be a uniform element of $Z_{N}^{*}, P_{B}=\prod_{1<p<B, \mathrm{p} \text { is prime }} p$, and $g=h^{P_{B}}$. Then, $g$ is a uniform element of $G$.
Property 2. With probability $1-O\left(2^{-m^{\prime}(\lambda)}\right)$, a uniform element in $G$ is a generator of $G$.
Property 3. Any element $z$ of $G$ is a quadratic residue, the unique quadratic residue $u$ such that $u^{2}=z$ lies in $G$.
Property 4. For any element $z$ of $G$, the unique quadratic residue $u$ such that $z=u^{2^{k}}$ lies in $G$ for any $k \in Z^{+}$.

### 2.4 Signed Quadratic Residues

The signed quadratic residues[18], $Q R_{N}^{+}$, are defined as the group $Q R_{N}^{+}=\{|x|$ : $\left.x \in Q R_{N}\right\}$, where $|x|$ is the absolute value when representing elements of $Z_{N}^{*}$ as the set $\{-(N-1) / 2, \cdots,(N-1) / 2\}, N$ is a Blum integer. The group operation $\circ$ is defined by $a \circ b=|a b \bmod N|$. For simplification, we denote $|a b|$ instead of $|a b \bmod N|$.

An attractive property is that the membership in $Q R_{N}^{+}$can be efficiently verified since $Q R_{N}^{+}=J_{N}^{+}=J_{N} \bigcap[(N-1) / 2]$, where $J_{N}^{+}$denotes $\left\{|x|: x \in J_{N}\right\}$, and $J_{N}$ denotes the group of elements with Jacobi symbol 1.

### 2.5 Some Lemmas

Lemma 1. Let $g$ be a generator of $G, \mu$ is chosen uniformly from [ $2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}$, $k$ is any integer, then both $\mu \bmod p^{\prime} q^{\prime}$ and $(\mu+k) \bmod p^{\prime} q^{\prime}$ are statistically close to the uniform distribution of $\left[p^{\prime} q^{\prime}\right]$, both $g^{\mu}$ and $g^{\mu+k}$ are statistically close to the uniform distribution of $G$.
Proof. Write $2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}$ as $k_{1} p^{\prime} q^{\prime}+k_{2}$ over $Z$, where $0<k_{2}<p^{\prime} q^{\prime}$. If $\mu$ is uniformly chosen from $\left[k_{1} p^{\prime} q^{\prime}\right]$, then both $\mu \bmod p^{\prime} q^{\prime}$ and $(\mu+k) \bmod p^{\prime} q^{\prime}$ are uniform in $\left[p^{\prime} q^{\prime}\right]$, and then both $g^{\mu}$ and $g^{\mu+k}$ are uniform in $G$. But a uniformly chosen element from $2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}$ belongs to $\left[k_{1} p^{\prime} q^{\prime}\right]$ with probability $k_{1} p^{\prime} q^{\prime} / 2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}=1-k_{2} / 2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda} \geq 1-O\left(2^{-\lambda}\right)$.

The following lemma states that computing the square root residue of random element in semi-smooth subgroup can be reduced to the factoring algorithm for the modulus $N$.

Lemma 2. Let $G$ be the semi-smooth subgroup of $Z_{N}^{*}$, $z$ is a uniformly chosen element of $G$, if there exists an adversary A can compute the unique quadratic residue $u$ such that $u^{2}=z$ with non-negligible probability, then there exists an adversary C can factor $N$ with non-negligible probability.

Proof. Given $N$, C chooses $h$ uniformly from $Z_{N}^{*}$, set $P_{B}^{\prime}=\prod_{2<p<B \text {, p is prime }} p$, and $h^{\prime}=h^{2}, z=h^{P_{B}^{\prime}}\left(=h^{P_{B}}\right)$. So $z$ is a uniform element of $G$. If A can compute $u$ such that $u^{2}=z$, then C can compute $\widetilde{h}$ such that $\widetilde{h}^{2}=h_{\sim}^{2}$ : compute $a, b$ over $Z$ such that $a P_{B}^{\prime}+2 b=\operatorname{gcd}\left(P_{B}^{\prime}, 2\right)=1$, set $\widetilde{h}=u^{a} h^{b}$. If $\widetilde{h} \neq \pm h$, then C outputs $\operatorname{gcd}(\widetilde{h}-h, N)$. With probability $1 / 2, \widetilde{h} \neq \pm h$, and so $\operatorname{gcd}(\widetilde{h}-h, N)$ is a non-trivial factor of $N$.

From lemma 2 and the Goldreich-Levin lemma [12, it is easy to see that given $z=u^{2}$ over $G$, the Goldreich-Levin predicate, $B_{r}(u)$, is a hard-core. Using the hybrid argument, we have:

Lemma 3. Let $G$ be the semi-smooth subgroup of $Z_{N}^{*}$, given a uniform element $z$ of $G$, then $B B S_{r}(u)$ is indistinguishable from the uniform bits string $U$ from [ $\left.2^{\ell_{\mathrm{K}}}\right]$ under the assumption factoring $N$ is hard, where $u$ is the unique quadratic residue such that $z=u^{2^{\ell_{\mathrm{K}}}}, \mathrm{BBS}_{r}(u) \stackrel{\text { def }}{=}\left(B_{r}(u), B_{r}\left(u^{2}\right), \cdots, B_{r}\left(u^{2^{\ell_{\mathrm{K}}-1}}\right)\right)$, $r$ is a random element with bits-size $\ell_{N}$.

Lemma 4. Given $A, B$ in some subgroup $F$ of $Z_{N}^{*}$, along with $x, y$ in $Z$, such that $A^{x}=B^{y}, \operatorname{gcd}(x, y)=z, \operatorname{gcd}(y, \operatorname{ord}(F))=1$. Then one can efficiently compute $A^{z / y}$, where the inversion in the exponent is computed modulo $\operatorname{ord}(F)$.

Proof. Since $\operatorname{gcd}(x, y)=z$, using the extended Euclidean algorithm, one can compute $a, b$ over $Z$ such that $a x+b y=z$. Let $B^{\prime}=A^{b} B^{a}$. Since $A, B$ belongs to $F$, so $B^{\prime}$ belongs to $F$. It is easy to verify that $A^{z}=\left(B^{\prime}\right)^{y}$. Since $\operatorname{gcd}(y, \operatorname{ord}(F))=1$, so $B^{\prime}=A^{z / y}$.

Lemma 5. If $A, B \in Q R_{N}^{+}$, then $A^{2}=B^{2} \bmod N \Leftrightarrow A=B$. More generally, $A^{2^{k}}=B^{2^{k}} \bmod N\left(k \in Z^{+}\right) \Leftrightarrow A=B$.

Lemma 6. If $A, B \in Q R_{N} \cup Q R_{N}^{+}$, then $|A B|=||A|| B \|$.

## 3 The Instantiation of HK09 over Semi-smooth Subgroup

### 3.1 Scheme Description

Gen $\left(1^{\lambda}\right)$ : Run $\operatorname{IGen}\left(1^{\lambda}\right)$ to get the modulus $N$. Then, Gen chooses a targetcollision resistant hash function $\mathrm{H}: Z_{N} \rightarrow\left[2^{\ell_{\mathrm{H}}}-1\right]$. Next, Gen randomly chooses an element $g$ of $G$, a bit string $r$ of length $\ell_{N}$, and $\rho$ from $\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$. Finally, Gen sets $X=g^{\rho 2^{\nu}}\left(\nu=\ell_{\mathrm{H}}+\ell_{\mathrm{K}}\right)$. The public key is $P K=(N, g, X, r$, H ), and the private key is $S K=\rho$.
$E n c(P K): E n c$ randomly chooses $\mu \in\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$, and computes

$$
R=g^{\mu 2^{\nu}}, \quad t=\mathrm{H}(R), \quad S=\left|\left(g^{t} X\right)^{\mu}\right|
$$

Set the ciphertext as $C=(R, S)$. Compute the encapsulation key as $K=$ $\mathrm{BBS}_{r}\left(g^{\mu 2^{\ell_{\mathrm{H}}}}\right)$.
$\operatorname{Dec}(S K, C)$ : Dec writes $C$ as $C=(R, S)$, verifies both $R, S$ belong to $Z_{N}^{*} \times$ $\left(Z_{N}^{*} \cap[(N-1) / 2]\right)$ and rejects it if not. Then Dec computes $t=\mathrm{H}(R)$, verifies:

$$
\begin{equation*}
\left(S^{2}\right)^{2^{\nu}}=\left(R^{2}\right)^{t+\rho 2^{\nu}} \tag{1}
\end{equation*}
$$

Reject it if it not. Dec computes $a, b, c \in Z$ such that

$$
\begin{equation*}
2^{c}=\operatorname{gcd}\left(t, 2^{\nu}\right)=a t+b 2^{\nu} \tag{2}
\end{equation*}
$$

Then Dec computes

$$
\begin{equation*}
T=\left(\left(S^{2}\right)^{a} \cdot\left(R^{2}\right)^{b-a \rho}\right)^{2^{\ell_{\mathrm{H}}-c-1}} \tag{3}
\end{equation*}
$$

and $K=\operatorname{BBS}_{r}(T)$, outputs $K$

Correctness: Notice that, in $D e c$, even $R, S$ may not sit in the subgroup $G$, as long as they pass the verification, they must sit in $Z_{N}^{*}$. So from the proof of the original HK09, the computed $T$ is equal to $\left(R^{2}\right)^{1 /\left(2^{\ell_{K}+1}\right)} \bmod \operatorname{ord}\left(Q R_{N}\right)$. If $R=g^{\mu 2^{\ell_{\mathrm{K}}+\ell_{\mathrm{H}}}} \in G \subset Q R_{N}$, then, we have $\left(R^{2}\right)^{1 /\left(2^{\ell_{\mathrm{K}}+1}\right) \bmod \operatorname{ord}\left(Q R_{N}\right)}=$ $\left(R^{2}\right)^{1 /\left(2^{\ell_{\mathrm{K}}+1}\right)} \bmod \operatorname{ord}\left(Q R_{N}\right) \bmod \operatorname{ord}(G)=\left(R^{2}\right)^{1 /\left(2^{\ell_{K}+1}\right) \bmod \operatorname{ord}(G)}=g^{\mu 2^{\ell_{\mathrm{H}}}}$.

Efficiency comparison with original HK09. The encapsulation and decapsulation of both the original HK09 and this variant need $3 \ell_{\exp }+\ell_{\mathrm{K}}+2.5 \ell_{\mathrm{H}}$ and $1.5 \ell_{\exp }+4 \ell_{\mathrm{K}}+6.5 \ell_{\mathrm{H}}$ multiplications respectively, where both $\ell_{\mathrm{K}}$ and $\ell_{\mathrm{H}}$ can be set as $\lambda$. The difference is that, in original HK09, $\ell_{\exp }$ equals to $\ell_{N}$, instead, in this variant, $\ell_{\exp }$ equals to $\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda$. For 80 -bits security, $\ell_{N}=1024$, $\ell_{p^{\prime}}=\ell_{q^{\prime}}=160, \lambda=80$. In original HK09, the encapsulation requires 3352 multiplications, the decapsulation requires 2376 multiplications. In this variant, the encapsulation requires 1480 multiplications, the decapsulation requires 1440 multiplications.

### 3.2 Security Proof

Theorem 1. If factoring the modulus $N$ is hard and H is target-collision resistant, then the above key encapsulation mechanism is chosen ciphertext secure.

Proof. To prove this theorem, from lemma 3, it is enough to reduce the CCA security of this scheme to the pseudo-randomness of the BBS generator over the Semi-smooth Subgroup.

Assume there exists an adversary A on KEM's IND-CCA security. We define an adversary D on the pseudo-randomness of the BBS generator. On input $(N, z, V)$, the goal of D is to distinguish whether $V$ is $\operatorname{BBS}_{r}(u)$ or a uniform bits string with equal length, where $u$ is the unique quadratic residue in $G$ such that $z=u^{2^{\ell_{\mathrm{K}}}}, z$ is a uniform element in $G$.

Prepare the public key. D chooses a target-collision resistant hash function $\mathrm{H}: Z_{N} \rightarrow\left[2^{\ell_{\mathrm{H}}}-1\right]$, a bits string $r$ of length $\ell_{N}$, a random element $g \in G$, as well as $\beta \in\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$, sets

$$
R^{*}=z, \quad t^{*}=\mathrm{H}\left(R^{*}\right), \quad X=g^{\beta 2^{\nu}-t^{*}}
$$

The public key is set as $P K=(N, g, X, r, \mathrm{H})$. The private key is implicitly defined as $\rho=\beta-t^{*} / 2^{\nu} \bmod p^{\prime} q^{\prime}$.

Prepare the challenge cipertext and key. Next, we assume $g$ is a generator of $G$. So we can write $R^{*}=g^{\mu^{*} 2^{\nu}}$, though $\mu^{*}$ is unknown to D . D defines

$$
S^{*}=\left|R^{* \beta}\right| \quad\left(=\left|g^{\mu^{*} \beta 2^{\nu}}\right|=\left|\left(g^{t^{*}} X\right)^{\mu^{*}}\right|\right) .
$$

The real corresponding key $K^{*}$ is defined as

$$
K^{*}=\operatorname{BBS}_{r}\left(g^{\mu^{*} 2^{\ell_{\mathrm{H}}}}\right)=\mathrm{BBS}_{r}\left(R^{* \frac{1}{2^{\ell} \mathrm{K}}}\right)=\mathrm{BBS}_{r}\left(z^{\frac{1}{2^{\ell} \mathrm{K}}}\right)=\operatorname{BBS}_{r}(u)
$$

The challenge ciphertext is $C^{*}=\left(R^{*}, S^{*}\right)$, the challenge key is $V$. Note that, as in the IND-CCA2 game, if $V$ is $\operatorname{BBS}_{r}(u)$, then $V$ is a real key, else $V$ is a uniform string.

We claim that the distribution of the public key and the challenge ciphertext $C^{*}$ is almost identical in simulation and IND-CCA game. Firstly, in public key, $g, N, r$ and H are perfectly simulated. From Property 2, with overwhelming probability, $g$ is a generator of $G$. From Lemma 1, we know that if $g$ is a generator of $G$, then $X$ in the real game and in simulation are both statistically close to the uniform element in $G$. So $X$ is simulated perfectly with overwhelming probability. Similarly, with overwhelming, $R^{*}$ is also perfectly simulated. Conditioned on $X, R^{*}, g, r, N$ are simulated perfectly, from the simulation, we know that $S^{*}$ and $K^{*}$ are also perfectly simulated. As required.

Answer the decryption queries. When A submit a ciphertext $(R, S), \mathrm{D}$ does as following.

Check $(R, S) \in Z_{N}^{*} \times\left(Z_{N}^{*} \bigcap[(N-1) / 2]\right)$, reject if not. Compute $t=\mathrm{H}(R)$.
For the case $t \neq t^{*}$. Verify:

$$
\begin{equation*}
\left(S^{2}\right)^{2^{\nu}}=\left(R^{2}\right)^{t-t^{*}+\beta 2^{\nu}} \tag{4}
\end{equation*}
$$

Reject it if it not.
Note that the equation (4) is equivalent to

$$
\left(R^{2}\right)^{\left(t-t^{*}\right)}=\left(R^{-2 \beta} S^{2}\right)^{2^{\ell_{\mathrm{H}}+\ell_{\mathrm{K}}}}
$$

Since $R^{2}$ and $R^{-2 \beta} S^{2}$ belong to $Q R_{N}$, using lemma 4 , the simulator can compute $B^{\prime}=\left(R^{2}\right)^{2^{c^{\prime}}} 2^{\ell_{\mathrm{H}}+\ell_{\mathrm{K}}}$, where $2^{c^{\prime}}=\operatorname{gcd}\left(t-t^{*}, 2^{\ell_{\mathrm{H}}+\ell_{\mathrm{K}}}\right)$, the inversion in the exponent is computed modulo ord $\left(Q R_{N}\right)$. Then Dec can compute $T=\left(R^{2}\right)^{1 / 2^{\ell_{\mathrm{K}}+1}}=$ $\left(B^{\prime}\right)^{2^{\ell_{\mathrm{H}}-1-c^{\prime}}}$ since $\ell_{\mathrm{H}}-1-c^{\prime} \geq 0$. If $R=g^{\mu 2^{\ell_{\mathrm{K}}+\ell_{\mathrm{H}}}}$, then $\left(R^{2}\right)^{1 /\left(2^{\ell_{\mathrm{K}}+1}\right) \bmod \operatorname{ord}\left(Q R_{\mathrm{N}}\right)}=$ $\left(R^{2}\right)^{1 /\left(2^{\ell_{\mathrm{K}}+1}\right) \bmod \operatorname{ord}(G)}=g^{\mu 2^{\ell_{\mathrm{H}}}}$. Concretely, the simulator compute $a^{\prime}, b^{\prime}, c^{\prime} \in Z$ such that

$$
\begin{equation*}
2^{c^{\prime}}=g c d\left(t-t^{*}, 2^{\nu}\right)=a^{\prime}\left(t-t^{*}\right)+b^{\prime} 2^{\nu} \tag{5}
\end{equation*}
$$

Then compute

$$
\begin{equation*}
T=\left(\left(S^{2}\right)^{a^{\prime}} \cdot\left(R^{2}\right)^{b^{\prime}-a^{\prime} \beta}\right)^{2^{\ell_{\mathrm{H}}-c^{\prime}-1}} \tag{6}
\end{equation*}
$$

D answer with $\mathrm{BBS}_{r}(T)$.
For the case $t=t^{*}$. If $R=R^{*}$ and the ciphertext is valid, it will satisfy

$$
\left(S^{2}\right)=\left(R^{2}\right)^{\left(t-t^{*}\right) / 2^{\nu}+\beta}=\left(R^{2}\right)^{\beta}=S^{* 2} .
$$

Therefore, $S^{2}=S^{* 2}$. Furthermore, $(R, S) \neq\left(R^{*}, S^{*}\right)$ implies that $|S|=S \neq$ $S^{*}=\left|S^{*}\right|$, so that $S \neq \pm S^{*}$ and $\left(S+S^{*}\right)\left(S-S^{*}\right)=S^{2}-S^{* 2}=0 \bmod N$ yields a non-trivial factor of $N$.

If $t=t^{*}$ and $R \neq R^{*}$, then it will contradict the target-collision resistance of H , so D can safely give up this type of ciphertext.

So with overwhelming probability, D perfectly simulates the CCA game.
D outputs what A outputs.
Therefore, D can use A as an oracle to distinguish whether $V$ is $\mathrm{BBS}_{r}(u)$ or a uniform bits string.

## 4 Scheme Based on ElGamal Encryption over Composite Modulus

In this section, we show how to construct a practical CCA secure KEM from ElGamal encryption over composite modulus. Taking account of efficiency, we present the instantiation over semi-smooth subgroup. This scheme implicitly uses the signed quadratic residues group [18].

### 4.1 Scheme Description

$\operatorname{Gen}\left(1^{\lambda}\right)$ : Run IGen $\left(1^{\lambda}\right)$ to get the modulus $N$. Then, choose a target-collision resistant hash function $\mathrm{H}: Z_{N} \rightarrow\left[2^{\ell_{\mathrm{H}}}-1\right]$. Next, randomly choose an element $g$ of the semi-smooth subgroup $G$, a bit string $r$ of length $\ell_{(N-1) / 2}$, and $\rho, \rho^{\prime} \in\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$. Finally, set $X=g^{\rho 2^{\nu}}\left(\nu=\ell_{\mathrm{H}}-1\right)$ and $X^{\prime}=g^{\rho^{\prime}}$. The public key is $P K=\left(N, g, X, X^{\prime}, r, \mathrm{H}\right)$, and the private key is $S K=\left(\rho, \rho^{\prime}\right)$.
$\operatorname{Enc}(P K):$ Enc randomly chooses $\mu \in\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$, and computes

$$
\begin{gathered}
R=\left|g^{\mu 2^{\nu}}\right|, \quad t=\mathrm{H}(R), \quad S=\left|\left(X^{\prime t} X\right)^{\mu}\right|, \quad T=\left|X^{\prime \mu 2^{\nu}}\right|, \\
K=\operatorname{BBS}_{r}^{+}(T) \stackrel{\text { def }}{=}\left(B_{r}(|T|), B_{r}\left(\left|T^{2}\right|\right), \cdots, B_{r}\left(\left|T^{2^{\ell_{\mathrm{K}}-1}}\right|\right)\right) .
\end{gathered}
$$

Set the ciphertext as $C=(R, S)$ and the encapsulation key as $K$.
$\operatorname{Dec}(S K, C)$ : Dec writes $C$ as $C=(R, S)$, verifies both $R$ and $S$ belong to $Q R_{N}^{+}=J_{N} \bigcap[(N-1) / 2]$. If it holds, then Dec computes $t=\mathrm{H}(R)$, verifies:

$$
\left|S^{2^{\nu}}\right|=\left|R^{\rho^{\prime} t+\rho 2^{\nu}}\right|
$$

If it holds, then Dec computes

$$
T=\left|R^{\rho^{\prime}}\right|, \quad K=\operatorname{BBS}_{r}^{+}(T)
$$

Correctness: If $R$ and $S$ are computed according to the encapsulation, then both $R$ and $S$ belong to $G^{+}$. Since $G^{+} \subseteq Q R_{N}^{+}$, so $R, S \in Q R_{N}^{+}$. From lemma 5, we know that $|A B|=\|A\| B \|$ as long as $A, B \in Q R_{N} \cup Q R_{N}^{+}$, then

$$
\left|S^{2^{\nu}}\right|=\|\left.\left(X^{\prime t} X\right)^{\mu}\right|^{2^{\nu}}\left|=\left|g^{\left(\rho^{\prime} t+\rho 2^{\nu}\right) \mu 2^{\nu}}\right|=\left|R^{\rho^{\prime} t+\rho 2^{\nu}}\right| .\right.
$$

The fact that $\left|R^{\rho^{\prime}}\right|$ equals to $\left|X^{\prime \mu 2^{\nu}}\right|$ follows from:

$$
\left|X^{\prime \mu 2^{\nu}}\right|=\left|g^{\rho^{\prime} \mu 2^{\nu}}\right|=\left|\left|g^{\mu 2^{\nu}}\right|^{\rho^{\prime}}\right|=\left|R^{\rho^{\prime}}\right|
$$

Efficiency: The ciphertext of this KEM consists of two group element (Notice that for the known CCA secure KEM schemes based on the ElGamal encryption over prime modulus under CDH assumption, the ciphertexts consist of at least three group elements). If we choose $\ell_{q_{1}}=\ell_{p_{1}}=160, \lambda=80$, then $\ell_{\rho}=\ell_{\rho^{\prime}}=\ell_{\exp }=400$. We assume $\ell_{\mathrm{H}}=80$. As in original HK09, we assume one regular exponentiation with an exponent of length $\ell$ requires $1.5 \ell$ modular multiplications and that one squaring takes the same time as one multiplication. Notice that we can compute $g^{\rho^{\prime}}$ and $g^{\rho}$ with about 1.2 exponentiations since they share the same base $g$. The encapsulation requires $4.5 \ell_{\exp }+2.5 \ell_{\mathrm{H}}+\ell_{\mathrm{K}}=2080$ multiplications. The decapsulation requires $1.5 \times 1.2 \ell_{\exp }+2.5 \ell_{\mathrm{H}}+\ell_{\mathrm{K}}=1000$ multiplications.

### 4.2 Security Proof

Theorem 2. If factoring the modulus $N$ is hard and H is target-collision resistant, then the above key encapsulation mechanism is chosen ciphertext secure.

High level of the proof: In HK09 instantiation (and the original HK09), the proof consists of two steps: firstly, the pseudo-randomness of the BBS generator $\operatorname{BBS}_{r}(u)$ is reduced to the factoring assumption; then, the CCA security is black box reduced to the pseudo-randomness of the BBS generator $\mathrm{BBS}_{r}(u)$. But, in this scheme, if we directly reduce the CCA security to the pseudo-randomness of $\mathrm{BBS}_{r}^{+}\left(g^{\mu \rho^{\prime}}\right)$ (even $g^{\mu}$ and $g^{\rho^{\prime}}$ is given), then the simulator could not answer DDH oracle that is needed for the verification and could not compute the inversion modulo the unknown order $p^{\prime} q^{\prime}$ which is needed to compute the encapsulated key. Instead, we prove the CCA security of this scheme and the pseudo-randomness of $\mathrm{BBS}_{r}^{+}\left(g^{\mu \rho^{\prime}}\right)$ simultaneously. Adapting the proof idea of [23], we firstly reduce the security (both the CCA security of this scheme and the pseudo-randomness of $\operatorname{BBS}_{r}^{+}\left(g^{\mu \rho^{\prime}}\right)$ ) to a hardcore distinguisher; next, we reduce the hardcore distinguisher to a hardcore predictor; finally, we reduce the hardcore predictor to a factoring algorithm. In the first step, the distinguisher could compute $\rho^{\prime} 2^{\ell_{\mathrm{K}}} \bmod p^{\prime} q^{\prime}$, so he could compute $\left|R^{\rho^{\prime} 2^{\ell_{\mathrm{K}}}}\right|$. The distinguisher does not directly verify the equation $\left|S^{2^{\nu}}\right|=\left|R^{\rho^{\prime} t+\rho 2^{\nu}}\right|$, instead, he verify a equivalent equation $S^{2^{\nu+\ell_{\mathrm{K}}}}=R^{\rho^{\prime} t 2^{\ell_{\mathrm{K}}}+\rho 2^{\nu+\ell_{\mathrm{K}}}}$ (Before this, he should verify both $R$ and $S$ belong to $Q R_{N}^{+}$, from lemma 5 , we know that the two equations are equivalent. Note that, in [18], this technique has been used for proving the factoring assumption implies the strong DH assumption over $Q R_{N}^{+}$). Then, by using lemma 4, the distinguisher is able to efficiently compute the encapsulated key from the latter equation.

Proof. The theorem is the consequence of the following three lemmas.
Reduce to the hard-core distinguisher $\mathrm{D}\left(v^{2}, N, r, \alpha\right)$

Lemma 7. If there exists a PPT adversary M such that $\operatorname{Adv}_{\mathrm{KEM}, \mathrm{M}}^{\mathrm{CCA}}(\lambda)$ equals to $\varepsilon(\lambda)$, then there exists a PPT adversary $\mathrm{D}\left(v^{2}, N, r, \alpha\right)$ that distinguishes whether $\alpha$ is equal to $B_{r}^{+}(|u w|)$ or a random bit $b$ with advantage $\varepsilon^{\prime}(\lambda)$, where $v^{2}$ is a uniformly chosen element of $G, u$ is the unique square root residue of $v^{2}, w$ is determined by $v^{2}$ and D 's internal coin tosses, and $\varepsilon^{\prime}(\lambda)=\frac{\varepsilon(\lambda)-O\left(2^{-\lambda}\right)-\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{\mathrm{TCR}}(\lambda)}{\ell_{\mathrm{K}}}$.

Proof. On input ( $v^{2}, N, r, \alpha$ ), D works as follows.
Prepare the public key: Choose a target-collision resistant hash function $\mathrm{H}: Z_{N} \rightarrow\left[2^{\ell_{\mathrm{H}}}-1\right]$. Randomly choose $J=k$ from $\left\{0,1, \cdots \ell_{\mathrm{K}}-1\right\}$. Select at random bits string $\left(b_{0}, b_{1}, \cdots, b_{k-1}\right)$. Randomly and independently select 2 elements $\xi_{i}(i=1,2)$ from $\left[2^{\ell}{ }_{p^{\prime}}+\ell_{q^{\prime}}+\lambda\right]$, denote $\vec{\xi}=\left(\xi_{1}, \xi_{2}\right)$. Set $s=$ $2 \ell_{\mathrm{K}}-k, g=v^{2^{s}} \bmod N$, and $a_{i}=\left(\xi_{i}+2^{-\ell_{\mathrm{K}}}\right) \bmod p^{\prime} q^{\prime} \quad(i=1,2)$. Set $X^{\prime}=g^{a_{1}}=g^{\xi_{1}+2^{-\ell_{\mathrm{K}}} \bmod p^{\prime} q^{\prime}}$ (implicitly define $\left.\rho^{\prime}=\left(\xi_{1}+2^{-\ell_{\mathrm{K}}}\right) \bmod p^{\prime} q^{\prime}\right)$. Set $B=g^{a_{2}}=g^{\xi_{2}+2^{-\ell_{K}} \bmod p^{\prime} q^{\prime}}$ (implicitly define $\left.B=g^{\mu^{*} 2^{\nu}}\right)$. Set $t^{*}=\mathrm{H}(|B|)$. Randomly choose $\beta \in\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$, and set $X=g^{\beta 2^{\nu}} X^{\prime-t^{*}}$ (implicitly define $\left.\rho=\left(\beta-\rho^{\prime} t^{*} / 2^{\nu}\right) \bmod p^{\prime} q^{\prime}\right)$. The public key is set as $\left(N, g, X^{\prime}, X, r, \mathrm{H}\right)$.
( D can efficiently compute $X^{\prime}=g^{a_{1}}=g^{\xi_{1}+2^{-\ell_{\mathrm{K}}} \bmod p^{\prime} q^{\prime}}=v^{2^{\left(\ell_{\mathrm{K}}-k\right)}} v^{2^{\left(2 \ell_{\mathrm{K}}-k\right)} \xi_{1}}$ since $\ell_{\mathrm{K}}>k$ and $v^{2}$ is given. Similar, D can be efficiently computed too. It is easy to see that other elements of the public key can be efficiently simulated by D).

Prepare the challenge ciphertext and key: The challenge ciphertext is set as:

$$
R^{*}=|B| \quad\left(=\left|g^{\mu^{*} 2^{\nu}}\right|\right) ; \quad S^{*}=\left|R^{* \beta}\right| \quad\left(=\left|\left(X^{\prime^{*}} X\right)^{\mu^{*}}\right|\right)
$$

And the challenge key is set as

$$
K^{*}=\left(b_{0}, b_{1}, \cdots, b_{k-1}, \alpha, B_{r}\left(\left|g^{2^{k+1} a_{1} a_{2}}\right|\right), \cdots, B_{r}\left(\left|g^{2^{\ell_{\mathrm{K}}-1} a_{1} a_{2}}\right|\right)\right)
$$

Define $w$ : We define $w=\left(v^{2^{2 \ell_{\mathrm{K}}}}\right)^{\xi_{1} \xi_{2}}\left(v^{2^{\ell_{\mathrm{K}}}}\right)^{\xi_{1}+\xi_{2}}$. Given the values of $\xi_{1}, \xi_{2}$ and $v^{2}$, D is able to efficiently compute $w$. It is easy to see that, $w$ is a quadratic residue in $G$ (recall that $v^{2} \in G$ ) and is determined by $v^{2}$ and D's internal coin tosses.

Claim 1. Let $a_{1}, a_{2}, g, u, w$ be defined as above respectively, then $g^{2^{k} a_{1} a_{2}}=u w$. Proof.

$$
\begin{aligned}
& g^{2^{k} a_{1} a_{2}}=g^{2^{k}\left(\xi_{1}+2^{-\ell_{\mathrm{K}}}\right)\left(\xi_{2}+2^{-\ell_{\mathrm{K}}}\right)}=g^{2^{k}\left(\xi_{1} \xi_{2}+\left(\xi_{1}+\xi_{2}\right) 2^{-\ell_{\mathrm{K}}}+2^{-2 \ell_{\mathrm{K}}}\right)}
\end{aligned}
$$

Claim 2. D is able to compute $g^{2^{k+j} a_{1} a_{2}}$ for $j=1, \ldots \ell_{\mathrm{K}}-k-1$.
Proof. From Claim 1, we have $g^{2^{k} a_{1} a_{2}}=u w$, so each $g^{2^{k+j} a_{1} a_{2}}$ equals to $(u w)^{2^{j}}$ for $j=1, \ldots \ell_{\mathrm{K}}-k-1$. Furthermore, since D knows $v^{2}$ and $w^{2}$, so he is able to compute $(u w)^{2^{j}}$ for $j=1, \ldots \ell_{\mathrm{K}}-k-1$, as required.

From claim 1 and 2, it is easy to see that, D is able to efficiently prepare the challenge ciphertext and key.

Answer the decryption queries: For the query ciphetext $(R, S)$, D verifies both $R$ and $S$ belong to $Q R_{N}^{+}$. If it holds, D computes $t=\mathrm{H}(R)$.

If $t \neq t^{*}, \mathrm{D}$ verifies if

$$
\begin{equation*}
\left(S^{2^{\ell_{\mathrm{K}}}}\right)^{2^{\nu}}=\left(R^{\left(2^{\left.\ell_{\mathrm{K}} \xi_{1}+1\right)}\right.}\right)^{t-t^{*}}\left(R^{2^{\ell_{\mathrm{K}}}}\right)^{\beta 2^{\nu}} \tag{7}
\end{equation*}
$$

(Note that the right side equals to

$$
\left(R^{\left(2^{\left.\ell_{\mathrm{K}} \rho^{\prime}\right)}\right.}\right)^{t-t^{*}}\left(R^{2^{\ell_{\mathrm{K}}}}\right)^{\beta 2^{\nu}}=\left(R^{2^{\ell_{\mathrm{K}}}}\right)^{\rho^{\prime} t-\rho^{\prime} t^{*}+\beta 2^{\nu}}=\left(R^{2^{\ell_{\mathrm{K}}}}\right)^{\rho^{\prime} t+\rho 2^{\nu}}
$$

From Lemma 5, we know that verifying $\left|S^{2^{\nu}}\right|=\left|R^{\rho^{\prime} t+\rho 2^{\nu}}\right|$ is equivalent to verifying $\left(S^{2^{\ell_{\mathrm{K}}}}\right)^{2^{\nu}}=\left(R^{2^{\ell_{\mathrm{K}}}}\right)^{\rho^{\prime} t+\rho 2^{\nu}}$, as required).

Equation (7) is equivalent to $\left(R^{\left(2^{\ell_{\mathrm{K}}} \xi_{1}+1\right)}\right)^{t-t^{*}}=\left(S R^{-\beta}\right)^{2^{\ell_{K}+\nu}}$. Since $R^{\left(2^{\ell_{\mathrm{K}}} \xi_{1}+1\right)}$, $S R^{-\beta}$ belong to $Q R_{N}^{+}$, using lemma $4, D$ is able to compute $\left(R^{\left(2^{\ell_{\mathrm{K}}} \xi_{1}+1\right)}\right)^{2^{c^{\prime}} / 2^{\ell_{\mathrm{K}}+\nu}}$, where $2^{c^{\prime}}=\operatorname{gcd}\left(t-t^{*}, 2^{\nu+\ell_{\mathrm{K}}}\right)$, the inversion in the exponent is computed modulo $\operatorname{ord}\left(Q R_{N}^{+}\right)\left(=\operatorname{ord}\left(Q R_{N}\right)\right)$. Furthermore, since both $t$ and $t^{*}$ are smaller than $2^{\ell_{\mathrm{H}}}$, then $c^{\prime} \leq \ell_{\mathrm{H}}-1=\nu$. Therefore, D is able to compute

$$
T=\left|\left(\left(R^{\left(2^{\ell_{\mathrm{K}}} \xi_{1}+1\right)}\right)^{2^{c^{\prime}} / 2^{\ell_{\mathrm{K}}+\nu}}\right)^{2^{\nu-c^{\prime}}}\right|\left(=\left|\left(R^{\left(2^{\ell_{\mathrm{K}}} \xi_{1}+1\right)}\right)^{1 / 2^{\ell_{\mathrm{K}}}}\right|=\left|R^{\rho^{\prime}}\right|\right)
$$

Concretely, if (7) holds, D computes $a^{\prime}, b^{\prime}, c^{\prime} \in Z$ such that:

$$
2^{c^{\prime}}=\operatorname{gcd}\left(t-t^{*}, 2^{\nu+\ell_{\mathrm{K}}}\right)=a^{\prime}\left(t-t^{*}\right)+b^{\prime} 2^{\nu+\ell_{\mathrm{K}}}
$$

Then D computes

$$
T=\left|\left(\left(S R^{-\beta}\right)^{a^{\prime}} R^{b^{\prime}\left(2^{\ell}{ }_{\mathrm{K}} \xi_{1}+1\right)}\right)^{2^{\nu-c^{\prime}}}\right|
$$

Response the oracle with $\operatorname{BBS}_{r}^{+}(T)$.
If $t=t^{*}$, D rejects the query ciphetext $(R, S)$. (If $\mathrm{H}(R)=t=t^{*}=\mathrm{H}\left(R^{*}\right)$ and $R \neq R^{*}$, then M has broken the target-collision resistance of H . If $t=t^{*}$ and $R=R^{*}$, and the ciphertext is valid, then we have
which means that $(R, S)=\left(R^{*}, S^{*}\right)$, so this query will be rejected, as required).
When M outputs a bit, D outputs the same bit.
The running time of D : It is easy to see that D can run in polynomial time.
The success-probability of $D$. To find the success probability of $D$, we prove that the distribution of the public key, challenge ciphetext, and the decryption in the simulated game is statistically close to that in the real game.

Since $v^{2}$ is a uniformly chosen element of $G$, and squaring is a permutation, so the above defined $g$ is a uniformly distributed element in $G$. Thus, $g$ is perfectly simulated. Obviously, $N, r$ and $H$ are perfectly simulated. From property 2 , we know that with probability $1-O\left(2^{-m^{\prime}(\lambda)}\right) \geq 1-O\left(2^{-\lambda}\right), g$ is a generator. From

Lemma 1, we know that with probability $1-O\left(2^{-\lambda}\right), X^{\prime}$ in simulation and in real game are both statistically close to the uniformly distributed element in $G$. So, with probability $1-O\left(2^{-\lambda}\right), X^{\prime}$ is perfectly simulated. With the same analysis, with probability $1-O\left(2^{-\lambda}\right), X$ and $R^{*}$ are perfectly simulated.

Therefore, the statistical distance between distribution of the public key in the simulated game and that in the real game is $O\left(2^{-\lambda}\right)$.

Note that, conditioned on the public key is simulated perfectly, the challenge ciphertext is perfectly simulated, and the decryption oracle is simulated perfectly except the case that $M$ finds a target collision, which occurs with negligible probability $\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{\mathrm{TCR}}(\lambda)$.

For convenience, we denote some hybrid experiments $H^{J}\left(J=0, \cdots, \ell_{\mathrm{K}}\right)$ the same as the real game except the way the challenge key is responded with: the first $J$ bits are chosen randomly, while the other $\ell_{\mathrm{K}}-J$ bits are computed as in $K_{0}$. So in the experiment $H^{0}$, the distribution of the key that the adversary sees is the same as $K_{0}$, whereas in the experiment $H^{\ell_{K}}$, the distribution of the key is the same as $K_{1}$.

From Claim 1, we know that, if $\alpha=B_{r}^{+}(|u w|)$, then the distribution that $M$ sees is the simulated $H^{J}$, while if $\alpha$ is a random bit $b$, then the distribution that $M$ sees is the simulated $H^{J+1}$. We denote the simulated $H^{k}$ as $H_{S}^{k}$ for each $k \in\left\{0,1, \cdots, \ell_{\mathrm{K}}\right\}$, and still denote real $H^{k}$ as $H^{k}$. So the advantage of D is:

$$
\begin{aligned}
& \left|\operatorname{Pr}\left[\mathrm{D}\left(B_{r}^{+}(|u w|)\right)=1\right]-\operatorname{Pr}[\mathrm{D}(b)=1]\right| \\
& =\frac{1}{\ell_{\mathrm{K}}}\left|\sum_{j=0}^{\ell_{\mathrm{\ell}}-1}\left\{\operatorname{Pr}\left[\mathrm{D}\left(B_{r}^{+}(|u w|)\right)=1 \mid J=j\right]-\operatorname{Pr}[\mathrm{D}(b)=1 \mid J=j]\right\}\right| \\
& =\frac{1}{\ell_{\mathrm{K}}}\left|\sum_{j=0}^{\ell_{\mathrm{K}}-1}\left\{\operatorname{Pr}\left[\mathrm{M}\left(H_{S}^{j}\right)=1\right]-\operatorname{Pr}\left[\mathrm{M}\left(H_{S}^{j+1}\right)=1\right]\right\}\right| \\
& =\frac{1}{\ell_{\mathrm{K}}}\left|\operatorname{Pr}\left[\mathrm{M}\left(H_{S}^{0}\right)=1\right]-\operatorname{Pr}\left[\mathrm{M}\left(H_{S}^{\ell_{\mathrm{K}}}\right)=1\right]\right| \\
& \geq \frac{1}{\ell_{\mathrm{K}}}\left\{\left|\operatorname{Pr}\left[\mathrm{M}\left(H^{0}\right)=1\right]-\operatorname{Pr}\left[\mathrm{M}\left(H^{\ell_{\mathrm{K}}}\right)=1\right]\right|-O\left(2^{-\lambda}\right)-\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{\mathrm{TCR}}(\lambda)\right\} \\
& =\frac{\varepsilon(\lambda)-O\left(2^{-\lambda}\right)-\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{\mathrm{TCR}}(\lambda)}{\ell_{\mathrm{K}}}
\end{aligned}
$$

This completes the proof of Lemma 7.

## Reduce to the hard-core predictor $\mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$

Since D defined in Lemma 7 chooses $\xi_{1}, \xi_{2}$ itself and $w$ depends on $v^{2}$ and $\xi_{1}, \xi_{2}$, then the value of $w$ potentially changes each time D is invoked. Furthermore, D is not a predictor for $B_{r}^{+}(|u w|)$ but rather a distinguisher. So D is not suitable to be used as an oracle for the Goldreich-Levin reconstruction algorithm [12]. The first problem can be solved by fixing the value $\xi_{1}, \xi_{2}$ in advance. The second problem can be addressed by reducing the hard-core distinguisher to a suitable hardcore predictor. On input $\langle r\rangle$, the hard-core predictor $\mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$ is defined as follows:

1. Uniformly choose random bits $\alpha$ and $\beta$.
2. Invoke D on input $<v^{2}, N, r, \alpha>$, and feed it with $\xi_{1}, \xi_{2}$.

3 . If D outputs 1 , then output $\alpha$, else if D outputs 0 , then output $\beta$.
Note that now, the value of $w$ does not change with the invoking of $\mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$. So it is possible to use $\mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$ as an oracle to reconstruct $|u w|$.

Lemma 8. If there exists a PPT adversary M such that $\operatorname{Adv}_{\mathrm{KEM}, \mathrm{M}}^{\mathrm{CCA}}(\lambda)$ equals to $\varepsilon(\lambda)$, then there exists a PPT hard-core predictor, $\mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$, with the probability $\varepsilon^{\prime}(\lambda) / 2$ (over the choice of $N, v^{2}$, and $\left.\xi_{1}, \xi_{2}\right)$, can predict the value of $B_{r}^{+}(|u w|)$ with advantage $\varepsilon^{\prime}(\lambda) / 4$, where $u$ is the unique square root residue of $v^{2}, w$ is determined by $v^{2}$ and $\xi_{1}, \xi_{2}$, and $\varepsilon^{\prime}(\lambda)=\frac{\varepsilon(\lambda)-O\left(2^{-\lambda}\right)-\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{\mathrm{TCR}}(\lambda)}{\ell_{\mathrm{K}}}$.
Proof. By Lemma 7, M has $\varepsilon^{\prime}(\lambda)$-advantage in distinguishing $B_{r}^{+}(|u w|)$ from a random bit $b$. Then for at least $\varepsilon^{\prime}(\lambda) / 2$ fraction of the choices of $N, v^{2}$, and $\xi_{1}, \xi_{2}, M$ has $\varepsilon^{\prime}(\lambda) / 2$-advantage in distinguishing $B_{r}^{+}(|u w|)$ from the random bit $b$. So it is straightforward that $\mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$ can predict the value of $B_{r}^{+}(|u w|)$ with advantage $\varepsilon^{\prime}(\lambda) / 4$.

## Reduce to the factoring algorithm $\mathrm{A}(N)$

Lemma 9. If there exists a PPT adversary M such that $\operatorname{Adv}_{\mathrm{KEM}, \mathrm{M}}^{\mathrm{CCA}}(\lambda)$ equals to $\varepsilon(\lambda)$, then there exists a PPT algorithm A factoring $N$ with success probability $\Omega\left(\varepsilon^{\prime}(\lambda)^{2}\right)$, where $\varepsilon^{\prime}(\lambda)$ equals to $\varepsilon^{\prime}(\lambda)=\frac{\varepsilon(\lambda)-O\left(2^{-\lambda}\right)-\operatorname{Adv}_{\mathrm{H}, \mathrm{M}}^{\mathrm{TCR}}(\lambda)}{\ell_{\mathrm{K}}}$.
Proof. From lemma 2, it is enough to prove that there exists another adversary $\mathrm{A}^{\prime}\left(N, v^{2}\right)$, using $M$ as oracle, is able to compute the unique quadratic residue $u$ such that $u^{2}=v^{2}$ with probability $\Omega\left(\varepsilon^{\prime}(\lambda)^{2}\right)$, where $v^{2}$ is a uniform element of $G$.

On input $\left(N, v^{2}\right), \mathrm{A}^{\prime}$ is defined as follows:

1. Choose $\xi_{1}, \xi_{2}$ uniformly from $\left[2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\lambda}\right]$.
2. Compute $w=\left(v^{2^{2 \ell_{\mathrm{K}}}}\right)^{\xi_{1} \xi_{2}}\left(v^{2^{\ell_{\mathrm{K}}}}\right)^{\xi_{1}+\xi_{2}}$.
3. Invoke the Goldreich-Levin reconstruction algorithm, $R\left(1^{\lambda}\right)$ :
(a) Whenever asked for $B_{r_{i}}(z)$, invoke $\mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$ on input $<r_{i}>$, and give its output as an answer. (Recall that $\mathrm{D}_{N, \xi_{1}, \xi_{1}, v^{2}}^{\prime}$ invokes M and answers its queries).
(b) Denote by $z$ the output of $R$.
4. Compute $u^{\prime}=z w^{-1}$. Given that $R$ outputs the correct value, i.e., $z=|u w|$, then $z=u w$ or $z=-u w$.

The successful probability of $\mathrm{A}^{\prime}$ : Since with the probability $\varepsilon^{\prime}(\lambda) / 2, \mathrm{D}_{N, \xi_{1}, \xi_{2}, v^{2}}^{\prime}$ predicts the value of $B_{r}^{+}(|u w|)$ with advantage $\varepsilon^{\prime}(\lambda) / 4$, then by Goldreich-Levin theorem [12], we have that $R$ retrives the value of $|u w|$ with probability at least $\Omega\left(\varepsilon^{\prime}(n)^{2}\right)$. Given that $R$ outputs the correct value, with probability $1 / 2, u^{\prime}=u$. Therefore, A' compute $u$ with probability $\Omega\left(\varepsilon^{\prime}(n)^{2}\right)$, as required.
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## A Proof of Some Properties and Lemmas

Property 1. Let $h$ be a uniform element of $Z_{N}^{*}, P_{B}=\prod_{1<p<B, \mathrm{p} \text { is prime }} p$, and $g=h^{P_{B}}$. Then, $g$ is a uniform element of $G$.

Proof. Notice that order of $h$ is one of the factors of $2 p q p^{\prime} q^{\prime}$, and $2 p q \mid P_{B}$, $\operatorname{gcd}\left(p^{\prime} q^{\prime}, P_{B}\right)=1$. Then the order of $g$ must be one of the factors of $p^{\prime} q^{\prime}$. Thus $g$ lies in the unique subgroup of order $p^{\prime} q^{\prime}, G$. On the other hand, for every element $g$ of $G$, there must exists an element $h$ belongs to $Z_{N}^{*}$, such that $g=h^{P_{B}}$ (Reason: since $\operatorname{gcd}\left(p^{\prime} q^{\prime}, P_{B}\right)=1$, then there exists $a, b \in Z$ such that $a P_{B}+b p^{\prime} q^{\prime}=1$. Then $\left.g=g^{a P_{B}+b p^{\prime} q^{\prime}}=\left(g^{a}\right)^{P_{B}}\right)$. Therefore, $G=\left\{g \mid g=h^{P_{B}}, h \in Z_{N}^{*}\right\}$. Observe that the mapping $f(x)=x^{P_{B}}$ is a $4 p q$ to 1 mapping from $Z_{N}^{*}$ to $G$, that is, for every $z$ in $G$, there exists exactly $4 p q$ solutions in $Z_{N}^{*}$ such that $z=x^{P_{B}}$ (Reason: We firstly consider the set $X_{I}=\left\{x \mid x \in Z_{N}^{*}, x^{P_{B}}=1\right\}$. Let the number of $X_{I},\left|X_{I}\right|$, be $m$. Let $y^{\prime}$ be an element of $G, x^{\prime}$ be an element of $Z_{N}^{*}$ such that $y^{\prime}=\left(x^{\prime}\right)^{P_{B}}$. For every element $x$ of $X_{I}$, it must be that $y^{\prime}=\left(x^{\prime} x\right)^{P_{B}}$. For every $x$ does not belong to $X_{I}$, it must be that $y^{\prime} \neq\left(x^{\prime} x\right)^{P_{B}}$. So it must be that for every $z$ of $G$, the equation $z=x^{P_{B}}$ has exactly $m$ solutions in $Z_{N}^{*}$. Since the number of $G,|G|$, equals to $p^{\prime} q^{\prime}$. So it must be $m p^{\prime} q^{\prime}=4 p q p^{\prime} q^{\prime}$. So $m$ equals to $4 p^{\prime} q^{\prime}$ ). When $x$ is chosen uniformly from $Z_{N}^{*}, z=x^{P_{B}}$ is uniformly distributed in $G$. So $g$ is a uniformly random element of $G$.

Property 2. With probability $1-O\left(2^{-m^{\prime}(\lambda)}\right)$, a uniform element in $G$ is a generator of $G$.
Proof. The order of $G$ is $p^{\prime} q^{\prime}$, there are $\left(p^{\prime}-1\right)\left(q^{\prime}-1\right)$ elements of order $p^{\prime} q^{\prime}$. So with probability $1-\left(p^{\prime}-1\right)\left(q^{\prime}-1\right) / p^{\prime} q^{\prime}=1-O\left(2^{-m^{\prime}(\lambda)}\right)$, a uniform element in $G$ is a generator of $G$.

Property 3. Any element $z$ of $G$ is a quadratic residue, the unique quadratic residue $u$ such that $u^{2}=z$ lies in $G$.
Proof. From property 1 and 2, with overwhelming probability, $g=h^{P_{B}}=\left(h^{P_{B}^{\prime}}\right)^{2}$ is a generator of $G$, where $P_{B}^{\prime}=\prod_{2<p<B, \mathrm{p} \text { is prime }} p$. Obviously, $g$ is a quadratic residue. So any element of $G=<g>$ is a quadratic residue. Since $N$ is a Blum integer, then the equation $u^{2}=z$ has unique solution in $Q R_{N}$. Furthermore, the order of $G, p^{\prime} q^{\prime}$, is odd, then $\operatorname{gcd}\left(2, p^{\prime} q^{\prime}\right)=1$, so $2^{-1} \bmod p^{\prime} q^{\prime}$ exists. Since $z$ lies in $G$, then $z^{2^{-1} \bmod p^{\prime} q^{\prime}}$ lies in $G$. Finally, since $\left(z^{2^{-1} \bmod p^{\prime} q^{\prime}}\right)^{2}=z$, then $z^{2^{-1} \bmod p^{\prime} q^{\prime}}$ which lies in $G$ is the unique solution of the equation $u^{2}=z$.
Property 4. For any element $z$ of $G$, then the unique quadratic residue $u$ such that $z=u^{2^{k}}$ lies in $G$ for any $k \in Z^{+}$.
Proof. Since $\operatorname{gcd}\left(2, p^{\prime} q^{\prime}\right)=1$ and so $\operatorname{gcd}\left(2^{k}, p^{\prime} q^{\prime}\right)=1$, then $2^{-k} \bmod p^{\prime} q^{\prime}$ exists, thus $z^{2^{-k} \bmod p^{\prime} q^{\prime}}$ lies in $G$ and is a quadratic residue. Since $N$ is a Blum integer, then squaring in quadratic residue group, $Q R_{N}$, is a permutation. Then $u^{2}=z$ has unique solution in $Q R_{N}$. By induction, $z=u^{2^{k}}$ has unique solution in $Q R_{N}$. Since $\left(z^{2^{-k} \bmod p^{\prime} q^{\prime}}\right)^{2^{k}}=z$, then $u=z^{2^{-k} \bmod p^{\prime} q^{\prime}}$ is the unique quadratic residue satisfies $z=u^{2^{k}}$ and lies in $G$.
Lemma 5. If $A, B \in Q R_{N}^{+}$, then $A^{2}=B^{2} \bmod N \Leftrightarrow A=B$. More generally, $A^{2^{k}}=B^{2^{k}} \bmod N\left(k \in Z^{+}\right) \Leftrightarrow A=B$.
Proof. The necessity is obvious. We only prove the sufficiency.
Since $A \in Q R_{N}^{+}$, then there exists $u \in Z_{N}^{*}$ such that $A=u^{2}$ if $0 \leq u^{2}<N / 2$ or else $A=-u^{2}$. Similarly, there exists $v \in Z_{N}^{*}$ such that $B=v^{2}$ if $0 \leq v^{2}<N / 2$ or else $B=-v^{2}$. Now

$$
A^{2}=B^{2} \bmod N \Rightarrow u^{4}=v^{4} \bmod N
$$

From the uniqueness of square quadratic root (recall that $N$ is a Blum integer), we have $u^{2}=v^{2} \bmod N$.

So if $0 \leq u^{2}<N / 2$ then $A=u^{2}=v^{2}=B$; else if $-N / 2<u^{2}<0$ then $A=-u^{2}=-v^{2}=B$.

The general case can be proved by induction.
Lemma 6. If $A, B \in Q R_{N} \cup Q R_{N}^{+}$, then $|A B|=||A|| B| |$.
Proof. If $A \in Q R_{N} \cup Q R_{N}^{+}$, then exists $u$ such that $A=u^{2}$ or $A=-u^{2}$. Similarly, if $B \in Q R_{N} \cup Q R_{N}^{+}$, then exists $v$ such that $B=v^{2}$ or $B=-v^{2}$. On one hand, we have $|A B|=\left|u^{2} v^{2}\right|$ or $|A B|=\left|-u^{2} v^{2}\right|$. So, we have $|A B|=\left| \pm u^{2} v^{2}\right|=\left|u^{2} v^{2}\right|$. On the other hand, we also have $\| A| | B| |=\left| \pm u^{2} v^{2}\right|=\left|u^{2} v^{2}\right|$ since $|A|$ equals to $u^{2}$ or $-u^{2}$ and $|B|$ equals to $v^{2}$ or $-v^{2}$. The Lemma follows since both $|A B|$ and $\|A\| B \|$ equal to $\left|u^{2} v^{2}\right|$.
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#### Abstract

In STOC'08, Peikert and Waters introduced a new powerful primitive called lossy trapdoor functions (LTDFs) and a richer abstraction called all-but-one trapdoor functions (ABO-TDFs). They also presented a black-box construction of CCA-secure PKE from an LTDF and an ABO-TDF. An important component of their construction is the use of a strongly unforgeable one-time signature scheme for CCA-security.

In this paper, we introduce the notion of chameleon ABO-TDFs, which is a special kind of ABO-TDFs. We give a generic as well as a concrete construction of chameleon ABO-TDFs. Based on an LTDF and a chameleon ABO-TDF, we presented a black-box construction, free of one-time signature, of variant of the CCA secure PKE proposed by Peikert and Waters.
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## 1 Introduction

Chosen-ciphertext security (CCA-security, for short) 3314 is now considered as a standard notion of security for public key encryption (PKE) in practice. Numerous CCA-secure PKE schemes in the standard model, under both specific hardness assumption and general assumption, have been constructed over the years following several structural approaches.

The first approach for constructing CCA-secure PKE schemes was put forward by Naor and Yung [28]. As explained in [17], the approach employs a "two key" construction, where the well-formedness of a ciphertext is guaranteed by a (simulation-sound) non-interactive zero knowledge (NIZK) proof. The two-key/NIZK paradigm has led to CCA-secure PKE schemes based on general assumption [14, such as trapdoor permutations, and efficient schemes based on specific number theoretic assumptions [1213], such as the decisional DiffieHellman (DDH) and composite residuosity assumptions.

Canetti, Halevi, and Katz [10] presented another approach for constructing CCA-secure PKE schemes using identity-based encryption (IBE) as a building
block. The idea is to use, for each encryption, a fresh random verification key of a strongly unforgeable one-time signature scheme as the "identity" for IBE encryption. In order to tie the IBE ciphertext to this verification key, the ciphertext is signed using the corresponding signing key. Boneh and Katz [7] improved the efficiency of the scheme by using a MAC instead of a strongly unforgeable one-time signature. Some other efforts 825 further improved the efficiency.

The PKE schemes in [10]7|8|25] follow a similar method in the proof simulation. After the setup phase there is a certain set of well-formed ciphertexts that the simulator can decrypt corresponding to "identities" that the simulator knows the private keys. The remaining well-formed ciphertexts, that the simulator cannot decrypt corresponding to "identities" for which the simulator does not know the private keys, can be used as challenge ciphertexts in the simulation.

Recently, Peikert and Waters 31 introduced a new primitive called lossy trapdoor functions (LTDFs) and a richer abstraction called all-but-one trapdoor functions (ABO-TDFs). Peikert and Waters 31 constructed an elegant CCAsecure PKE scheme in a black-box manner based on an LTDF and an ABO-TDF. The scheme can be viewed as an application of the two-key paradigm [28, and the proof of security is similar to that of the IBE-based schemes [10]. An important component of their construction is the use of a strongly unforgeable one-time signature scheme for CCA-security, similar to that of Canetti, Halevi, and Katz [10]. This paper is motivated by improving the CCA-secure PKE construction of Peikert and Waters 31.

### 1.1 Our Contributions

Chameleon all-but-one TDFs. We introduce the notion of chameleon all-but-one TDFs (ABO-TDFs), which is a special kind of ABO-TDFs.

In an ABO-TDFs collection 31, each function has several branches. Almost all the branches are injective trapdoor functions, except for one branch which is lossy. Freeman et al. [18] generalized the definition of ABO trapdoor functions by allowing possibly many lossy branches (other than one).

As for chameleon ABO-TDFs, each function has many lossy branches just as the generalized definition in [18], but each branch is now represented by a pair $(a, b)$. The "chameleon" property requires that for each $a$, it is easy to determine a unique $b$ to come up with a lossy branch $(a, b)$ with a trapdoor, while it is computationally indistinguishable to tell a lossy branch $\left(a, b_{0}\right)$ from an injective branch ( $a, b_{1}$ ) without the trapdoor.

Based on any CPA-secure PKE scheme with some additional property (mostly additively homomorphism), we propose a generic construction of chameleon ABO-TDFs. We can construct a chameleon ABO-TDF from any ABO-TDF in the sense of 31 and a chameleon hash function [24] targeting to the branch set. Yet the properties of the chameleon hash are a bit overkill for what we need and we build the needed properties directly into the constructions for better efficiency. In our construction, each chameleon ABO-TDF takes as input $((a, b), x)$, and outputs a ciphertext, which is an encryption of $x\left(a x_{a}+b x_{b}+x_{d}\right)$, where $x_{a}, x_{b}, x_{d}$ are the trapdoor and the encryptions of $x_{a}, x_{b}, x_{d}$ using the CPA-secure

PKE scheme are the public parameters of the function. Note that, due to the homomorphism of the CPA-secure PKE scheme, the chameleon ABO-TDF can be computed publicly. If $(a, b)$ is a lossy branch, the chameleon ABO-TDF outputs an encryption of 0 . Given $a$, with the trapdoor $x_{a}, x_{b}, x_{d}$, one can compute $b=\left(-a x_{a}-x_{d}\right) \cdot x_{b}{ }^{-1}$, where $(a, b)$ is a lossy branch. This computation requires that the message space of the PKE scheme is a finite field. In previous constructions of ABO-TDFs 3118, each ABO-TDF takes as input $(b, x)$, and outputs a ciphertext, which is an encryption of $x\left(b-b^{*}\right)$, where an encryption of $b^{*}$ is the public parameter. The only lossy branch is $b=b^{*}$, and the ABO-TDF outputs an encryption of 0 .

We also show how to instantiate the generic construction based on the Damgård-Jurik encryption scheme [15]. In fact, it is easy to transform the DDH-based all-but-one trapdoor function proposed by Freeman et al. 18 into a chameleon ABO-TDF using the same technique in our generic construction of chameleon ABO-TDFs.

CCA-secure PKE. We present a black-box construction of CCA-secure PKE based on an LTDF and a chameleon ABO-TDF. Our construction does not require strongly unforgeable one-time signature scheme, but a collision-resistant hash function, making it more efficient than that of Peikert and Waters [31].

The security proof of the construction does not rely on random oracles (RO) [5]. We follow a similar method of Peikert and Waters [31] in the proof simulation. In the security proof of Peikert and Waters's construction, when the adversary issues decryption queries, with overwhelming probability, the ABO-TDF works as an injective trapdoor function and the simulator uses the corresponding trapdoor to respond. In the challenge phase, the ABO-TDF works in lossy branch and the encrypted message is information hidden from the adversary. Because the ABO-TDF of Peikert and Waters has only one lossy branch, the simulator needs to know the lossy branch before the challenge phase and it resorts to strongly unforgeable one-time signature scheme.

In our CCA-secure PKE construction, the ABO-TDF is replaced by a chameleon ABO-TDF. Each chameleon ABO-TDF has many lossy branches (other than one) and each branch is represented by a pair ( $a, b$ ). In our scheme, the first component of a branch $a$ is correlated with the encrypted message, but $b$ is independent of the message. Now, in the proof simulation, when the adversary submits the challenge messages, the simulator first computes $a^{*}$, which is correlated with the challenge messages, and computes $b^{*}$ with the trapdoor of the chameleon ABO-TDF to make the branch $\left(a^{*}, b^{*}\right)$ lossy. In other words, the simulator does not need to know the lossy branch before the challenge phase and it can generate a lossy branch after the adversary submits the challenge messages, which allows us to remove the requirement of strongly unforgeable one-time signature scheme. In our proof simulation, the simulator uses the same method of Peikert and Waters [31] to answer the adversary's decryption queries.

### 1.2 Related Work

Lossy trapdoor functions (LTDFs) were introduced by Peikert and Waters in [31]. Since their introduction, LTDFs have found many uses in cryptography. In particular, Peikert and Waters showed that any LTDF with enough lossiness can be used to construct an ABO-TDF, which can then be used to achieve CCA-security. In addition to CCA-secure encryption, LTDFs have been used in achieving deterministic encryption 3], lossy encryption 30, hedged public key encryption [2], security against selective opening attacks [4].

Peikert and Waters 31 presented constructions of LTDFs from the Decisional Diffie-Hellman (DDH) assumption and lattice assumptions. Boldyreva et al. 6] and Freeman et al. [18] gave (identical) efficient constructions of LTDFs from Paillier's decisional composite residuosity (DCR) assumption [29]. Freeman et al. [18] also gave efficient constructions of LTDFs based on composite residuosity assumption and $d$-Linear assumption [19|34. Hemenway and Ostrovsky [20] showed that smooth homomorphic hash proof systems imply LTDFs. Kiltz et al. [23] showed that the RSA trapdoor function is lossy under the $\Phi$-Hiding assumption of Cachin et al. [11. Recently, Boyen and Waters [9 proposed two new discrete-log-type LTDFs, which are more efficient than earlier comparable constructions.

Rosen and Segev [32] showed that any collection of injective trapdoor functions that is secure under very natural correlated products can be used to construct a CCA-secure PKE scheme, and demonstrated that any collection of LTDFs with sufficient lossiness yields a collection of injective trapdoor functions that is secure under natural correlated products.

Mol and Yilek [27] extended the results of [31] and [32] and showed that only a non-negligible fraction of a single bit of lossiness is sufficient for building CCA-secure PKE schemes.

Hemenway and Ostrovsky [21] studied under which condition a homomorphic encryption implies CCA. They showed that a homomorphic encryption with cyclic plaintexts implies a family of LTDFs, and henceforth a CCA-secure encryption using the results of Peikert and Waters [31. Our paper focuses on efficient construction of CCA-secure systems from families of LTDFs, compared with the construction of Peikert and Waters 31. Our result is that we can do that with a special kind of LTDFs, namely, chameleon ABO-TDFs. A homomorphic encryption with cyclic plaintexts is not enough to construct a family of chameleon ABO-TDFs.

Recently, Kiltz et al. [22] introduced the notion of adaptive trapdoor functions (ATDFs) and a natural generalization they called tag-based adaptive trapdoor functions (TB-ATDFs). They showed that ATDFs and TB-ATDFs can be constructed directly using lossy+ABO-TDFs. They also showed that ATDFs and TB-ATDFs are strictly weaker than correlated-product trapdoor functions 32] and LTDFs 31. They gave black-box constructions of CCA-secure PKE from both ATDFs and TB-ATDFs. The construction of CCA-secure PKE from TBATDFs is similar to the construction of Peikert and Waters 31. But, compared with [31, one-time signature can be replaced by a MAC using the transform of

Boneh et al. [7. They used the hardcore bit of the ATDF to construction one-bit PKE. But, if the given ATDF is a permutation or has linearly many simultaneous hardcore bits, they can use the ATDF as a key-encapsulation mechanism (KEM) for an CCA-secure symmetric encryption scheme to construction a CCAsecure PKE. In their construction of ATDF from lossy+ABO-TDF, the branch of ABO-TDF is the output of a target collision-resistant hash function, which takes the output of LTDF as input. The branch of ABO-TDF in their construction of TB-ATDF from lossy+ABO-TDF is a tag chosen randomly. As opposed to their construction, the first component of a branch $(a, b)$ of chameleon ABOTDF in our scheme $a$ is chosen randomly, and the second component $b$ is the output of a collision-resistant hash function, which takes the output of LTDF and $h(x) \oplus m$ as inputs, where $m$ is the encrypted message. (Note that, our construction needs a fully collision resistant hash as opposed to target collision resistant as in [22.) This technique, which has already used in the RO model to construct CCA-secure PKE schemes [1], allows us to avoid using one-time signature, MAC, or other symmetric-key primitives.

Our works are also related to chameleon hash function [24]. Roughly speaking, chameleon hash functions are randomized collision-resistant hash functions with the additional property that given a trapdoor, one can efficiently generate collisions. Mohassel showed in [26] how to construct one-time signature from chameleon hash functions, which can be used in the construction of Peikert and Waters 31 .

### 1.3 Organization

The rest of the paper is organized as follows. In Section 2, we review some standard notations and cryptographic definitions. We introduce the notion of chameleon ABO-TDFs and present a generic construction and a concrete construction in Section 3. In Section 4, we present black-box constructions of CCAsecure PKE based on an LTDF and a chameleon ABO-TDF. Finally, we state our conclusion in Section 5.

## 2 Preliminaries

If $S$ is a set, then $|S|$ denotes its size and $s \stackrel{\$}{\stackrel{ }{\leftarrow} S \text { denotes the operation of picking }}$ an element $s$ uniformly at random from $S$. Let $\mathbb{N}$ denote the natural numbers. If $\lambda \in \mathbb{N}$ then $1^{\lambda}$ denotes the string of $\lambda$ ones. Let $z \leftarrow \mathrm{~A}(x, y, \ldots)$ denote the operation of running an algorithm A with inputs $(x, y, \ldots)$ and output $z$. Let $U_{\ell}$ denote the uniform distribution on $\ell$-bit binary strings. A function $f(\lambda)$ is negligible if for every $c>0$ there exists an $\lambda_{c}$ such that $f(\lambda)<1 / \lambda^{c}$ for all $\lambda>\lambda_{c}$.

### 2.1 Hashing

Formally, a function $H: X \rightarrow Y$ is a collision-resistant (CR) hash function, if for all probabilistic polynomial-time (PPT) algorithm $\mathcal{A}, \operatorname{Adv}_{\mathcal{A}}{ }^{\mathrm{CR}}(\lambda)$ is negligible in $\lambda$, where

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{CR}}(\lambda)=\operatorname{Pr}\left[x, x^{\prime} \leftarrow \mathcal{A}(H): x^{\prime} \neq x \wedge H\left(x^{\prime}\right)=H(x)\right]
$$

A family of function $\mathcal{H}=\left\{h_{i}: X \rightarrow Y\right\}$ is pairwise independent, if for every distinct $x, x^{\prime} \in X$ and every $y, y^{\prime} \in Y, \operatorname{Pr}_{h \leftrightarrow \mathcal{H}^{\S}}\left[h(x)=y\right.$ and $\left.h\left(x^{\prime}\right)=y^{\prime}\right]=$ $1 /|Y|^{2}$.

### 2.2 Extracting Randomness

The min-entropy $\mathbf{H}_{\infty}(X)$ of a random variable $X$ is $-\log \left(\max _{x} \operatorname{Pr}(X=x)\right)$. Dodis, Reyzin and Smith [16] defined average min-entropy of $X$ given $Y$ to be the logarithm of the average probability of the most likely value of $X$ given $Y$ : $\tilde{\mathbf{H}}_{\infty}(X \mid Y)=-\log \left(\mathrm{E}_{y \leftarrow Y}\left[2^{-\mathbf{H}_{\infty}(X \mid Y=y)}\right]\right)$. They proved that if $Y$ has $2^{\ell}$ possible values and $Z$ is any random variable, then $\tilde{\mathbf{H}}_{\infty}(X \mid(Y, Z)) \geq \mathbf{H}_{\infty}(X \mid Z)-\ell$.

The statistical distance between two probability distributions $X$ and $Y$ is $\mathbf{S D}(X, Y)=\frac{1}{2} \sum_{v}|\operatorname{Pr}(X=v)-\operatorname{Pr}(Y=v)|$. Dodis, Reyzin and Smith [16] proved that if $X, Y$ are random variables such that $X \in\{0,1\}^{n}$ and $\tilde{\mathbf{H}}_{\infty}(X \mid Y) \geq k$, and $\mathcal{H}$ is a family of pairwise independent hash functions from $\{0,1\}^{n}$ to $\{0,1\}^{\ell}$, then for $h \stackrel{\$}{\rightleftarrows} \mathcal{H}, \mathbf{S D}\left((Y, h, h(X)),\left(Y, h, U_{\ell}\right)\right) \leq \epsilon$ as long as $\ell \leq k-2 \log (1 / \epsilon)$.

### 2.3 Public Key Encryption

A PKE scheme is a tuple of algorithms described as follows:
$\mathrm{Kg}(\lambda)$ takes as input a security parameter $\lambda$. It outputs a public/private key pair (PK, SK).
Enc $(\mathrm{PK}, m)$ takes as input a public key PK and a message $m$. It outputs a ciphertext.
$\operatorname{Dec}(\mathrm{SK}, c)$ takes as input a private key SK and a ciphertext $c$. It outputs a plaintext message or the special symbol $\perp$ meaning that the ciphertext is invalid.

We insist that all public key encryption schemes satisfy the obvious correctness condition (that decryption "undoes" encryption).

The strongest and commonly accepted notion of security for a PKE scheme is that of indistinguishability against an adaptive chosen ciphertext attack (CCA). It is defined using the following game between an adversary $\mathcal{A}$ and a challenger.

Setup. The challenger runs $\operatorname{Kg}(\lambda)$ to obtain a public/private key pair (PK, SK). It gives the public key PK to the adversary.
Query phase 1. The adversary $\mathcal{A}$ adaptively issues decryption queries $c$. The challenger responds with $\operatorname{Dec}(\mathrm{SK}, c)$.
Challenge. The adversary $\mathcal{A}$ submits two (equal length) messages $m_{0}, m_{1}$. The challenger selects a random bit $\beta \in\{0,1\}$, sets $c^{*}=\operatorname{Enc}\left(\mathrm{PK}, m_{\beta}\right)$ and sends $c^{*}$ to the adversary as its challenge ciphertext.
Query phase 2. The adversary continues to adaptively issue decryption queries $c$, as in Query phase 1, but with the natural constraint that the adversary does not request the decryption of $c^{*}$.

Guess. The adversary $\mathcal{A}$ outputs its guess $\beta^{\prime} \in\{0,1\}$ for $\beta$ and wins the game if $\beta=\beta^{\prime}$.

We define $\mathcal{A}$ 's advantage in attacking the public key encryption scheme PKE with the security parameter $\lambda$ as $\operatorname{Adv}_{\mathcal{A}}^{\mathrm{PKE}}(\lambda)=\left|\operatorname{Pr}\left[\beta=\beta^{\prime}\right]-\frac{1}{2}\right|$.

Definition 1. A public key encryption scheme PKE is CCA secure, if for all polynomial-time adversary $\mathcal{A}$, the advantage $\operatorname{Adv}_{\mathcal{A}}{ }^{P K E}(\lambda)$ is negligible.

The chosen-plaintext security CPA for a public key encryption scheme can be defined as the preceding game, except that adversary $\mathcal{A}$ is disallowed to issue any decryption query.

### 2.4 Lossy Trapdoor Functions

Informally, a collection of LTDFs is a collection of functions with two computationally indistinguishable branches: an injective branch with a trapdoor and a lossy branch losing information about its input.

Definition 2 (Lossy Trapdoor Functions). A collection of $(n, k)$-lossy trapdoor functions is a 3 -tuple of (possibly probabilistic) polynomial-time algorithms ( $G, F, F^{-1}$ ) such that:

1. Sampling an injective function: $\mathrm{G}\left(1^{\lambda}\right.$, injective) outputs $(s, t d)$ where $s$ is a function index and $t d$ is its trapdoor. The algorithm $\mathrm{F}(s, \cdot)$ computes a (deterministic) injective function $f_{s}(\cdot)$ over the domain $\{0,1\}^{n}$, and $\mathrm{F}^{-1}(s, t d, \cdot)$ computes $f_{s}^{-1}(\cdot)$.
2. Sampling a lossy function: $\mathrm{G}\left(1^{\lambda}\right.$, lossy) outputs $s$ where $s$ is a function index. The algorithm $\mathrm{F}(s, \cdot)$ computes a (deterministic) function $f_{s}(\cdot)$ over the domain $\{0,1\}^{n}$ whose image has size at most $2^{n-k}$.
3. Hard to distinguish injective from lossy: The ensembles $\{s:(s, t d) \leftarrow$ $\mathrm{G}\left(1^{\lambda}\right.$, injective $\left.)\right\}_{\lambda \in \mathbb{N}}$ and $\left\{s: s \leftarrow \mathrm{G}\left(1^{\lambda} \text {, lossy }\right)\right\}_{\lambda \in \mathbb{N}}$ are computationally indistinguishable.

## 3 Chameleon ABO-TDFs and Its Constructions

In this section, we first introduce our notion of chameleon ABO-TDFs. Then, based on a CPA-secure pubic key encryption scheme with some additional property, we propose a generic construction of chameleon ABO-TDFs. Finally, we instantiate the generic construction using the Damgård-Jurik encryption scheme [15].

### 3.1 Chameleon ABO-TDFs

The notion of ABO-TDFs, introduced by Peikert and Waters 31, is a richer abstraction of LTDFs. In an ABO collection, each function has several branches. Almost all the branches are injective trapdoor functions, except for one branch which is lossy. Freeman et al. [18] generalized the definition of ABO-TDFs by
allowing possibly many lossy branches (other than one). Let $\mathbb{B}=\left\{B_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be a collection of sets whose elements represent the branches, and we recall the definition of ABO-TDFs [18].

Definition 3(All-But-One Trapdoor Functions). A collection of ( $n, k$ )-all-butone trapdoor functions is a 3-tuple of (possibly probabilistic) polynomial-time algorithms $\left(\mathrm{G}_{a b o}, \mathrm{~F}_{a b o}, \mathrm{~F}_{a b o}^{-1}\right)$ such that:

1. Sampling a function: For any $\lambda \in \mathbb{N}$ and $b^{*} \in B_{\lambda}, \mathrm{G}_{a b o}\left(1^{\lambda}, b^{*}\right)$ outputs $(s, t d, \tilde{S})$ where $s$ is a function index, $t d$ is its trapdoor and $\tilde{S}$ is a set of lossy branches with $b^{*} \in \tilde{S} \subset B_{\lambda}$.
2. Evaluation of injective functions: For any $b \in B_{\lambda}$, if $b \notin \tilde{S}$ where $(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{a b o}\left(1^{\lambda}, b^{*}\right)$, then $\mathrm{F}_{a b o}(s, b, \cdot)$ computes a (deterministic) injective function $f_{s, b}(\cdot)$ over the domain $\{0,1\}^{n}$, and $\mathrm{F}_{a b o}^{-1}(s, t d, b, \cdot)$ computes $f_{s, b}^{-1}(\cdot)$.
3. Evaluation of lossy functions: For any $b \in B_{\lambda}$, if $b \in \tilde{S}$ where $(s, t d, \tilde{S}) \leftarrow$ $\mathrm{G}_{a b o}\left(1^{\lambda}, b^{*}\right)$, then $\mathrm{F}_{a b o}(s, b, \cdot)$ computes a (deterministic) function $f_{s, b}(\cdot)$ over the domain $\{0,1\}^{n}$ whose image has size at most $2^{n-k}$.
4. Security: The ensembles $\left\{s:(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{a b o}\left(1^{\lambda}, b_{1}^{*}\right)\right\}_{\lambda \in \mathbb{N}, b_{1}^{*} \in B_{\lambda}}$ and $\{s:$ $\left.(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{a b o}\left(1^{\lambda}, b_{2}^{*}\right)\right\}_{\lambda \in \mathbb{N}, b_{2}^{*} \in B_{\lambda}}$ are computationally indistinguishable.
5. Hard to find one-more lossy branch: Any probabilistic polynomial-time algorithm $\mathcal{A}$ that receives $(s, b)$ as input, where $(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{a b o}\left(1^{\lambda}, b^{*}\right)$ and $b \stackrel{\Phi}{\leftarrow} \tilde{S}$, has only a negligible probability of outputting an element $b^{\prime} \in \tilde{S} \backslash\{b\}$.

We are now ready to introduce the notion of chameleon ABO-TDFs, which is a specific kind of ABO-TDFs with two variable $(a, b)$ as a branch. The property we require is that given any $a$, it is easy to determine a unique lossy branch $(a, b)$ with the help of a trapdoor, while $\left(a, b_{0}\right)$ from a lossy branch family is computationally indistinguishable from $\left(a, b_{1}\right)$ from an injective branch family with the trapdoor. We can construct a chameleon ABO-TDF from any ABOTDF in the sense of [31] and a chameleon hash function [24] targeting to the branch set. Yet the properties of the chameleon hash are a bit overkill for what we need and we build the needed properties directly into the constructions for better efficiency.

Let $\mathbb{A} \times \mathbb{B}=\left\{A_{\lambda} \times B_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be a collection of sets whose elements represent the branches.

Definition 4 (Chameleon All-But-One Trapdoor Functions). A collection of $(n, k)$-chameleon all-but-one trapdoor functions is a 4 -tuple of (possibly probabilistic) polynomial-time algorithms $\left(\mathrm{G}_{c h}, \mathrm{~F}_{c h}, \mathrm{~F}_{c h}^{-1}, \mathrm{CLB}_{c h}\right)$ such that:

1. Sampling a function: For any $\lambda \in \mathbb{N}, \mathrm{G}_{c h}\left(1^{\lambda}\right)$ outputs $(s, t d, \tilde{S})$ where $s$ is a function index, $t d$ is its trapdoor and $\tilde{S} \subset A_{\lambda} \times B_{\lambda}$ is a set of lossy branches.

Note that, a lossy branch is specified as a parameter to the function sampler of an ABO collection, but we have no such requirement.
2. Evaluation of injective functions: For any $(a, b) \in A_{\lambda} \times B_{\lambda}$, if $(a, b) \notin \tilde{S}$ where $(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$, then $\mathrm{F}_{c h}(s, a, b, \cdot)$ computes a (deterministic) injective function $g_{s, a, b}(\cdot)$ over the domain $\{0,1\}^{n}$, and $\mathrm{F}_{c h}^{-1}(s, t d, a, b, \cdot)$ computes $g_{s, a, b}^{-1}(\cdot)$.
3. Evaluation of lossy functions: For any $(a, b) \in A_{\lambda} \times B_{\lambda}$, if $(a, b) \in \tilde{S}$ where $(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$, then $\mathrm{F}_{c h}(s, a, b, \cdot)$ computes a (deterministic) function $g_{s, a, b}(\cdot)$ over the domain $\{0,1\}^{n}$ whose image has size at most $2^{n-k}$.
4. Chameleon property:
(a) Computing a lossy branch: For any $a \in A_{\lambda}, \operatorname{CLB}_{c h}(s, t d, a)$ computes a unique $b \in B_{\lambda}$ to result in a lossy branch $(a, b)$. The uniqueness of $b$ for a given $a$ implies that any randomly chosen branch from $A_{\lambda} \times B_{\lambda}$ is injective with overwhelming probability.
(b) Hard to distinguish a lossy branch from an injective branch: Any probabilistic polynomial-time algorithm $\mathcal{A}$ that receives $s$ as input, where $(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$, has only a negligible probability of distinguishing a pair $\left(a, b_{0}\right) \in \widetilde{S}$ from $\left(a, b_{1}\right) \notin \tilde{S}$, even $a$ is chosen by $\mathcal{A}$. Formally, Let $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ be a CH -LI distinguisher and define its advantage as

$$
\operatorname{Adv}_{\mathcal{A}}^{\mathrm{CH}-\mathrm{LI}}(\lambda)=\left|\operatorname{Pr}\left[\begin{array}{c}
(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right) ; a \leftarrow \mathcal{A}_{1}(s) ; \\
\beta=\beta^{\prime}: b_{0}=\operatorname{CLB}_{c h}(s, t d, a) ; b_{1} \stackrel{\$}{\leftarrow} B_{\lambda} ; \\
\beta \stackrel{\$}{\leftarrow}\{0,1\} ; \beta^{\prime} \leftarrow \mathcal{A}_{2}\left(s, a, b_{\beta}\right)
\end{array}\right]-\frac{1}{2}\right| .
$$

Given a collection of chameleon all-but-one trapdoor functions, it is hard to distinguish a lossy branch from an injective branch, if $\operatorname{Adv}_{\mathcal{A}}{ }^{\mathrm{CH}}{ }^{\mathrm{LI}}(\cdot)$ is negligible for every PPT distinguisher $\mathcal{A}$. This property implies that given $a$, without the trapdoor, the component $b$ of the lossy branch $(a, b)$ is distributed uniformly.
5. Hard to find one-more lossy branch: Any probabilistic polynomial-time algorithm $\mathcal{A}$ that receives $(s, a, b)$ as input, where $(s, t d, \tilde{S}) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$ and $(a, b) \stackrel{\$}{\leftarrow} \tilde{S}$, has only a negligible probability of outputting a pair $\left(a^{\prime}, b^{\prime}\right) \in$ $\tilde{S} \backslash\{(a, b)\}$. This property implies that the size of $\tilde{S}$ should not be too small.

In 31, Peikert and Waters also introduced a slightly relaxed definition of LTDFs, which they called almost-always LTDFs. Namely, there is only a negligible probability that $f_{s}(\cdot)$ is not injective or that $\mathrm{F}^{-1}(s, t d, \cdot)$ incorrectly computes $f_{s}^{-1}(\cdot)$ for some input.

Similarly, we define almost-always chameleon ABO-TDFs. In a almost-always chameleon ABO-TDFs, with overwhelming probability, $\mathrm{F}_{c h}^{-1}(s, t d, a, b, \cdot)$ inverts correctly on all values in the image of $g_{s, a, b}(\cdot)$ if $(a, b) \notin \tilde{S}$, and $\operatorname{CLB}_{c h}(s, t d, a)$ outputs $b$ such that $(a, b) \in \tilde{S}$.

### 3.2 Generic Construction

Let (Kg,Enc,Dec) be a CPA-secure PKE scheme, which is additively homomorphic. For the PKE scheme, we also assume that

1. $\mathcal{M}$ is its message space and $\mathcal{R}$ is its randomness space. Both spaces are large enough and $|\mathcal{M}|>|\mathcal{R}|$.
2. $\mathcal{M}$ is a finite field. For constructing almost-always chameleon ABO-TDFs, we only require that, $\mathcal{M}$ is a commutative ring with multiplicative identity and, with overwhelming probability, each element in $\mathcal{M}$ has multiplicative inverse (See the concrete construction in Section 3.3.).
3. $\operatorname{Enc}(\mathrm{PK}, m) \odot \operatorname{Enc}\left(\mathrm{PK}, m^{\prime}\right)=\mathrm{Enc}\left(\mathrm{PK}, m+m^{\prime}\right)$, where $(\mathrm{PK}, \mathrm{SK}) \leftarrow \mathrm{Kg}(\lambda), m$, $m^{\prime} \in \mathcal{M}$, and $\odot$ denotes coordinate-wise multiplication of ciphertexts.
4. For $a, m \in \mathcal{M},(\operatorname{Enc}(\mathrm{PK}, m))^{a}=\operatorname{Enc}(\mathrm{PK}, a m)$, where exponentiation of a ciphertext is also coordinate-wise.
Now, we define a 4-tuple algorithms $\left(\mathrm{G}_{c h}, \mathrm{~F}_{c h}, \mathrm{~F}_{c h}^{-1}, \mathrm{CLB}_{c h}\right)$ as follows:
5. Sampling a function: $G_{c h}$ takes as input $1^{\lambda}$, where $\lambda$ is a security parameter. It first generates a keypair for the public key encryption scheme: $(\mathrm{PK}, \mathrm{SK}) \leftarrow \mathrm{Kg}(\lambda)$. It then chooses $x_{a}, x_{b}, x_{d} \stackrel{\$}{\leftarrow} \mathcal{M}$ and computes

$$
c_{a}=\operatorname{Enc}\left(\mathrm{PK}, x_{a}\right), c_{b}=\operatorname{Enc}\left(\mathrm{PK}, x_{b}\right), c_{d}=\operatorname{Enc}\left(\mathrm{PK}, x_{d}\right) .
$$

The function index is $s=\left(\mathrm{PK}, c_{a}, c_{b}, c_{d}\right)$, the trapdoor is $t d=\left(\mathrm{SK}, x_{a}, x_{b}, x_{d}\right)$ and the set of lossy branches $S$ is all pairs $(a, b) \in \mathcal{M} \times \mathcal{M}$ such that $a x_{a}+b x_{b}+x_{d}=0$.
2. Evaluating a function: $\mathrm{F}_{c h}$ takes as input $(s, a, b, x)$, where $s=\left(\mathrm{PK}, c_{a}, c_{b}\right.$, $\left.c_{d}\right)$ is a function index and $x \in \mathcal{M}$. It computes $y=\left(\left(c_{a}\right)^{a} \odot\left(c_{b}\right)^{b} \odot c_{d}\right)^{x}$, and outputs $y$.
3. Inverting an injective function: $\mathrm{F}_{c h}^{-1}$ takes as input $(s, t d, a, b, y)$, where $s=\left(\mathrm{PK}, c_{a}, c_{b}, c_{d}\right)$ is a function index, $t d=\left(\mathrm{SK}, x_{a}, x_{b}, x_{d}\right)$ is the trapdoor and $(a, b) \notin \tilde{S}$. It computes $x=\operatorname{Dec}(\mathrm{SK}, y) \cdot\left(a x_{a}+b x_{b}+x_{d}\right)^{-1}$, and outputs $x$.
4. Computing a lossy branch: $\mathrm{CLB}_{c h}$ takes as input $(s, t d, a)$, where $s=$ $\left(\mathrm{PK}, c_{a}, c_{b}, c_{d}\right)$ is a function index and $t d=\left(\mathrm{SK}, x_{a}, x_{b}, x_{d}\right)$ is the trapdoor. It computes $b=\left(-a x_{a}-x_{d}\right) \cdot x_{b}{ }^{-1}$, and outputs $b$.

Theorem 1. The algorithms described above give a collection of $(\log |\mathcal{M}|$, $\log |\mathcal{M}|-\log |\mathcal{R}|)$-chameleon all-but-one trapdoor functions.

Proof. We observe that, if $(a, b)$ is not a lossy branch, namely $b \neq \operatorname{CLB}_{c h}(s, t d$, $a)=\left(-a x_{a}-x_{d}\right) \cdot x_{b}{ }^{-1}$, then $\mathrm{F}_{c h}(s, a, b, x)$ computes

$$
\begin{aligned}
y & =\left(\left(c_{a}\right)^{a} \odot\left(c_{b}\right)^{b} \odot c_{d}\right)^{x}=\left(\left(\operatorname{Enc}\left(\mathrm{PK}, x_{a}\right)\right)^{a} \odot\left(\operatorname{Enc}\left(\mathrm{PK}, x_{b}\right)\right)^{b} \odot \operatorname{Enc}\left(\mathrm{PK}, x_{d}\right)\right)^{x} \\
& =\operatorname{Enc}\left(\mathrm{PK}, x\left(a x_{a}+b x_{b}+x_{d}\right)\right),
\end{aligned}
$$

and $\mathrm{F}_{c h}^{-1}(s, t d, a, b, y)$ computes

$$
\begin{aligned}
\operatorname{Dec}(\mathrm{SK}, y) \cdot\left(a x_{a}+b x_{b}+x_{d}\right)^{-1}= & \operatorname{Dec}\left(\mathrm{SK}, \operatorname{Enc}\left(\mathrm{PK}, x\left(a x_{a}+b x_{b}+x_{d}\right)\right)\right) \\
& \cdot\left(a x_{a}+b x_{b}+x_{d}\right)^{-1} \\
= & x\left(a x_{a}+b x_{b}+x_{d}\right) \cdot\left(a x_{a}+b x_{b}+x_{d}\right)^{-1}=x .
\end{aligned}
$$

So, we have shown invertibility for injective functions via the trapdoor information. Next, we show that if $(a, b)$ is a lossy branch, namely $b=\operatorname{CLB}_{c h}(s, t d, a)=$ $\left(-a x_{a}-x_{d}\right) \cdot x_{b}^{-1}$, then $\mathrm{F}_{c h}$ evaluates a lossy function. In this case, $\mathrm{F}_{c h}$ computes

$$
\begin{aligned}
\left(\left(c_{a}\right)^{a} \odot\left(c_{b}\right)^{b} \odot c_{d}\right)^{x} & =\left(\left(\operatorname{Enc}\left(\mathrm{PK}, x_{a}\right)\right)^{a} \odot\left(\operatorname{Enc}\left(\mathrm{PK}, x_{b}\right)\right)^{b} \odot \operatorname{Enc}\left(\mathrm{PK}, x_{d}\right)\right)^{x} \\
& =\operatorname{Enc}(\mathrm{PK}, 0)
\end{aligned}
$$

and most of the information on the input is lost. The function $\mathbf{F}_{c h}(s, a, b, \cdot)$ is defined over the domain $\mathcal{M}$, and if $(a, b) \in \tilde{S}, \mathrm{~F}_{c h}$ is a lossy function and the image size is at most $|\mathcal{R}|$. Therefore the amount of lossiness is at least $\log |\mathcal{M}|-\log |\mathcal{R}|$.

Given the public key encryption scheme ( Kg ,Enc, Dec) is CPA secure, it is easy to see that any probabilistic polynomial-time algorithm $\mathcal{A}$ has only a negligible probability of distinguishing a pair $\left(a, b_{0}\right) \in \tilde{S}$ from $\left(a, b_{1}\right) \notin \tilde{S}$, even $a$ is chosen by $\mathcal{A}$.

Finally, we show that any probabilistic polynomial-time algorithm $\mathcal{A}$ that receives $(s, a, b)$ as input, where $(a, b) \in \tilde{S}$, has only a negligible probability of outputting a pair $\left(a^{\prime}, b^{\prime}\right) \in \tilde{S} \backslash\{(a, b)\}$. To see this, observe that the values $x_{a}, x_{b}$ and $x_{d}$ are initially hidden by the CPA secure public key encryption scheme. $\mathcal{A}$ could obtain the information that $a x_{a}+b x_{b}+x_{d}=0$. However, there are exactly $|\mathcal{M}|^{2}$ pairs that satisfy this equation and each of them are equally likely. Thus, the adversary can output a pair $\left(a^{\prime}, b^{\prime}\right)$ satisfying $\left(a^{\prime}, b^{\prime}\right) \neq(a, b)$ and $a^{\prime} x_{a}+b^{\prime} x_{b}+x_{d}=0$ with negligible probability.

The formal proofs of the hardness of distinguishing a lossy branch from an injective branch of the chameleon ABO-TDFs, which can be reduced to the CPA security of the PKE scheme, and the hardness of finding one-more lossy branch, which can be reduced to the one-wayness of the PKE scheme, will be given in the full version of the paper.

### 3.3 A Concrete Construction

Based on the Damgård-Jurik encryption scheme [15], which is additively homomorphic, we present a concrete construction of almost-always chameleon ABOTDFs by instantiating the generic construction. We begin with a brief description of the Damgård-Jurik encryption scheme [15], and then describe our construction.

Consider a modulus $N=P Q$, where $P$ and $Q$ are odd primes and $\operatorname{gcd}(N, \phi(N))=1$. Such an $N$ is called admissible by Damgård and Jurik [15]. The following theorem was proved in [15]:
Theorem 2. For any admissible $N$ and a natural number $\ell<P, Q$, the map $\psi_{\ell}: \mathbb{Z}_{N^{\ell}} \times \mathbb{Z}_{N}^{*} \rightarrow \mathbb{Z}_{N^{\ell+1}}^{*}$ defined by $\psi_{\ell}(x, r)=(1+N)^{x} r^{N^{\ell}} \bmod N^{\ell+1}$ is an isomorphism, where

$$
\psi_{\ell}\left(x_{1}+x_{2} \quad \bmod N^{\ell}, r_{1} r_{2} \quad \bmod N\right)=\psi_{\ell}\left(x_{1}, r_{1}\right) \cdot \psi_{\ell}\left(x_{2}, r_{2}\right) \quad \bmod N^{\ell+1}
$$

Moreover, it can be inverted in polynomial time given lcm $(P-1, Q-1)$.

The following describes the Damgård-Jurik encryption scheme [15].
DJ. $\operatorname{Kg}(\lambda)$ Given the security parameter $\lambda$, choose an admissible modulus $N=$ $P Q$ and a natural number $\ell<P, Q$. The published public key is $\mathrm{PK}=(N, \ell)$, and the private key is $\mathrm{SK}=\operatorname{lcm}(P-1, Q-1)$.
DJ.Enc(PK, $m$ ) Given PK and a message $m \in \mathbb{Z}_{N^{\ell}}$, choose $r \stackrel{\$}{\leftarrow} \mathbb{Z}_{N}^{*}$ and output $c=(1+N)^{m} r^{N^{\ell}} \bmod N^{\ell+1}$.
DJ.Dec(SK, $c)$ Given SK $=\operatorname{lcm}(P-1, Q-1)$ and a ciphertext $c$, apply the inversion algorithm provided by Theorem 2 to compute $(m, r)=\psi_{\ell}^{-1}(\mathrm{SK}, c)$, and output $m$.

Damgård and Jurik [15] also proved that based on decisional composite residuosity assumption, the encryption scheme described above is CPA secure.

Now, given a Damgård and Jurik encryption scheme with algorithms DJ.Kg, DJ.Enc and DJ.Dec, we define a 4 -tuple algorithms $\left(\mathrm{G}_{c h}, \mathrm{~F}_{c h}, \mathrm{~F}_{c h}^{-1}, \mathrm{CLB}_{c h}\right)$ as follows:

1. Sampling a function: $G_{c h}$ takes as input $1^{\lambda}$, where $\lambda$ is a security parameter. It runs $(\mathrm{PK}, \mathrm{SK}) \leftarrow \mathrm{DJ} . \mathrm{Kg}(\lambda)$, where $\mathrm{PK}=(N, \ell)$, and chooses $x_{a}, x_{b}, x_{d} \stackrel{\&}{\leftarrow} \mathbb{Z}_{N^{\ell}}$. Next, it computes

$$
c_{a}=\mathrm{DJ} . \operatorname{Enc}\left(\mathrm{PK}, x_{a}\right), c_{b}=\mathrm{DJ} . \operatorname{Enc}\left(\mathrm{PK}, x_{b}\right), c_{d}=\mathrm{DJ} . \operatorname{Enc}\left(\mathrm{PK}, x_{d}\right)
$$

The function index is $s=\left(\mathrm{PK}, c_{a}, c_{b}, c_{d}\right)$, the trapdoor is $t d=\left(\mathrm{SK}, x_{a}, x_{b}, x_{d}\right)$ and the set of lossy branches $\tilde{S}$ is all pairs $(a, b) \in \mathbb{Z}_{N^{\ell}} \times \mathbb{Z}_{N^{\ell}}$ such that $a x_{a}+b x_{b}+x_{d}=0 \bmod N^{\ell}$.
2. Evaluating a function: $\mathrm{F}_{c h}$ takes as input $(s, a, b, x)$, where $s=\left(N, \ell, c_{a}\right.$, $\left.c_{b}, c_{d}\right), a, b, x \in \mathbb{Z}_{N^{\ell}}$. It computes $y=\left(\left(c_{a}\right)^{a} \cdot\left(c_{b}\right)^{b} \cdot c_{d}\right)^{x} \bmod N^{\ell+1}$, and outputs $y$.
3. Inverting an injective function: $\mathrm{F}_{c h}^{-1}$ takes as input $(s, t d, a, b, y)$, where $s=\left(N, \ell, c_{a}, c_{b}, c_{d}\right), t d=\left(\mathrm{SK}, x_{a}, x_{b}, x_{d}\right)$ and $(a, b) \notin \tilde{S}$. It computes

$$
x^{\prime}=\mathrm{DJ} \cdot \operatorname{Dec}(\mathrm{SK}, y),
$$

and outputs $x=x^{\prime} \cdot\left(a x_{a}+b x_{b}+x_{d}\right)^{-1} \bmod N^{\ell}$.
Note that, with overwhelming probability, $\left(a x_{a}+b x_{b}+x_{d}\right) \bmod N^{\ell}$ has multiplicative inverse.
4. Computing a lossy branch: $\mathrm{CLB}_{c h}$ takes as input $(s, t d, a)$, where $s=$ $\left(N, \ell, c_{a}, c_{b}, c_{d}\right), t d=\left(\mathrm{SK}, x_{a}, x_{b}, x_{d}\right)$ and $a \in \mathbb{Z}_{N^{\ell}}$. It computes

$$
b=\left(-a x_{a}-x_{d}\right) \cdot x_{b}^{-1} \quad \bmod N^{\ell}
$$

and outputs $b$.
Theorem 3. Under the composite residuosity assumption, the algorithms described above give a collection of $((n-1) \ell,(n-1) \ell-n)$-almost-always chameleon all-but-one trapdoor functions.

Proof. The CPA security of the Damgård-Jurik encryption scheme and Theorem 1 guarantee that the algorithms described above give a collection of almostalways chameleon ABO-TDFs. Thus, it only remains to bound the amount of lossiness.

The function $\mathrm{F}_{c h}(s, a, b, \cdot)$ is defined over the domain $\{0,1\}^{(n-1) \ell}$, and if $(a, b) \in \tilde{S}, \mathrm{~F}_{c h}$ is a lossy function and the image size is at most $2^{n}$. Therefore the amount of lossiness is at least $(n-1) \ell-n$.

## 4 CCA-Secure PKE Scheme

Let $\left(\mathrm{G}, \mathrm{F}, \mathrm{F}^{-1}\right)$ be a collection of $\left(n, k_{1}\right)$-lossy trapdoor functions, and let $\left(\mathrm{G}_{c h}, \mathrm{~F}_{c h}, \mathrm{~F}_{c h}^{-1}, \mathrm{CLB}_{c h}\right)$ be a collection of $\left(n, k_{2}\right)$-chameleon all-but-one trapdoor functions having branches $\mathbb{A} \times \mathbb{B}=\left\{A_{\lambda} \times B_{\lambda}\right\}_{\lambda \in \mathbb{N}}$. Let $\mathcal{H}$ be a family of pairwise independent hash functions from $\{0,1\}^{n}$ to $\{0,1\}^{\ell}$.

We assume that the public key encryption scheme has message space $\{0,1\}^{\ell}$. We also require that $k_{1}+k_{2}-n \geq k$ for some $k=\omega(\log n)$, and $\ell \leq k-2 \log (1 / \epsilon)$ for some negligible $\epsilon$ (in $\lambda$ ).

Our PKE scheme consists of the following algorithms:
$\operatorname{Kg}(\lambda)$ Given the security parameter $\lambda$, generate an injective trapdoor function: $(s, t d) \leftarrow \mathrm{G}\left(1^{\lambda}\right.$, injective $)$. Then generate a chameleon all-but-one trapdoor function: $\left(s^{\prime}, t d^{\prime}\right) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$. Finally, choose a collision-resistant hash function $H:\{0,1\}^{*} \rightarrow A_{\lambda}$ and $h \stackrel{\$}{\leftarrow} \mathcal{H}$. The published public key is $\mathrm{PK}=\left(s, s^{\prime}, H, h\right)$, and the private key is $\mathrm{SK}=\left(t d, t d^{\prime}\right)$.
Enc(PK, $m$ ) Given PK and a message $m \in\{0,1\}^{\ell}$, choose $x \stackrel{\$}{\leftarrow}\{0,1\}^{n}, r \stackrel{\$}{\leftarrow} B_{\lambda}$ and compute $c_{0}=h(x) \oplus m, c_{1}=\mathrm{F}(s, x), c_{2}=\mathrm{F}_{c h}\left(s^{\prime}, t, r, x\right)$, where $t=$ $H\left(c_{0}, c_{1}\right)$. Finally, output the ciphertext $c=\left(c_{0}, c_{1}, c_{2}, r\right)$.
$\operatorname{Dec}(\mathrm{SK}, c)$ Given $\mathrm{SK}=\left(t d, t d^{\prime}\right)$ and a ciphertext $c=\left(c_{0}, c_{1}, c_{2}, r\right)$, compute $x=\mathrm{F}^{-1}\left(s, t d, c_{1}\right)$ and $t=H\left(c_{0}, c_{1}\right)$. Then check whether

$$
c_{1}=\mathrm{F}(s, x) \text { and } c_{2}=\mathrm{F}_{c h}\left(s^{\prime}, t, r, x\right)
$$

If not, output $\perp$, else output $m=c_{0} \oplus h(x)$.
It is clear that the above construction satisfies correctness. Our construction does not require strongly unforgeable one-time signature scheme. Compared with the scheme of Peikert and Waters [31, the ciphertext is compact without attached signature and decryption does not require performing signature verification. We now turn to security.

Theorem 4. The algorithms (Kg, Enc, Dec) described above are a public key encryption scheme secure against adaptive chosen ciphertext attack.

Proof. The proof is a sequence of games [35], $\mathrm{Game}_{0}, \mathrm{Game}_{1}, \ldots, \mathrm{Game}_{5}$, where Game $_{0}$ is the original adaptive chosen ciphertext attack game. Then we show that for all $i=0, \ldots, 4, \mathrm{Game}_{i}$ and $\mathrm{Game}_{i+1}$ are (computationally) indistinguishable. Finally, we make an unconditional argument that an adversary must
have negligible advantage in Game $_{5}$. It follows that the public key encryption scheme is CCA-secure.

Game $_{1}$. We modify the way that the challenger computes the challenge ciphertext $c^{*}=\left(c_{0}^{*}, c_{1}^{*}, c_{2}^{*}, r^{*}\right)$ as

$$
c_{0}^{*}=h\left(x^{*}\right) \oplus m_{\beta}, c_{1}^{*}=\mathrm{F}\left(s, x^{*}\right), c_{2}^{*}=\mathrm{F}_{c h}\left(s^{\prime}, t^{*}, r^{*}, x^{*}\right),
$$

where $x^{*} \stackrel{\$}{\leftarrow}\{0,1\}^{n}, t^{*}=H\left(c_{0}^{*}, c_{1}^{*}\right)$ and $r^{*}=\operatorname{CLB}_{c h}\left(s^{\prime}, t d^{\prime}, t^{*}\right)$.
Game $_{2}$. We modify the decryption oracle so that it rejects all ciphertexts $c=$ $\left(c_{0}, c_{1}, c_{2}, r\right)$, such that $r=r^{*}$ and $t=H\left(c_{0}, c_{1}\right)=t^{*}$.
Game $_{3}$. We modify the decryption oracle so that it applies the following special rejection rule: if the adversary submits a ciphertext $c=\left(c_{0}, c_{1}, c_{2}, r\right)$ for decryption, such that $r=\operatorname{CLB}_{c h}\left(s^{\prime}, t d^{\prime}, t\right)$, where $t=H\left(c_{0}, c_{1}\right)$, then the decryption oracle immediately outputs reject and halts.
Game $_{4}$. This game is identical to Game $_{3}$, except for a small modification to the decryption oracle. When the adversary submits a ciphertext $c=$ $\left(c_{0}, c_{1}, c_{2}, r\right)$ for decryption, the challenger computes $x=\mathrm{F}_{c h}^{-1}\left(s^{\prime}, t d^{\prime}, c_{2}\right)$ and $t=H\left(c_{0}, c_{1}\right)$. Then it checks whether

$$
c_{1}=\mathrm{F}(s, x) \text { and } c_{2}=\mathrm{F}_{c h}\left(s^{\prime}, t, r, x\right)
$$

If not, it outputs $\perp$, else outputs $m=c_{0} \oplus h(x)$.
Game $_{5}$. In this game, we replace the injective function with a lossy one. Formally, in the Setup phase, we replace $(s, t d) \leftarrow \mathrm{G}\left(1^{\lambda}\right.$, injective) with $s \leftarrow$ $\mathrm{G}\left(1^{\lambda}\right.$, lossy).

Claim 1. Game $e_{0}$ and Game $e_{1}$ are computationally indistinguishable, given the hardness of distinguishing a lossy branch from an injective branch of the chameleon all-but-one trapdoor functions collection.

Proof. We prove this claim by describing a $\mathrm{CH}-\mathrm{LI}$ distinguisher algorithm $\mathcal{A}=$ $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ that receives $s^{\prime}$ as input where $\left(s^{\prime}, t d^{\prime}\right) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$. The distinguisher $\mathcal{A}$ interacts with the adversary as follows.

In the Setup phase, $\mathcal{A}$ runs $(s, t d) \leftarrow \mathrm{G}\left(1^{\lambda}\right.$, injective $)$, and chooses a collisionresistant hash function $H$ and $h \stackrel{\$}{\leftrightarrows} \mathcal{H}$. The public key is $\mathrm{PK}=\left(s, s^{\prime}, H, h\right)$. We point out that $\mathcal{A}$ knows the injective trapdoor $t d$, but does not know the trapdoor $t d^{\prime}$ corresponding to $s^{\prime}$.

When the adversary issues decryption queries, $\mathcal{A}$ responds using the injective trapdoor $t d$. Note that, the only secret information that the decryption oracle needs to operate is $t d$, which $\mathcal{A}$ knows.

When the adversary submits two (equal length) messages $m_{0}, m_{1}, \mathcal{A}$ flips a fair coin $\beta \in\{0,1\}$ and constructs the challenge ciphertext as follows:

1. It chooses $x^{*} \stackrel{\$}{\leftarrow}\{0,1\}^{n}$ and computes

$$
c_{0}^{*}=h\left(x^{*}\right) \oplus m_{\beta}, c_{1}^{*}=\mathrm{F}\left(s, x^{*}\right), t^{*}=H\left(c_{0}^{*}, c_{1}^{*}\right) .
$$

2. Next, $\mathcal{A}_{1}$ submits $t^{*}$ and sets the response as $r^{*}$. Then, it computes $c_{2}^{*}=$ $\mathrm{F}_{c h}\left(s^{\prime}, t^{*}, r^{*}, x^{*}\right)$.
3. Finally, it outputs the ciphertext $c^{*}=\left(c_{0}^{*}, c_{1}^{*}, c_{2}^{*}, r^{*}\right)$.

When $r^{*}=\operatorname{CLB}_{c h}\left(s^{\prime}, t d^{\prime}, t^{*}\right), \mathcal{A}$ simulates Game ${ }_{1}$ perfectly; otherwise, it simulates Game ${ }_{0}$. Therefore, any difference in behavior between Game ${ }_{0}$ and Game ${ }_{1}$ immediately breaks the hardness of distinguishing a lossy branch from an injective branch of the chameleon all-but-one trapdoor functions collection.
Claim 2. Game ${ }_{1}$ and $G a m e_{2}$ are computationally indistinguishable, given the collision-resistant property of the hash function $H$.

Proof. We observe that Game ${ }_{1}$ and $\mathrm{Game}_{2}$ behave equivalently unless an event $E$ happens, which is that the adversary makes a legal (i.e., not equal to $c^{*}$ ) decryption query of the form $c=\left(c_{0}, c_{1}, c_{2}, r=r^{*}\right)$, where $t^{*}=H\left(c_{0}, c_{1}\right)$. We show that event $E$ happens with negligible probability.

If event $E$ happens, then because $c \neq c^{*}$ we must have $\left(c_{0}, c_{1}\right) \neq\left(c_{0}^{*}, c_{1}^{*}\right)$ and $H\left(c_{0}, c_{1}\right)=H\left(c_{0}^{*}, c_{1}^{*}\right)=t^{*}$. Therefore, we find a collision of the hash function $H$.

Because the hash function $H$ is collision-resistant, we conclude that $E$ happens with negligible probability.
Claim 3. Game ${ }_{2}$ and $G a m e_{3}$ are computationally indistinguishable, given the hardness of finding one-more lossy branch of the chameleon all-but-one trapdoor functions collection.

Proof. We define the event $F$ to be the event that the adversary makes a legal (i.e., not equal to $c^{*}$ ) decryption query of the form $c=\left(c_{0}, c_{1}, c_{2}, r\right)$, such that $r=\operatorname{CLB}_{c h}\left(s^{\prime}, t d^{\prime}, t\right)$, where $t=H\left(c_{0}, c_{1}\right)$. It is clear that Game ${ }_{2}$ and Game ${ }_{3}$ proceed identically until event $F$ occurs. We show that event $F$ happens with negligible probability.

Note that, if $c \neq c^{*}$ and $(t, r)=\left(t^{*}, r^{*}\right)$, the decryption oracle rejects the ciphertext in both games. Therefore, if even $F$ happens, then $(t, r)$ is a new lossy branch of the chameleon all-but-one trapdoor function.

Because of the hardness of finding one-more lossy branch of the chameleon all-but-one trapdoor functions collection, we conclude that $F$ happens with negligible probability.

## Claim 4. Game $_{3}$ and $G a m e_{4}$ are equivalent.

Proof. The only difference between $\mathrm{Game}_{3}$ and $\mathrm{Game}_{4}$ is in the implementation of decryption oracle. We show that decryption oracle is equivalent in the two games.

In both games, when the adversary makes a legal (i.e., not equal to $c^{*}$ ) decryption query of the form $c=\left(c_{0}, c_{1}, c_{2}, r\right)$, where $t=H\left(c_{0}, c_{1}\right)$, the challenger checks that $c_{1}=\mathrm{F}(s, x)$ and $c_{2}=\mathrm{F}_{c h}\left(s^{\prime}, t, r, x\right)$ for some $x$ that they compute (in different ways), and outputs $\perp$ if not.

Note that, if $r=\operatorname{CLB}_{c h}\left(s^{\prime}, t d^{\prime}, t\right)$, the decryption oracle outputs rejects and halts in both games. Therefore, $\mathrm{F}(s, \cdot)$ and $\mathrm{F}_{c h}\left(s^{\prime}, t, r, \cdot\right)$ are both injective, and there is a unique $x$ such that $\left(c_{1}, c_{2}\right)=\left(\mathrm{F}(s, x), \mathrm{F}_{c h}\left(s^{\prime}, t, r, x\right)\right) . \mathrm{Game}_{3}$ finds that $x$ by computing $\mathrm{F}^{-1}\left(s, t d, c_{1}\right)$, while $\mathrm{Game}_{4}$ finds it by computing $\mathrm{F}_{c h}^{-1}\left(s^{\prime}, t d^{\prime}, t, r, c_{2}\right)$.

Claim 5. Game $_{4}$ and Game $_{5}$ are computationally indistinguishable, given the hardness of distinguishing injective functions from lossy functions of the lossy trapdoor functions collection.

Proof. The only difference between $\mathrm{Game}_{4}$ and Game ${ }_{5}$ is in the Setup phase. In the Setup phase of $\mathrm{Game}_{4}$, the challenger proceeds as in the original CCA game, outputting the public key $\mathrm{PK}=\left(s, s^{\prime}, H, h\right)$ where $(s, t d) \leftarrow \mathrm{G}\left(1^{\lambda}\right.$, injective $)$ and $\left(s^{\prime}, t d^{\prime}\right) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$. In Game $_{5}$, Setup generates a lossy function instead, outputting $\mathrm{PK}=\left(s, s^{\prime}, H, h\right)$ where $s \leftarrow \mathrm{G}\left(1^{\lambda}\right.$, lossy $)$ and $\left(s^{\prime}, t d^{\prime}\right) \leftarrow \mathrm{G}_{c h}\left(1^{\lambda}\right)$.

We point out that the challenger knows the trapdoor $t d^{\prime}$ of the chameleon all-but-one trapdoor function, but does not know the trapdoor $t d$ corresponding to $s$ (if it even exists). The only secret information that the decryption oracle needs to operate is $t d^{\prime}$, which the challenger knows.

It is straightforward to show that the adversary's views in the two games are indistinguishable, using the indistinguishability of injective and lossy functions.
Claim 6. No (even unbounded) adversary has more than a negligible advantage in Game ${ }_{5}$.

We prove this claim by showing the fact that the value $h\left(x^{*}\right)$ is a nearly uniform and independent "one-time pad", and therefore the adversary has negligible advantage in guessing which message was encrypted.

Note that, in $\mathrm{Game}_{5}$, both $\mathrm{F}(s, \cdot)$ and $\mathrm{F}_{c h}\left(s^{\prime}, t^{*}, r^{*}, \cdot\right)$ are lossy functions, and its image size is at most $2^{n-k_{1}}$ and $2^{n-k_{2}}$, respectively. By the hypothesis that $k_{1}+k_{2}-n \geq k$, we have that the random variable $\left(c_{1}^{*}, c_{2}^{*}\right)=\left(\mathrm{F}\left(s, x^{*}\right), \mathrm{F}_{c h}\left(s^{\prime}, t^{*}\right.\right.$, $\left.r^{*}, x^{*}\right)$ ) can take at most $2^{2 n-k_{1}-k_{2}} \leq 2^{n-k}$ values.

Because $x^{*}$ and $h$ are independent, We also have $\tilde{\mathbf{H}}_{\infty}\left(x^{*} \mid\left(c_{1}^{*}, c_{2}^{*}, h\right)\right) \geq$ $\mathbf{H}_{\infty}\left(x^{*} \mid h\right)-(n-k)=k$. Therefore, we have that $\left(c_{1}^{*}, c_{2}^{*}, h, h\left(x^{*}\right)\right)$ $\operatorname{and}\left(c_{1}^{*}, c_{2}^{*}, h, U_{\ell}\right)$ are within $\epsilon$ in statistical distance by our requirement that $\ell \leq k-2 \log (1 / \epsilon)$, and we are done.

## 5 Conclusions

We introduced a new primitive called chameleon ABO-TDFs, which is a special kind of ABO-LTDFs. Given a CPA-secure public key encryption scheme with some additional property (mostly additively homomorphism), we also gave a generic and concrete construction of chameleon ABO-TDFs. Based on an LTDF and a chameleon ABO-TDF, we proposed a black-box construction of CCA-secure PKE which is more efficient than that of Peikert and Waters [31. A future direction is to find other constructions and applications of chameleon ABO-TDFs.
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#### Abstract

Whether it is possible to construct a chosen ciphertext secure (CCA secure) public key encryption (PKE) scheme only from a chosen plaintext secure (CPA secure) one is a fundamental open problem, and the best known positive results regarding this problem are the constructions of so-called bounded CCA secure schemes. Since we can achieve the best possible security in the bounded CCA security notions, in order to further tackle the problem, we would need other new security notions that capture intermediate security notions that lie between CPA and CCA security. Motivated by this situation, we focus on "parallel" decryption queries (originally introduced by Bellare and Sahai) for the extension of bounded CCA security, and introduce a new security notion which we call mixed $C C A$ security. It captures security against adversaries that make single and parallel decryption queries in a predetermined order, where each parallel query can contain unboundedly many ciphertexts. Moreover, how the decryption oracle is available before and after the challenge is also taken into account in this new security definition, which enables us to capture existing major security notions that lie between CPA and CCA security in a unified security notion. We investigate the relations among mixed CCA security notions, and show a necessary and sufficient condition of implications/separations between any two notions in mixed CCA security. We also show two black-box constructions of PKE schemes with improved security only using CPA secure schemes as building blocks.
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## 1 Introduction

Background. Studies on constructing and understanding public key encryption (PKE) schemes that satisfy security against chosen ciphertext attacks (CCA) [22|27], which is nowadays considered as a standard security notion needed in most practical applications/situations where PKE schemes are used, are important research topics in the area of cryptography. We can roughly categorize the

[^30]approaches for constructing CCA secure PKE schemes into two types: Constructions from specific number-theoretic assumptions and constructions from general assumptions. (In the following, we write IND-CCA1 to denote non-adaptive CCA security [22] and IND-CCA2 to denote adaptive CCA security [27]).

The approaches of the first type have been successful so far from both theoretical and practical points of view. After the first novel practical scheme based on the decisional Diffie-Hellman (DDH) assumption by Cramer and Shoup 10, many practical IND-CCA2 secure PKE schemes that pursue smaller ciphertext size and/or base security on weaker assumptions have been constructed so far, e.g. [20|6|17|7|14|18|15|30].

The approaches of the second type have also been successful, mainly from a theoretical point of view. Especially, it is known that if there exists an (enhanced) trapdoor permutation, which is one of the most fundamental primitives, then we can construct an IND-CCA2 secure PKE schemes generically [22,411]. There are also several elegant generic constructions of IND-CCA2 secure PKE schemes from primitives with some "stronger" functionality and/or security, such as constructions from identity-based encryption [5], and from special types of injective trapdoor functions and trapdoor relations [25|29|19|30].

However, one of the most fundamental problems still remains open: Is it possible to generically construct a CCA (IND-CCA1 or IND-CCA2) secure PKE scheme from any semantically secure [13] (i.e. IND-CPA secure) one?

So far, there are several negative and positive results related to this problem. Gertner et al. [12] showed that constructing an IND-CCA1 secure PKE scheme only from IND-CPA secure PKE schemes in a black-box manner is impossible, if the construction satisfies the property called shielding, where a PKE-to-PKE construction is said to be shielding if the decryption algorithm of the construction does not call the encryption algorithm of the building block PKE scheme.

Pass et al. 23] showed how to construct a PKE scheme that is non-malleable against chosen plaintext attacks (NM-CPA) from any IND-CPA secure PKE scheme. Their construction uses a certain class of NIZK proofs and was non-black-box.

Cramer et al. [9 introduced the notion of bounded CCA security which is defined in exactly the same way as ordinary IND-CCA2 security, except that the number of decryption oracle queries that an adversary can ask is bounded by some predetermined value (say, $q$ ) that is known a priori (we denote this notion by $q$-CCA2). Then they showed that for any polynomial $q$ it is possible to construct an IND- $q$-CCA2 secure PKE scheme from any IND-CPA secure one in a black-box and shielding manner. They furthermore showed that for any polynomial $q$ it is possible to construct a PKE scheme that satisfies non-malleability against $q$-bounded CCA (NM- $q$-CCA2) in a non-black-box manner.

Recently, Choi et al. 8] showed the constructions of PKE schemes from any IND-CPA secure scheme both in a black-box and shielding manner. Their first construction achieves NM-CPA security, and their second construction, which is essentially the same as the first construction but needs larger parameters, can achieve NM- $q$-CCA2 security.

These previous results show that we can achieve the best possible security notion (NM- $q-\mathrm{CCA} 2$ ) in the bounded CCA framework. This suggests that in order to proceed from the current situation, we would need new security notions which are intermediate between CPA and CCA security in a different sense from bounded CCA security. The motivation of this paper is to introduce and study such intermediate security notions as an extension of the bounded CCA security as a foundation for tackling the above fundamental problem.

Extending Bounded CCA Security with Parallel Decryption Queries. For the purpose mentioned above, we focus on and use the concept of the parallel chosen ciphertext attacks which is originally introduced by Bellare and Sahai 3] in the context of non-malleability [11] for PKE schemes, and consider parallel queries in the bounded CCA security framework. More specifically, as an extension of bounded CCA security, we introduce a new security notion, which we call mixed $C C A$ security, that captures security against adversaries that make single (i.e. ordinary) decryption queries and parallel decryption queries in a predetermined order, where each parallel query can contain unboundedly many ciphertexts. (The name "mixed" is because we consider a mix of single and parallel queries). Moreover, the difference among decryption queries that are only allowed to make before/after the challenge and those that are allowed to make both before and after the challenge (an adversary can decide "flexibly" how to issue queries as long as it follows the predetermined order of queries and types) is also taken into account in our definition, which enables us to capture existing major security notions that lie between CPA and CCA security, including slightly complex notions such as non-malleability against bounded CCA (NM-q-CCA2) that considers "stage-specific" decryption queries, in a unified security notion. As a natural and interesting special class of mixed CCA security, we also introduce the notion of bounded parallel CCA security. For more details, see Section 3. We believe that the mixed CCA security provides a theoretical foundation for discussion of the problem of whether constructing (unbounded) CCA secure PKE schemes from any CPA secure PKE schemes is possible or not, and for intermediate results towards the problem.

### 1.1 Our Contributions

Relations among Mixed CCA Security Notions. We investigate the relations among mixed CCA security notions for PKE schemes and for key encapsulation mechanisms (KEMs) in Section4. As one of the main results, we show necessary and sufficient conditions for implications/separations between any two notions in mixed CCA security. Interestingly and perhaps somewhat surprisingly, the relations for PKE schemes differ depending on its plaintext space size. More specifically, the relations among security notions for PKE schemes with superpolynomially large plaintext space size and those with polynomially bounded plaintext space size are different. Therefore, this difference suggests that when we consider the relations among security notions for PKE schemes, we have to be also careful about the plaintext space size, though seemingly unrelated.

The relations for KEMs are the same as those of PKE schemes with polynomially bounded plaintext space size.

Black-Box Feasibility Results from CPA-Security. Using the notion of mixed CCA security, in Section 5. we show two new black-box constructions of PKE schemes (which can encrypt plaintexts of polynomial length, and thus have exponentially large plaintext space size) from an IND-CPA secure PKE scheme. The first one is constructed based on the construction by Choi et al. [8] which is NM- $q$-CCA2 secure, and achieves slightly but strictly stronger security notion than NM- $q$-CCA2. Our approach for the first construction is to use the Choi et al. scheme as a KEM and combine it with an IND-CCA2 secure data encapsulation mechanism (DEM), and thus is a very simple extension. In order for this simple approach to work, we show some implication result for mixed CCA security of KEMs (and PKE schemes with polynomially bounded plaintext space size). The second one is constructed based on the above result and the construction of PKE scheme by Cramer et al. [9, and achieves yet another security notion which cannot be directly compared with the security notion achieved by our other constructions and with NM- $q$-CCA2 security.

As will be explained later, one of the important and interesting observations that our results suggests, combined with previously known results, is that the difficulty of constructing an IND-CCA1 secure PKE scheme only from IND-CPA secure one lies not in whether the number of decryption results that an adversary can see is bounded or not, but in whether the number of the adversary's "adaptive" decryption queries is bounded. To the best of our knowledge, this observation has not been explicitly stated before.

## 2 Preliminaries

In this section, we review the basic notations and definitions of primitives used in this paper. Due to space limitation, the definitions for key encapsulation mechanism (KEM) and data encapsulation mechanism (DEM) are omitted and are provided in the full version. (They can also be found in [1016], for example).

Basic Notations. If $q$ is a natural number, then $[q]=\{1, \ldots, q\}$. " $x \leftarrow y$ " denotes that $x$ is chosen uniformly at random from $y$ if $y$ is a finite set, $x$ is output from $y$ if $y$ is a function or an algorithm, or $y$ is assigned to $x$ otherwise. " $|x|$ " denotes the size of the set if $x$ is a finite set or bit length of $x$ if $x$ is an element of some set. "PPTA" denotes a probabilistic polynomial time algorithm. $\mathcal{A}^{\mathcal{O}}$ denotes an algorithm $\mathcal{A}$ with oracle access to $\mathcal{O}$. Unless otherwise stated, $k$ denotes the security parameter. A function $f: \mathbb{N} \rightarrow[0,1]$ is said to be negligible if for any positive polynomial $p(k)$ and for all sufficiently large $k$, we have $f(k)<\frac{1}{p(k)}$.
Public Key Encryption. A PKE scheme $\Pi$ consists of the following three PPTAs (PKG, PEnc, PDec): A key generation algorithm PKG takes $1^{k}$ (security parameter $k$ ) as input, and outputs a public/private key pair ( $p k, s k$ ); An encryption algorithm PEnc takes $p k$ and a plaintext $m \in \mathcal{M}_{\Pi}$ (the plaintext space
of $\Pi$ ) as input, and outputs a ciphertext $c$; A deterministic decryption algorithm PDec takes $s k$ and $c$ as input, and outputs a plaintext $m$ (or a symbol $\perp$ meaning "decryption error"). As a correctness requirement, we require $\operatorname{PDec}(s k, \operatorname{PEnc}(p k, m))=m$ for all $(p k, s k)$ output from PKG and all $m \in \mathcal{M}_{\Pi}$.
Conventional Security Notions. The security notions for PKE schemes are expressed by a combination of a GOAL and an attack type (ATK) of an adversary. For conventional security notions for PKE schemes, we consider indistinguishability (IND) and non-malleability (NM) for security goals and chosen plaintext attacks (CPA), non-adaptive chosen ciphertext attacks (CCA1), adaptive chosen ciphertext attacks (CCA2), and $q$-bounded chosen ciphertext attacks ( $q$-CCA2) [9 for attack types of an adversary. Non-malleability for PKE schemes we treat in this paper is the so-called parallel chosen-ciphertext attack based definition [3, which is equivalent to the indistinguishability based definition used in [23|24]. Since these conventional GOAL-ATK security notions can be expressed as special cases of mixed $C C A$ security defined in Section 3 here we omit the definitions.

Implications and Separations of Security Notions. We will show several implications and separations of security notions, and thus we recall here. Though we write only the definition for PKE schemes, the same is defined for KEMs.

Definition 1. Let X and Y be security notions for PKE schemes. We say that X security implies Y security if any X secure PKE scheme is also Y secure. We say that X security does not imply Y security if, under the assumption that X secure PKE schemes exist, there exists a PKE scheme which is X secure but is not Y secure. We say that X security and Y security are equivalent if we have implications for both directions (i.e. from X to Y and from Y to X ).

Shielding Black-Box Constructions. We briefly recall the definition of a shielding black-box construction of an X secure PKE scheme from a Y secure scheme. The notion of black-box constructions we mention in this paper is classified as fully-black-box ones [28], but specified for PKE-to-PKE constructions. (for details, see [28]). The notion of the shielding constructions is from [12].

Definition 2. Let X and Y be security notions for PKE schemes. We say that there exists a shielding black-box construction of an X secure PKE scheme from $a \mathrm{Y}$ secure one, if there exist oracle PPTAs $\Pi=(\mathrm{PKG}, \mathrm{PEnc}, \mathrm{PDec})$ and $\mathcal{B}$ with the following properties. For all algorithms $\pi=(\mathrm{G}, \mathrm{E}, \mathrm{D})$ and $\mathcal{A}$ (each algorithm can be of arbitrary complexity), the following two conditions are satisfied:
(Correctness:) If $\pi=(\mathrm{G}, \mathrm{E}, \mathrm{D})$ satisfies correctness as a PKE scheme, so does $\Pi^{\mathrm{G}, \mathrm{E}, \mathrm{D}}=\left(\mathrm{PKG}^{\mathrm{G}, \mathrm{E}, \mathrm{D}}, \mathrm{PEnc}{ }^{\mathrm{G}, \mathrm{E}, \mathrm{D}}, \mathrm{PDec}{ }^{\mathrm{G}, \mathrm{D}}\right)$.
(Security:) If $\mathcal{A}$ breaks X security of $\Pi^{\mathrm{G}, \mathrm{E}, \mathrm{D}}=\left(\mathrm{PKG}^{\mathrm{G}, \mathrm{E}, \mathrm{D}}, \mathrm{PEnc}{ }^{\mathrm{G}, \mathrm{E}, \mathrm{D}}, \mathrm{PDec}^{\mathrm{G}, \mathrm{D}}\right)$ then $\mathcal{B}^{\mathcal{A}, G, E, D}$ breaks Y security of $\pi$.
(Note that PDec does not have access to E).

[^31]
## 3 Extending Bounded CCA: Mixed CCA Security

In order to deal with and discuss existing security notions for PKE schemes and KEMs that lie between IND-CPA and IND-CCA2 security in a unified way, in this section we introduce an extension of conventional bounded CCA security [9], which we call security against mixed chosen ciphertext attacks (mixed CCA security), where the decryption oracle in the security experiment accepts both single decryption queries and parallel decryption queries in a predetermined order, and "how" the decryption oracle is available before/after the challenge is also taken into account.

Preliminary Definitions. We first formally define the notion of a parallel query to an oracle.

Definition 3. Let $\mathcal{O}:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ be an oracle. A parallel query to $\mathcal{O}$ is a vector $\vec{x}=\left(x_{1}, x_{2}, \ldots\right)$ of inputs for $\mathcal{O}$, where the size of the vector $\vec{x}$ is not predetermined, and a response to the parallel query $\vec{x}$ is a vector of the output values $\vec{y}=\left(y_{1}, y_{2}, \ldots\right)$ where $y_{i}=\mathcal{O}\left(x_{i}\right)$ for every $1 \leq i \leq|\vec{x}|$.

We stress that the number of inputs in each parallel query $\vec{x}$ is unbounded and can be dependent only on an algorithm that uses the oracle.

To define mixed CCA security, we need to introduce several notations. The symbols " $s$ " and " p " denote one single query and one parallel query, respectively. Let $q \geq 0$ be an integer. " $s$ " and " $p$ " denote $q$ single queries and $q$ parallel queries, respectively. We define $s^{0}=p^{0}=\emptyset$.

If we write "( $\left.s^{q_{1}} \mathrm{p}^{q_{2}} \ldots\right)$ " with some integers $q_{1}, q_{2}, \ldots \geq 0$, then it denotes a query sequence. This query sequence will define how the decryption oracle in the mixed CCA experiment accepts the queries. For example, $\left(s^{2} p^{3}\right)$ denotes two single decryption queries followed by three parallel decryption queries. We denote by "unbound" a special sequence that indicates "unboundedly" many single queries, i.e. unbound $=s^{\infty}$.
" $\mathcal{Q S}$ " denotes a set consisting of all possible query sequences with the restriction that the total number of queries in each sequence is bounded to be polynomial (in the security parameter). We furthermore define $\mathcal{Q} \mathcal{S}^{*}=\mathcal{Q} \mathcal{S} \cup\{$ unbound $\}$. We refer to queries following the query sequence seq $\in \mathcal{Q} \mathcal{S}^{*}$ as "seq-queries".

If seq $\in \mathcal{Q S}$, then we denote by "|seq|" the length of the query sequence. For example, if seq $=\left(s^{2} p\right)$ then $\mid$ seq $\mid=3$. We define |unbound $\mid=\infty$.

We define a concatenation operation "||" for query sequences naturally. For example, if $\operatorname{seq}_{1}=\left(s^{2} p\right)$ and $\operatorname{seq}_{2}=\left(p^{2} s^{3}\right)$, then $\left(\operatorname{seq}_{1} \| \operatorname{seq}_{2}\right)=\left(s^{2} p^{2} s^{3}\right)=$ $\left(s^{2} \mathrm{p}^{3} \mathrm{~s}^{3}\right)$. For any seq $\in \mathcal{Q} \mathcal{S}^{*}$, we define $($ seq $\| \emptyset)=(\emptyset \|$ seq $)=$ seq and $($ seq $\|$ unbound $)=($ unbound $\|$ seq $)=$ unbound.

### 3.1 Definition of Mixed CCA Security

Now we define mixed CCA security for a PKE scheme $\Pi=$ (PKG, PEnc, PDec) as IND-ATK-like security parameterized by three query sequences $\mathrm{B}, \mathrm{F}, \mathrm{A} \in \mathcal{Q} \mathcal{S}^{*}$, denoted by $\langle B: F: A\rangle$-mCCA security, via the $\langle B: F: A\rangle$-mCCA experiment $\operatorname{Expt}_{\Pi, \mathcal{A}}^{\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle-\mathrm{mCCA}}(k)$ that an adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ runs in:
$\operatorname{Expt}_{\Pi, \mathcal{A}}^{\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle-\mathrm{mCCA}}(k):\left[(p k, s k) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;\left(m_{0}, m_{1}, \mathrm{st}\right) \leftarrow \mathcal{A}_{1}^{\mathcal{O}}(p k) ; b \leftarrow\{0,1\} ;\right.$ $c^{*} \leftarrow \operatorname{PEnc}\left(p k, m_{b}\right) ; b^{\prime} \leftarrow \mathcal{A}_{2}^{\mathcal{O}}\left(c^{*}\right.$, st $):$ If $b^{\prime}=b$ then return 1 else return 0 ]
where $\mathcal{O}(\cdot)=\operatorname{PDec}(s k, \cdot)$ is a decryption oracle. However, how the decryption oracle is available is determined depending on the query sequences $B, F, A$ in the following way: $\mathcal{A}_{1}$ can issue decryption queries following the sequence B , and after all B-queries are completed, $\mathcal{A}_{1}$ can further issue decryption queries following the sequence $F$. However, $\mathcal{A}_{1}$ need not complete all F-queries, and the ability to issue F-queries can be "shared" with $\mathcal{A}_{2}$. That is, as long as the order, the types, and the number of queries are maintained, the F-queries that $\mathcal{A}_{1}$ has not been completed can be taken over by $\mathcal{A}_{2} . \mathcal{A}_{2}$ can issue the remaining F queries that $\mathcal{A}_{1}$ has left for $\mathcal{A}_{2}$, and after all F-queries are completed, $\mathcal{A}_{2}$ can further issue decryption queries following the sequence $A \sqrt[2]{2}$ Moreover, as usual, $\mathcal{A}_{2}$ 's queries must not contain the challenge ciphertext $c^{*}$.

We refer to B, F, and A as "Before-challenge" queries, "Flexible" queries (in the sense that $\mathcal{A}$ can "flexibly" decide how it issues queries before/after the challenge), and "After-challenge" queries, respectively. For notational convenience, if $F=\emptyset$ then we write $\langle B:: A\rangle$-mCCA, instead of $\langle B: \emptyset: A\rangle$-mCCA.
Definition 4. Let $\mathrm{B}, \mathrm{F}, \mathrm{A} \in \mathcal{Q} \mathcal{S}^{*}$. We say that a PKE scheme $\Pi$ is $\langle\mathrm{B}: \mathrm{F}:$ $\mathrm{A}\rangle-\mathrm{mCCA}$ secure if $\operatorname{Adv}_{\Pi, \mathcal{A}}^{\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle-\mathrm{mCCA}}(k)=\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Pi, \mathcal{A}}^{\langle\mathrm{B}: \mathrm{F}\rangle-\mathrm{mCCA}}(k)=1\right]-\frac{1}{2}\right|$ is negligible for any PPTA $\mathcal{A}$.
We define mixed CCA security for KEMs in exactly the same way as above.
With the mixed CCA security notions, we can express all the security notions mentioned in Section 2. These are summarized in Table 1. As noted earlier, for non-malleability, we adopt the characterization using a parallel query by Bellare and Sahai [3]. (In the table, we also include the bounded parallel CCA security notions defined below).

We remark that we can also define a parallel decryption query in mixed CCA security experiment (i.e. the $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$-mCCA experiment) so that the number of ciphertexts contained in each parallel query is also bounded to be some predetermined value (say, $t$ ). However, such security definition is implied by $(|(\mathrm{B}|\mid \mathrm{F} \| \mathrm{A}) \mid \cdot t)$-Bounded CCA security, which is already achieved by the existing PKE schemes that are constructed only from IND-CPA secure schemes by the previous results 98 . Therefore, we think that studying security with such limitation is less interesting than studying mixed CCA security defined in this section, and is not treated in this paper.

Previously to this paper, Phan and Pointcheval [26] defined a similar notion which they call $(i, j)$-IND security and $(i, j)$-NM security, which are equivalent to $\left\langle\mathrm{s}^{i}:: \mathrm{s}^{j}\right\rangle$-mCCA security and $\left\langle\mathrm{s}^{i}:: \mathrm{s}^{j} \mathrm{p}\right\rangle$-mCCA security in our definition, respectively (for NM, we interpret it with parallel CCA-based characterization in [3). They did not consider the "flexible" F-queries.

[^32]Table 1. Compatibility with Existing Security Notions

| Existing Notions | Notation in Mixed CCA Security |
| :--- | :--- |
| IND-CPA | $\langle\emptyset:: \emptyset\rangle$-mCCA |
| NM-CPA | $\langle\emptyset:: \mathrm{p}\rangle$-mCCA |
| IND- $q$-CCA2 | $\left\langle\emptyset: \mathrm{s}^{q}: \emptyset\right\rangle$-mCCA |
| NM- $q$-CCA2 | $\left\langle\emptyset: \mathrm{s}^{q}: \mathrm{p}\right\rangle$-mCCA |
| IND- $q$-pCCA1 | $\left\langle\mathrm{p}^{q}:: \emptyset\right\rangle$-mCCA |
| NM- $q$-pCCA1 | $\left\langle\mathrm{p}^{q}:: \mathrm{p}\right\rangle$-mCCA |
| IND- $q$-pCCA2 | $\left\langle\emptyset: \mathrm{p}^{q}: \emptyset\right\rangle$-mCCA |
| NM- $q$-pCCA2 | $\left\langle\emptyset: \mathrm{p}^{q}: \mathrm{p}\right\rangle$-mCCA |
| IND-CCA1 | $\langle$ unbound $:: \emptyset\rangle$-mCCA |
| NM-CCA1 | $\langle$ unbound $:: \mathrm{p}\rangle$-mCCA |
| IND-CCA2 | $\langle$ unbound $::$ unbound $\rangle$-mCCA |

Bounded Parallel CCA Security. Here, we define a natural and interesting special class of mixed CCA security which we call bounded parallel CCA security. This captures security against adversaries whose decryption queries are always parallel, and is a natural extension from the original bounded CCA security 9$]$.

Depending on how the decryption oracle is available for an adversary, we define pCCA1 and pCCA2 as natural analogue of CCA1 and CCA2, respectively. Moreover, as is similar to the existing security notions, we define indistinguishability (IND) and non-malleability (NM).

Definition 5. Let $q \geq 0$ be an integer. We say that a PKE scheme is IND-q -pCCA1 (resp. IND- $q$-pCCA2, NM- $q$-pCCA1, and $\mathrm{NM}-q$-pCCA2) secure if it is $\left\langle\mathrm{p}^{q}::\right.$ $\emptyset\rangle-\mathrm{mCCA}\left(\right.$ resp. $\left\langle\emptyset: \mathrm{p}^{q}: \emptyset\right\rangle-\mathrm{mCCA},\left\langle\mathrm{p}^{q}:: \mathrm{p}\right\rangle-\mathrm{mCCA}$, and $\left\langle\emptyset: \mathrm{p}^{q}: \mathrm{p}\right\rangle-\mathrm{mCCA}$ ) secure.

We define the bounded parallel CCA security notions for KEMs in the same way.

### 3.2 General Properties of Mixed CCA Security

Here, we show two general implication results about the mixed CCA security notions. (In this section, we always assume $\mathrm{B}, \mathrm{F}, \mathrm{A} \in \mathcal{Q} \mathcal{S}^{*}$, and do not write it explicitly).

Firstly, by noticing the property of the "flexible" queries F, we obtain the following.

Theorem 1. For both PKE schemes and KEMs, $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$-mCCA security and "the combination of all security notions of the form $\left\langle\left(\mathrm{B} \| \mathrm{F}_{1}\right)::\left(\mathrm{F}_{2} \| \mathrm{A}\right)\right\rangle$-mCCA satisfying $\left(\mathrm{F}_{1} \| \mathrm{F}_{2}\right)=\mathrm{F}$ " are equivalent.

The implication from the former to the latter is immediate by definition. Since the proof for the other direction is almost trivial, we omit the proof and only mention the intuition using the simplest case $F=s$. It is easy to see that $\langle B$ : $s: A\rangle$-mCCA adversary can be divided into two types: The first type that makes $(B \| s)$-queries before the challenge, and $A$-queries after the challenge, and the
second type that makes B-queries before, and ( $s \| A$ )-queries after the challenge. Then, the experiment for the first type can be simulated by a $\langle(B \| s):: A\rangle$ $m C C A$ adversary while that for the second type can be simulated by a $\langle\mathrm{B}::$ $(\mathrm{s} \| \mathrm{A})\rangle$-mCCA adversary. This is easily extended to any $\mathrm{F} \in \mathcal{Q S}$ case. Note that if $F=$ unbound, then the statement is again trivial because we can have $F_{1}=$ $\mathrm{F}_{2}=$ unbound (since unbound $=$ (unbound $\|$ unbound)), and thus in this case $\left\langle\left(\mathrm{B} \| \mathrm{F}_{1}\right)::\left(\mathrm{F}_{2} \| \mathrm{A}\right)\right\rangle$-mCCA security is equivalent to <unbound :: unbound $\rangle$-mCCA $=$ IND-CCA2 security, which implies all the mixed CCA security notions.

Next, we show that for PKE schemes with polynomially bounded plaintext space size and for KEMs, the A-queries, which is intended to be only available after the challenge, can actually be issued "flexibly" without destroying security.

Theorem 2. For PKE schemes with polynomially bounded plaintext space size and for $K E M s,\langle\mathrm{~B}: \mathrm{F}: \mathrm{A}\rangle-\mathrm{mCCA}$ security and $\langle\mathrm{B}:(\mathrm{F} \| \mathrm{A}): \emptyset\rangle$-mCCA security are equivalent.

The implication from the latter notion to the former is immediate by definition. The proof for the other direction is given in the full version. Very roughly, showing the implication from the former notion to the latter is possible because the challenge ciphertext can be made "in advance" for PKE schemes with polynomially bounded plaintext space size and for KEMs. (In particular, for the PKE case, since the plaintext space size is polynomially bounded, the adversary's two challenge plaintexts can be guessed correctly with probability $1 / \operatorname{poly}(k))$. Therefore, we can construct a reduction algorithm $\mathcal{B}$ that can successfully attack $\langle B: F: A\rangle$-mCCA security using a successful $\langle B:(F \| A): \emptyset\rangle$-mCCA adversary $\mathcal{A}$. Actually, in showing the proof, we have to be careful about the situation in which some of $\mathcal{A}$ 's flexible decryption queries (i.e. ( $\mathrm{F} \| \mathrm{A}$ )-queries) issued by $\mathcal{A}$ before " $\mathcal{A}$ 's" challenge contains $\mathcal{B}$ 's challenge ciphertext (which will be later used as $\mathcal{A}$ 's challenge). However, the statistical property of PKE schemes and KEMs called smoothness, formalized in [2], guarantees that the probability of such a problematic situation occurring is negligible. For more details, we refer the reader to the full version.

## 4 Relations among Mixed CCA Security Notions

Due to its stage-specific queries and the difference between single and parallel queries, given two mixed CCA security notions, it is not always easy to tell if one notion implies the other. Therefore, a natural and yet non-trivial question is: given two mixed $C C A$ security notions $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$-mCCA and $\langle\widetilde{\mathrm{B}}: \widetilde{\mathrm{F}}: \widetilde{\mathrm{A}}\rangle$-mCCA, under what conditions on $\mathrm{B}, \mathrm{F}, \mathrm{A}, \widetilde{\mathrm{B}}, \widetilde{\mathrm{F}}, \widetilde{\mathrm{A}}$ are there implications/separations?

In this section, we fully answer this question and show a necessary and sufficient condition for implications/separations between any two mixed CCA security notions. Interestingly, it turns out that for PKE schemes, the relations among security notions are different depending on its plaintext space size. The relations among mixed CCA security notions for PKE schemes with polynomially bounded plaintext space size and those for KEMs are always the same.

The rest of this section is organized as follows: In Section 4.1 we introduce a relation over query sequences which plays a key role for our results. Then in Sections 4.2 and 4.3 we show separation results and implication results, respectively. Finally in Section 4.4, we summarize the results by showing the necessary and sufficient conditions. For notational convenience, throughout this section we always assume $\mathrm{B}, \mathrm{F}, \mathrm{A}, \widetilde{\mathrm{B}}, \widetilde{\mathrm{F}}, \widetilde{\mathrm{A}} \in \mathcal{Q} \mathcal{S}^{*}$. Due to space limitation, most of the proofs in this section are omitted and are given in the full version, and for theorems whose proofs are omitted, we provide some ideas for the proofs.

## 4.1 "is-Simulatable-by" Relation for Query Sequences

We first introduce the following relation over symbols.
Definition 6. We define a partial order " $\subseteq_{1}$ " over symbols $\{\mathbf{s}, \mathrm{p}\}$ by $\mathbf{s} \subseteq_{1} \mathbf{s}$, $\mathrm{s} \subseteq_{1} \mathrm{p}$, and $\mathrm{p} \subseteq_{1} \mathrm{p}$.

Intuitively, the meaning of " $\subseteq_{1}$ " is that the former type oracle query "is-simulatable-by" the latter type of oracle query. The subscript " 1 " of " $\subseteq_{1}$ " denotes that it is a relation for one symbol, and it should not be mixed up with the relation for query sequences below (although the meaning is essentially the same).

Now, we extend the "is-simulatable-by" relation to query sequences:
Definition 7. Let seq, $\widetilde{\operatorname{seq}} \in \mathcal{Q S}$ *. We define a binary relation " $\subseteq_{q s}$ " over $\mathcal{Q S}$ * as follows. "宁q $\subseteq_{q s}$ seq" if and only if one of the following is satisfied:

- seq $=$ unbound or $\widetilde{\text { seq }}=\emptyset$
- seq $=\left(a_{1} \ldots a_{m}\right), \widetilde{\text { seq }}=\left(b_{1} \ldots b_{n}\right) \in \mathcal{Q S} \backslash\{\emptyset\}$ where $a_{i}, b_{j} \in\{\mathrm{~s}, \mathrm{p}\}$ for each $i \in[m], j \in[n]$, and there exists a strictly increasing function $f:[n] \rightarrow[m]$ such that $b_{j} \subseteq_{1} a_{f(j)}$ holds for all $j \in[n]$.

If seq and $\widetilde{\operatorname{seq}}$ do not satisfy the above, we write " $\widetilde{\operatorname{seq}} \not_{q s}$ seq".
The subscript "qs" of $\subseteq_{q s}$ stands for query sequence. It is easy to see that the above relation " $\subseteq_{q s}$ " is a natural extension from $\subseteq_{1}$. Suppose $\widetilde{\text { seq }} \subseteq_{q s}$ seq. Consider two PPTA adversaries $\mathcal{A}$ and $\mathcal{B}$ attacking a same PKE scheme, where $\mathcal{A}$ makes seq-queries and $\mathcal{B}$ makes $\widetilde{\text { seq}}$-queries, and a situation in which $\mathcal{A}$ simulates the experiment for $\mathcal{B}$. If $\widetilde{\text { seq }}=\emptyset$, then $\mathcal{B}$ makes no query. If seq $=$ unbound, then $\mathcal{A}$ can use unbounded oracle access, and thus $\mathcal{B}$ 's decryption oracle can be simulated. Otherwise, (i.e. seq, $\widetilde{\text { seq }} \in \mathcal{Q S} \backslash\{\emptyset\}$ ), then $i$-th query from $\mathcal{B}$ can be simulated by $\mathcal{A}$ 's $f(i)$-th query (where $f$ is a strictly increasing function guaranteed to exist by definition) for all $i \in[n]$.

Now, given two sequences seq, $\widetilde{\operatorname{seq}} \in \mathcal{Q} \mathcal{S}^{*}$ we can tell if $\widetilde{\text { seq }} \subseteq_{q s}$ seq or $\widetilde{\text { seq }} \mathbb{Z}_{q s}$ seq ${ }^{3}$ For example, $\left(\mathrm{s}^{2} \mathrm{p}\right) \subseteq_{q s}(\mathrm{psps}) ;\left(\mathrm{sp}^{2}\right) \mathscr{L}_{q s}\left(\mathrm{~s}^{2} \mathrm{ps}^{2}\right) ; \mathrm{s}^{r} \subseteq_{q s} \mathrm{~s}^{q}$ iff $q \geq r$.

[^33]
### 4.2 Separation Results

A common approach for showing a separation of a security notion X from a security notion Y for PKE schemes is to construct a "separating" PKE scheme from a building block X-secure PKE scheme: the decryption algorithm of the separating scheme typically has some "backdoor" mechanism, which leads to some "critical information" $v$ (e.g. secret key for the building block PKE scheme) for breaking Y security so that Y-adversary can, by using a decryption oracle, reach for $v$ and break Y-security of the separating PKE scheme while an Xadversary cannot reach for $v$ or simply $v$ is useless for breaking X-security of the scheme. We also follow this approach.

Useful Tool for Separation: Backdoor-Sequence Scheme. In order for the above approach to work, what to use as the critical information and how to implement such backdoor mechanism are the main issues. We wish to implement a backdoor mechanism so that given two sequences seq, $\widetilde{\operatorname{seq}} \in \mathcal{Q} \mathcal{S}^{*}$, if $\widetilde{\operatorname{seq}} \mathbb{Z}_{q s}$ seq ${ }^{4}$. then an adversary making seq-queries can finally reach for a critical information (and break some security of a separating PKE scheme) while an adversary making seq-queries cannot. This is indeed possible. We can implement such backdoor mechanism as a sequence of backdoor information $\left(u_{1}, \ldots, u_{\mid \text {seq } \mid+1}\right)$ and a strategy for "how to release next backdoor information", based on seq, $\widetilde{\text { seq }}$, and the critical information $v$. Specifically, let $\widetilde{\operatorname{seq}}=\left(b_{1} \ldots b_{n}\right)$ such that $b_{i} \in\{\mathrm{~s}, \mathrm{p}\}$ for $i \in[n]$.

- The sequence of backdoor information $\left(u_{1}, \ldots, u_{n+1}\right)$ is set up so that $u_{1}=$ $1^{k}$ (any publicly known value will do), $u_{2}, \ldots, u_{n}$ are random values (which must be hard to guess), and $u_{n+1}$ is the critical information $v$.
- The strategy for "how to release next backdoor information", depending on $\widetilde{\operatorname{seq}}=\left(b_{1} \ldots b_{n}\right)$, is set up so that: If $b_{i}=\mathrm{s}$, this "release strategy" on input $u_{i}$ outputs $u_{i+1}$ directly; If $b_{i}=\mathrm{p}$, this "release strategy" on input $u_{i}$ (together with some index $j$ ) outputs a ( $j$-th) "secret-share" of $u_{i+1}$, so that if we collect the shares more than a threshold which is set to be a value greater than $\mid$ seq|, we can reconstruct $u_{i+1}$.
(Intuitively, such a release strategy is implemented into a decryption algorithm of a separating PKE scheme so that if the decryption algorithm takes some special information indicating "backdoor mode" as input, the output of the release strategy is used instead of decrypting as a ciphertext). Constructed as above, an adversary making $\widetilde{\text { seq}}$-queries to the release strategy can finally obtain $u_{n+1}=v$. In particular, if $b_{i}=\mathrm{p}$ then an adversary can make a parallel query to the release strategy to obtain all the share of $u_{i+1}$ at once, and thus can reconstruct $u_{i+1}$. It is actually possible to show that if $\widetilde{\text { seq }} \mathbb{Z}_{q s}$ seq, then no adversary who is only allowed to make seq-queries to the release strategy can reach for $u_{n+1}=v$, and thus we can make a difference in the information available for an adversary making seq-queries and that making seq-queries.

[^34]In order to make it easier to analyze PKE schemes used to show separations， in the full version we formalize this＂backdoor mechanism＂as a＂stand alone＂ primitive．We call it a backdoor－sequence scheme，and use it as one of main building blocks for constructing the separating schemes that are used to establish the separations in the following paragraphs in this subsection．

Separation by Total Query Sequence．
Theorem 3．For both PKE schemes and $K E M s$ ，if $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \not \mathbb{q}_{q}(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A})$ ，then $\langle\mathrm{B}: \mathrm{F}: A\rangle$－mCCA security does not imply $\langle\widetilde{\mathrm{B}}: \widetilde{\mathrm{F}}: \widetilde{\mathrm{A}}\rangle-\mathrm{mCCA}$ security．
The idea for building the separating PKE scheme for showing Theorem 3 is straightforward．We use the secret key $s k$ for the building block scheme of the separating PKE scheme as a critical information，and setup the backdoor－ sequence scheme appropriately．That is，a $\langle\widetilde{B}: \widetilde{F}: \widetilde{A}\rangle$－mCCA adversary who can （in total）make（ $\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}})$－queries can finally reach for $s k$ and decrypt the chal－ lenge ciphertext．However，since $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \not \not 口 q s(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A})$ ，the property of the backdoor－sequence scheme guarantees that a $\langle\mathrm{B}: \mathrm{F}: A\rangle$－mCCA adversary who is only allowed to make $(B\|F\| A)$－queries in total cannot reach for it，and thus the separating PKE scheme remains $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$－mCCA secure．The same proof strategy works for the KEM case．

Separation by After－challenge Queries．
Theorem 4．For both PKE schemes and KEMs，if $(\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}}) \not \nsubseteq q s(\mathrm{~F} \| \mathrm{A})$ ，then $\langle\mathrm{B}$ ： $\mathrm{F}: \mathrm{A}\rangle$－mCCA security does not imply $\langle\widetilde{\mathrm{B}}: \widetilde{\mathrm{F}}: \widetilde{\mathrm{A}}\rangle$－mCCA security．
For an explanation here，consider the extreme case：the separation of $\langle\emptyset:: \widetilde{\mathrm{A}}\rangle$－ mCCA security from 〈unbound ：：A〉－mCCA security under the condition $\widetilde{A} \nsimeq_{q s} \mathrm{~A}$ ． Note that a 〈unbound ：：A〉－mCCA adversary can make unbounded single queries before the challenge while a $\langle\emptyset:: \widetilde{\mathrm{A}}\rangle$－mCCA adversary can make no query．There－ fore，the critical information for breaking $\langle\emptyset:: \widetilde{\mathrm{A}}\rangle$－mCCA security must be some－ thing that is useful and available only after the challenge．We set the critical information to be the decryption result of a ciphertext（which can be a chal－ lenge ciphertext）that is input together with the backdoor information into the decryption algorithm of the separating scheme，and use a pseudorandom func－ tion $F$ to realize the separating PKE scheme that has a＂ciphertext－dependent＂ backdoor sequence．More specifically，a seed $K$ for $F$ is picked as a part of a secret key of the separating PKE scheme．The decryption algorithm of the separating scheme，on input a ciphertext $c$ together with backdoor and some information that indicates＂backdoor mode＂，derives a pseudorandom value $R=F_{K}(c)$ and use this $R$ as a randomness for deriving the sequence of backdoors，and then outputs a corresponding＂next backdoor＂．Since the backdoor－sequence scheme is set up so that an adversary that can make $\widetilde{\mathrm{A}}$－queries can finally reach for the critical information（decryption of any ciphertext），a $\langle\emptyset:: \widetilde{A}\rangle$－mCCA adversary can finally reach for the decryption result of the challenge ciphertext by appropri－ ately making decryption queries after the challenge．However，since $\widetilde{\mathrm{A}} \not_{q s} \mathrm{~A}$ ， the same does not apply to a 〈unbound ：：A〉－mCCA adversary that can make only

A－queries after the challenge．Therefore，to break 〈unbound ：：A $\rangle$－mCCA security of the separating scheme，the adversary has to essentially break 〈unbound ：：A〉－ $m C C A$ security of the building block scheme（unless it breaks security of the pseudorandom function or the backdoor－sequence scheme）．Essentially the same proof strategy works for proving the KEM case．Using a pseudorandom function to set up＂ciphertext－dependent＂backdoor information was previously used in ［1］to separate NM－CCA2 $=$ IND－CCA2 security from NM－CCA1 security．

## Separation by Before－challenge Queries．

Theorem 5．For PKE schemes with superpolynomially large plaintext space size，if $(\widetilde{\mathrm{B}} \| \widetilde{\mathrm{F}}) \Phi_{q s}(\mathrm{~B} \| \mathrm{F})$ ，then $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$－mCCA security does not imply $\langle\widetilde{\mathrm{B}}: \widetilde{\mathrm{F}}: \widetilde{\mathrm{A}}\rangle$－ mCCA security．
Note that this theorem is only true for PKE schemes with superpolynomially large plaintext space size．For an explanation here，consider the extreme case： the separation of $\langle\widetilde{B}:: \emptyset\rangle$－mCCA security from $\langle\mathrm{B}::$ unbound $\rangle$－mCCA security under the condition $\widetilde{\mathrm{B}} \not \mathbb{I}_{q s} \mathrm{~B}$ ．This time，the critical information for breaking $\langle\widetilde{\mathrm{B}}::$ $\emptyset\rangle$－mCCA security must be something that is useful only before the challenge， because $\langle\widetilde{\mathrm{B}}:: \emptyset\rangle$－mCCA adversary can make no query after the challenge．We use a one－way function $f$ to construct the separating PKE scheme so that it has ＂weak＂plaintexts，which are not encrypted at all by the encryption algorithm of the separating PKE scheme．（Similar ideas are used in［26｜24｜2］）．A public key of the separating PKE scheme contains $V=f\left(m^{*}\right)$ for some random element $m^{*}$ chosen from the plaintext space of the underlying PKE scheme，and weak plaintexts $m$ are the ones satisfying $f(m)=V$ ．We set the critical information to be $m^{*}$ itself，where the backdoor－sequence scheme will finally release $m^{*}$ if $\widetilde{B}$－queries are appropriately performed，and thus $m^{*}$ can be used as one of two challenge plaintexts to break $\langle\widetilde{\mathrm{B}}:: \emptyset\rangle$－mCCA security．However，since $\widetilde{\mathrm{B}} \not \Phi_{q s} \mathrm{~B}$ ， the property of the backdoor－sequence scheme guarantees that a $\langle\mathrm{B}$ ：：unbound $\rangle$－ $m C C A$ adversary cannot reach for $m^{*}$ before the challenge（unless it break one－ wayness of $f$ ）．Moreover，the weak plaintext $m^{*}$ is useless even if it is found after the challenge．Therefore，in order to break $\langle B$ ：：unbound $\rangle$－mCCA security of the separating scheme，the adversary essentially has to attack $\langle B$ ：：unbound $\rangle$－ mCCA security of the building block scheme．

## 4．3 Implication Results

A combination of Theorems 3，4，and 5 shows that given two mixed CCA security notions $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle-\mathrm{mCCA}$ and $\langle\widetilde{\mathrm{B}}: \widetilde{\mathrm{F}}: \widetilde{\mathrm{A}}\rangle-\mathrm{mCCA}$ ，the latter notion is separated from the former if $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \nsimeq_{q s}(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A}),(\widetilde{\mathrm{B}} \| \widetilde{\mathrm{F}}) \nsubseteq q s(\mathrm{~B} \| \mathrm{F})$ ，or $(\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}}) \nsimeq_{q s}(\mathrm{~F} \| \mathrm{A})$ holds for PKE schemes with superpolynomially large plaintext space．We show that if none of the above conditions are satisfied，then we actually have an implication from the former notion to the latter，where this implication is also true for all PKE schemes and KEMs．
Theorem 6．For both $\underset{\sim}{P} \underset{\sim}{\sim} E$ schemes and $K E M$ ，if $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \subseteq_{q s}(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A})$ ， $(\widetilde{\mathrm{B}} \| \widetilde{\mathrm{F}}) \subseteq_{q s}(\mathrm{~B} \| \mathrm{F})$ ，and $(\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}}) \subseteq_{q s}(\mathrm{~F} \| \mathrm{A})$ hold simultaneously，then $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$－ $m C C A$ security implies $\langle\widetilde{B}: \widetilde{F}: \widetilde{A}\rangle-m C C A$ security．

This theorem holds because it can be shown that if the three conditions regarding query sequences are satisfied, then whatever strategy regarding the "flexible" queries an $\langle\widetilde{B}: \widetilde{F}: \widetilde{A}\rangle$-mCCA adversary may take, the $\langle\widetilde{B}: \widetilde{F}: \widetilde{A}\rangle$-mCCA experiment can be perfectly simulated by an $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$-mCCA adversary.

Combining Theorem 6 with Theorem 2, we obtain the following corollary.
Corollary 1. For $\underset{\widetilde{B}}{P} K \underset{\widetilde{F}}{E}$ schemes with polynomially bounded plaintext space size and for $K E M$ s, if $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \subseteq_{q s}(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A})$ and $\left(\widetilde{\mathrm{F}} \| \stackrel{\mathrm{A}}{)} \subseteq_{q s}(\mathrm{~F} \| \mathrm{A})\right.$ hold simultaneously, then $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$-mCCA security implies $\langle\widetilde{\mathrm{B}}: \widetilde{\mathrm{F}}: \widetilde{\mathrm{A}}\rangle$-mCCA security.
Proof. By Theorem 2, we know that for PKE schemes with polynomially bounded plaintext space size and for KEMs, $\langle\mathrm{B}: \mathrm{F}: A\rangle$-mCCA security implies $\langle\widetilde{B}: \widetilde{F}: \widetilde{A}\rangle$-mCCA security if and only if $\langle B:(F \| A): \emptyset\rangle$-mCCA security implies $\langle\widetilde{B}:$ $(\widetilde{F} \| \widetilde{A}): \emptyset\rangle$-mCCA security. Then, Theorem 6 tells us that the sufficient condition of the implication from the former notion to the latter is: "( $\widetilde{\mathbf{B}}\|(\widetilde{\mathbf{F}} \| \widetilde{\mathbf{A}})\| \emptyset) \subseteq_{q s}$ $(\mathrm{B}\|(\mathrm{F} \| \mathrm{A})\| \emptyset),(\widetilde{\mathrm{B}} \|(\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}})) \subseteq_{q s}(\mathrm{~B} \|(\mathrm{F} \| \mathrm{A}))$, and $((\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}}) \| \emptyset) \subseteq_{q s}((\mathrm{~F} \| \mathrm{A}) \| \emptyset)$ hold simultaneously." Simplifying this condition yields Corollary 1 .

### 4.4 Necessary and Sufficient Conditions for Implication/Separation

As a summarization of the results in this section, we show the following necessary and sufficient conditions for implication/separation among mixed CCA security.

Theorem 7. For PKE schemes with superpolynomially large plaintext space size, $\langle\mathcal{B}: F: A\rangle-m C C A$ security implies $\langle\widetilde{B}: \widetilde{F}: \widetilde{A}\rangle$-mCCA security if and only if $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \subseteq_{q s} \quad(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A}), \quad(\widetilde{\mathrm{B}} \| \widetilde{\mathrm{F}}) \subseteq_{q s} \quad(\mathrm{~B} \| \mathrm{F})$, and $(\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}}) \subseteq_{q s} \quad(\mathrm{~F} \| \mathrm{A})$ hold simultaneously.
Proof. This follows from a combination of Theorems 3, 4, 5, and 6,
Theorem 8. For PKE schemes with polynomially bounded plaintext space size and for $K E M$, $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle-\mathrm{mCCA}$ security implies $\langle\widetilde{\mathrm{B}}: \widetilde{\mathrm{F}}: \widetilde{\mathrm{A}}\rangle-\mathrm{mCCA}$ security if and only if $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \subseteq_{q s}(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A})$ and $(\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}}) \subseteq_{q s}(\mathrm{~F} \| \mathrm{A})$ hold simultaneously.
Proof. This follows from a combination of Theorems 3, 4, and Corollary 1 ,
We believe the relations among security notions shown in this section are useful for future studies on PKE schemes and KEMs whose security notions can be expressed in mixed CCA security notions. For example, by utilizing the above theorems, we can fully establish the relations among bounded parallel CCA security and other existing security notions in Table 1. We also note that the previously established relations among security notions [19|16] can be re-proved as corollaries from the above theorems.

Importance of Plaintext Space Size in Relations among Security Notions for PKE Schemes. As our results in this section have clarified, it is important to care about the size of the plaintext space size for relations among security notions for PKE schemes. Specifically, Theorems 7 and 8 tell us that given $\langle B: F: A\rangle$ mCCA and $\langle\widetilde{B}: \widetilde{F}: \widetilde{A}\rangle$-mCCA security notions, the implication/separation from the
former notion to the latter notion differs if $(\widetilde{\mathrm{B}}\|\widetilde{\mathrm{F}}\| \widetilde{\mathrm{A}}) \subseteq_{q s}(\mathrm{~B}\|\mathrm{~F}\| \mathrm{A})$, $(\widetilde{\mathrm{F}} \| \widetilde{\mathrm{A}}) \subseteq_{q s}$ $(\mathrm{F} \| \mathrm{A})$, and $(\widetilde{\mathrm{B}} \| \widetilde{\mathrm{F}}) \not \Phi_{q s}(\mathrm{~B} \| \mathrm{F})$ hold simultaneously.

## 5 Feasibility Results from IND-CPA Secure PKE Schemes

By adopting the notion of mixed CCA security, in this section we show two blackbox constructions of PKE schemes, which can encrypt plaintexts of polynomial length (thus, exponentially large plaintext space), from IND-CPA secure schemes.

The first result is the following.
Theorem 9. For any polynomial $q \geq 0$, there exists a shielding black-box construction of $a\left\langle\emptyset: \mathrm{s}^{q} \mathrm{p}: \emptyset\right\rangle$-mCCA secure PKE scheme which can encrypt plaintexts of polynomial length from an IND-CPA secure PKE scheme.

Proof. This theorem is proved by combining the existing results and Theorem 2 in Section 3.2. The following statement is due to the result by Choi et al. 8].

Lemma 1. [8] For any polynomial $q \geq 0$, there exists a shielding black-box construction of an NM-q-CCA2 secure PKE scheme which can encrypt plaintexts of polynomial length from an IND-CPA secure PKE scheme.

Recall that $\mathrm{NM}-q$-CCA2 $=\left\langle\emptyset: \mathrm{s}^{q}: \mathrm{p}\right\rangle$-mCCA (see Table 11). Since any $\langle\mathrm{B}: \mathrm{F}:$ $A)$-mCCA secure PKE scheme can be trivially used as a KEM with the same security by encrypting a uniformly random string $K$ and using it as a sessionkey, Lemma 1 implies that we can construct a $\left\langle\emptyset: s^{q}: \mathrm{p}\right\rangle$-mCCA secure KEM (we call it the $C D M W$ KEM) from any IND-CPA secure PKE scheme in a black-box and shielding manner. Then, by Theorem 2 for KEMs, we can immediately say that the CDMW KEM is $\left\langle\emptyset: s^{q} p: \emptyset\right\rangle$-mCCA secure. Finally, by combining the CDMW KEM with an IND-CCA2 secure DEM, we obtain the desired result. (It is implicit from the works by Cramer and Shoup [10] and by Herranz et al. [16] that if we combine a $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$-mCCA secure KEM and an IND-CCA2 secure DEM in a straightforward manner, we can obtain a $\langle B: F: A\rangle$-mCCA secure PKE scheme). Note that we can construct an IND-CCA2 secure DEM even without any computational assumption (see e.g. [10, Section 7.2.2]). Moreover, the "shielding" and "black-box" properties are trivially preserved by our construction. This completes the proof of Theorem 9 .
$\left\langle\emptyset: s^{q} \mathrm{p}: \emptyset\right\rangle$-mCCA security implies $\mathrm{NM}-q-C C A 2=\left\langle\emptyset: s^{q}: \mathrm{p}\right\rangle$-mCCA security by definition, while by Theorem 7 we know that for PKE schemes with superpolynomially large plaintext space size, $\left\langle\emptyset: \mathrm{s}^{q}: \mathrm{p}\right\rangle$-mCCA security does not imply $\left\langle\emptyset: s^{q} \mathrm{p}: \emptyset\right\rangle$-mCCA security. Therefore, for these types of PKE schemes, $\left\langle\emptyset: \mathrm{s}^{q} \mathrm{p}: \emptyset\right\rangle$-mCCA security is strictly stronger than NM- $q$-CCA2 security.

We remark that Theorem 2 actually implies that the original CDMW PKE scheme [8] already achieves the shielding black-box construction of $\left\langle\emptyset: s^{q} \mathrm{p}: \emptyset\right\rangle$ mCCA secure PKE schemes if it is used with short plaintexts (so that the plaintext space size is bounded to be polynomial). However, the Choi et al. result itself does not imply Theorem 9, because it is not obvious how to construct $\left\langle\emptyset: \mathrm{s}^{q} \mathrm{p}: \emptyset\right\rangle$ mCCA secure PKE schemes which can encrypt plaintexts of polynomially length
from PKE schemes that satisfies the same security but has only polynomially bounded plaintext space size, in a black-box and shielding manner 5 .

We also remark that the original CDMW PKE scheme [8] might be shown to be $\left\langle\emptyset: s^{q} \mathrm{p}: \emptyset\right\rangle$-mCCA secure as it is for large plaintext space size, using the same assumptions used to show its NM- $q$-CCA2 security. However, our main purpose here is to show the improved feasibility rather than the concrete construction and efficiency, and thus we did not try proving directly that the CDMW PKE is $\left\langle\emptyset: s^{q} \mathrm{p}: \emptyset\right\rangle$-mCCA secure.

Theorem 9 implies the following corollary.
Corollary 2. There exists a shielding black-box construction of an IND-1-pCCA2 secure PKE scheme which can encrypt plaintexts of polynomial length from an IND-CPA secure PKE scheme.

Our second result on black-box constructions is the following.
Theorem 10. For any polynomials $q, q^{\prime} \geq 0$, there exists a shielding black-box construction of $a\left\langle\mathrm{~s}^{q} \mathrm{p}: \mathrm{s}^{q^{\prime}}: \emptyset\right\rangle$-mCCA secure PKE scheme which can encrypt plaintexts of polynomial length from an IND-CPA secure PKE scheme.

Proof. To prove this theorem, we will use the following result which is implicit from (9, Lemma 1] 6

Lemma 2. (Implicit from [9]). For any $\mathrm{B} \in \mathcal{Q S}^{*}$ and any polynomial $q^{\prime} \geq 0$, there exists a shielding black-box construction of $a\left\langle\mathrm{~B}: s^{q^{\prime}}: \emptyset\right\rangle-\mathrm{mCCA}$ secure PKE scheme from $a\langle\mathrm{~B}:: \emptyset\rangle-\mathrm{mCCA}$ secure $P K E$ scheme.

We call the construction by Cramer et al. 9 the $C H H+P K E$ scheme. Due to Theorem 9 above, for any polynomial $q \geq 0$, we can construct a $\left\langle\emptyset: \mathrm{s}^{q} \mathrm{p}\right.$ : $\emptyset\rangle-m C C A$ secure PKE scheme, which is also $\left\langle s^{q} \mathrm{p}:: \emptyset\right\rangle$-mCCA secure, from any IND-CPA secure PKE scheme. Then, by using this PKE scheme as a building block of the CHH + PKE scheme, due to Lemma 2 we have a PKE scheme which satisfies the claimed security. The CHH + PKE construction is shielding and black-box. Since the construction of the PKE scheme in Theorem 9 is also shielding and black-box, so is the construction as a whole. The size of the plaintext space is maintained as well. This completes the proof of Theorem 10 .

We note that by Theorem 7, for PKE schemes with superpolynomially large plaintext space size, $\left\langle\mathrm{s}^{q} \mathrm{p}: \mathrm{s}^{q^{\prime}}: \emptyset\right\rangle-\mathrm{mCCA}$ security achieved in Theorem 10 cannot be directly compared with the notion achieved in Theorem 9 (actually even with $\mathrm{NM}-\mathrm{CPA}=\langle\emptyset:: \mathrm{p}\rangle$-mCCA security). However, the security achieved in Theorem 10

[^35]allows the bounded number of "flexible" single queries before and after the challenge, after the parallel query in the first stage, while the security achieved by Theorem 9 does not allow any query after one parallel query for an adversary. Thus we believe that Theorem 10 is also interesting as a feasibility result.
Handling Decryption of Unboundedly Many Ciphertexts before the Challenge. Previous to our work, none of the constructions of PKE schemes that use only IND-CPA secure ones have achieved security against adversaries that can observe unboundedly many decryption results (via the decryption oracle) in the first stage, i.e., before choosing two challenge plaintexts, regardless of whether the construction is black-box or non-black-box. On the other hand, the constructions in Theorems 9 and 10 (and also the combination of [8] and Theorem 21) achieve security against adversaries that can observe unboundedly many decryption results by one parallel decryption query before the challenge.

Thus, due to the results in this section, it has been clarified that the difficulty of constructing an IND-CCA1 secure PKE scheme only from IND-CPA secure ones lies not in whether the number of decryption results that the adversary can see before the challenge is bounded or not, but in whether the number of the adversary's "adaptive" decryption queries is bounded.

## 6 Open Problems

Constructions Secure against Two or More Parallel Queries. None of our feasibility results achieves mixed CCA security in which we can handle more than one parallel decryption query, and whether we can construct a PKE scheme with such security only using IND-CPA secure schemes is still unclear. Therefore, we would like to leave it as an open problem. Since any (unbounded) CCA secure PKE construction from IND-CPA secure ones must first be secure against adversaries who make two or more parallel decryption queries, we believe that overcoming this barrier of "two parallel queries" is worth tackling.

We notice that if we can, by only using an IND-CPA secure PKE scheme as a building block, construct a (strong) designated verifier (DV) NIZK proof system [23|9] for any NP language with $q$-bounded "parallel" strong soundness, which is a natural extension of a (strong) DV-NIZK with $q$-bounded strong soundness 9 in the soundness experiment of which an adversary can ask verification of many theorem/proof pairs in a parallel manner, then by using the DV-NIZK proof system in the Dolev-Dwork-Naor construction 11239] (resp. the Naor-Yung construction [22]) we will be able to construct an IND- $(q+1)$-pCCA2 (resp. IND- $(q+1)-p C C A 1)$ secure PKE scheme. However, how to construct such a DVNIZK proof system only from IND-CPA secure PKE schemes is not known so far. This might be worth looking at towards the next step from our results.

Stronger Black-Box Impossibility Results. Since the constructions in Theorems 9 and 10 are shielding and black-box, according to the impossibility result of [12] and the transitivity of black-box constructions, we have that there exists no shielding black-box construction of an IND-CCA1 secure PKE scheme from PKE schemes which satisfy any security notion achieved in Theorems 9 and 10.

It would also be interesting to clarify if we can show a stronger impossibility result than [12] such that constructing IND $-q-$ pCCA1 secure PKE schemes from IND-CPA secure one in a shielding and black-box manner for some $q>1$ is impossible. (Or more generally, we can also consider the impossibility of some of mixed CCA security notion). Note that this strengthening of the impossibility result of [12] can make sense only if we consider parallel decryption queries, because the result by Choi et al. 8] already shows that it is possible to achieve the strongest form of (ordinary) bounded CCA security, namely, NM- $q-C C A 2$, in a black-box and shielding manner.
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#### Abstract

In this work we construct public key encryption schemes that admit a protocol for blindly decrypting ciphertexts. In a blind decryption protocol, a user with a ciphertext interacts with a secret keyholder such that the user obtains the decryption of the ciphertext and the keyholder learns nothing about what it decrypted. While we are not the first to consider this problem, previous works provided only weak security guarantees against malicious users. We provide, to our knowledge, the first practical blind decryption schemes that are secure under a strong CCA security definition. We prove our construction secure in the standard model under simple, well-studied assumptions in bilinear groups. To motivate the usefulness of this primitive we discuss several applications including privacy-preserving distributed file systems and Oblivious Transfer schemes that admit public contribution.


## 1 Introduction

The past several years have seen a trend towards outsourcing data storage to remote data stores and cloud-based services. While much attention has been paid to securing this data, relatively little has been given to the problem of securing the data's access pattern. This is a real problem for some systems where users' access histories are more sensitive than the data itself, for example patent databases. Even in business there are many practical applications where users' access history is sensitive. For example, the data access patterns of a major corporation's executives could be worth millions of dollars to the right person, particularly in advance of a merger or acquisition.

To address these concerns, many recent works have proposed tools that allow users to transact online without sacrificing their privacy. These tools include (but are not limited to) efficient adaptive oblivious transfer protocols [15, 28, 29, 44, anonymous credential schemes [13, 4, and group signature schemes [16, 7]. One recent application for these tools is to the construction of oblivious databases that provide strong access control while preventing the operator from learning
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which records its users access [20, 12]. Despite this progress, there are still many primitives that we do not know how to implement efficiently using the techniques available to us.

Blind Decryption. In this work we consider one such primitive, which we refer to as blind decryption. A blind decryption scheme is a public-key encryption (PKE) scheme that admits an efficient protocol for obliviously decrypting ciphertexts. In this protocol a User who possesses a ciphertext interacts with a Decryptor who holds the necessary secret key. At the conclusion of the protocol, the User obtains the plaintext while the Decryptor learns nothing about what it decrypted. Given that the fundamental purpose of a blind decryption protocol is to decrypt ciphertexts, it seems reasonable to analyze any such protocol with malicious adversaries in mind. Specifically, since such an adversary can implicitly use the blind decryption protocol to decrypt chosen ciphertexts, we will restrict out investigation to secure blind decryption schemes that retain their security even under (adaptive) chosen ciphertext attack.

Blind decryption has many applications to privacy-preserving protocols and systems. For example, blind decryption implies $k$-out-of- $N$ oblivious transfer [11], which is important theoretically as well as practically for its applications to the construction of oblivious databases [15, 20, 12]. Moreover, blind decryption has practical applications to distributed cryptographic filesystems and for supporting rapid deletion 43].

We are not the first to consider the problem of constructing blind decryption schemes. The primitive was originally formalized by Sakura and Yamane [45] in the mid-1990s, but folklore solutions are thought to have predated that work by more than a decade. Despite an abundance of research in this area, most proposed constructions are insecure under adaptive chosen ciphertext attack [24, 49, 41, 23, 47, 42. Several protocols have recently been proposed containing "blind decryption-like" techniques (see e.g., the simulatable oblivious transfer protocols of [15, 29, 44, 30, 33]). However, these protocols use symmetric (or at least, nonpublic) encryption procedures, and it does not seem easy to adapt them to the public-key model.

Of course, blind decryption is an instance of secure multi-party computation (MPC) and can be achieved by applying general techniques (e.g., [50, 26, 34]) to the decryption algorithm of a CCA-secure PKE scheme. However, the protocols yielded by this approach are likely to be quite inefficient, making them impractical for real-world applications.

Our Contributions. In this paper we present what is, to our knowledge, the first practical blind decryption scheme that is IND-CCA2-secure in the standard model. We prove our scheme secure under reasonable assumptions in bilinear groups. At the cost of introducing an optional Common Reference String, the protocol can be conducted in a single communication round.

To motivate the usefulness of this new primitive we consider several applications. Chief among these is the construction of privacy-preserving encrypted filesystems (and databases), where a central authority manages the decryption of many ciphertexts without learning users' access patterns. This is important
in situations where the access pattern might leak critical information about the information being accessed. Unlike previous attempts to solve this problem [15, 20, 12, our encryption algorithm is public, i.e., users can encrypt new messages offline without assistance from a trusted party. By combining blind decryption with the new oblivious access control techiques of 20, 12] (which use anonymous credentials to enforce complex access control policies) we can achieve strong proactive access control without sacrificing privacy.

Of potential theoretical interest, blind decryption can be used as a building block in constructing adaptive $k$-out-of- $N$ Oblivious Transfer protocols [15, 29, 44, 30, 33, 37. In fact, it is possible to achieve a multi-party primitive that is more flexible than traditional OT, in that any party can commit messages to the message database (rather than just the Sender). We refer to this enhanced primitive as Oblivious Transfer with Public Contribution (OTPC). We discuss these applications in Section 5 ,

### 1.1 Related Work

The first blind decryption protocol is generally attributed Chaum 19, who proposed a technique for blinding an RSA ciphertext in order to obtain its decryption $c^{d} \bmod N$. Since traditional RSA ciphertexts are malleable and hence vulnerable to chosen ciphertext attack, this approach does not lead to a secure blind decryption scheme. Furthermore, standard encryption padding techniques [5] do not seem helpful.

Subsequent works [45,24,49 adapted Chaum's approach to other CPA-secure cryptosystems such as Elgamal. These constructions were employed within various protocols, including a 1-out-of- $N$ Oblivious Transfer scheme due to Dodis et al. [24]. Unfortunately, since the cryptosystems underlying these protocols are not CCA-secure, security analyses of those protocols frequently required strong assumptions such as honest-but-curious adversaries. Mambo, Sakurai and Okamoto 41] proposed to address chosen ciphertext attacks by signing the ciphertexts to prevent an adversary from mauling them. Their transformable signature could be blinded in tandem with the ciphertext. The trouble with this approach and other related approaches [15, 29, 30, 33, 44] is that the encryption scheme is no longer a PKE, since encryption now requires a knowledge of a secret signing key (furthermore, these transformable signatures were successfully cryptanalyzed [23]). Schnorr and Jakobsson [47] proposed a scheme secure under the weaker one-more decryption attack and used this to construct a PIR protocol. Unfortunately, their protocol is secure only for random messages, and furthermore cannot be extended to construct stronger primitives such as simulatable OT 15.

Recently, Green and Hohenberger [28] proposed a technique for blindly extracting decryption keys in an Identity-Based Encryption scheme. Subsequently, Ogata and Le Trieu 42 used this tool to obtain a weak blind decryption scheme

[^37](by encrypting ciphertexts under a random identity, then blindly extracting the appropriate secret key). The resulting protocol is efficient, but the ciphertexts are malleable and thus vulnerable to adaptive chosen ciphertext attack.

### 1.2 Intuition

Ideally the development of a blind decryption scheme would begin with an existing CCA-secure PKE, and would only require us to develop an efficient twoparty protocol for computing the decryption algorithm. Indeed, the literature provides us with many candidate PKE constructions that can be so adapted if we are willing to accept the costs associated with general multi-party computation techniques [50, 26, 34.

However, in this work we are interested in protocols that are both secure and practical. This rules out inefficient gate-by-gate decryption protocols, limiting us to a relatively small collection of techniques that can be used to build efficient protocols. This toolbox includes primitives such as homomorphic commitment schemes, which we might combine with zero knowledge proofs for statements involving algebraic relations among cyclic group elements, e.g., 46, 31. While these techniques have been deployed successfully to construct other privacypreserving protocols, there are strict limitations on what they can accomplish.

To illustrate this point, let us review several of the most popular encryption techniques in the literature. Random oracle paradigms such as OAEP [5] and Fujisaki-Okamoto [25] seem fundamentally difficult to adapt, since these approaches require the decryptor to evaluate an ideal hash function on a partiallydecrypted value prior to outputting a result. Even the more efficient standardmodel CCA-secure paradigms such as Cramer-Shoup 22 and recent bilinear constructions (e.g., [8, 10, 35]) require components that we cannot efficiently adapt. For example, when implemented in a group $\mathbb{G}$ of order $p$, the CramerShoup scheme assumes a collision-resistant mapping $H: \mathbb{G} \times \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{Z}_{p}$. We know of no efficient two-party technique for evaluating such a function ${ }^{2}$.

Our approach. Rather than adapt an existing scheme, we set out to design a new one. Our approach is based on the TBE-to-PKE paradigm proposed independently by Canetti et al. [18] and MacKenzie et al. [40]. This technique converts a Tag-Based Encryption (TBE) scheme into a CCA-secure public PKE with the assistance of a strongly unforgeable one-time signature (OTS). In this generic transform, encryption is conducted by first generating a keypair $(v k, s k)$ for the OTS, encrypting the message using the TBE with $v k$ as the tag, then signing the resulting ciphertext with $s k$. Intuitively the presence of the signature (which is verified at decryption time) prevents an adversary from mauling the ciphertext.

To blindly decrypt such a ciphertext, we propose the following approach: the User first commits to the ciphertext and $v k$ using a homomorphic commitment or encryption scheme. She then efficiently proves knowledge of the associated signature for these committed values. If this proof verifies, the Decryptor

[^38]may then apply the TBE decryption algorithm to the (homomorphically) committed ciphertext, secure in the knowledge that the commitment contains an appropriately-distributed value. Finally, the result can be opened by the User.

For this protocol to be efficient, we must choose our underlying primitives with care. Specifically, we must ensure that (1) the OTS verification key maps to the tag-space of the TBE, (2) and the TBE ciphertext maps to the message space of the OTS. Of course, the easiest way to achieve these goals is to use an OTS that directly signs the TBE ciphertext space, with a TBE whose tag-space includes the OTS verification keyspace. These primitives must admit efficient protocols for the operations we will conduct with them. Finally, we would like to avoid relying on complex or novel complexity assumptions in order to achieve these goals.

Our proposed construction is based on a variant of Cramer-Shoup that was adapted by Shacham [48] for security in bilinear groups. We first modify Shacham's construction into a TBE with the following ciphertext structure. Let $\alpha \in \mathbb{Z}_{p}^{*}$ be an arbitrary ciphertext tag and $m \in \mathbb{G}$ a message to be encrypted. Given a public key $g, g_{1}, g_{2}, g_{3}, h_{1}, h_{2}, c_{1}, c_{2}, d_{1}, d_{2} \in \mathbb{G}$ an encryptor selects random elements $r_{1}, r_{2} \in \mathbb{Z}_{p}^{*}$ and outputs the ciphertext:

$$
\left(u_{1}, u_{2}, u_{3}, e, v, v k\right)=\left(g_{1}^{r_{1}}, g_{2}^{r_{2}}, g_{3}^{r_{1}+r_{2}}, m \cdot h_{1}^{r_{1}} h_{2}^{r_{2}},\left(c_{1} d_{1}^{\alpha}\right)^{r_{1}} \cdot\left(c_{2} d_{2}^{\alpha}\right)^{r_{2}}, g^{\alpha}\right)
$$

An important feature of this construction is that the decryptor does not need to know the tag value $a^{3}$. Therefore, in constructing our PKE we can "dualpurpose" $\alpha$ as both the ciphertext tag and as the secret key of a one-time signature (OTS) scheme. Specifically, our encryption process will select a random $\alpha$, encrypt the message using the TBE with $\alpha$ as the tag, and finally sign the resulting elements $\left(u_{1}, u_{2}, u_{3}, e, v\right)$ under $\alpha$. The resulting ciphertext contains $\left(u_{1}, u_{2}, u_{3}, e, v, v k\right)$ along with the signature on those values.

The remaining challenge is therefore to construct an efficient OTS that can sign multiple bilinear group elements, yet admits an efficient proof-of-knowledge for a signature on committed elements. To address this we propose a new multiblock one-time " $F$-signature" that we believe may be of independent interest. Interestingly, our signing algorithm does not actually operate on elements of $\mathbb{G}$, but rather signs message vectors of the form $\left(m_{1}, \ldots, m_{n}\right) \in \mathbb{Z}_{p}^{* n}$ (for some arbitrary vector length $n$ ). Once a message is signed, however, the signature can be verified given the tuple $\left(g^{m_{1}}, \ldots, g^{m_{n}}\right) \in \mathbb{G}^{n}$, rather than the original message

[^39]vector. Strictly speaking, this construction does not meet our requirements-an encryptor won't always know the discrete logarithm base $g$ of $\left(u_{1}, u_{2}, u_{3}, e, v\right)$. Our key insight is to show that encryptors can produce an identically distributed "workalike" signature even when the discrete logarithms are not known. We prove that, in the context of our encryption scheme, no adversary can forge these workalike signatures. Our signature construction is presented independently in Appendix 2.4

## 2 Technical Preliminaries

### 2.1 Bilinear Groups and Cryptographic Assumptions

Let $\lambda$ be a security parameter. We define BMsetup as an algorithm that, on input $1^{\lambda}$, outputs the parameters for a bilinear mapping as $\gamma=\left(p, \mathbb{G}, \mathbb{G}_{T}, e, g \in \mathbb{G}\right)$, where $g$ generates $\mathbb{G}$, the groups $\mathbb{G}, \mathbb{G}_{T}$ each have prime order $p$, and $e: \mathbb{G} \times \mathbb{G} \rightarrow$ $\mathbb{G}_{T}$. For $\langle g\rangle=\langle h\rangle=\mathbb{G}$ the efficiently-computable mapping $e$ must be both nondegenerate $\left(\langle e(g, h)\rangle=\mathbb{G}_{T}\right)$ and bilinear (for $\left.a, b \in \mathbb{Z}_{p}^{*}, e\left(g^{a}, h^{b}\right)=e(g, h)^{a b}\right)$.

The Decision Linear Assumption (DLIN) [7]. Let $\mathbb{G}$ be a group of prime order $p \in \Theta\left(2^{\lambda}\right)$. For all p.p.t. adversaries $\mathcal{A}$, the following probability is $1 / 2$ plus an amount negligible in $\lambda: \operatorname{Pr}\left[f, g, h, z_{0} \stackrel{R}{\leftarrow} \mathbb{G} ; a, b \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*} ; z_{1} \leftarrow h^{a+b} ; d \stackrel{R}{\leftarrow}\right.$ $\left.\{0,1\} ; d^{\prime} \leftarrow \mathcal{A}\left(f, g, h, f^{a}, g^{b}, z_{d}\right): d=d^{\prime}\right]$.

The Flexible Diffie-Hellman Assumption (FDH) [36] 30 . Let $\mathbb{G}$ be a group of prime order $p \in \Theta\left(2^{\lambda}\right)$. For all p.p.t. adversaries $\mathcal{A}$, the following probability is negligible in $\lambda: \operatorname{Pr}\left[g, g^{a}, g^{b} ; a, b \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*} ;\left(w, w^{\prime}\right) \leftarrow \mathcal{A}\left(g, g^{a}, g^{b}\right): w \neq 1 \wedge w^{\prime}=w^{a b}\right]$. This assumption was previously described as the 2-out-of-3 CDH assumption by Kunz-Jacques and Pointcheval [36]. We adopt the name Flexible Diffie-Hellman for consistency with recent work [39, 30 . To instill confidence in this assumption, Green and Hohenberger [30] showed that a solver for the Flexible Diffie-Hellman problem implies a solver for a related decisional problem, the Decisional 3-Party Diffie-Hellman assumption (3DDH) which has been used several times in the literature [38, 9, 32, 30].

### 2.2 Proofs of Knowledge

We use several standard results for proving statements about the satisfiability of one or more pairing-product equations. For variables $\{\mathcal{X}\}_{1 \ldots n} \in \mathbb{G}$ and constants $\{\mathcal{A}\}_{1 \ldots n} \in \mathbb{G}, a_{i, j} \in \mathbb{Z}_{p}^{*}$, and $t_{T} \in \mathbb{G}_{T}$, these equations have the form:

$$
\prod_{i=1}^{n} e\left(\mathcal{A}_{i}, \mathcal{X}_{i}\right) \prod_{i=1}^{n} \prod_{j=1}^{n} e\left(\mathcal{X}_{i}, \mathcal{X}_{j}\right)^{a_{i, j}}=t_{T}
$$

The proof-of-knowledge protocols in this work can be instantiated using one of two approaches. The first approach is to use the interactive zero-knowledge
proof technique of Schnorr [46, with extensions due to e.g., [21, 14, 17, 2, 15]. Note that this may require that the proofs be executed sequentially (indeed, this requirement is explicit in our security definitions). For details, see the work of Adida et al. [2], which provides a taxonomy of interactive proof techniques for pairing-based statements.

Alternatively, the proofs can be instantiated using the Groth-Sahai proof system 31] which permits efficient non-interactive proofs of the satisfiability of multiple pairing product equations. In the general case these proofs are witness indistinguishable. However a subset of special cases (including where $t_{T}=1$ ) may be conducted in zero-knowledg $5_{5}^{5}$. The Groth-Sahai system can be instantiated under the Decision Linear assumption in the Common Reference String model.

We refer the reader to the cited works for formal security definitions of ZK and WI proof systems. In our security analysis we will assume some generic instantiation $\Pi_{Z K}$ that is secure under the Decision Linear assumption in $\mathbb{G}$. Either of the techniques mentioned above can satisfy this requirement. When referring to WI and ZK proofs we will use the notation of Camenisch and Stadler 16. For instance, $\operatorname{WIPoK}\{(g, h): e(g, h)=T \wedge e(g, v)=1\}$ denotes a witness indistinguishable proof of knowledge of elements $g$ and $h$ that satisfy both $e(g, h)=T$ and $e(g, v)=1$. All values not in enclosed in ()'s are assumed to be known to the verifier.

### 2.3 Linear Encryption

Our blind decryption protocol employs a multiplicatively homomorphic scheme that encrypts elements of $\mathbb{G}$. We instantiate this scheme with the Linear Encryption scheme of Boneh, Boyen and Shacham [7] which is semantically secure under the Decision Linear assumption. Ciphertexts in this scheme have the form $\left(c_{1}, c_{2}, c_{3}\right) \in \mathbb{G}^{3}$, and the homomorphic operation is simple pairwise multiplication. Exponentiation by a scalar $z$ can be performed as $c_{1}^{z}, c_{2}^{z}, c_{3}^{z}$. To re-randomize a ciphertext one multiplies it by LE.Enc $(p k, 1)$. Our protocols also require an efficient ZK proof-of-knowledge of the plaintext $m$ underlying a ciphertext $C$, which we denote by $\operatorname{ZKPoK}\{(m): C \in \operatorname{LE} . \operatorname{Enc}(p k, m)\}$. We refer the reader to the full version [27] for formal algorithm descriptions.

### 2.4 A One-Time $\boldsymbol{F}$-Signature on Multiblock Messages

Our constructions require a strongly unforgeable one-time $F$-signature scheme that signs messages of the form $\left(m_{1}, \ldots, m_{N}\right) \in \mathbb{Z}_{p}^{* n}$ (for arbitrary values of $n$ ), but can verify signatures given only a function of the messages, specifically, $\left(g_{1}^{m_{1}}, \ldots, g_{n}^{m_{n}}\right) \in \mathbb{G}^{n}$ for fixed $g_{1}, \ldots, g_{n} \in \mathbb{G}$. Note that $g_{1}, \ldots, g_{n}$ need not be distinct.

[^40]To construct FS, we adapt a weakly-unforgeable signature due to Green and Hohenberger [30] to admit multi-block messages, while simplifying the scheme into a one-time signature. The latter modification has the incidental effect of strengthening the signature to be strongly unforgeable. Let us now describe FS:

FS.KG. On input group parameters $\gamma$, a vector length $n$, select $g, g_{1}, \ldots, g_{n}$, $v, d, u_{1}, \ldots, u_{n} \stackrel{R}{\leftarrow} \mathbb{G}$ and $a \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$. Output $v k=\left(\gamma, g, g^{a}, v, d, g_{1}, \ldots, g_{n}\right.$, $\left.u_{1}, \ldots, u_{n}, n\right)$ and $s k=(v k, a)$.
FS.Sign. Given $s k$ and a message vector $\left(m_{1}, \ldots, m_{n}\right) \in \mathbb{Z}_{p}^{* n}$, first select $r \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and output the signature $\sigma=\left(\left(\prod_{i=1}^{n} u_{i}^{m_{i}} \cdot v^{r} d\right)^{a}, g_{1}^{a m_{1}}, \ldots, g_{n}^{a m_{n}}, u_{1}^{m_{1}}\right.$, $\left.\ldots, u_{n}^{m_{n}}, r\right)$.
FS.Verify. Given $p k,\left(g_{1}^{m_{1}}, \ldots, g_{n}^{m_{n}}\right)$, parse $\sigma=\left(\sigma_{1}, e_{1}, \ldots, e_{n}, f_{1}, \ldots, f_{n}, r\right)$, output 1 if the following check holds: $e\left(\sigma_{1}, g\right)=e\left(\prod_{i=1}^{n} f_{i} \cdot v^{r} d, g^{a}\right) \wedge$ $\left\{e\left(g_{i}^{m_{i}}, g^{a}\right)=e\left(e_{i}, g\right) \wedge e\left(g_{i}^{m_{i}}, u_{i}\right)=e\left(g_{i}, f_{i}\right)\right\}_{i \in[1, n]}$.

Note that verification is a pairing product equation. Thus we can efficiently prove knowledge of a signature using the techniques described in Section 2.2, We denote such a proof by e.g., WIPoK $\left\{(\sigma): \operatorname{Verify}\left(v k,\left(g^{m_{1}}, \ldots, g^{m_{n}}\right), \sigma\right)=1\right\}$. Note that $v k$ or the messages may reside within a commitment. In the full version of this paper [27] we provide details on these proofs of knowledge, as well as definitions of security and a proof that FS is strongly unforgeable under the Flexible Diffie-Hellman assumption.

Workalike signatures. Our blind decryption constructions make use of the "workalike" algorithms (WAKG, WASign). While the public outputs of these algorithms are identically distributed those of KG and Sign, the WASign algorithm operates on messages of the form $\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{G}^{n}$. We stress that (WAKG, WASign, Verify) is not a secure signature scheme on arbitrary group elements, but can be used securely under the special conditions of our constructions..

FS.WAKG. Select $x_{1}, \ldots, x_{n} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and set $\left(u_{1}, \ldots, u_{n}\right)=\left(g^{x_{1}}, \ldots, g^{x_{n}}\right)$. Compute the remaining elements as in KG and set $s k=\left(v k, a, x_{1}, \ldots, x_{n}\right)$.
FS.WASign. Given a message vector $\left(h_{1}, \ldots, h_{n}\right) \in \mathbb{G}^{n}$, first select $r \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and output the signature $\sigma=\left(\left(\prod_{i=1}^{n} h_{i}^{x_{i}} \cdot v^{r} d\right)^{a}, h_{1}^{a}, \ldots, h_{n}^{a}, h_{1}^{x_{1}}, \ldots, h_{n}^{x_{n}}, r\right)$.

## 3 Definitions

Notation: Let $\mathcal{M}$ be the message space and $\mathcal{C}$ be the ciphertext space. We write $P(\mathcal{A}(a), \mathcal{B}(b)) \rightarrow(c, d)$ to indicate the protocol $P$ is between parties $\mathcal{A}$ and $\mathcal{B}$, where $a$ is $\mathcal{A}$ 's input, $c$ is $\mathcal{A}$ 's output, $b$ is $\mathcal{B}$ 's input and $d$ is $\mathcal{B}$ 's output. We will define $\nu(\cdot)$ as a negligible function.

Definition 1 (Blind Decryption Scheme). A public-key blind decryption scheme consists of a tuple of algorithms (KG, Enc, Dec) and a protocol BlindDec.
$\mathrm{KG}\left(1^{\lambda}\right)$. On input a security parameter $\lambda$, the key generation algorithm KG outputs a public key $p k$ and a secret key $s k$.
Enc $(p k, m)$. On input a public key $p k$ and a message $m$, Enc outputs a ciphertext $C$.
$\operatorname{Dec}(p k, s k, C)$. On input $p k, s k$ and a ciphertext $C$, Dec outputs a message $m$ or the error symbol $\perp$.

The two-party protocol BlindDec is conducted between a user $\mathcal{U}$ and a decryptor $\mathcal{D}$ :
$\operatorname{Blind} \operatorname{Dec}(\{\mathcal{U}(p k, C)\},\{\mathcal{D}(p k, s k)\}) \rightarrow(m$, nothing $)$. On input $p k$ and a ciphertext $C$, an honest user $\mathcal{U}$ outputs the decryption $m$ or the error symbol $\perp$. The decryptor $\mathcal{D}$ outputs nothing or an error message.

We now present the standard definition of adaptive chosen ciphertext security for public key encryption.

Definition 2 (IND-CCA2). A public key encryption scheme $\Pi=$ (KG, Enc, Dec) is IND-CCA2 secure if every p.p.t. adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ has advantage $\leq \nu(\lambda)$ in the following experiment.

```
IND-CCA2 \((\Pi, \mathcal{A}, \lambda)\)
    \((p k, s k) \leftarrow \mathrm{KG}\left(1^{\lambda}\right)\)
    \(\left(m_{0}, m_{1}, z\right) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{\text {dec }}(p k, s k, \cdot)}(p k)\) s.t. \(m_{0}, m_{1} \in \mathcal{M}\)
    \(b \leftarrow\{0,1\} ; c^{*} \leftarrow \operatorname{Enc}\left(p k, m_{b}\right)\)
    \(b^{\prime} \leftarrow \mathcal{A}_{2}^{\mathcal{O}_{d e c}^{\prime}(p k, s k, \cdot)}\left(c^{*}, z\right)\)
    Output \(b^{\prime}\)
```

Where $\mathcal{O}_{d e c}$ is an oracle that, on input a ciphertext $c$, returns $\operatorname{Dec}(p k, s k, c)$ and $\mathcal{O}_{\text {dec }}^{\prime}$ operates identically but returns $\perp$ whenever $c=c^{*}$. We define $\mathcal{A}$ 's advantage in the above game by:

$$
\left|\operatorname{Pr}\left[b=b^{\prime}\right]-1 / 2\right|
$$

Additional security properties. A secure blind decryption scheme must possess the additional properties of leak-freeness and blindness. Intuitively, leakfreeness [28] ensures that an adversarial User gains no more information from the blind decryption protocol than she would from access to a standard decryption oracle. Blindness prevents a malicious Decryptor from learning which ciphertext a User is attempting to decrypt. Let us now formally state these properties.

Definition 3 (Leak-Freeness [28]). A protocol BlindDec associated with a PKE scheme $\Pi=(\mathrm{KG}, \mathrm{Enc}, \mathrm{Dec})$ is leak free if for all p.p.t. adversaries $\mathcal{A}$, there exists an efficient simulator $\mathcal{S}$ such that for every value $\lambda$, no p.p.t. distinguisher $D$ can distinguish the output of Game Real from Game Ideal with non-negligible advantage:

Game Real: Run $(p k, s k) \leftarrow \mathrm{KG}\left(1^{\lambda}\right)$ and publish $p k$. As many times as $D$ wants, $\mathcal{A}$ chooses a ciphertext $C$ and atomically executes the BlindDec protocol with $\mathcal{D}$ :
 game) includes the list of ciphertexts and decrypted plaintexts.
Game Ideal: A trusted party runs $(p k, s k) \leftarrow \mathrm{KG}\left(1^{\lambda}\right)$ and publishes $p k$. As many times as $D$ wants, $\mathcal{S}$ chooses a ciphertext $C$ and queries the trusted party to obtain the output of $\operatorname{Dec}(p k, s k, C)$, if $C \in \mathcal{C}$ and $\perp$ otherwise. $\mathcal{S}$ 's output (which is the output of the game) includes the list of ciphertexts and decrypted plaintexts.

In the games above, BlindDec and Dec are treated as atomic operations. Hence $D$ and $\mathcal{A}$ (or $\mathcal{S}$ ) may communicate at any time except during the execution of those protocols. Additionally, while we do not explicitly specify that auxiliary information is given to the parties, this information must be provided in order to achieve a sequential composition property.

Definition 4 (Ciphertext Blindness). Let $\mathcal{O}_{\mathcal{U}}(p k, C)$ be an oracle that, on input a public key and ciphertext, initiates the User's portion of the BlindDec
 Blind secure if every p.p.t. adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ has advantage $\leq \nu(\lambda)$ in the following game.

$$
\begin{aligned}
& \text { Blind }(\text { BlindDec, } \mathcal{A}, \lambda) \\
& \quad\left(p k, C_{0}, C_{1}, z\right) \leftarrow \mathcal{A}_{1}\left(1^{\lambda}\right) \\
& \quad b \leftarrow\{0,1\} ; b^{\prime} \leftarrow \mathcal{A}_{2}^{\mathcal{O}_{u}\left(p k, C_{b}\right), \mathcal{O}_{\mathcal{U}}\left(p k, C_{b-1}\right)}(z)
\end{aligned}
$$

We define $\mathcal{A}$ 's advantage in the above game as: $\left|\operatorname{Pr}\left[b^{\prime}=b\right]-1 / 2\right|$. Note that a stronger notion of blindness is selective-failure blindness, which was proposed by Camenisch et al. 15. While our constructions do not natively achieve this definition, in section 4.1 we discuss techniques for achieving this stronger definition.

Definition 5 (CCA2-secure Blind Decryption). A blind decryption scheme $\Pi=(\mathrm{KG}$, Enc, Dec, BlindDec) is IND-CCA2-secure if and only if: (1) (KG, Enc, Dec) is IND-CCA2-secure, (2) BlindDec is leak free, and (3) BlindDec possesses the property of ciphertext blindness.

## 4 Constructions

We now present a blind decryption scheme BCS that is secure under the Decision Linear and Flexible Diffie-Hellman assumptions. BCS is based on a variant of Cramer-Shoup that was proposed by Shacham [48], with significant extensions to permit blind decryption.

The core algorithms. We now describe the algorithms (KG, Enc, Dec), which are responsible for key generation, encryption and decryption respectively. BCS encrypts elements of $\mathbb{G}$, which may necessitate an encoding scheme from other message spaces (see e.g., 3).

BCS.KG $\left(1^{\lambda}\right)$. First sample $\gamma=\left(p, \mathbb{G}, \mathbb{G}_{T}, \hat{e}, g \in \mathbb{G}\right) \leftarrow \operatorname{BM} \operatorname{setup}\left(1^{\lambda}\right)$. Choose $g, g_{1}, g_{2}, g_{3}, v^{\prime}, d^{\prime}, u_{1}^{\prime}, \ldots, u_{5}^{\prime} \stackrel{R}{\leftarrow} \mathbb{G}$, and $x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, z_{1}, z_{2}, z_{3} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$ and compute:

$$
\begin{array}{lll}
c_{1} \leftarrow g_{1}^{x_{1}} g_{3}^{x_{3}} & d_{1} \leftarrow g_{1}^{y_{1}} g_{3}^{y_{3}} & h_{1} \leftarrow g_{1}^{z_{1}} g_{3}^{z_{3}} \\
c_{2} \leftarrow g_{2}^{x_{2}} g_{3}^{x_{3}} & d_{2} \leftarrow g_{2}^{y_{2}} g_{3}^{y_{3}} & h_{2} \leftarrow g_{2}^{z_{2}} g_{3}^{z_{3}}
\end{array}
$$

Output $p k=\left(\gamma, g, g_{1}, g_{2}, g_{3}, c_{1}, c_{2}, d_{1}, d_{2}, h_{1}, h_{2}, v^{\prime}, d^{\prime}, u_{1}^{\prime}, \ldots, u_{5}^{\prime}\right), s k=\left(x_{1}\right.$, $\left.x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, z_{1}, z_{2}, z_{3}\right)$.
$\operatorname{BCS} . \operatorname{Enc}(p k, m \in \mathbb{G})$. Select $\alpha, r_{1}, r_{2}, c, \psi \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$. Construct a FS keypair $\left(v k_{1}, s k_{1}\right)$ and a second "workalike" keypair $\left(v k_{2}, s k_{2}\right)$ as follows:

$$
\begin{aligned}
v k_{1} \leftarrow\left(\gamma, g, g^{\alpha}, v^{\prime}, d^{\prime}, g_{1}, g_{2}, g_{3}, g, g, u_{1}^{\prime}, \ldots, u_{5}^{\prime}, 5\right) & & v k_{2} & =\left(\gamma, g, g^{\psi}, v^{\prime}, d^{\prime}, g, g^{c}, 1\right) \\
s k_{1} \leftarrow\left(v k_{1}, \alpha\right) & & s k_{2} & =\left(v k_{2}, \psi, c\right)
\end{aligned}
$$

Next, compute the ciphertext $C=\left(u_{1}, u_{2}, u_{3}, e, v, v k, e_{1}, e_{2}, e_{3}, f_{1}, f_{2}, \sigma_{1}, \sigma_{2}\right)$ as:

$$
\begin{array}{r}
u_{1} \leftarrow g_{1}^{r_{1}} \quad u_{2} \leftarrow g_{2}^{r_{2}} \quad u_{3} \leftarrow g_{3}^{r_{1}+r_{2}} \quad e \leftarrow m \cdot h_{1}^{r_{1}} h_{2}^{r_{2}} \quad v \leftarrow\left(c_{1} d_{1}^{\alpha}\right)^{r_{1}} \cdot\left(c_{2} d_{2}^{\alpha}\right)^{r_{2}} \\
v k \leftarrow g^{\alpha} \quad e_{1} \leftarrow u_{1}^{\alpha} \quad e_{2} \leftarrow u_{2}^{\alpha} \quad e_{3} \leftarrow u_{3}^{\alpha} \quad f_{1} \leftarrow g^{c} \quad f_{2} \leftarrow g^{\psi} \\
\sigma_{1} \leftarrow \mathrm{FS} . \operatorname{Sign}\left(s k_{1},(r 1, r 2, r 1+r 2, c, \psi)\right) \quad \sigma_{2} \leftarrow \text { FS.WASign }\left(s k_{2}, e\right)
\end{array}
$$

BCS.Dec $(p k, s k, C)$. Parse $s k$ and $C$ as above. Assemble $v k_{1} \leftarrow\left(\gamma, g, v k, v^{\prime}, d^{\prime}\right.$, $\left.g_{1}, g_{2}, g_{3}, g, g, u_{1}^{\prime}, \ldots, u_{5}^{\prime}, 5\right)$ and $v k_{2} \leftarrow\left(\gamma, g, f_{2}, v^{\prime}, d^{\prime}, g, f_{1}, 1\right)$. Now, verify the relations:

$$
\begin{align*}
&\left\{\hat{e}\left(v k, u_{i}\right)=\hat{e}\left(e_{i}, g\right)\right\}_{i \in[1,3]} \wedge  \tag{1}\\
& \text { FS.Verify }\left(v k_{1},\left(u_{1}, u_{2}, u_{3}, f_{1}, f_{2}\right), \sigma_{1}\right)=1 \\
&\text { FS.Verify } \left.\left(v k_{2},(e), \sigma_{2}\right)=1\right\}
\end{align*}
$$

If this check fails, output $\perp$. Otherwise, parse $s k=\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, z_{1}, z_{2}\right.$, $\left.z_{3}\right)$ and select $z \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$. Compute the decryption $m^{\prime}$ as:

$$
\begin{equation*}
m^{\prime}=e \cdot \frac{\left(u_{1}^{x_{1}} e_{1}^{y_{1}} \cdot u_{2}^{x_{2}} e_{2}^{y_{2}} \cdot u_{3}^{x_{3}} e_{3}^{y_{3}}\right)^{z}}{u_{1}^{z_{1}} u_{2}^{z_{2}} u_{3}^{z_{3}} \cdot v^{z}} \tag{2}
\end{equation*}
$$

Ciphertexts consist of approximately 25 elements of $\mathbb{G}$ and two element of $\mathbb{Z}_{p}^{*}$. While at first glance these ciphertexts may seem large, note that the scheme can be instantiated in asymmetric bilinear settings such as the MNT group of elliptic curves, where group elements can be represented in as little as 170 bits at the 80 -bit security level. In this setting we are able to achieve a relatively ciphertext size of approximately 5100 bits. While this is large compared to RSA, a 640byte per file overhead is quite reasonable for many practical applications. Also note that in our description the KG algorithm samples a unique set of bilinear group parameters $\gamma$ for each key; however, it is perfectly acceptable for many keyholders to share the same group parameters.

The Blind Decryption Protocol. The blind decryption protocol BlindDec with respect to BCS is shown in Figure1. The protocol requires a multiplicatively
homomorphic IND-CPA-secure encryption scheme, which we instantiate using the Linear Encryption scheme (LE) of Boneh et al. [7] ${ }^{6}$

The protocol employs the homomorphic property of LE to construct a a twoparty implementation of the Dec algorithm, with ZKPoKs used to ensure that both the User and Decryptor's contributions are correctly formed. Note that for security reasons it is critical that the Decryptor re-randomize the ciphertext that it sends back to the User in its portion of the protocol. In the LE scheme this can be accomplished by multiplying a ciphertext with a fresh encryption of the identity element.

Security. Let $\Pi_{Z K}$ be a zero-knowledge (and, implicitly, witness indistinguishable) proof system secure under the Decision Linear assumption (possibly in the Common Reference String model). In the following theorems we will show that if the Decision Linear and Flexible Diffie-Hellman assumptions hold in $\mathbb{G}$ then $\mathrm{BCS}=\left(\mathrm{KG}, \mathrm{Enc}, \mathrm{Dec}\right.$, BlindDec) implemented with $\Pi_{Z K}$ is a secure blind decryption scheme in the sense of Definition 5. To accomplish this we must show that: (1) the algorithms (KG, Enc, Dec) comprise an IND-CCA2-secure encryption scheme, (2) the BlindDec protocol is leak-free, and (3) BlindDec achieves ciphertext blindness.

Theorem 1. If the Decision Linear and Flexible Diffie-Hellman assumptions hold in $\mathbb{G}$, then (BCS.KG, BCS.Enc, BCS.Dec) comprise an IND-CCA2-secure public-key encryption scheme secure in the standard model.

Due to space concerns, we must leave a full proof of Theorem 1 to the full version of this work [27. Here we will sketch the intuition behind the proof, which employs techniques from the Cramer-Shoup variant proposed by Shacham 48]. As in that scheme, our simulator knows the scheme's secret key, and can use it to answer decryption queries. The exceptions to this rule are certain queries related to the challenge ciphertext. Specifically, we must be careful with queries that are (a) "malformed", i.e., the queried value $v \neq u_{1}^{x_{1}} e_{1}^{y_{1}} \cdot u_{2}^{x_{2}} e_{2}^{y_{2}} \cdot u_{3}^{x_{3}} e_{3}^{y_{3}}$, or that (b) embed the value $v k^{*}$ from the challenge ciphertext.

Note that equation (2) of the Dec algorithm ensures that malformed ciphertexts decrypt to a random element of $\mathbb{G}$, so the first case is easily dealt with in our simulation. The adversary cannot maul the ciphertext due to the presence of the checksum $v$. Thus it remains to consider well-formed ciphertexts with $v k=v k^{*}$. We argue that the challenge ciphertext itself is the only ciphertext that will pass all of our checks.

Intuitively our simulation accomplishes this by setting $v k=g^{\alpha^{*}}$ as the public key of a strongly unforgeable OTS which is secure under the Flexible DiffieHellman assumption. In principle we use this key to sign the challenge ciphertext components $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, e^{*}\right)$, which produces all of the remaining components of the ciphertext. When the adversary submits a decryption query with $v k=v k^{*}$

[^41]
## $\mathcal{U}(p k, C)$ <br> $\mathcal{D}(p k, s k)$

1. Parse $C$ as $\left(u_{1}, u_{2}, u_{3}, e, v, v k, e_{1}, e_{2}, e_{3}, f_{1}, f_{2}, \sigma_{1}, \sigma_{2}\right)$,
and parse $p k=\left(\gamma, g, g_{1}, g_{2}, g_{3}, c_{1}, c_{2}, d_{1}, d_{2}, h_{1}, h_{2}, v^{\prime}, d^{\prime}, u_{1}^{\prime}, \ldots, u_{5}^{\prime}\right)$.
Verify that $C$ satisfies equation (1) of the Dec algorithm. If not, abort and output $\perp$.
2. Generate $\left(p k_{\mathcal{U}}, s k_{\mathcal{U}}\right) \leftarrow \operatorname{LE} \cdot \mathrm{KG}(\gamma)$ and select $\bar{z} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$. Compute:
$\mathbf{c}_{1} \leftarrow \operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, u_{1}^{\bar{z}}\right), \mathbf{c}_{2} \leftarrow \operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, u_{2}^{\bar{z}}\right), \mathbf{c}_{3} \leftarrow \operatorname{LE} . \operatorname{Enc}\left(p k_{\mathcal{U}}, u_{3}^{\bar{z}}\right)$,
$\mathbf{c}_{4} \leftarrow \operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, e_{1}^{\bar{z}}\right), \mathbf{c}_{5} \leftarrow \operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, e_{2}^{\bar{z}}\right), \mathbf{c}_{6} \leftarrow \operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, e_{3}^{\bar{z}}\right)$,
$\mathbf{c}_{7} \leftarrow \operatorname{LE} . \operatorname{Enc}\left(p k_{\mathcal{U}}, v^{\bar{z}}\right)$ and set $v k_{1} \leftarrow\left(\gamma, g, v k, v^{\prime}, d^{\prime}, g_{1}, g_{2}, g_{3}, g, g, u_{1}^{\prime}, \ldots, u_{5}^{\prime}, 5\right)$, $v k_{2} \leftarrow\left(\gamma, g, f_{2}, v^{\prime}, d^{\prime}, g, f_{1}, 1\right)$
3. Send $p k_{\mathcal{U}}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{7}$ to $\mathcal{D}$ and conduct the following PoK with $\mathcal{D}$ :

WIPoK $\left\{\left(u_{1}, u_{2}, u_{3}, v, v k, e_{1}, e_{2}, e_{3}, f_{1}, f_{2}, \sigma_{1}, \sigma_{2}, v k_{1}, v k_{2}, \bar{z}\right)\right.$ :
$\mathbf{c}_{1}=\operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, u_{1}^{\bar{z}}\right) \wedge \mathbf{c}_{2}=\operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, u_{2}^{\bar{z}}\right) \wedge \mathbf{c}_{3}=\operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, u_{3}^{\bar{z}}\right) \wedge$
$\mathbf{c}_{4}=\operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, e_{1}^{\bar{z}}\right) \wedge \mathbf{c}_{5}=\operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, e_{2}^{\bar{z}}\right) \wedge \mathbf{c}_{6}=\operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, e_{3}^{\bar{z}}\right) \wedge$
$\left.\mathbf{c}_{7}=\operatorname{LE} . \operatorname{Enc}\left(p k_{\mathcal{U}}, v^{\bar{z}}\right) \wedge \hat{e}\left(v k, u_{i}\right)=\hat{e}\left(e_{i}, g\right)\right\}_{i \in[1,3]} \wedge$
FS.Verify $\left(v k_{1},\left(u_{1}, u_{2}, u_{3}, f_{1}, f_{2}\right), \sigma_{1}\right)=1 \wedge \operatorname{FS}$.Verify $\left.\left(v k_{2},(e), \sigma_{2}\right)=1\right\}$
4. If the proof does not verify, abort.
5. Compute $\mathbf{c}^{\prime}=\operatorname{LE} \cdot \operatorname{Enc}\left(p k_{\mathcal{U}}, 1\right), \bar{z}^{\prime} \stackrel{R}{\leftarrow} \mathbb{Z}_{p}^{*}$.
6. Using the homomorphic property of LE,

$$
\text { compute: } \mathbf{c}^{\prime \prime} \leftarrow \frac{\left(\mathbf{c}_{1}^{x_{1}} \mathbf{c}_{4}^{y_{1}} \cdot \mathbf{c}_{2}^{x_{2}} \mathbf{c}_{5}^{y_{2}} \cdot \mathbf{c}_{3}^{x_{3}} \mathbf{c}_{6}^{y_{3}}\right)^{z^{\prime}}}{\mathbf{v}_{1}^{z_{1}} \mathbf{c}_{2}^{z_{2}} \mathbf{c}_{3}^{z_{3}} \cdot \mathbf{c}_{7}^{z_{6}^{\prime}}} \cdot \mathbf{c}^{\prime} .
$$

7. Return $\mathbf{c}^{\prime \prime}$ and conduct the following proof: ZKPoK $\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, z_{1}, z_{2}, z_{3}, \bar{z}^{\prime}, \mathbf{c}^{\prime}\right)\right.$ : $\mathbf{c}^{\prime}=\operatorname{LE} . \operatorname{Enc}(p k, 1) \wedge$
$\left.\mathbf{c}^{\prime \prime}=\frac{\left(\mathbf{c}_{1}^{x_{1}} \mathbf{c}_{4}^{y_{1}} \cdot \mathbf{c}_{2}^{x_{2}} \mathbf{c}_{5}^{y_{2}} \cdot \mathbf{c}_{3}^{x_{3}} \mathbf{c}_{6}^{y_{3}}\right)^{\bar{z}^{\prime}}}{\mathbf{c}_{1}^{z_{1}} \mathbf{c}_{2}^{z_{2}} \mathbf{c}_{3}^{z_{3}} \cdot \mathbf{c}_{7}^{z^{\prime}}} \cdot \mathbf{c}^{\prime}\right\}$
8. If the proof does not verify, abort and return $\perp$.
9. Compute $m^{\prime}=e \cdot\left(\operatorname{LE} \cdot \operatorname{Dec}\left(s k, \mathbf{c}^{\prime \prime}\right)\right)^{1 / \bar{z}}$.

Output $m^{\prime}$.
Output nothing.
 For compactness of notation we represent the homomorphic operation on two LE ciphertexts $\mathbf{c}_{1}, \mathbf{c}_{2}$ using simple multiplicative notation ( $\mathbf{c}_{1} \mathbf{c}_{2}$ ), and exponentiation by a scalar $z$ as $\mathbf{c}_{1}^{z}$.
we can be assured that the query is identical to the challenge ciphertext, as any other result would require the adversary to forge the OTS.

It remains to separately argue that the signatures $\sigma_{1}, \sigma_{2}$ are unforgeable. This is non-trivial, since the OTS operates on messages of the form $m_{1}, \ldots, m_{n} \in \mathbb{Z}_{p}^{*}$. In a separate simulation we could select the elements $u_{1}^{*}, u_{2}^{*}, u_{3}^{*}$ such the simulator knows their discrete logarithm base $g$. Unfortunately, even this is not sufficient, since our simulator cannot always know the discrete logarithm of the value $e^{*}$ which is based on a message chosen by the adversary. The core intuition of our proof is to give two separate simulations: in one the signing key $\alpha^{*}$ is known and we can simulate the signature, producing a correctly-distributed (but not
unforgeable) signature over arbitrary group elements. In the second simulation the signing key is unknown: the simulator chooses $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, e^{*}\right)$ at random such that it knows the discrete logarithm (base $g$ ) of each value. Although the resulting ciphertext does not encrypt either $m_{0}$ or $m_{1}$, an adversary is unable to detect this condition under the Decision Linear assumption.

Theorem 2. If the Decision Linear assumption holds in $\mathbb{G}$ and $\Pi_{Z K}$ is secure under the Decision Linear assumption, then the BCS protocol BlindDec is leak-free.

We present a proof sketch of Theorem 2 in the full version of this work [27]. Intuitively this proof is quite simple: we show that for any real-world adversary $\mathcal{A}$ we can construct an ideal-world adversary $\mathcal{S}$ that, whenever $\mathcal{A}$ initiates the BlindDec protocol, operates as follows: (1) $\mathcal{S}$ uses the extractor for the PoK system to obtain $\mathcal{A}$ 's requested ciphertext, (2) queries this result to the trusted decryption oracle, (3) re-blinds and returns the correctly formulated result to the adversary, simulating the necessary ZK proofs. We show that under the Decision Linear assumption no p.p.t. distinguisher can differentiate the output of $\mathcal{S}$ playing the Ideal-World game from the output of $\mathcal{A}$ in the Real-World game except with negligible probability.

Theorem 3. If the Decision Linear assumption holds in $\mathbb{G}$ and $\Pi_{Z K}$ is secure under the Decision Linear assumption, then the BCS protocol BlindDec satisfies the property of Ciphertext Blindness (Blind).

We sketch a proof of Theorem3in the full version of this work 27. Intuitively, we show that an adversarial Decryptor who distinguishes the User's exection of the blind decryption protocol on two distinct (and adversarially-chosen) ciphertexts $C_{0}$ and $C_{1}$ must imply a distinguisher for the witness indistinguishable proof system, or a CPA adversary against the LE encryption scheme.

### 4.1 Extensions

Tag-Based Encryption. Tag-Based Encryption (TBE) allows encryptors to apply a tag (label) to each ciphertext. This tag is used during the decryption process. The BCS construction is in fact natively based on a TBE scheme, but this functionality is lost as part of the TBE-to-PKE transform we use. In the full version of this work [27] we show that with some minor extensions it is possible to retain the scheme's full TBE functionality.

Selective-failure blindness. Camenisch et al. 15 propose a stronger definition of blindness (for signature schemes) that they refer to as "selective-failure" blindness. Intuitively, this definition captures the notion that an adversarial Decryptor might attempt to induce failures in the protocol (e.g., by generating malformed ciphertexts) in order to deprive the User of privacy. Unfortunately our protocols do not natively achieve this definition because the Decryptor can create ciphertexts with an improperly formed check value $v$. Unfortunately, due to the nature of our scheme this check cannot be verified independently by the
user. One potential solution to this problem is to add to each ciphertext a noninteractive proof that $v$ is correctly formed. Such a proof could be constructed using the Fiat-Shamir heuristic in the random oracle model, or using the GrothSahai system in the Common Reference String model. Note that this approach would not require any changes to the blind decryption protocol. We elaborate on this approach in the full version of this work [27].

## 5 Applications

Blind decryption has applications to a number of privacy-preserving protocols. Several applications have already been proposed in the literature, e.g., 43, 24. Below we propose two specific applications motivated by our construction.

Privacy-preserving Distributed Filesystems. Many organizations are responding to the difficulty of securing data in a distributed network, where storage locations can include semi-trusted file servers, desktop computers and mobile devices. An increasingly popular approach is to employ cryptographic access control to restrict and monitor file access in these environments. In this approach (e.g., [1]), access control is performed by encrypting files at rest; authorized users contact a centralized server in order to decrypt them when necessary.

A concern with this approach is that the server gains a great deal of information regarding users' access patterns. In some cases, knowing which content a user is accessing may by itself leak confidential information. For example, the pattern of file accesses by executives during a corporate merger might have enormous financial value to an investor. While it is desirable to centralize access control, it may also be important to restrict this centralized party from learning which information is being managed. While these goals seems contradictory, Coull et al. 20] and Camenisch et al. [12] recently showed how to construct sophisticated access control mechanisms using anonymous credentials. In these protocols a server provides strong, and even history-dependent access control without ever learning user's access pattern. Our blind decryption protocols are amenable to integration with these access control techniques. In particular, by extending BCS to include encryption tags as in Section 4.1, data can be explicitly categorized and policies can be defined around these categories.
Oblivious Transfer with Public Contribution. In an adaptively-secure $k$ -out-of- $N$ Oblivious Transfer protocol $\left(\mathrm{OT}_{k \times 1}^{N}\right)$ a Receiver obtains up to $k$ items from a Sender's $N$-item database, without revealing to the Sender which messages were transferred. There has been much recent interest in $\mathrm{OT}_{k \times 1}^{N}$ [15,28, 29, 33, 44, 20, 12, as it is particularly well suited for constructing privacy-preserving databases in which the user's query pattern is cryptographically protected (this is critical in e.g., patent and medical databases).

For practical reasons, there are situations in which it is desirable to distribute the authorship of records, particularly when database updates are performed offline. Unfortunately, existing $\mathrm{OT}_{k \times 1}^{N}$ protocols seem fundamentally incapable of supporting message contributions by third parties without the explicit cooperation of the Sender. Our blind decryption constructions admit new $\mathrm{OT}_{k \times 1}^{N}$
protocols that support public contribution. Intuitively, contributors simply encrypt their messages using the Enc algorithm under the Sender's public key and send the resulting ciphertexts directly to the Receiver. The Receiver can then obtain up to $k$ decryptions by running BlindDec with the Sender. Proving this intuitive protocol secure under a strong simulation-based definition [15, 28, requires some additional components that are easily achieved using the techniques available to us.
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#### Abstract

Much of modern cryptography is predicated on the assumption that users have secrets which are generated using perfect randomness, and kept perfectly secret from an attacker. The attacker is then constrained to black-box (input/output) access to the user's program. In reality, neither assumption holds, as evidenced by numerous side-channel attacks that have surfaced over the last few decades.

This leads naturally to the question - is it possible to secure cryptography against general types of information leakage at a fundamental, algorithmic level (as opposed to, say, solutions for specific attacks)? This is the goal of leakage-resilient cryptography.

In this talk, we will survey recent developments in leakage-resilient cryptography, including definitions and constructions of various cryptographic primitives secure against general forms of leakage. We will place particular emphasis on the new tools and techniques that we have developed to handle information leakage, as well as the relation between leakage-resilience and other questions in cryptography.
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#### Abstract

In ACM CCS 2007, Canetti and Hohenberger left an interesting open problem of how to construct a chosen-ciphertext secure proxy re-encryption (PRE) scheme without bilinear maps. This is a rather interesting problem and has attracted great interest in recent years. In PKC 2010, Matsuda, Nishimaki and Tanaka introduced a novel primitive named re-applicable lossy trapdoor function, and then used it to construct a PRE scheme without bilinear maps. Their scheme is claimed to be chosen-ciphertext secure in the standard model. In this paper, we make a careful observation on their PRE scheme, and indicate that their scheme does not satisfy chosen-ciphertext security. The purpose of this paper is to clarify the fact that, it is still an open problem to come up with a chosen-ciphertext secure PRE scheme without bilinear maps in the standard model.
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## 1 Introduction

Proxy re-encryption (PRE), introduced by Blaze, Bleumer and Strauss [3] in Eurocrypt'98, allows a semi-trust proxy to translate a ciphertext intended for Alice into another ciphertext intended for Bob. The proxy, however, can not learn anything about the underlying messages. According to the direction of transformation, PRE can be categorized into bidirectional PRE, in which the proxy can transform ciphertexts from Alice to Bob and vice versa, and unidirectional PRE, in which the proxy cannot transform ciphertexts in the opposite direction. PRE can also be categorized into multi-hop PRE, in which the ciphertexts can be transformed from Alice to Bob and then to Charlie and so on, and single-hop PRE, in which the ciphertexts can only be transformed once.

[^42]In their seminal paper, Blaze et al. [3] proposed the first bidirectional PRE scheme. Ateniese et al. [1,2] presented unidirectional PRE schemes from bilinear maps. All of these schemes are only secure against chosen-plaintext attacks (CPA). However, applications often require security against chosen-ciphertext attacks (CCA).

To fill this gap, Canetti and Hohenberger [7] presented the first CCA-secure bidirectional multi-hop PRE scheme in the standard model. Libert and Vergnaud [14,13] proposed a unidirectional single-hop PRE scheme, which is replayable CCA-secure [8] in the standard model. Recently, Weng et al. 18] presented a unidirectional single-hop PRE scheme, which is CCA-secure against adaptive corruption of users in the standard model. These schemes rely on bilinear maps. In spite of the recent advances in implementation technique, compared with standard operations such as modular exponentiation in finite fields, the bilinear map computation is still considered as a rather expensive operation. It would be desirable for cryptosystems to be constructed without relying on pairings, especially in computation resource limited settings. Thus, in ACM CCS'07, Canetti and Hohenberger [7] left an open problem of how to construct a CCA-secure PRE scheme without bilinear maps.

Deng et al. [10, 19 presented a bidirectional single-hop PRE scheme without bilinear maps, and proved its CCA-security in the random oracle model. Shao et al. 17] presented a unidirectional single-hop PRE scheme without bilinear maps in the random oracle model, but their scheme was later identified a security flaw in [9. Sherman et al. 9] presented a CCA-secure unidirectional single-hop PRE scheme without bilinear maps, again in the random oracle model. It is well-known [5, 6] that a proof in the random oracle model can only serve as an argument, which does not imply the security for real implementations. Thus, it is more desirable to come up with a CCA-secure PRE scheme without bilinear maps in the standard model.

In PKC 2010, Matsuda, Nishimaki and Tanaka made an important step and tried to construct such a scheme. They first introduced a new cryptographic primitive named re-applicable lossy trapdoor functions (re-applicable LTDFs), which are specialized lossy trapdoor functions [16, 11, 4, 12, and then used this primitive to construct a PRE scheme without bilinear maps. They claimed that their scheme is CCA-secure in the standard model. However, in this paper, we present a concrete attack, and indicate that their PRE scheme does not achieve the CCA-security. However, we stress that Matsuda et al.'s work is still considered as an important step in this research area. Namely, due to their scheme, we can figure out one of main difficulties for constructing CCA-secure PRE without using bilinear maps, and this would enable us to further design novel schemes which overcome the same problem.

## 2 Preliminaries

The Matsuda-Nishimaki-Tanaka PRE scheme involves the primitives of all-butone trapdoor function and re-applicable ( $n, k$ ) lossy trapdoor functions (LTDFs).

Thus in this section, we shall review the definitions of these two primitives (for more details, the reader is referred to [15] and [16]). We shall also review the definition and security notion for bidirectional multi-hop PRE.

### 2.1 All-but-One Trapdoor Function

Let $B=\left\{B_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be a collection of sets whose elements represents the branches. A collection of ( $n, k$ )-all-but-one trapdoor functions is a tuple of probabilistic polynomial time ( PPT ) algorithms $\left(\mathrm{G}_{\mathrm{abo}}, \mathrm{F}_{\mathrm{abo}}, \mathrm{F}_{\text {abo }}^{-1}\right)$ having the following properties:

- All-but-one property: Given a lossy branch $b^{*} \in B_{\lambda}$, algorithm $\mathrm{G}_{\mathrm{abo}}\left(1^{\lambda}, b^{*}\right)$ outputs a pair $(s, t d)$, where $s$ is a function index and $t d$ is its trapdoor. For any $b \in B_{\lambda} \backslash\left\{b^{*}\right\}$, the algorithm $\mathrm{F}_{\mathrm{abo}}(s, b, \cdot)$ computes an injective function $f_{s, b}(\cdot)$ over $\{0,1\}^{n}$, and $\mathbf{F}_{\text {abo }}^{-1}(t d, b, \cdot)$ computes $f_{s, b}^{-1}(\cdot)$. For the lossy branch $b^{*}, \mathrm{~F}_{\text {abo }}\left(s, b^{*}, \cdot\right)$ computes a lossy function $f_{s, b^{*}}(\cdot)$ over the domain $\{0,1\}^{n}$, where $\left|f_{s, b^{*}}\left(\{0,1\}^{n}\right)\right| \leq 2^{n-k}$.
- Indistinguishability: For every $b_{1}^{*}$ and $b_{2}^{*} \in B_{\lambda}$, the first output $s_{0}$ of $\mathrm{G}_{\text {abo }}\left(1^{\lambda}, b_{0}^{*}\right)$ and the first output $s_{1}$ of $\mathrm{G}_{\text {abo }}\left(1^{\lambda}, b_{1}^{*}\right)$ are computationally indistinguishable.


### 2.2 Re-applicable ( $n, k$ )-Lossy Trapdoor Functions

A collection of re-applicable ( $n, k)$-lossy trapdoor functions (LTDFs) with respect to function indices is a tuple of PPT algorithms (ParGen, LossyGen, LossyEval, LossyInv, ReIndex, ReEval, PrivReEval, Trans, FakeKey) such that:

Injectivity: For every public parameter par $\leftarrow \operatorname{ParGen}\left(1^{\lambda}\right)$ and every $\operatorname{tag} \tau \in$ $\mathcal{T} \backslash\left\{\tau_{\text {los }}\right\}$, LossyGen $(\tau)$ outputs a pair of a function index and its trapdoor $(s, t d)$, LossyEval $(s, \cdot)$ computes an injective function $f_{s, \tau}(\cdot)$ over $\{0,1\}^{n}$, and Lossylnv $(t d, \tau, \cdot)$ computes $f_{s, \tau}^{-1}(\cdot)$. (We represent the function $f_{s, \tau}$, not $f_{s}$, in order to clarify a tag $\tau$. If we do not need to clarify a tag, we represent a function as $f_{s, \star}$ ).
Lossiness: For every public parameter par $\leftarrow \operatorname{ParGen}\left(1^{\lambda}\right)$, LossyGen $\left(\tau_{\text {los }}\right)$ outputs $(s, \perp)$ and $\operatorname{LossyEval}(s, \cdot)$ computes a function $f_{s, \tau_{\text {los }}}(\cdot)$ over $\{0,1\}^{n}$, where $\left|f_{s, \tau_{\text {los }}}\left(\{0,1\}^{n}\right)\right| \leq 2^{n-k}$.
Indistinguishability between injective and lossy indices: Let $X_{\lambda}$ denote the distribution of (par, $s_{\mathrm{inj}}, \tau$ ), and $Y_{\lambda}$ denote the distribution of (par, $s_{\mathrm{los}}, \tau^{\prime}$ ), where par is a public parameter from $\operatorname{ParGen}\left(1^{\lambda}\right), \tau$ and $\tau^{\prime}$ are random elements in $\mathcal{T}$, and the function indices $s_{\mathrm{inj}}$ and $s_{\text {los }}$ are the first element output from LossyGen $(\tau)$ and LossyGen $\left(\tau_{\text {los }}\right)$ respectively. Then, $\left\{X_{\lambda}\right\}$ and $\left\{Y_{\lambda}\right\}$ are computationally indistinguishable.
Re-applying with respect to function indices: Let $\tau_{i}$ and $\tau_{j}$ be any tags with $\tau_{i} \neq \tau_{\text {los }}$ and $\tau_{j} \neq \tau_{\text {los }}$. The algorithm Relndex $\left(t d_{i}, t d_{j}\right)$ outputs $s_{i \leftrightarrow j}$, where $t d_{i}$ and $t d_{j}$ are the second elements of $\operatorname{LossyGen}\left(\tau_{i}\right)$ and $\operatorname{LossyGen}\left(\tau_{j}\right)$. Then, for any $x \in\{0,1\}^{n}, x=\operatorname{Lossylnv}\left(t d_{j}, \tau_{i}, \operatorname{ReEval}\left(s_{i \leftrightarrow j}, \operatorname{LossyEval}\left(s_{i}, x\right)\right)\right)$. Note that Lossylnv takes $\tau_{i}$ as one of the inputs, not $\tau_{j}$.

Generating proper outputs: Let $c$ be an output from $\operatorname{ReEval}\left(s_{i \leftrightarrow j}\right.$, LossyEval $\left(s_{i}, x\right)$ ), where $s_{i \leftrightarrow j}$ and $s_{i}$ have the same meaning as that in the above paragraph. Then, $\operatorname{PrivReEval}\left(x, \tau_{i}, \tau_{j}, s_{j}\right)$ outputs the same $c$, where $x$, $\tau_{i}, \tau_{j}$, and $s_{j}$ have the same meaning as that in the above paragraph. That is, $\operatorname{ReEval}\left(s_{i \leftrightarrow j}, \operatorname{LossyEval}\left(s_{i}, \cdot\right)\right)$ and $\operatorname{PrivReEval}\left(\cdot, \tau_{i}, \tau_{j}, s_{j}\right)$ are equivalent as a function (i.e. any output of $\operatorname{ReEval}\left(s_{i \leftrightarrow j}, \operatorname{LossyEval}\left(s_{i}, \cdot\right)\right)$ is independent of $s_{i}$ ).
Transitivity: Let $\left(s_{i}, t d_{i}\right),\left(s_{j}, t d_{j}\right)$ and $\left(s_{k}, t d_{k}\right)$ be outputs from LossyGen $\left(\tau_{i}\right)$, LossyGen $\left(\tau_{j}\right)$, and LossyGen $\left(\tau_{k}\right)$, and let $s_{i \leftrightarrow j}$ and $s_{i \leftrightarrow k}$ be the outputs from Relndex $\left(t d_{i}, t d_{j}\right)$ and Relndex $\left(t d_{i}, t d_{k}\right)$, respectively. Then, $\operatorname{Trans}\left(s_{i \leftrightarrow j}, s_{i \leftrightarrow k}\right)$ outputs $s_{j \leftrightarrow k}$ which is the same output from $\operatorname{Relndex}\left(t d_{j}, t d_{k}\right)$.
Fake key statistical indistinguishability: The algorithm FakeKey $\left(s_{i}, \tau_{i}\right)$ outputs $\left(s_{j}^{\prime}, s_{i \leftrightarrow j}^{\prime}, \tau_{j}^{\prime}\right)$, where $s_{i}$ is the first element of an output from $\operatorname{Lossy} \operatorname{Gen}\left(\tau_{i}\right)$. Let $X_{\lambda}$ denote the distribution of (par, $s_{i}, s_{j}, s_{i \leftrightarrow j}, \tau_{i}, \tau_{j}$ ), and let $Y_{\lambda}$ denote the distribution of (par, $s_{i}, s_{j}^{\prime}, s_{i \leftrightarrow j}^{\prime}, \tau_{i}, \tau_{j}^{\prime}$ ), where each par, $s_{j}, s_{i \leftrightarrow j}$, and $\tau_{j}$ has the same meaning as that in the above paragraph. Then, $\left\{X_{\lambda}\right\}$ and $\left\{Y_{\lambda}\right\}$ are statistically indistinguishable.
Generation of injective functions from lossy functions: Let $s$ be the first element of an output from FakeKey $\left(s_{\text {los }}, \tau\right)$, where $\tau$ is a tag and $s_{\text {los }}$ is the first element of an output from LossyGen $\left(\tau_{\text {los }}\right)$. Then, for every $\tau$, LossyEval $(s, \cdot)$ represents an injective function $f_{s, \star}$ with overwhelming probability, where a random variable is the randomness of FakeKey $\left(s_{\text {los }}, \tau\right)$. (We do not require other properties of index $s$ if $f_{s, \star}$ is injective. The function $f_{s, \star}$ cannot have any trapdoor information).

### 2.3 Realization of Re-applicable LTDFs

Based on Peikert and Waters' LTDFs [16], Matsuda, Nishimaki and Tanaka [15] gave a realization of re-applicable LTDFs, which is specified as below (for more details, the reader is referred to [15]):

ParGen: This algorithm first generates a cyclic group $\mathbb{G}$ with prime order $p$, and then chooses a random generator $g \in \mathbb{G}$. Next, it selects random numbers $r_{1}, \cdots, r_{n} \in_{R} \mathbb{Z}_{p}$, and outputs the public parameters $\mathbf{C}_{1}$ as

$$
\mathbf{C}_{1}=\left(\begin{array}{c}
c_{1} \\
\vdots \\
c_{n}
\end{array}\right)=\left(\begin{array}{c}
g^{r_{1}} \\
\vdots \\
g^{r_{n}}
\end{array}\right)
$$

LossyGen: Taking as input the public parameter $\mathbf{C}_{1}$ and a tag $\tau \in \mathbb{G}$ (note that if $\tau$ is the identity element $e$ of $\mathbb{G}$, it means execution of the lossy mode; otherwise, execution of the injective mode), this algorithm first selects random elements $z_{1}, z_{2}, \cdots, z_{n} \in_{R} \mathbb{Z}_{p}$, and then computes a function index as

$$
\mathbf{C}_{2}=\left(\begin{array}{ccc}
c_{1,1} & \cdots & c_{1, n} \\
\vdots & \ddots & \vdots \\
c_{n, 1} & \cdots & c_{n, n}
\end{array}\right)=\left(\begin{array}{ccc}
c_{1}^{z_{1}} \cdot \tau \cdots & c_{1}^{z_{n}} \\
\vdots & \ddots & \vdots \\
c_{n}^{z_{1}} & \cdots & c_{n}^{z_{n}} \cdot \tau
\end{array}\right)=\left\{\begin{array}{l}
c_{i, j}=c_{i}^{z_{j}} \cdot \tau, \text { if } i=j ; \\
c_{i, j}=c_{i}^{z_{j}}, \\
\text { otherwise }
\end{array}\right.
$$

Finally, it outputs the function index $s=\left(\mathbf{C}_{1}, \mathbf{C}_{2}\right)$ and the trapdoor $t d=$ $z=\left(z_{1}, \cdots, z_{n}\right)$.
LossyEval: Taking as input a function index $s=\left(C_{1}, C_{2}\right)$ and an $n$-bit input $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right) \in\{0,1\}^{n}$, this algorithm outputs $\left(y_{1}, \mathbf{y}_{2}\right)$ such that

$$
\begin{aligned}
y_{1}=\mathbf{x} \mathbf{C}_{1} & =\prod_{i=1}^{n} c_{i}^{x_{i}} \\
\mathbf{y}_{2}=\mathbf{x} \mathbf{C}_{2} & =\left(\prod_{i=1}^{n} c_{i, 1}^{x_{i}}, \cdots, \prod_{i=1}^{n} c_{i, n}^{x_{i}}\right)=\left(\left(\prod_{i=1}^{n} c_{i}^{z_{1} x_{i}}\right) \tau^{x_{1}}, \cdots,\left(\prod_{i=1}^{n} c_{i}^{z_{n} x_{i}}\right) \tau^{x_{n}}\right)
\end{aligned}
$$

Lossylnv: Taking as input $\left(t d, \tau,\left(y_{1}, \mathbf{y}_{2}\right)\right)$, where the trapdoor information $t d$ consists of $z=\left(z_{1}, \cdots, z_{n}\right)$, the $\operatorname{tag} \tau$ is an element in $\mathbb{G} \backslash\{e\}$, and $\mathbf{y}_{2}=$ $\left(y_{2,1}, \cdots, y_{2, n}\right) \in \mathbb{G}^{1 \times n}$, this algorithm computes $\mathbf{w}=\left(y_{2,1} \cdot y_{1}^{-z_{1}}, y_{2,2}\right.$. $\left.y_{1}^{-z_{2}}, \cdots, y_{2, n} \cdot y_{1}^{-z_{n}}\right)$. Then, if $j$-th element of $\mathbf{w}$ is the identity element of $\mathbb{G}$, then it sets $x_{j}=0$; else if the $j$-th element of $\mathbf{w}$ is $\tau$ then it sets $x_{j}=1$; otherwise, it outputs $\perp$. Finally, it outputs $x=\left(x_{1}, \cdots, x_{n}\right)$.
Relndex: Taking as input trapdoors $t d_{i}=\left(z_{1}, \cdots, z_{n}\right)$ and $t d_{j}=\left(z_{1}^{\prime}, \cdots, z_{n}^{\prime}\right)$, this algorithm outputs $s_{i \leftrightarrow j}=t d_{j}-t d_{i}=\left(z_{1}^{\prime}-z_{1}, \cdots, z_{n}^{\prime}-z_{n}\right)=\left(z_{1, i \leftrightarrow j}, \cdots\right.$, $\left.z_{n, i \leftrightarrow j}\right)$.
ReEval: On input $\left(s_{i \leftrightarrow j},\left(y_{1}, \mathbf{y}_{2}\right)\right)$, where $s_{i \leftrightarrow j}=\left(z_{1, i \leftrightarrow j}, z_{2, i \leftrightarrow j}, \cdots, z_{n, i \leftrightarrow j}\right)$ and $\left(y_{1}, \mathbf{y}_{2}\right)=\left(y_{1},\left(y_{2,1}, y_{2,2}, \cdots, y_{2, n}\right)\right)$, this algorithm computes $\mathbf{y}_{2}^{\prime}=\left(y_{2,1}^{\prime}, y_{2,2}^{\prime}\right.$, $\left.\cdots, y_{2, n}^{\prime}\right)=\left(y_{2,1} \cdot y_{1}^{z_{1, i \hookleftarrow j}}, y_{2,2} \cdot y_{1}^{z_{2, i \hookleftarrow j}}, \cdots, y_{2, n} \cdot y_{1}^{z_{n, i \hookleftarrow j}}\right)$. Then it outputs $\left(y_{1}, \mathbf{y}_{2}^{\prime}\right)$.
PrivReEval: Taking as input $\mathbf{x}, \tau_{i}, \tau_{j}$ and $s_{j}$, where $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right)$ is $n$-bit input, this algorithm first computes $\left(\hat{y}_{1}, \hat{\mathbf{y}}_{2}\right) \leftarrow \operatorname{LossyEval}\left(s_{j}, \mathbf{x}\right)$. Next, it makes $\hat{\mathbf{y}}_{2}^{\prime}$ from $\hat{\mathbf{y}}_{2}$ in the following process: for each $i \in[1, n]$, if $x_{i}=1$ then $\hat{y}_{2, i}^{\prime}=\hat{y}_{2, i} \tau_{j}^{-1} \tau_{i}$; else $\hat{y}_{2, i}^{\prime}=\hat{y}_{2, i}$, where $\hat{y}_{2, i}$ and $\hat{y}_{2, i}^{\prime}$ are the $i$-th elements of $\hat{\mathbf{y}}_{2}$ and $\hat{\mathbf{y}}_{2}^{\prime}$ respectively. Finally, it outputs ( $\hat{y}_{1}, \hat{\mathbf{y}}_{2}^{\prime}$ ).
Trans: Taking as input $s_{i \leftrightarrow j}$ and $s_{i \leftrightarrow k}$, this algorithm outputs $s_{i \leftrightarrow k}-s_{i \leftrightarrow j}=$ $\left(t d_{k}-t d_{i}\right)-\left(t d_{j}-t d_{i}\right)=t d_{k}-t d_{j}=s_{i \leftrightarrow k}$.
FakeKey: Taking as input a function index $s_{i}=\left(\mathbf{C}_{1}, \mathbf{C}_{2}\right)$ and a $\operatorname{tag} \tau_{i} \in \mathbb{G}$, this algorithm first chooses a random element $t \in \mathbb{G}$. Next, it chooses random numbers $s_{i \leftrightarrow j}=\left(z_{1, i \leftrightarrow j}, \cdots, z_{n, i \leftrightarrow j}\right) \in_{R} \mathbb{Z}_{p}^{n}$. Then it makes a new matrix $\mathbf{C}_{2}^{\prime}$ as follows:
$\mathbf{C}_{2}^{\prime}=\left(\begin{array}{ccc}c_{1,1} \cdot c_{1}^{z_{1, i \leftrightarrow j}} \cdot t \cdots & c_{1, n} \cdot c_{1}^{z_{n, i \leftrightarrow j}} \\ \vdots & \ddots & \vdots \\ c_{n, 1} \cdot c_{n}^{z_{1, i \leftrightarrow j}} & \cdots & c_{n, n} \cdot c_{n}^{z_{n, i \leftrightarrow j}} \cdot t\end{array}\right)=\left\{\begin{array}{l}c_{k, \ell}^{\prime}=c_{k, \ell} \cdot c_{k, i \leftrightarrow j}^{z \ell_{, i \leftrightarrow j}} \cdot t, \text { if } k=\ell ; \\ c_{k, \ell}^{\prime}=c_{k, \ell} \cdot c_{k}^{z_{\ell, i \leftrightarrow j}}, \quad \text { otherwise, }, ~\end{array}\right.$
where $c_{k}$ is the $k$ entry of $\mathbf{C}_{1}$, and $c_{k, \ell}$ is the $(k, \ell)$ entry of $\mathbf{C}_{2}$. Finally, it outputs $s_{j}=\left(\mathbf{C}_{1}, \mathbf{C}_{2}^{\prime}\right), s_{i \leftrightarrow j}=\left(z_{1, i \leftrightarrow j}, \cdots, z_{n, i \leftrightarrow j}\right)$ and $\tau_{j}=\tau_{i} \cdot t$.

## 3 Bidirectional Multi-hop PRE

A bidirectional PRE scheme $\Pi=$ (Setup, KeyGen, Enc, ReKeyGen, ReEnc, Dec) consists of the following six algorithms:

- Setup $\left(1^{\lambda}\right)$ : Given a security parameter $1^{\lambda}$, this setup algorithm outputs a public parameter $P P$. Denote this by $P P \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$.
- KeyGen $(P P)$ : Given the public parameter $P P$, this key generation algorithm outputs a public key $p k$ and a secret key $s k$. Denote this by $(p k, s k) \leftarrow$ KeyGen $(P P)$.
- $\operatorname{Enc}(P P, p k, m)$ : Given the public parameter $P P$, a public key $p k$ and a message $m$ in the message space $\mathcal{M}$, this encryption algorithm outputs a ciphertext $C$. Denote this by $C \leftarrow \operatorname{Enc}(P P, p k, m)$.
- ReKeyGen $\left(P P, s k_{i}, s k_{j}\right)$ : Given the public parameter $P P$, a pair of secret keys $s k_{i}$ and $s k_{j}$ where $i \neq j$, this re-encryption key generation algorithm outputs a re-encryption key $r k_{i \leftrightarrow j}$. Denote this by $r k_{i \leftrightarrow j} \leftarrow \operatorname{ReKeyGen}\left(P P, s k_{i}, s k_{j}\right)$.
- ReEnc $\left(P P, r k_{i \leftrightarrow j}, C_{i}\right)$ : Given the public parameter $P P$, a re-encryption key $r k_{i \leftrightarrow j}$ and a ciphertext $C_{i}$ intended for user $i$, this re-encryption algorithm outputs another ciphertext $C_{j}$ for user $j$ or the error symbol $\perp$. Denote this by $C_{j} \leftarrow \operatorname{ReEnc}\left(P P, r k_{i \leftrightarrow j}, C_{i}\right)$.
- $\operatorname{Dec}(P P, s k, C)$ : Given the public parameter $P P$, a public key $s k$ and a ciphertext $C$, this decryption algorithm outputs a message $m$ or the error symbol $\perp$.

Next, we review the definition of chosen-ciphertext security for bidirectional multi-hop PRE scheme as defined in [15, 7]. Let $\lambda$ be the security parameter, $\mathcal{A}$ be an oracle TM, representing the adversary, and $\Gamma_{U}$ and $\Gamma_{C}$ be two lists which are initially empty. The game consists of an execution of $\mathcal{A}$ with the following oracles, which can be invoked multiple times in any order, subject to the constraints specified as below:

Setup Oracle: This oracle can be queried first in the game only once. This oracle generates the public parameters $P P \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$, and gives $P P$ to $\mathcal{A}$.
Uncorrupted key generation: This oracle first generates a new key pair by running $(p k, s k) \leftarrow \operatorname{KeyGen}(P P)$. Next, it adds $p k$ in $\Gamma_{U}$, and gives $p k$ to $\mathcal{A}$.
Corrupted key generation: This oracle generates a new key pair by running $(p k, s k) \leftarrow \operatorname{KeyGen}(P P)$. Next, it adds $p k$ in $\Gamma_{C}$, and gives $(p k, s k)$ to $\mathcal{A}$.
Challenge oracle: This oracle can be queried only once. On input ( $p k_{i^{*}}, m_{0}$, $\left.m_{1}\right)$, this oracle randomly chooses a bit $b \in\{0,1\}$ and gives $C_{i^{*}}=\operatorname{Enc}(P P$, $p k_{i^{*}}, m_{b}$ ) to $\mathcal{A}$. Here it is required that $p k_{i^{*}} \in \Gamma_{U}$. We call $p k_{i^{*}}$ the challenge key and $C_{i^{*}}$ the challenge ciphertext.
Re-encryption key generation: On input ( $p k_{i}, p k_{j}$ ) from the adversary, this oracle gives the re-encryption key $r k_{i \leftrightarrow j}=\operatorname{ReKeyGen}\left(P P, s k_{i}, s k_{j}\right)$ to $\mathcal{A}$, where $s k_{i}$ and $s k_{j}$ are the secret keys corresponding to $p k_{i}$ and $p k_{j}$, respectively. Here it is required that $p k_{i}$ and $p k_{j}$ are both in $\Gamma_{C}$, or alternatively are both in $\Gamma_{U}$.

Re-encryption oracle: On input $\left(p k_{i}, p k_{j}, C_{i}\right)$, if $p k_{j} \in \Gamma_{C}$ and $\left(p k_{i}, C_{i}\right)$ is a derivative of $\left(p k_{i^{*}}, C_{i^{*}}\right)$, this oracle give $\mathcal{A}$ a special symbol $\perp$, which is not in the domain of messages or ciphertext. Otherwise, it gives the re-encrypted ciphertext $C_{j}=\operatorname{ReEnc}\left(P P, \operatorname{ReKeyGen}\left(P P, s k_{i}, s k_{j}\right), C_{i}\right)$ to $\mathcal{A}$. Derivatives of $\left(p k_{i^{*}}, C_{i^{*}}\right)$ are defined inductively as follows:

- $\left(p k_{i^{*}}, C_{i^{*}}\right)$ is a derivative of itself.
- If $(p k, C)$ is a derivative of $\left(p k_{i^{*}}, C_{i^{*}}\right)$, and $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $(p k, C)$, then $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $\left(p k_{i^{*}}, C_{i^{*}}\right)$.
- If $\mathcal{A}$ has queried the re-encryption oracle on input $\left(p k, p k^{\prime}, C\right)$ and obtained the response $C^{\prime}$, then $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $(p k, C)$.
- If $\mathcal{A}$ has queried the re-encryption key generation oracle on input ( $p k, p k^{\prime}$ ) or $\left(p k^{\prime}, p k\right)$, and $C^{\prime}=\operatorname{ReEnc}\left(P P\right.$, $\left.\operatorname{ReKeyGen}\left(P P, s k, s k^{\prime}\right), C\right)$, then $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $(p k, C)$, where $s k$ and $s k^{\prime}$ are the secret keys corresponding to $p k$ and $p k^{\prime}$, respectively.
Decryption oracle: On input $(p k, C)$, if the pair $(p k, C)$ is a derivative of the challenge key and ciphertext $\left(p k_{i^{*}}, C_{i^{*}}\right)$, or $p k$ is not in $\Gamma_{U} \cup \Gamma_{C}$, this oracle returns the special symbol $\perp$ to $\mathcal{A}$. Otherwise, it returns the result of $\operatorname{Dec}(P P, s k, C)$ to $\mathcal{A}$, where $s k$ is the secret key with respect to $p k$.
Decision oracle: This oracle can be queried at the end of the game. On input $b^{\prime}$, if $b^{\prime}=b$ and the challenge key $p k_{i^{*}} \in \Gamma_{U}$, this algorithm output 1; else output 0 .

We describe the output of the decision oracle in the above CCA-security definitional game as $\operatorname{Expt}_{\Pi, \mathcal{A}}^{\text {bid-PRE-CCA }}(\lambda)=b$ for an adversary $A$ and a scheme $\Pi$. We define the advantage of adversary $\mathcal{A}$ as

$$
\operatorname{Adv}_{\Pi, \mathcal{A}}^{\text {bid-PRE-CCA }}(\lambda) \stackrel{\text { def }}{=}\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Pi, \mathcal{A}}^{\text {bid-PRE-CCA }}(\lambda)=1\right]-\frac{1}{2}\right|,
$$

where the probability is over the random choices of $\mathcal{A}$ and oracles. We say that the scheme $\Pi$ is secure under the bidirectional PRE-CCA attack, if for any PPT adversary $A$, his advantage $\operatorname{Adv}_{\Pi, \mathcal{A}}^{\text {bid-PRE-CCA }}(\lambda)$ is negligible in the security parameter $\lambda$ (for sufficiently large $\lambda$ ).

## 4 Review of the Matsuda-Nishimaki-Tanaka PRE Scheme

In this section, we shall review the Matsuda-Nishimaki-Tanaka bidirectional multi-hop PRE scheme.

Let $\lambda$ be the security parameter, and let $n, k, k^{\prime}, k^{\prime \prime}$ and $v$ be parameters depended on $\lambda$. Let (SigGen, SigSign, SigVer) be a strongly unforgeable one-time signature scheme where the verification keys are in $\{0,1\}^{v}$. Let (ParGen, LossyGen, LossyEval, LossyInv, ReEval, PrivReEval, Trans, FakeKey) be a collection of reapplicable $(n, k)$-LTDFs and $\mathcal{T}$ be a set of tags. Let $\left(\mathrm{G}_{\text {abo }}, \mathrm{F}_{\text {abo }}, \mathrm{F}_{\text {abo }}^{-1}\right)$ be a collection of $\left(n, k^{\prime}\right)$-ABO trapdoor functions with branches $B_{\lambda}=\{0,1\}^{v}$, which contains the set of signature verification keys. Let $\mathcal{H}$ be a family of pairwise independent hash functions from $\{0,1\}^{n}$ to $\{0,1\}^{k^{\prime \prime}}$. It is required that the above parameters
satisfy $\left(k+k^{\prime}\right)-\left(k^{\prime \prime}+n\right) \geq \delta=\delta_{1}+\delta_{2}$ for some $\delta_{1}=\omega(\log \lambda)$ and $\delta_{2}=\omega(\log \lambda)$. The message space of the system is $\{0,1\}^{k^{\prime \prime}}$. The Matsuda-Nishimaki-Tanaka PRE scheme [15] is specified by the following algorithms:
$\operatorname{Setup}\left(1^{\lambda}\right)$ : This algorithm first generates an index of all-but-one trapdoor functions with lossy branch $0^{v}:\left(s_{\text {abo }}, t d_{\text {abo }}\right) \leftarrow \mathrm{G}_{\text {abo }}\left(1^{\lambda}, 0^{v}\right)$. Then, it generates a public parameter of re-applicable LTDFs: par $\leftarrow \operatorname{ParGen}\left(1^{\lambda}\right)$. Next, it chooses a hash function $h$ from $\mathcal{H}$. Finally, it outputs a public parameter as $P P=\left(s_{\text {abo }}\right.$, par, $\left.h\right)$.

Note that the algorithm Setup erases the trapdoor $t d_{\text {abo }}$ because the following algorithms do not use $t d_{\text {abo }}$.
KeyGen $(P P)$ : Taking as input the pubic parameters $P P=\left(s_{\text {abo }}\right.$, par, $\left.h\right)$, this algorithm first chooses a tag $\tau \in \mathcal{T} \backslash\left\{\tau_{\text {los }}\right\}$ and generates an injective index of re-applicable LTDFs: $\left(s_{\text {rltdf }}, t d_{\mathrm{rltdf}}\right) \leftarrow \operatorname{LossyGen}(\tau)$. Finally, it outputs the public key $p k=\left(s_{\mathrm{rltdf}}, \tau\right)$ and the secret key $s k=\left(t d_{\mathrm{rltdf}}, s_{\mathrm{rltdf}}, \tau\right)$.
$\operatorname{Enc}(P P, p k, m)$ : Taking as input the public parameters $P P=\left(s_{\text {abo }}\right.$, par, $\left.h\right)$, public key $p k=\left(s_{\text {rltdf }}, \tau\right)$ and a message $m \in\{0,1\}^{k^{\prime \prime}}$, this encryption algorithm first chooses $x \in\{0,1\}^{n}$ uniformly at random. Next it generates a key-pair for the one-time signature scheme: $\left(v k, s k_{\sigma}\right) \leftarrow \operatorname{SigGen}\left(1^{\lambda}\right)$, and computes

$$
c_{1}=\operatorname{LossyEval}\left(s_{\mathrm{rltdf}}, x\right), c_{2}=\mathrm{F}_{\mathrm{abo}}\left(s_{\mathrm{abo}}, v k, x\right), c_{3}=h(x) \oplus m
$$

Then it signs a tuple $\left(c_{2}, c_{3}, \tau\right)$ as $\sigma \leftarrow \operatorname{Sig} \operatorname{Sign}\left(s k_{\sigma},(c 2, c 3, \tau)\right)$. Finally, it outputs the ciphertext $C=\left(v k, c_{1}, c_{2}, c_{3}, \tau, \sigma\right)$.
ReKeyGen $\left(P P, s k_{i}, s k_{j}\right)$ : On public parameter $P P=\left(s_{\text {abo }}\right.$, par, $\left.h\right)$, the secret keys $s k_{i}=\left(t d_{i}, s_{i}, \tau_{i}\right)$ and $s k_{j}=\left(t d_{j}, s_{j}, \tau_{j}\right)$, this algorithm computes $s_{i \leftrightarrow j} \leftarrow$ Relndex $\left(t d_{i}, t d_{j}\right)$, and then outputs a re-encryption key $r k_{i \leftrightarrow j}=s_{i \leftrightarrow j}$.
$\operatorname{ReEnc}\left(P P, r k_{i \leftrightarrow j}, C_{i}\right)$ : Taking as input the public parameter $P P=\left(s_{\text {abo }}\right.$, par, $\left.h\right)$, the re-encryption key $r k_{i \leftrightarrow j}=s_{i \leftrightarrow j}$ and a ciphertext $C_{i}=\left(v k, c_{1, i}, c_{2}, c_{3}, \tau, \sigma\right)$, this algorithm computes $c_{1, j} \leftarrow \operatorname{ReEval}\left(s_{i \leftrightarrow j}, c_{1, i}\right)$. It then outputs $C_{j}=$ $\left(v k, c_{1, j}, c_{2}, c_{3}, \tau, \sigma\right)$ as a new ciphertext for the user with $s k_{j}$.
$\operatorname{Dec}(P P, s k, C)$ : Taking as input the public parameter $P P=\left(s_{\text {abo }}\right.$, par, $\left.h\right)$, a secret key $s k=\left(t d_{\text {rltdf }}, s_{\text {rltdf }}, \tau\right)$ and a ciphertext $C=\left(v k, c_{1}, c_{2}, c_{3}, \tau^{\prime}, \sigma\right)$, this decryption algorithm acts as follows:

1. Check whether $\operatorname{Sig} \operatorname{Ver}\left(v k,\left(c_{2}, c_{3}, \tau^{\prime}\right), \sigma\right)=1$ holds. If not, output $\perp$.
2. Compute $x=\operatorname{Lossylnv}\left(t d_{\mathrm{rltdf}}, \tau^{\prime}, c_{1}\right)$. If $\tau=\tau^{\prime}$, it checks LossyEval $\left(s_{\mathrm{rltdf}}, x\right)$ $=c_{1}$; else it checks PrivReEval $\left(x, \tau^{\prime}, \tau, s_{\mathrm{rltdf}}\right)=c_{1}$. If not, it outputs $\perp$. It also checks $\mathrm{F}_{\text {abo }}\left(s_{\mathrm{abo}}, v k, x\right)=c_{2}$. If not, it outputs $\perp$.
3. Finally, output $m=c_{3} \oplus h(x)$.

## 5 Security Analysis

In this section, we shall present a concrete attack against the Matsuda-NishimakiTanaka PRE scheme. Before presenting its details, we first identify the potential
weakness in their scheme: for a ciphertext $C_{i}=\left(v k, c_{1, i}, c_{2}, c_{3}, \tau, \sigma\right)$, their ReEnc algorithm simply transforms the ciphertext component $c_{1, i}$ into $c_{1, j}$, without verifying the validity of $c_{1, i}$. Then there might exist an adversary who can break the CCA-security of their scheme as follows: Given the challenge ciphertext $C_{i^{*}}=$ $\left(v k, c_{1, i^{*}}, c_{2}, c_{3}, \tau, \sigma\right)$, the adversary can first modify the ciphertext component $c_{1, i^{*}}$ to obtain a new (ill-formed) ciphertext $C_{i^{*}}^{\prime}$ and then ask the re-encryption oracle to re-encrypt $C_{i^{*}}^{\prime}$ into another ciphertext $C_{j}^{\prime}$ for a corrupted user $j$ (note that according to the security model, it is legal for the adversary to issue such a query); next, the adversary can modify $C_{j}^{\prime}$ to obtain the right re-encrypted ciphertext $C_{j}$ of the challenge ciphertext, and thus he can derive the underlying plaintext by decrypting $C_{j}$ with user $j$ 's secret key.

Below we give the attack details. For an easy explanation of how the adversary can modify $C_{j}^{\prime}$ to obtain the right transformed ciphertext $C_{j}$, when describing the underlying re-applicable LTDFs we shall take Matsuda et al.'s concrete realization (recalled in Section 2.3) as the example. Concretely, the adversary works as follows:

1. The adversary first obtains the public parameters $P P$ from the setup oracle.
2. The adversary obtains a public key $p k_{i^{*}}$ from the uncorrupted key generation oracle. Note that $p k_{i^{*}}$ will be added in $\Gamma_{U}$ by the oracle.
3. The adversary obtains a public/secret key pair $\left(p k_{j}, s k_{j}\right)$ from the corrupted key generation oracle. Note that $p k_{j}$ will be added in $\Gamma_{C}$ by the oracle.
4. The adversary submits $\left(p k_{i^{*}}, m_{0}, m_{1}\right)$ to the challenge oracle, and then is given the challenge ciphertext $C_{i^{*}}=\left(v k^{*}, c_{1, i^{*}}, c_{2}^{*}, c_{3}^{*}, \tau^{*}, \sigma^{*}\right)$, where $c_{1, i^{*}}$ is the output of function LossyEval. Here we use Matsuda et al.'s concrete realization of LossyEval as an example. Wlog, suppose $c_{1, i^{*}}=\left(y_{1}, \mathbf{y}_{2}\right)=$ $\left(y_{1},\left(y_{2,1}, \cdots, y_{2, n}\right)\right)$.
5. The adversary first randomly picks $\tilde{y}_{2,1}, \cdots, \tilde{y}_{2, n}$ from $\mathbb{G}$, and modifies the challenge ciphertext to obtain a new (ill-formed) ciphertext $C_{i^{*}}^{\prime}=\left(v k^{*}, c_{1, i^{*}}^{\prime}\right.$, $\left.c_{2}^{*}, c_{3}^{*}, \tau^{*}, \sigma^{*}\right)$, where $c_{1, i^{*}}^{\prime}=\left(y_{1},\left(\tilde{y}_{2,1}, \cdots, \tilde{y}_{2, n}\right)\right)$. Then, the adversary submits $\left(p k_{i^{*}}, p k_{j}, C_{i^{*}}^{\prime}\right)$ to the re-encryption oracle. Note that, although $p k_{j} \in$ $\Gamma_{C}$, it is legal for the adversary to issue this query, since $\left(p k_{i^{*}}, C_{i^{*}}^{\prime}\right)$ is not a derivative of $\left(p k_{i^{*}}, C_{i^{*}}\right)$. Note that the re-encryption algorithm ReEnc cannot check the validity of the ciphertext component $c_{1, i^{*}}^{\prime}$. So, it will return the re-encrypted ciphertext $C_{j}^{\prime}=\operatorname{ReEnc}\left(P P, \operatorname{ReKeyGen}\left(P P, s k_{i^{*}}, s k_{j}\right), C_{i^{*}}^{\prime}\right)$ to the adversary.

According to the re-encryption algorithm, we get $C_{j}^{\prime}=\left(v k^{*}, c_{1, j}^{\prime}, c_{2}^{*}, c_{3}^{*}, \tau^{*}\right.$, $\left.\sigma^{*}\right)$, where $c_{1, j}^{\prime}=\operatorname{ReEval}\left(s_{i^{*} \leftrightarrow j}, c_{1, i^{*}}^{\prime}\right)$. According to Matsuda et al.'s concrete realization of ReEval, we have

$$
c_{1, j}^{\prime}=\left(y_{1},\left(\tilde{y}_{2,1}^{\prime}, \cdots, \tilde{y}_{2, n}^{\prime}\right)\right)=\left(y_{1},\left(\tilde{y}_{2,1} \cdot y_{1}^{z_{1, i^{*} \leftrightarrow j}}, \cdots, \tilde{y}_{2, n} \cdot y_{1}^{z_{n, i^{*} \leftrightarrow j}}\right)\right) .
$$

Now, from $c_{1, j}^{\prime}=\left(y_{1},\left(\tilde{y}_{2,1}^{\prime}, \cdots, \tilde{y}_{2, n}^{\prime}\right)\right)$, the adversary can compute the following

$$
\begin{aligned}
c_{1, j} & =\left(y_{1},\left(\frac{\tilde{y}_{2,1}^{\prime} y_{2,1}}{\tilde{y}_{2,1}}, \cdots, \frac{\tilde{y}_{2, n}^{\prime} y_{2, n}}{\tilde{y}_{2, n}}\right)\right) \\
& =\left(y_{1},\left(\frac{\tilde{y}_{2,1} \cdot y_{1}^{z_{1, i^{*} \leftrightarrow j}} y_{2,1}}{\tilde{y}_{2,1}}, \cdots, \frac{\tilde{y}_{2, n} \cdot y_{1}^{z_{n, i^{*} \leftrightarrow j}} y_{2, n}}{\tilde{y}_{2, n}}\right)\right) \\
& =\left(y_{1},\left(y_{2,1} \cdot y_{1}^{z_{1, i^{*} \leftrightarrow j}}, \cdots, y_{2, n} \cdot y_{1}^{z_{n, i^{*} \leftrightarrow j}}\right)\right) .
\end{aligned}
$$

Observe that $c_{1, j}$ is indeed equivalent to the result of $\operatorname{ReEval}\left(s_{i^{*} \leftrightarrow j}, c_{1, i^{*}}\right)$. Thus, we have $C_{j}=\left(v k^{*}, c_{1, j}, c_{2}^{*}, c_{3}^{*}, \tau^{*}, \sigma^{*}\right)$ is indeed the result of $\operatorname{ReEnc}(P P$, ReKeyGen $\left.\left(P P, s k_{i^{*}}, s k_{j}\right), C_{i^{*}}\right)$, which is an encryption of $m_{b}$. Now, the adversary can obtain the underlying plaintext $m_{b}$ by decrypting the re-encrypted ciphertext $C_{j}$ using the secret key $s k_{j}$, and obviously can break CCA-security of the Matsuda-Nishimaki-Tanaka PRE scheme.

The above attack can also be simply extended to the case that the user $j$ is uncorrupted. In this case, the adversary $\mathcal{A}$ directly request $\left(p k_{j}, C_{j}\right)$ to the decryption oracle, which will return the plaintext $m_{b}$ to $\mathcal{A}$.

## 6 Discussions and Conclusion

The authors constructed 11 games, Game-0 to Game-10, to prove the CCAsecurity of the PRE scheme developed in [15], where Game-0 is just the CCA definitional game of PRE (recalled in Section 3) and Game-10 is a game which any adversary can win with only probability $1 / 2$. They also discussed that difference of advantage between any two successive games is negligible, and hence any adversary cannot win Game- 0 with a better probability than $1 / 2$ plus a negligible value. However, as we observed in the previous section, there exists an adversary which can always win Game-0, and this implies that for at least one of pairs of two successive games, difference of advantage between them is nonnegligible. If we correctly understand the security proof in [15], such two games seem Game-7 and 8. This is basically due to the fact that until Game-7, the challenger generates all re-encryption keys for all users (including both uncorrupted and corrupted users), and by using these re-encryption keys, the challenger simulates both the re-encryption key generation oracle and the re-encryption oracle. In contrast, in Game-8, the challenger generates re-encryption keys among uncorrupted users in a specific manner without knowing these users' secret keys (see [15] for detail), and therefore, the same strategy for simulating these two oracles as in Game-7 cannot be immediately applied to this game. Namely, we see that in Game-8, it is still straightforward to generate re-encryption keys among uncorrupted users or those among corrupted users, but it seems hard to generate any re-encryption key between an uncorrupted user and a corrupted user. This also implies that the re-encryption key generation oracle can be still simulated, but the re-encryption oracle can not as long as the same simulation technique as in Game-7 is used.

The PRE scheme developed in 15 is based upon the CCA-secure publickey encryption (PKE) scheme of Peikert and Waters (that is in turn based upon LTDFs) [16, which can be viewed as an extension of the Peikert-Waters PKE scheme into the proxy re-encryption setting. One key difference between the Peikert-Waters PKE construction and the PRE construction of [15] is that: all components in the ciphertext of the Peikert-Waters PKE are signed by the one-time signature (under the verification key $v k$ ), but the key component $c_{1}$ is not signed in the ciphertext of the PRE of [15]. Of course, signing $c_{1}$ can prevent our concrete attack, but the resultant scheme is not a PRE scheme any longer (particularly, the proxy cannot translate ciphertexts among players, as the underlying signing key w.r.t. $v k$ is unknown to the proxy). From our view, constructing CCA-secure proxy re-encryption without bilinear maps in the standard model may need significantly new ideas and techniques. It is still an open problem to come up with a (bidirectional or unidirectional) proxy reencryption scheme without bilinear maps in the standard model.
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#### Abstract

The problem of trust is one of the biggest concerns in any identity-based infrastructure where the key-generation authority (called the PKG) must choose secret keys for participants and therefore be highly trusted by all parties. While some abilities of the PKG are intrinsic to this setting, reducing this trust as much as possible is beneficial to both user and authority as the less trust is placed in it, the less an honest authority can be accused of abusing that trust. Goyal (CRYPTO 2007) defined the notion of Accountable-Authority IBE in which a dishonest PKG who had leaked a user's private key could be proven guilty. Later, Goyal et al. (CCS 2008) asked whether it would be possible to implicate a PKG who produced an unauthorized decoder box, enabling decryption with a noticeable probability but which may not actually grant access to a well-formed key. Formally, would it be possible for a tracing algorithm to implicate a dishonest PKG given only black-box access to such a decoder? Goyal et al. could only provide such a scheme in the weaker setting of selective security, where an adversary must declare at the start of the game which identity it intends to target. In this work, we provide the first fully secure accountable-authority IBE scheme. We prove security from the standard DBDH assumption while losing none of the functionality or security of the original proposal.
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## 1 Introduction

Since its introduction by Shamir [24] and first constructions by Boneh and Franklin [4] and Cocks [7], identity-based encryption (IBE) has been one of the most active areas of cryptographic research, with numerous applications to computer security and privacy (e.g. 3|2|9|25). Many concepts of independent interest sprang from this topic such as Fuzzy IBE and Attribute Based Encryption [23|14|12|22] which allow encryption to groups of users whose credentials (a.k.a. attributes) satisfy a given access policy, and Hierarchical IBE [10|11|17] which allows key generation in a leveled fashion.

Despite its applications and practicality, the security of an IBE scheme relies heavily on trusting the key generation authority. Despite the tremendous practical security benefits of not having to manage a public-key infrastructure (PKI)
based on individual public keys, trusting any single authority is very troubling. It is a natural and important question to ask how one can reduce the trust one must have in the private key generator. One proposed method to reduce this trust is to employ multiple PKGs such that no single entity can compromise security [2]; however, the question of widespread collusion naturally remained.

This left open the problem of reducing trust in a single central authority. Note that such a central authority can clearly decrypt all messages in the system. However, in many practical situations, users may not be worried that the authority would have the inclination or resources to specifically eavesdrop on their communications. On the other hand, users would want some assurance that the authority doesn't issue their secret keys to other potentially malicious users, who might have a lower profile and have less to lose if caught. This is precisely the problem proposed and addressed by the work of Goyal [13 by introducing the notion of Accountable-Authority IBE (A-IBE). If a user finds a key for his identity being disseminated without permission (e.g. the user finds that his secret key is being put up for auction on EBay), Goyal proposed a system where the user can prove that it would have been computationally impossible for the user to have created this compromised key. Since the only other entity with access to keys to the user's identity is the PKG, this allowed the user to successfully implicate a malicious PKG of malfeasance.

Goyal's first construction relied heavily on seeing the actual compromised key, and as-such this first construction is called only white-box secure. Such white-box security leaves a great deal to be desired, for instance, while able to still decrypt, the key may have been manipulated in some way. A natural extension is to ask whether it would be possible to implicate a PKG who has disseminated a decoder "box" which allows decryption of ciphertexts encrypted to some identity rather than simply leaking a key itself in the clear (e.g. selling such a box or a heuristically obfuscated piece of decryption software). Since the exact information used to create this decoder box may be hidden, this is called black box security and is the strongest current proposed notion of A-IBE. If we can trace a PKG who issues decoder boxes, it forces a user attempting to dishonestly acquire decryptions to continually interact with the PKG (who may, for example, be acting as a decryption oracle). Such a setting is much riskier for the dishonest PKG since it requires a much greater level of communication with the dishonest user.

Giving a black-box secure A-IBE scheme was specifically labeled the most important problem left open in Goyal's original work. The first work made some progress towards obtaining black-box security, which was later refined [15]9] (the latter of which proves security if a cheating authority is denied a decryption oracle); however, major shortcomings remained. The only known black-box secure constructions are in a very weak model of security called "selective security" where the adversary must designate the identity which it will create a decoder box for before even seeing the public parameters. While selective security was useful for exploring these concepts, it is a completely unreasonable requirement for security since real-world adversaries have the ability to pick targets adaptively.

In fact, selective security is especially troubling in the A-IBE setting since selective security is only a reasonable benchmark if there are only a few high value targets whom an adversary would be interested in attacking (making the prospect of picking a target adaptively during the attack less appealing). However, in a subscription service handled through decoder boxes (one of the most natural applications for a black-box A-IBE scheme), there would be many targets of equal value, making selective-security particularly troubling.

### 1.1 Our Contributions

In this work, we provide the first fully secure black-box accountable-authority IBE scheme. We are able to prove security based on the standard DBDH numbertheoretic intractability assumption while losing none of the functionality or security of the original proposal of Goyal [13].

A limitation of previous work [15] which obtained selective black-box security was that it obtained functionality from established Attribute-Based Encryption schemes without modifying the scheme to better suit the A-IBE framework. A main contribution of this work is that we can obtain A-IBE by only moving "halfway" between basic IBE and Attribute-Based Encryption, in a setting where identities do have attributes, but these attributes are assigned randomly. We call such a scheme a $D u m m y-I B E$ scheme and use it to construct black-box A-IBE. We then give a construction of a $D u m m y-I B E$ scheme by combining mechanics of Waters' IBE scheme [25] and the Attribute-Based Encryption scheme due to Sahai and Waters [23]. We note that a fully secure ABE scheme would not directly suffice to make the previous construction work, in particular, ciphertext and key-sanity checks (to be defined later) would also be necessary. Indeed in contrast to recent findings in fully secure ABE [1821], we are able to follow the framework of previous selectively secure ABE constructions [23] to achieve full black-box security, and as a result inherit these schemes' improved efficiency and analytic simplicity.

## 2 Preliminaries

We will often use the notation $[a, b]$ to denote all integers between $a$ and $b$, inclusive and bold font (e.g. $\mathbf{x}, \mathbf{A}$ ) to denote vectors. A bracketed index (e.g. $\mathbf{x}[j], \mathbf{A}[i])$ will denote the value at that index of the relevant vector. A negligible value is one that grows slower than any inverse polynomial of a certain parameter (usually the security parameter) and a probability is said to be overwhelming if it is within an additive negligible probability of 1.

### 2.1 Bilinear Maps

Let $\mathbb{G}, \mathbb{G}_{T}$ be two multiplicative groups of prime order $p$. Let $g$ be a generator of $\mathbb{G}$ and $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$. We assume $e$ satisfies bilinearity (for all $u, v \in \mathbb{G}_{1}$ and $a, b \in \mathbb{Z}_{p}$, we have $\left.e\left(u^{a}, v^{b}\right)=e(u, v)^{a b}\right)$ and non-degeneracy $(e(g, g) \neq 1)$.

### 2.2 Security Assumption

Definition 1 (Decisional Bilinear Diffie-Hellman (DBDH) Assumption) Suppose the values $a, b, c, z \leftarrow \mathbb{Z}_{p}, \beta \leftarrow\{0,1\}$ are chosen at random. The $D B D H$ assumption states that no probabilistic polynomial-time algorithm can distinguish the tuple $\left(g, A=g^{a}, B=g^{b}, C=g^{c}, e(g, g)^{a b c}\right)$ from the tuple $\left(g, A=g^{a}, B=\right.$ $\left.g^{b}, C=g^{c}, e(g, g)^{z}\right)$ with more than a negligible advantage.

### 2.3 Fully-Simulatable Oblivious Transfer

Informally, a $k$-out-of- $n$ oblivious transfer protocol [8] is a two-party protocol in which $n$ strings are stored by one party and at the end, the other party has received exactly $k$ of them with the requirements that the receiving party gains no more information than the $k$ strings it received and the sending party gains no information about which $k$ the receiving party acquired.

Formally, by a fully-simulatable OT protocol, we will refer to one that meets Canetti's requirements for universal composability [6]. If an adversary $\mathcal{A}^{\prime}$ is interacting with a challenger and has non-negligible success probability $\epsilon$ in a game which includes some Fully-Simulatable OT protocol, there also exists an adversary $\mathcal{A}$ with probability of success within a negligible factor of $\epsilon$ which instead uses the ideal-world OT protocol where $\mathcal{A}$ directly queries the indices of the $k$ values it will receive from the challenger. We will often transfer our adversaries into ones which engage in the ideal-world OT protocol. For examples of fully simulatable Oblivious Transfer using only the DDH and DBDH assumptions please refer to the following papers: [20|16|5].

### 2.4 Accountable Authority IBE (A-IBE)

We now recall what it means for an IBE scheme to be A-IBE secure. First, the scheme must function as a good IBE scheme. Traditionally, it is assumed that the Key Generation algorithm simply outputs a key, however, since the key received by each party should not be available to the central authority, we instead assume it is generated through an interactive protocol.

Definition 2 (Identity Based Encryption (IBE) Scheme). An Identity Based Encryption Scheme consists of the following four probabilistic polynomial time algorithms:
$-\operatorname{Setup}\left(1^{\lambda}\right) \rightarrow \mathrm{PK}$, MK. The setup takes as input $1^{\lambda}$ with $\lambda$ the security parameter and outputs public parameters PK and master secret key MK.

- KeyGen(PK, MK,ID) $(\rightarrow)$ KID. The user key generation algorithm takes as $^{\text {. }}$ inputs PK, MK and an identity ID and engages in an interactive protocol with the recipient. At the end, the recipient receives a key for $I D, K_{I D}$. We use the notation $(\rightarrow)$ to highlight the fact that KeyGen may not know exactly which key the user receives (for example, if KeyGen is implemented using an oblivious transfer protocol).
- Encrypt(M, PK, ID) $\rightarrow \mathrm{C}_{\text {ID }}$. The encryption algorithm takes as input PK, ID and a message $M$ and outputs a ciphertext $\mathrm{C}_{\mathrm{ID}}$.
- Decrypt $\left(\mathrm{C}_{\mathrm{ID}}, \mathrm{K}_{\mathrm{ID}}, \mathrm{PK}\right) \rightarrow \mathrm{M}$. The decryption algorithm outputs the original message with overwhelming probability assuming it is given as input a key to the identity ID.

We will assume that ID is included in the plain as part of $\mathrm{C}_{\mathrm{ID}}$ and $\mathrm{K}_{\mathrm{ID}}$ during our analysis for notational simplicity.

Definition 3 ( $\epsilon$-Useful Decoder Box). For non-negligible $\epsilon$, a probabilistic polynomial time algorithm $\mathcal{D}_{I D}$ is an $\epsilon$-useful decoder box for the identity ID $i f$ :

$$
\operatorname{Pr}\left[M \leftarrow \mathcal{M}: \mathcal{D}_{\mathrm{ID}}(\operatorname{Encrypt}(M, P K, I D)=M] \geq \epsilon\right.
$$

The main additional functionality required of an A-IBE scheme follows:

- Trace ${ }^{\mathcal{D}_{\text {ID }}}$ (PK, ID, K ID $)$ outputs either User or PKG. Given oracle access to an $\epsilon$-useful decoder box $\mathcal{D}_{\text {ID }}$, PK, ID and a key $\mathrm{K}_{\mathrm{ID}}$, the tracing algorithm will decide if $\mathcal{D}_{\text {ID }}$ was created by the trusted authority or by the user who supplied $\mathrm{K}_{\mathrm{ID}}$.

Intuitively the tracing algorithm allows a user who has recovered a decoder box for its identity to reveal its secret key to prove that it could not have generated this decoder box. This would be impossible if all keys could decrypt perfectly, which is why we allow decryption a small probability of failure. Additionally, it has proven very useful to include two more algorithms in most A-IBE schemes for use in tracing. A term is said to be valid if it is a possible output of the relevant generation algorithm (in other words, a key $\mathrm{K}_{\mathrm{ID}}$ is valid if it is a possible output of the key generation algorithm on inputs PK, MK and a ciphertext is valid if it is the encryption of some $M$ to the relevant identity):

- KeySanity $\left(\mathrm{K}_{\mathrm{ID}}, \mathrm{PK}\right)$ tests if $\mathrm{K}_{\text {ID }}$ is a proper key for identity ID and outputs Valid or Not-Valid.
- CiphertextSanity $\left(C_{\mathrm{ID}}, \mathrm{PK}\right)$ tests if $\mathrm{C}_{\mathrm{ID}}$ is a proper ciphertext for ID and outputs Valid or Not-Valid.


### 2.5 Security Requirements

An A-IBE scheme is called black-box secure if it satisfies the following requirements. First, it must satisfy IND-ID-CPA security. Second, if a decoder box $\mathcal{D}_{\text {ID }}$ was created by the central authority, the tracing algorithm should implicate the PKG and when it was created by the colluding users, it should implicate the users. This security requirement is captured in the following games.

Definition 4 (IND-ID-CPA Security). An $A$-IBE scheme is IND-ID-CPA secure if the advantage of any probabilistic polynomial time adversary $\mathcal{B}$ is negligible in the game below:

1. Setup. The challenger runs the Setup algorithm and sends PK to $\mathcal{B}$.
2. Phase 1. $\mathcal{B}$ engages in a KeyGen protocol with the challenger with adaptively chosen $\mathrm{ID}_{i}$ and receives $K_{\mathrm{ID}_{i}}$. This may be repeated multiple times for different identities.
3. Challenge. $\mathcal{B}$ submits two messages $M_{0}, M_{1}$ and an identity ID which it did not query during Phase 1. The challenger flips a coin $b$ and encrypts $M_{b}$ to the identity ID and sends the encryption $C$ to $\mathcal{B}$.
4. Phase 2. Same as Phase 1 except $\mathcal{B}$ may not query a decryption key for ID.
5. Guess. The adversary outputs $b^{\prime} \in\{0,1\}$.

The advantage of $\mathcal{B}$ is defined as $\operatorname{Pr}\left[b^{\prime}=b\right]-\frac{1}{2}$.
Definition 5 (Dishonest-User Security). An A-IBE scheme is DishonestUser secure if the advantage of any probabilistic polynomial time adversary $\mathcal{B}$ is negligible in the game below:

1. Setup. The challenger runs the Setup algorithm and sends $\mathbf{P K}$ to $\mathcal{B}$.
2. Key Generation. The adversary adaptively queries keys for distinct $\mathrm{ID}_{i}$, and receives $K_{\mathrm{ID}_{i}}$. This may be repeated multiple times for different identities.
3. Create Decoder Box. The adversary outputs an $\epsilon$-useful decoder box $\mathcal{D}_{\text {ID }}$ and $K_{\mathrm{ID}}^{\prime}$ for some identity ID queried during the Key-Generation phase.
4. Tracing Failure. Finally, success is defined as the event that: Trace ${ }^{\mathcal{D}_{\text {ID }}}$ (PK, $\left.\mathrm{ID}, K_{\mathrm{ID}}^{\prime}\right)=$ PKG.

At this point it may seem artificial to have the requirement that ID was queried once in the Key Generation phase of the game, however since the scheme is required to be IND-ID-CPA secure, outputting a key for an identity which has not been queried would contradict the previous security requirement and therefore adding this additional requirement does not weaken security.

Definition 6 (Dishonest-PKG Security). An A-IBE scheme is DishonestPKG secure if the advantage of any probabilistic polynomial time adversary $\mathcal{B}$ is negligible in the game below:

1. Setup. The adversary $\mathcal{B}$ generates and passes public parameters $P K$ and ID to the challenger. The challenger checks PK and ID are well-formed, aborts if not.
2. Key Generation. The challenger and $\mathcal{B}$ engage in the key generation protocol for an identity ID. If neither party aborts, the challenger receives $\mathrm{K}_{\mathrm{ID}}$ as output.
3. Decryption. The adversary adaptively queries ciphertexts $C_{i}$ to the challenger and the challenger replies with the decryption under $\mathrm{K}_{\mathrm{ID}}$. This may be repeated multiple times for different ciphertexts.
4. Create Decoder Box.. The adversary outputs an $\epsilon$-useful decoder box $\mathcal{D}_{\text {ID }}$.
5. Tracing Failure. Finally, success is defined as the event that Trace ${ }^{\mathcal{D}_{\text {ID }}}$ (PK, $\left.\mathrm{ID}, \mathrm{K}_{\mathrm{ID}}\right)=$ USER.

If our scheme has a CiphertextSanity check we can always assume decryption is preceded with verification that the ciphertext is well-formed and if it is not well-formed, the decryption process can just output $\perp$. Informally, this will allow us to argue that the PKG gains no information from its decryption queries since the decryption oracle will only decrypt well-formed ciphertexts, which the PKG could have decrypted without using the oracle (since the PKG can already generate a key for any identity).

## 3 Preliminary Reduction

The first key step in our proof is realizing that A-IBE can be built from an encryption scheme which falls somewhere between usual IBE and AttributeBased Encryption. For this, we introduce the notion of Dummy-IBE in which every user is assigned a set of attributes which restricts the ciphertexts that can be decrypted but the user has no control over which attributes are assigned. We stress again that because of the importance of the sanity checks in our setting, a fully secure attribute based encryption scheme by itself would not suffice for our purposes.

### 3.1 Dummy Identity-Based Encryption

The intuition for Dummy IBE ( $D-I B E$ ) comes from previous work [15] which achieves full Dishonest-PKG security (but not full Dishonest-User security). Keys for identities and ciphertexts will have $k$ attributes and decryption will only succeed if the encryption was to the target identity and the attribute sets overlap in at least $d$ indices.

Definition 7 (Dummy Identity-Based Encryption (D-IBE) Scheme).
A D-IBE Encryption scheme $D$ with parameters $d \leq k \leq n \in \Theta(\lambda)$ consists of the following four poly-time algorithms:
$-\operatorname{Setup}\left(1^{\lambda}, d, k, n\right) \rightarrow \mathrm{PK}$, MK public and master keys.

- KeyGen(PK, MK) $\rightarrow K_{\mathrm{ID}}(S)$ The key generation algorithm selects $S \subset$ [ $1, n$ ] a random subset of size $k$, generates ${ }^{1} K_{\text {ID }}^{\alpha}$ for all $\alpha \in[1, n]$ and outputs $K_{\mathrm{ID}}(S)=\left\{K_{\mathrm{ID}}^{\alpha} \mid \alpha \in S\right\}$.
- Encrypt $(M$, PK, ID, S $) \rightarrow C_{\text {ID }}(S)$.
- Decrypt $\left(\mathrm{C}_{\mathrm{ID}}(S), \mathrm{K}_{\mathrm{ID}}\left(S^{\prime}\right), \mathrm{PK}\right) \rightarrow M$ where $C_{\mathrm{ID}}(S)$ is an encryption of $M$ if $\left|S \cap S^{\prime}\right| \geq d$.
- KeySanity $\left(K_{\mathrm{ID}}^{*}(S), P K\right)$ outputs Valid or Not-Valid depending on whether the key is a valid key for the implied identity and attribute set.

[^43]- CiphertextSanity $\left(C_{\mathrm{ID}}^{*}(S), P K\right)$ outputs either Valid or Not-Valid depending on whether the ciphertext is a valid encryption of some message for the implied identity and attribute set.

We will assume that correctly formatted keys and ciphertexts will include a description of the relevant identity and dummy-attribute set. In the above notation $\alpha$ are called the dummy attributes and $S$ is called a dummy attribute set. Correctness of a Dummy-IBE scheme is as expected, decryption should succeed with overwhelming probability if the identities of the key and ciphertext match and the dummy attribute sets overlap in at least $d$ indices.

Definition 8 (Dummy-IBE Security). A Dummy-IBE scheme is said to be D-IBE secure if the advantage of any probabilistic polynomial time adversary $\mathcal{B}$ is negligible in the game below:

1. Setup. The challenger runs the Setup algorithm and sends PK to $\mathcal{B}$.
2. Queries. $\mathcal{B}$ adaptively queries keys for distinct $I D_{i}$, the challenger returns $K_{\mathrm{ID}_{i}}\left(S_{i}\right)$. This may be repeated multiple times for different identities.
3. Challenge. The adversary specifies $M_{0}, M_{1}$ and an identity $I D_{j}$ which has been queried during the Queries phase and a dummy attribute set $S$ such $\left|S \cap S_{j}\right|<d$ where $S_{j}$ is from the Queries phase. The challenger picks $b \in\{0,1\}$ at random and sends $\mathcal{B}$, Encrypt $\left(M_{b}, \mathrm{PK}, \mathrm{ID}_{j}, \mathrm{~S}\right)$.
4. Guess. The adversary outputs a guess $b^{\prime}$ for $b$.

### 3.2 D-IBE Implies Dishonest-User Security

We describe how to transform a Dummy-IBE scheme $D$ into a Dishonest-User Secure A-IBE scheme $A$. The overall structure of our construction can be considered a generalization of the construction in [15] where the role of our Dummy-IBE scheme is instead replaced by a ABE scheme which is not able to satisfy all the required notions of security. The similarities in structure will allow us to reuse an information theoretic result for Dishonest-PKG security from previous work [15]. We will from now on assume that the message space is a group of size superpolynomial in the security parameter, as is the case for our construction (notice that making a $\epsilon$-useful decoder box is trivial if the size is not superpolynomial).

Let $d \leq k \leq n \in \Theta(\lambda)$, we give concrete bounds $k, d$ and $n$ should satisfy at the end of this section.
$-\operatorname{Setup}\left(1^{\lambda}\right)=D . \operatorname{Setup}\left(1^{\lambda}, n, k, d\right)$

- KeyGen(MK, PK, ID) Using MK, PK, ID, generate $K=\left\{K_{\mathrm{ID}}^{\alpha}: \alpha \in[1, n]\right\}$ and randomly permute them (call this permutation $\sigma$ ) and engage in a nonadaptive $k$-out-of- $n$ oblivious transfer protocol with the user querying the permuted set as the set of possible values to be transferred. After the OT protocol concludes send the user $\sigma$ in the clear. The user now has access to $K_{\text {ID }}(S)$ for some random $S \subset[1, n]$ and runs a KeySanity check on $K_{\text {ID }}(S)$ and terminates the protocol if it fails.
- Encryption(M, PK, ID) Pick $S \subset[1, n]$ at random of size $k$, output $D$. Encrypt(M, PK, ID, S).
- Decrypt $\left(C_{\mathrm{ID}}(S)\right.$, PK, $\left.\mathrm{K}_{\mathrm{ID}}\left(\mathrm{S}^{\prime}\right)\right)$ If the ciphertext sanity check of $C_{\mathrm{ID}}(S)$ passes output:
$D . \operatorname{Decrypt}\left(C_{I D}(S), \mathrm{K}_{I D}\left(S^{\prime}\right), \mathrm{PK}\right)$, else output $\perp$.
Notice that at the moment we only have a guarantee that the decryption algorithm will decrypt if $\left|S \cap S^{\prime}\right| \geq d$. Therefore, pick $k$ and $d$ such that given some $S \subset[1, n],|S|=k$ (the decryption dummy-atributes) a random set $S^{\prime} \subset[1, n]$ (the dummy-atributes used during encryption),

$$
\operatorname{Pr}\left[\left|S \cap S^{\prime}\right| \geq d\right]>1-\mu(\lambda)
$$

for some negligible function $\mu$. If we pick $k=c n, d=\left(c^{2}-\delta\right) n$ for some constant $c \in(0,1)$ and $\delta \in\left(0, c^{2}\right)$ by Chernoff bounds, two sets of size $k$ will intersect in at least $d$ locations with overwhelming probability. From this point, assume $k$ and $d$ are initialized thusly and $c<1 / 4$.

### 3.3 Tracing Algorithm

The overarching idea is that if a message has been encrypted to identity $I D$ under dummy attribute set $A$, it should only be decryptable by someone holding a key $K_{I D}\left(A^{\prime}\right)$ where $\left|A \cap A^{\prime}\right| \geq d$. Therefore, the tracing algorithm, which has oracle access to $\mathcal{D}_{\text {ID }}$ will repeatedly query ciphertexts the user ID should not be able to decrypt given the attribute set that was assigned during the key generation phase. If the decoder box decrypts such a ciphertext, we will be able to conclude that the decoder box was not created by the user, proving malfeasance on the part of the PKG.

On input $K_{\mathrm{ID}}(S)$ with oracle access to $\mathcal{D}_{\mathrm{ID}}$, the tracing algorithm will run a KeySanity check to verify the validity of the input key. Then, it will repeat the following experiment $\nu(\epsilon) \in \operatorname{poly}(\lambda)$ times (we will choose $\nu(\epsilon)$ after the analysis):

- Select a dummy attribute set $S_{i}$ with $\left|S_{i} \cap S\right|<d$.
- Select a random message $M$ and encrypt $M$ using $S_{i}$ as the dummy attributes.
- The decoder box outputs some $M^{\prime}=\mathcal{D}_{\mathrm{ID}}\left(C_{\mathrm{ID}}\left(S_{i}\right)\right)$.

If for any iteration $M^{\prime}=M$, implicate the PKG otherwise, implicate the User.
Theorem 1. If $D$ is a secure Dummy-IBE scheme, the $A$-IBE construction $A$ is Dishonest-User secure.

Proof. Assume p.p.t. $\mathcal{A}^{\prime}$ succeeds in the Dishonest-User game above with nonnegligible probability $\delta$. Since KeyGen is implemented with a fully-simulatable k-out-of-n oblivious transfer scheme, we can work in the OT-hybrid model by Canetti's [6] theorem on composability, which implies there exists p.p.t. $\mathcal{A}$ which also succeeds in the game with non-negligible probability such that $\mathcal{A}$ queries
indices during the OT protocol directly from the challenger and the challenger simply sends the values stored in these indices to $\mathcal{A}$. With this new $\mathcal{A}$ which simply requests indices for messages to receive from the challenger as in the OT-Hybrid model, the reduction is as follows:

- Setup. Send the public key of the D-IBE scheme to the adversary $\mathcal{A}$.
- Key Generation. On each of the adversary's queries for an identity to $\mathrm{ID}_{j}$ and indices (for the OT protocol) $I \subset[1, n],|I|=k$, query the D-IBE scheme for a key on identity $\mathrm{ID}_{j}$ and receive $K_{\mathrm{ID}}\left(S_{j}\right)=\left\{K_{\mathrm{ID}}^{\alpha_{i}}\right\}_{i \in[1, k]}$. Now pick a random $\sigma$ such that $\sigma(I)=S_{j}$. Send $\mathcal{A}:\left\{K_{\mathrm{ID}}^{\alpha}, \alpha \in S_{j}\right\}$ and $\sigma$.
- Create Decoder Box. The adversary outputs a decoder box $\mathcal{D}_{\mathrm{ID}_{j}}$ along with a key $K_{I D_{j}}(S)$ with an identity $I D_{j}$ queried at some point in the key generation phase. Run a KeySanity check to make sure $K_{I D_{j}}(S)$ is a valid key. If $S \neq S_{j}$ run New Attributes phase, otherwise proceed to the Tracing Failure phase.
- New Attributes. Since $S \neq S_{j}$, pick a $d$ element subset $S^{*}$ of $S$ which does not overlap with $S_{j}$ in more than $d-1$ indices (recall both are of size $k$ ) and $k-d$ element subset $A \subset[1, n] \backslash\left(S \cup S_{j}\right)$ (this is why we assume $d \leq k<n / 4)$ and initiate the challenge query with $M_{0}, M_{1} \leftarrow \mathcal{M}$ with identity $\mathrm{ID}_{j}$ and attribute set $S^{*} \cup A$. Since the challenger has a key which overlaps the challenge attribute set in more than $d-1$ indices with the same identity, it can trivially decrypt and output $b$. This is a valid challenge since $\left|\left(S^{*} \cup A\right) \cap S_{j}\right|<d$.
- Tracing Failure. Pick some $d \in[1, \nu(\epsilon)]$ at random. Then, run the tracing algorithm normally $d-1$ times. For the $d^{t h}$ iteration, choose $M_{0}, M_{1}$ at random and initiate the challenge phase of the D-IBE scheme by outputting both messages, the challenge identity ID and a random dummy attribute set $S^{\prime}$ such that $\left|S^{\prime} \cap S\right|<d$. Receive $C$ from the D-IBE scheme, either an encryption of $M_{0}$ or $M_{1}$ under identity ID under the attribute set $A$ and compute $\mathcal{D}_{\mathrm{ID}}\left(C_{\mathrm{ID}}\left(S^{\prime}\right)\right)$. If $\mathcal{D}_{\mathrm{ID}}\left(C_{\mathrm{ID}}\left(S^{\prime}\right)\right)=M_{0}$ output 0 , if $\mathcal{D}_{\mathrm{ID}}\left(C_{\mathrm{ID}}\left(S^{\prime}\right)\right)=$ $M_{1}$ output 1 , otherwise, guess randomly.

Now, notice that if the New-Attributes phase is initiated, the challenger decrypts and breaks the Dummy-IBE security trivially. Also, since the tracing algorithm only ever queries messages encrypted under dummy-attribute sets which do not overlap with the key dummy-atribute set in more than $d-1$ indices, if the tracing algorithm outputs PKG with non-negligible probability, for some $d \in[1, \nu(\epsilon)]$ it must succeed in correctly decrypting with non-negligible probability. Since the challenge ciphertext the challenger returns to it is from the exact distribution that it expects, with non-negligible probability (since $\nu(\epsilon)$ is polynomial in the security parameter) it will succeed in decrypting the challenge ciphertext, breaking semantic security. Since $\mathcal{D}_{\text {ID }}$ is oblivious to the second message in the challenge phase, with probability within a negligible function of 1 , whenever we do not guess randomly, we will be correct. Since we have at least a $1 / \nu(\epsilon)$ probability of not guessing randomly if the decoder decrypts on a single query and we assume the decoder will decrypt some query with non-negligible probability, we succeed in breaking semantic security.

### 3.4 Running in Parallel for PKG Security

To achieve Dishonest-PKG security, we actually will have to modify our construction slightly by running it in parallel $m$ times where $m \in \Theta(\lambda)$. In this setting, if we call the A-IBE candidate above A, we will call our new scheme A, where $\mathbf{A}[1], \ldots, \mathbf{A}[\mathrm{m}]$ denote the $m$ different instantiations of A . The public key and master secret key are simply the collection of public and master secret keys of each of the individual instantiations.

A private key is obtained for identity ID by running KeyGen in parallel $m$ times and giving the output of each to the user. The user's dummy attribute set is now $\mathbf{S}$, with each $\mathbf{S}[i]$ a random $k$ element subset of $[1, n]$. Encryption is handled by splitting $M$ into $m$ shares, $M=M_{1} \oplus M_{2} \oplus \ldots \oplus M_{m}$ where $M_{1}, \ldots M_{m-1}$ are chosen are random and each $M_{i}$ is encrypted under $\mathbf{A}[i]$ with a dummy attribute set $\mathbf{S}^{\prime}[i]$, with each $\mathbf{S}^{\prime}[i]$ a $k$ element subset of $[1, n]$. Now $C_{\text {ID }}\left(\mathbf{S}^{\prime}\right)$ should be decrypted only by keys $K_{\text {ID }}(\mathbf{S})$ where $\left|\mathbf{S}[i] \cap \mathbf{S}^{\prime}[i]\right| \geq d$ for each $i \in[1, m]$. KeySanity and CiphertextSanity checks of A work by checking each of the individual components with the existing sanity checks for $A$. We now describe the tracing algorithm:

### 3.5 Tracing Algorithm for the Parallel Scheme

On input $K_{\text {ID }}(\mathbf{S})$, the tracing algorithm will run a KeySanity check to verify the validity of the input key. Then, it will then repeat the following experiment $\nu \in \operatorname{poly}_{m}(\lambda)$ times:

- Pick $j \in[1, m]$ at random,
- If $i \neq j$, choose $\mathbf{S}^{\prime}[i]$ a $k$ element subset of $[1, n]$,
- If $i=j$ include the additional restriction that $\left|\mathbf{S}^{\prime}[i] \cap \mathbf{S}[i]\right|<d$,
- Select a random message $M$ and encrypt $M$ using $\mathbf{S}^{\prime}$ as the dummy attributes,
- The decoder box outputs some $M^{\prime}=\mathcal{D}_{\mathrm{ID}}\left(C_{\mathrm{ID}}\left(\mathbf{S}^{\prime}\right)\right)$.

If for any iteration $M^{\prime}=M$ output PKG otherwise, output User.
Theorem 2. If $D$ is a secure Dummy-IBE scheme, A is Dishonest-User secure.
Proof. The proof for this is identical to the proof for the proof of security for A, first pick $i \in[1, m]$ at random and for all $j \neq i$, the challenger will instantiate $\mathbf{A}[j]$ itself and use $D$, the Dummy-IBE scheme its trying to break to instantiate the $j^{\text {th }}$ index. Since there are only polynomially many choices for $j$, with non-negligible probability, the adversary which outputs $K_{\text {ID }}\left(\mathbf{S}^{\prime}\right)$ and $\mathcal{D}_{\text {ID }}$ will either have $\mathbf{S}^{\prime}[j]$ overlap the queried keys $\mathbf{S}[j]$ less than $d$ locations or, the tracing algorithm will decrypt a message whose dummy attribute set $\mathbf{S}^{*}$ has $\left|\mathbf{S}^{*}[j] \cap \mathbf{S}[j]\right|<d$.

Theorem 3. If $D$ is a secure Dummy-IBE scheme, A is Dishonest-PKG secure.
Proof. Since the setup of $\mathbf{A}$ is very closely related to the construction in Goyal et al.[15], (which is fully secure in the Dishonest-PKG game) we will be able
to reuse their combinatorial results for the security of $\mathbf{A}$. They also compose $m$ sets of dummy-attributes in parallel and use fully-simulatable OT during the key generation phase in the same manner we do. In their result, by using the ciphertext and key sanity checks they are able to prove a purely information theoretic bound on the fraction of dummy-attribute sets that will implicate the PKG with access to a decoder box $\mathcal{D}_{\text {ID }}$. They show that as long as KeyGen does not terminate with non-negligible probability, with overwhelming probability the PKG will not query a ciphertext the user is unable to decrypt. Since all ciphertexts which the user can decrypt decrypt to the same value by the ciphertext sanity check and the PKG can decrypt to this value by itself, this allows analysis in the Dishonest-PKG game where the PKG has no decryption capabilities.

Their result (Lemma 5 in the original paper) $\sqrt{2}$ gives us precisely the second information theoretic guarantee we need, namely that any tracing algorithm with an $\epsilon$-useful decoder box will output PKG for all but a negligible fraction of possible dummy attributes. We refer the reader to the original paper for the proof of the lemma below. Assume $m$ is super-logarithmic and $n$ is linear in the security parameter $\lambda, k=c_{1} n, d=c_{2} n$ positive constants less than 1 such that $c_{2}<c_{1}^{2}$ (which ensures decryption with overwhelming probability the Chernoff bound).

Lemma 1. Let $\epsilon$ be non-negligible and $\mathcal{D}_{I D}$ an $\epsilon$-useful decoder box. Let $\mathbf{S}$ be a dummy attribute set for the user and consider the following experiment:

- Select a dummy attribute set $\mathbf{S}^{\prime}$ such that $\left|\mathbf{S}^{\prime}[i] \cap \mathbf{S}[i]\right|<d$ for some $i \in[1, m]$
- Select a random message $M$ and encrypt it using $\mathbf{S}^{\prime}$ as the dummy attributes and outputs the ciphertext $C$
- The decoder box outputs $M^{\prime}=\mathcal{D}(C)$
- Output PKG if $M^{\prime}=M$

Then, for all but a negligible fraction of choices of $\mathbf{S}$, the above experiment has probability of outputting PKG greater than $\epsilon /(24 m)$.

By the above lemma, if we consider ideal OT functionality and reduce to the case where the PKG has no decryption capabilities, the tracing algorithm will output PKG with overwhelming probability by only running in polynomial time in the Dishonest- $P K G$ game as desired as long as $\mathbf{S}$ does not come from a exceptional set which forms a negligible fraction of all possible $\mathbf{S}$. Since full Dishonest- $P K G$ security is obtained information theoretically for an identical abstract construction in [15] we refer to their paper for a rigorous treatment of the above argument.

### 3.6 A Modification for IND-ID-CPA Security

After we have a Dishonest-User and Dishonest-PKG secure A-IBE scheme, we may use the same method as the previous selective secure construction [15]. We will achieve IND-ID-CPA security by using the above A-IBE scheme and a secure

[^44]IBE scheme together. For any $M$, we will secret share $M$ into $M_{1} \oplus M_{2}$ where $M_{1}$ was chosen at random and encrypt $M_{1}$ with the A-IBE scheme and $M_{2}$ with the IBE scheme. Since Waters' IBE scheme [25] achieves IND-ID-CPA security using the DBDH assumption, we may combine it with our Dummy-IBE scheme to achieve full A-IBE with no additional security assumptions.

## 4 A Dummy-IBE Scheme

The main technical contribution of this paper is the construction of a secure Dummy-IBE scheme, which as described, provides a fully secure $A-I B E$ scheme. For our construction, we will reuse many of the methods introduced by Waters [25]. As such, we will use Waters' hash extensively. Given an identity ID $\in\{0,1\}^{n}$ and $\mathbf{u}[i] \in \mathbb{G}$ for $i \in[0, n]$ where $\operatorname{ID}[j]$ is the $j^{\text {th }}$ bit of ID:

$$
H(\mathbf{u}, \mathrm{ID})=\mathbf{u}[0] \prod_{j \in[1, n]} \mathbf{u}[j]^{\mathrm{ID}[j]}
$$

We use $x \stackrel{\$}{\leftarrow} X$ to denote $x$ being picked at random from a set $X$ and $S \subset_{\$} X$ a set $S$ being picked at random as a subset of $X$. We describe the scheme below with $|p|, n, d, k \in \Theta(\lambda)$ and $d \leq k \leq n / 4$. The terms $e, \mathbb{G}_{1}, \mathbb{G}_{2}, g, p$ are parameters of the common bilinear map.
Setup $\left(1^{\lambda}\right)$. Pick $a \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}, g_{1}=g^{a} . g_{2} \stackrel{\$}{\leftarrow} \mathbb{G}, \mathbf{T}[i] \stackrel{\$}{\leftarrow} \mathbb{G}, \mathbf{u}[i] \stackrel{\$}{\leftarrow} \mathbb{G}$ for $i \in[0, n]$. The public key is $\left(g_{1}, g_{2}, \mathbf{u}, \mathbf{T}\right)$. The master secret key is $g_{2}^{a}$.
KeyGen. (PK, ID) Pick $S \subset_{\Phi}[1, n]$ of size $k, \forall i \in S, r_{i} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and output ${ }^{3}$ :

$$
K_{\mathrm{ID}}(S)=\left(\mathrm{ID}, S,\left(g_{2}^{a}\left[H(\mathbf{u}, \mathrm{ID}) T_{i}\right]^{r_{i}}, g^{r_{i}}\right)_{i \in S}\right)
$$

Encrypt. (M, ID, S) Pick $c \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$. Select a $d$ - 1-degree polynomial $q$ in $\mathbb{Z}_{p}$ at random with $q(0)=c$,

$$
C_{\mathrm{ID}}(S)=\left(\mathrm{ID}, S, M e\left(g_{1}, g_{2}\right)^{c},\left(g^{q(i)},\left[H(\mathbf{u}, \mathrm{ID}) T_{i}\right]^{q(i)}\right)_{i \in S}\right)
$$

Where the entries in the third component are given in ascending order of $i \in[1, n]$ to avoid ambiguity.
$\operatorname{Decrypt}\left(C_{\mathbf{I D}}\left(S^{\prime}\right), K_{I D}(S)\right)$. Take $I \subset S^{\prime} \cap S$ of size $d$. For all $i \in I$, compute:

$$
\begin{gathered}
\frac{e\left(\left[H(\mathbf{u}, \mathrm{ID}) T_{i}\right]^{q(i)}, g^{r_{i}}\right)}{e\left(g_{2}^{a}\left[H(\mathbf{u}, \mathrm{ID}) T_{i}\right]^{r_{i}}, g^{q(i)}\right)}=\frac{1}{e\left(g, g_{2}^{a}\right)^{q(i)}}=\frac{1}{e\left(g_{1}, g_{2}\right)^{q(i)}} \\
M e\left(g_{1}, g_{2}\right)^{c} \prod_{i \in I}\left(\frac{1}{e\left(g_{1}, g_{2}\right)^{q(i)}}\right)^{\Delta_{i, I}(0)}=M
\end{gathered}
$$

Where $\Delta_{i, I}(j)$ is the Lagrange coefficient $\left(\Delta_{i, I}(j)=\prod_{k \in I \backslash\{i\}} \frac{k-j}{i-j}\right)$.

[^45]CiphertextSanity $\left(C_{\text {ID }}(S)\right.$, PK $)$. First check the input is formatted as a valid ciphertext $(|S|=k)$ :

$$
\left(\mathrm{ID}, S, C,\left(C_{i}^{(1)}, C_{i}^{(2)}\right)_{i \in S}\right)
$$

Assuming $H(\mathbf{u}, I D) T_{i} \neq 1 \in \mathbb{G}$, since $\mathbb{G}, \mathbb{G}_{T}$ are of prime order, write the last two components for a single $i \in S$ as $g^{w_{i}},\left[H(\mathbf{u}, I D) T_{i}\right]^{y_{i}}$ for some constants $w_{i}, y_{i} \in \mathbb{Z}_{p}$. If $H(\mathbf{u}, I D) T_{i}=1 \in \mathbb{G}$, unless the second component above is also 1 output Not-Valid. The ciphertext is well formed if for all components with second entry not 1 the $w_{i}=y_{i}$ and the $w_{i}$ values fall on the same $d-1$ degree polynomial $q$ (note that the value $q(0)$ is actually completely irrelevant to the ciphertext sanity check since as long as all the $w_{i}$ are on the same $d-1$ degree polynomial, if $q(0)=c$, it will be a valid encryption of $\left.C e(g, g)^{-c}\right)$. To check that $w_{i}=y_{i}$, notice:

$$
\begin{gathered}
\left.e\left(H(\mathbf{u}, \mathrm{ID}) T_{j}\right), C_{i}^{(1)}\right) \stackrel{?}{=} e\left(C_{i}^{(2)}, g\right) \Leftrightarrow \\
e\left(\left(H(\mathbf{u}, \mathrm{ID}) T_{j}\right)^{w_{i}}, g\right) \stackrel{?}{=} e\left(H(\mathbf{u}, \mathrm{ID}) T_{j}, g^{y_{i}}\right) \Leftrightarrow \\
\left.e\left(H(\mathbf{u}, \mathrm{ID}) T_{j}\right), g\right)^{w_{i}} \stackrel{?}{=} e\left(H(\mathbf{u}, \mathrm{ID}) T_{j}, g\right)^{y_{i}} \Leftrightarrow w_{i} \stackrel{?}{=} y_{i} .
\end{gathered}
$$

The final implication follows from the fact that both numbers being paired are not 1 in their original group of prime order and so the target group element is not 1 with non-trivial pairing. Now, to check that all the $w_{i}$ lie on the same $d-1$ degree polynomial, pick a subset $I \subset S$ with $|J|=d$. Then, interpolate $C_{i}^{(1)}$ to all the other $x \in S \backslash I$ values. In other words, for all $x \in S \backslash I$, check that:

$$
\prod_{i \in I} C_{i}^{(1)^{\Delta_{i, I}(x)}}=\prod_{i \in I} g^{w_{i} \Delta_{i, I}(x)} \stackrel{?}{=} g^{w_{x}}=C_{x}^{(1)}
$$

It's now clear that this process will only accept if all $w_{i}$ lie on some polynomial $q$ of degree not exceeding $d-1$. This suffices to show that the interpolation to $q(0)$ is unique no matter which $d$ points are picked, showing this is a valid ciphertext (can only be decrypted to one value).

KeySanity $\left(K_{\text {ID }}(S)\right.$, PK). First check that the key is formatted correctly. If $H(\mathbf{u}, I D) T_{i}=1 \in \mathbb{G}$, checking this component is valid is trivial (the user then should have access to the master secret key and can check this with one pairing from the PK). We can now write each key component as:

$$
\left(H(\mathbf{u}, I D) T_{i}\right)^{r} g_{2}^{a}, g^{r^{\prime}}
$$

This will now be a valid key component if $r=r^{\prime}$ (for elements in $\mathbb{Z}_{p}$ we write equality as elements in this group). Check (recall $g_{1}=g^{a}$ ):

$$
\begin{gathered}
e\left[\left(H(\mathbf{u}, I D) T_{i}\right)^{r} g_{2}^{a}, g\right] \stackrel{?}{=} e\left(H(\mathbf{u}, I D) T_{i}, g^{r^{\prime}}\right) e\left(g_{2}, g_{1}\right) \Leftrightarrow \\
e\left[\left(H(\mathbf{u}, I D) T_{i}\right), g\right]^{r} \stackrel{?}{=} e\left[\left(H(\mathbf{u}, I D) T_{i}\right), g\right]^{r^{\prime}} .
\end{gathered}
$$

Which is equivalent with $r \stackrel{?}{=} r^{\prime}$ since $g, H(\mathbf{u}, I D) T_{i}$ are not 1 .

### 4.1 Proof of Security

We will now prove the Dummy-IBE security of the given construction. Let $q$ be an upper bound on the number of queries an adversary $\mathcal{A}$ makes to succeed in the Dummy-IBE security game with non-negligible probability $\epsilon$. We now describe how to use this simulator to succeed in the DBDH game with nonnegligible probability. Below $m$ will be a value polynomial in an upper bound of the number of queries the adversary makes that will be initialized later in the analysis. We now describe the simulator $\mathcal{S}$ that will be given as input $(A, B, C, Z)$ where $\left(g, g_{1}, g_{2}, C\right)=\left(g, g^{a}, g^{b}, g^{c}\right)$ and $Z=e(g, g)^{a b c}$ or $Z \stackrel{\$}{\leftarrow} \mathbb{G}_{T}$. Generate $\Phi$ a random $k$ element subset of $[1, n]$, which will serve as the dummy attribute set of the challenge query and:

$$
\begin{gathered}
\mathbf{x}[i] \stackrel{\$}{\leftarrow}[0, m-1] \text { for } i \in[1, n], \mathbf{x}[0] \stackrel{\$}{\leftarrow}[-n(m-1), 0] \\
\mathbf{y}[i] \stackrel{\$}{\leftarrow} \mathbb{Z}_{p} \text { for } i \in[0, m-1] .
\end{gathered}
$$

Define the following two functions:

$$
\begin{aligned}
& F^{\prime}(\mathbf{x}, \mathrm{ID})=\mathbf{x}[0]+\sum_{i=1}^{n} \mathbf{x}[i] \operatorname{ID}[i] \\
& G^{\prime}(\mathbf{y}, I)=\mathbf{y}[0]+\sum_{i=1}^{n} \mathbf{y}[i] \operatorname{ID}[i]
\end{aligned}
$$

Our simulator $\mathcal{S}$ will abort unless for exactly one key query $\mathbf{I D}[i], F^{\prime}(\mathbf{x}, \mathbf{I D}[i])=$ 0 and for all others $F^{\prime}(\mathbf{x}, \mathbf{I D}[j]) \notin\{0,1\}$. Additionally, $\mathcal{S}$ will abort and guess randomly unless $\mathbf{I D}[i]$ as specified above is not the challenge identity (recall that by the definition of Dummy-IBE security, we may assume that the challenge identity has been queried once during the key queries phase and that the challenge dummy-attribute set overlaps the dummy-attribute set the adversary received during the key generation phase in no more than $d-1$ indices). We now describe how $\mathcal{S}$ will generate the public key and answer key queries.

Simulated Public Key Generation. $\mathcal{S}$.Setup $\left(1^{\lambda}\right)$ is defined as follows: For $i \in[1, n], \mathbf{B}[i] \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and,

$$
\mathbf{T}[j]= \begin{cases}g_{2} g^{\mathbf{B}[j]}, & \text { if } j \in \Phi \\ g^{\mathbf{B}[j]}, & \text { otherwise }\end{cases}
$$

Related to $\mathbf{T}$, define $G(\mathbf{y}, \mathrm{ID}, j)=G^{\prime}(\mathbf{y}, \mathrm{ID})+\mathbf{B}[j]$ and,

$$
F(\mathbf{x}, \mathrm{ID}, \Phi, j)= \begin{cases}F^{\prime}(\mathbf{x}, \mathrm{ID})+1, & \text { if } j \in \Phi \\ F^{\prime}(\mathbf{x}, \mathrm{ID}), & \text { otherwise }\end{cases}
$$

Output PK $=\left(g_{1}, g_{2}, \mathbf{u}, \mathbf{T}\right)$. Notice if $\mathbf{u}[i]=g_{2}^{\mathbf{x}[i]} g^{\mathbf{y}[i]}$ then, $H(\mathbf{u}, \mathrm{ID}) \mathbf{T}[i]=$ $g_{2}^{F(\mathbf{x}, \mathrm{ID}, \Phi, i)} g^{G(\mathbf{y}, \mathrm{ID}, j)}$. Observe the output is completely independent of $\Phi$ and the
output distribution is precisely that of the true public key generation algorithm.

Simulated KeyGen Queries. If $F^{\prime}(x$, ID $) \notin\{-1,0\}, \mathcal{S}$.KeyGen(ID) is defined as follows: Pick $S \subset_{\mathbb{S}}[1, n]$ of size $k$. For $j \in S: r \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ and let $w=$ $F(\mathbf{x}, \mathrm{ID}, \Phi, j)^{-1}\left(\right.$ which exists since $\left.F^{\prime}(\mathbf{x}, \mathrm{ID}) \neq 0\right)$. Set:

$$
\left(K_{j}^{(1)}, K_{j}^{(2)}\right)=\left(g_{2}^{F(\mathbf{x}, \mathrm{ID}, \Phi, j) \cdot r} g^{G(\mathbf{y}, \mathrm{ID}, \Phi) \cdot r} g_{1}^{-G(\mathbf{y}, \mathrm{ID}, \Phi) \cdot w}, g^{r} g_{1}^{-w}\right)
$$

For all $j \in S$. Output $K_{\mathrm{ID}}(S)=\left(\mathrm{ID}, S,\left(K_{j}^{(1)}, K_{j}^{(2)}\right)_{j \in S}\right)$. Notice for $j \in S$ :

$$
\begin{aligned}
g_{2}^{F(\mathbf{x}, \mathrm{ID}, \Phi, j) \cdot r} g^{G(\mathbf{y}, \mathrm{ID}, \Phi) \cdot r} g_{1}^{-G(\mathbf{y}, \mathrm{ID}, \Phi) \cdot w} & =g_{2}^{a}\left(g_{2}^{F(\mathbf{x}, \mathrm{ID}, \Phi, j)} g^{G(\mathbf{y}, \mathrm{ID}, \Phi)}\right)^{-a \cdot w}\left(g_{2}^{F(\mathbf{x}, \mathrm{ID}, \Phi, j)} g^{G(\mathbf{y}, \mathrm{ID}, \Phi)}\right)^{r} \\
& =g_{2}^{a}\left(g_{2}^{F(\mathbf{x}, \mathrm{ID}, \Phi, j)} g^{G(\mathbf{y}, \mathrm{ID}, \Phi)}\right)^{r-a \cdot w} .
\end{aligned}
$$

And similarly $g^{r} g_{1}^{-w}=g^{r-a \cdot w}$. Therefore, this is a valid key component with randomness $r-a \cdot w$, which is also distributed uniformly over $\mathbb{Z}_{p}$. So, every key component is generated from the correct distribution if $F(\mathbf{x}, \mathrm{ID}) \notin\{-1,0\}$. This is where the main divergence with Waters' proof occurs, we must be able to handle one query to the identity that will later be challenged on. For this, we notice that if $j \in \Phi$, and $F^{\prime}(\mathbf{x}, \mathrm{ID})=0$ then, $F(\mathbf{x}, \mathrm{ID}, \Phi, j) \neq 0$ and we can repeat the above process by taking $S=\Phi$.

If $F^{\prime}(\mathbf{x}, \mathrm{ID})=0, \mathcal{S}$.KeyGen(ID) is the same as the above except instead of $S \subset_{\$}[1, n]$, take $S=\Phi$.

Recall that $\mathcal{S}$ aborts if there is ever more than one query with $F^{\prime}(\mathbf{x}, \mathrm{ID})=0$ and that the output of the simulated public key is independent of $\Phi$. Therefore, if $\Phi$ is only used once during the key queries phase, as the dummy-attribute set of a single query, the view of the adversary interacting with $\mathcal{S}$ is still identical to the view of the adversary interacting with the true Dummy-IBE scheme.

Simulated Challenge Ciphertext. Assume $F^{\prime}(\mathbf{x}, \mathrm{ID})=0$ and $|S \cap \Phi|<d$ then,
$\mathcal{S}$.Challenge $\left(M_{0}, M_{1}\right.$, ID,$\left.S\right)$ is defined as follows: Pick $\gamma \stackrel{\$}{\leftarrow}\{0,1\}$ and let $C_{1}=Z \cdot M_{\gamma}$ and choose $S \supset K \supset S \cap \Phi$, with $|K|=d-1$ and:

For $i \in K$ :

$$
r_{i} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}, C_{i}^{(1)}=g^{r_{i}}, C_{i}^{(2)}=\left(g_{2}^{F(\mathbf{x}, \mathrm{ID}, \Phi, i)} g^{G(\mathbf{y}, \mathrm{ID}, i)}\right)^{r_{i}} .
$$

For $i \notin K$ :

$$
C_{i}^{(1)}=\left(g^{c}\right)^{\Delta_{0, K}(i)} \prod_{j \in K}\left(g^{r_{j}}\right)^{\Delta_{j, K}(i)}, C_{i}^{(2)}=\left(C_{i}^{(1)}\right)^{G(\mathbf{y}, \mathrm{ID}, i)} .
$$

Respond to the query with:

$$
C_{\mathrm{ID}}(S)=\left(\mathrm{ID}, S, C_{1},\left(C_{i}^{(1)}, C_{i}^{(2)}\right)_{i \in S}\right)
$$

Remark (1). Notice the encryption is valid with the implied polynomial $q(x)$ in the exponent being defined by $q(i)=r_{i} \stackrel{\$}{\leftarrow} \mathbb{Z}_{p}$ for all $i \in K$ and $q(0)=c$ where $C=g^{c}$. Since choosing a $d-1$ degree polynomial at random is equivalent to specifying its value randomly at $d$ points, the encryption is valid and uniform (since $r_{i}$ are generated at random during the simulated challenge and the view of the adversary has been independent of $c$ which was chosen at random in the DBDH initialization). This shows that the $C_{i}^{(1)}$ components are correctly generated from the stated distribution for $i \in K$.

Remark (2). Additionally, since $F^{\prime}(\mathbf{x}, \mathrm{ID})=0$, we have that for all $i \notin K(\Rightarrow$ $i \notin \Phi$ if $i \in S), F(\mathbf{x}, \mathrm{ID}, \Phi, i)=0$ and therefore $H(\mathbf{u}, \mathrm{ID}) T_{i}=g^{G(\mathbf{y}, \mathrm{ID}, i)}$ which shows the second component is also generated correctly with implied polynomial $q$. Therefore, as long as $F^{\prime}(\mathbf{x}, I D)=0$ the $C_{i}^{(b)}$ values are drawn from the correct distribution.

Therefore, if $Z$ is $e\left(g_{1}, g_{2}\right)^{c}$ we have the above is a uniform encryption of $M_{\gamma}$. Otherwise, $Z$ is a random element of $\mathbb{G}_{T}$ and the ciphertext gives no information on the choice of $\gamma$.

To remind the reader of the relevant security game, the adversary $\mathcal{A}$ will make $q$ distinct key queries $\mathbf{I D}[i]$ to which the simulator will respond with keys $K_{\mathbf{I D}[i]}(\mathbf{S}[i])$ where $\mathbf{S}[i]$ is a $k$ element subset of $[1, n]$ consisting of the dummy attributes of the key. Finally, the adversary will make a challenge query with $M_{0}, M_{1}, S^{*}, \mathbf{I D}[j]$ where $\mathbf{I D}[j]$ with $j \in[1, q]$ was queried before and $\left|S^{*} \cap \mathbf{S}[j]\right|<$ $d$. Our simulator will not abort if and only if:

1. $F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \notin\{0,1\}$ for all $i \in[1, q] \backslash\{j\}$ for some $j \in[1, q]$,
2. $F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0$,
3. The challenge identity is $\mathbf{I D}[j]$.

This is very similar to the requirement in Waters' IBE, where it is required that $F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \neq 0$ for all key queries and $F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0$ for the challenge identity $\mathbf{I D}[j]$. Here, we require that the challenge identity be queried once before, with the small caveat that for most key queries we are aborting on two values instead of one, but the impact of this on analysis is minimal. Notice that if our algorithm does not abort, it is drawing from the same distribution as the real Dummy-IBE scheme since while $\Phi$ is used as the dummy attribute set for a single query, the view of the adversary otherwise is independent of $\Phi$ (the requirement that $|\Phi \cap S|<d$ is automatically fulfilled since $\mathcal{A}$ was given $\Phi$ as the dummy attribute set of $\operatorname{ID}[j]$ and therefore, by the rules of the Dummy-IBE security game, the dummy attribute set of the challenge must overlap the dummy attribute set received during the key generation phase in less than $d$ indices). It only remains to bound below the probability of aborting naturally and introduce an artifical abort step to make sure the success probability of the simulator is not correlated with the probability of aborting. We defer bounding the abord probability to Appendix A. If for any sequence of queries, our simulation has a non-negligible probability of perfectly simulating the behavior of Dummy-IBE security game in the case where the fourth member of the DBDH tuple is $Z=e(g, g)^{a b c}$ and
in the other case, all information on the challenge message is lost, we can use the advantage of a distinguishing adversary to discern which of the above two possibilities the fourth member of the DBDH tuple is, since its advantage can only be maintained (information theoretically) in the case where $Z=e(g, g)^{a b c}$.

## 5 Conclusion

We have demonstrated the first provably secure black-box accountable authority IBE scheme, answering the primary question posed in multiple previous works [13|15] using the standard DBDH assumption. To achieve this goal, we introduced the notion of Dummy-IBE encryption, a hybrid between usual IBE and Attribute-Based Encryption where the exact attributes given to an identity are not important but which should exist for some added functionality (in this case tracing), which may be of independent interest.
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## A Bounding the Abort Probability

Artificial Abort. Additionally to the probability of aborting naturally, we must make sure that if the simulator $\mathcal{S}$ 's probability of success is not correlated with its probability of aborting. Since this method is standard by now, we refer the reader to Waters' original work [25] for more in depth analysis of the necessity
of this step. Our application differs little from the analysis in [25] except for a factor of 2 due to the fact that we have two restricted values but include the analysis for completeness $\frac{4}{4}$.

As in Waters' scheme we can now define a second simulator which first generates the secret key $g_{2}^{a}$ before initializing $\mathbf{x}$ and $\mathbf{y}$. With the master secret key, it is now able to perfectly respond to all key generation queries. Now, this second simulator will abort and guess randomly unless $\mathbf{I D}[j]$, the challenge identity (which has been queried once before) satisfies $F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0$ and for all other identities keys are queried for $\mathbf{I D}[i] \neq \mathbf{I D}[j], F^{\prime}(\mathbf{x}, \mathbf{I D}[j]) \notin\{0,1\}$.

As long as we can show the second simulator has a non-negligible probability of not aborting for any set of queries, by using artificial aborts, we can get a near-uniform, non-negligible probability to abort and guess randomly for any set of identity queries. Then, our first simulator works as a distinguisher in the DBDH game since if for a given set of queries our simulator has not aborted, the adversary will have a non-negligible advantage of guessing the correct $b$ if $Z=e(g, g)^{a b c}$ and no advantage in guessing $b$ if $Z$ is random since $b$ is information theoretically masked in the ciphertext.

Analysis of Abort Probability: We now give a lower bound on the probability for a set of identities $\{\mathbf{I D}[i]\}_{i \in[1, q]}$ with $\mathbf{I D}[j], j \in[1, q]$ the challenge identity that the second simulator does not abort.

$$
\begin{aligned}
\operatorname{Pr}[\overline{\text { abort }}] & =\operatorname{Pr}\left[\bigwedge_{i \in[1, q] \backslash\{j\}} F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \notin\{0,1\}\right] \wedge F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0 \\
& =\left(1-\operatorname{Pr}\left[\bigvee_{i \in[1, q] \backslash\{j\}} F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \in\{0,1\}\right]\right) \times \operatorname{Pr}\left[F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0 \mid \bigwedge_{i \in[1, q] \backslash\{j\}} F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \notin\{0,1\}\right] \\
\geq & \left(1-\sum_{i \in[1, q] \backslash\{j\}} \operatorname{Pr}\left[F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \in\{0,1\}\right]\right) \times \operatorname{Pr}\left[F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0 \mid \bigwedge_{i \in[1, q] \backslash\{j\}} F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \notin\{0,1\}\right] \\
& \geq\left(1-\frac{2 q}{(n+1) m}\right) \operatorname{Pr}\left[F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0 \mid \bigwedge \bigwedge_{i \in[1, q] \backslash\{j\}} F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \notin\{0,1\}\right]
\end{aligned}
$$

As in lines (1e) through (1i) in Waters' derivation [25] we can simplify the probability on the right to:

$$
\left.=\frac{\operatorname{Pr}\left[F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0\right]}{\operatorname{Pr}[\bigwedge} \bigwedge_{i \in[1, q] \backslash\{j\}} F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \notin\{0,1\}\right] \quad \times\left(1-\operatorname{Pr}\left[\bigvee_{i \in[1, q] \backslash\{j\}} F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \in\{0,1\} \mid F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0\right]\right)
$$

Which can be bounded below by:

$$
\frac{1}{(n+1) m}\left(1-\sum_{i \in[1, q] \backslash\{j\}} \operatorname{Pr}\left[F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \in\{0,1\} \mid F^{\prime}(\mathbf{x}, \mathbf{I D}[j])=0\right]\right)
$$

[^46]Notice we can replace $F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \in\{0,1\}$ with $F^{\prime}(\mathbf{x}, \mathbf{I D}[i]) \in\{0,1\} \bmod m$ to get a lower bound. Now, for each $\mathbf{I D}[i]$ with $i \neq j, F^{\prime}(\mathbf{x}, \mathbf{I D}[i])$ modulo $m$ is independent from $F^{\prime}(\mathbf{x}, \mathbf{I D}[j])$ by the properties of the Waters hash, and therefore, using this substitution the above is bounded below by:

$$
\frac{1}{(n+1) m}\left(1-\frac{2 q}{m}\right)
$$

Substituting back to the original inequality yields:

$$
\left(1-\frac{2 q}{(n+1) m}\right) \frac{1}{(n+1) m}\left(1-\frac{2 q}{m}\right) \geq \frac{1}{(n+1) m}\left(1-\frac{4 q}{m}\right)
$$

Which can be taken to be non-negligible with $m=8 q$. This shows for any sequence of queries, the probability that the simulator does not abort can be bounded below by a non-negligible amount. As discussed before, using artificial aborts, this suffices to prove security.
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#### Abstract

Consider the task of asymmetric key-wrapping, where a keymanagement server encrypts a cryptographic key under the public key of a client. When used in storage and access-control systems, it is often the case that the server has no knowledge about the client (beyond its public key) and no means of coordinating with it. For example, a wrapped key used to encrypt a backup tape may be needed many years after wrapping, when the server is no longer available, key-wrapping standards have changed, and even the security requirements of the client might have changed. Hence we need a flexible mechanism that seamlessly supports different options depending on what the original server was using and the current standards and requirements.

We show that one-pass HMQV (which we call HOMQV) is a perfect fit for this type of applications in terms of security, efficiency and flexibility. It offers server authentication if the server has its own public key, and degenerates down to the standardized DHIES encryption scheme if the server does not have a public key. The performance difference between the unauthenticated DHIES and the authenticated HOMQV is very minimal (essentially for free for the server and only $1 / 2$ exponentiation for the client). We provide a formal analysis of the protocol's security showing many desirable properties such as sender's forward-secrecy and resilience to compromise of ephemeral data. When adding a DEM part (as needed for key-wrapping) it yields a secure signcryption scheme (equivalently a UC-secure messaging protocol).

The combination of security, flexibility, and efficiency, makes HOMQV a very desirable protocol for asymmetric key wrapping, one that we believe should be incorporated into implementations and standards.


## 1 Introduction

Key management is an essential component of secure systems, it is used in many systems both for confidentiality and for enforcing access-control policies. In this work we deal with settings where we have a key-server that needs to securely send a symmetric key to a client. The symmetric key could be a freshly generated one (to be used later by Alice) or it could be a pre-set key (e.g., to let Alice decrypt a previously encrypted file). We call the server Bob (or the sender) and call the client Alice (or the receiver). We specifically focus on settings where the protocol must be one-way, with the server sending a single message to the client.

For example, consider a typical tape-encryption setting, where backup tapes are encrypted and then stored for future need by a potential client Alice who may need them one day. To enable decryption, Bob "wraps" the encryption key under some public key and stores the wrapped key to the tape itself. Note that Alice is off-line (or perhaps does not even exist) when the encryption key is wrapped, so no interaction can take place. Later, when Alice comes to need the backup tape, she asks her key-management module for the private key corresponding to the public key used by Bob, and then she can unwrap the decryption key and decrypt the backup tape. Such one-way communication can be viewed as one-pass key-exchange protocols with implicit client authentication (and in some cases also server authentication). In the case that a pre-set key is transmitted (as in the tape encryption example), the operation is referred to as key wrapping.

Key-wrapping (and key-management in general) is a topic of intensive activity in the industry, with many competing services and many standardization efforts (e.g., PKCS \#11, FIPS SP 800-57 and 800-130, IETF KeyProv, OASIS KMIP, IEEE 1619.3, IEEE P1363, etc). Symmetric key-wrapping was addressed in the work of Rogaway and Shrimpton [16] and later Gennaro and Halevi [8], with a focus on using deterministic encryption for this purpose. In this work, however, we focus on asymmetric key-wrapping, where Bob uses Alice's public key to wrap the symmetric key. In this context the added complexity of using randomization is insignificant in comparison to the public-key operations that are needed. Hence we just use standard encryption, and view key-wrapping as a target application rather than a separate security goal.

Many real-world implementations of asymmetric key wrapping are based on RSA, but the increase in the use of elliptic-curve cryptosystems suggest that they will be useful for key wrapping as well. The leading mechanisms in this respect is the "elliptic-curve integrated encryption scheme" (ECIES) [12], which is based on the "Diffie-Hellman integrated encryption scheme" (DHIES) encryption scheme of Abdalla et al. [1. DHIES is an Elgamal-based encryption scheme, proven CCA secure under the "hashed Diffie-Hellman" assumption. (Alternatively, under the Gap Diffie-Hellman assumption in the random-oracle model).

On a high level, in DHIES Alice has a secret exponent $a$, and the corresponding public key is the group element $A=g^{a}$ (where $g$ is a generator in a primeorder group). To encrypt a message $M$, Bob chooses a random exponent $y$ and computes $Y=g^{y}$, then computes the Diffie-Hellman value $\sigma=A^{y}$ and uses $K=H(\sigma, Y)$ as a key in a symmetric-key authenticated-encryption scheme to encrypt $M$. Note that DHIES is an instance of the KEM/DEM paradigm 17.

When used for key-wrapping (i.e., when $M$ is a cryptographic key), this encryption scheme can also be viewed as a key-exchange protocol where only the client is implicitly authenticated. However, there are applications where the server too should be authenticated. For example, consider the tape-backup application from above where Alice is a third party that provides backup/restore services. When Alice gets a tape with a wrapped key on it, she wants to consult the policy of the original server Bob to know if decryption is permitted. So in particular Alice needs to be able to authenticate the source of the wrapped key.

A natural solution is for Bob to sign the ciphertext (e.g. with ECDSA signature if we want an elliptic-curve scheme), but this solution has some drawbacks. For one thing, it adds non-trivial complexity. We need to implement the signature scheme and use additional bandwidth to communicate the signatures. Also, in some cases this does not even provide adequate authentication, since it allows an adversary Charlie to strip the original Bob signature from the wrapped key and replace it with a signature by Charlie. (This may enable Charlie to later ask Alice to unwrap the key and decrypt the tape for him).

Instead, one would like a solution that (a) ensures that the identity of Bob cannot be stripped from the key, and (b) remains as close as possible to the base DHIES scheme. A good candidate to achieve this goal has been suggested in [13, namely the one-pass HMQV protocol. However, while a main appeal of HMQV is its provable security, the one-pass variant of HMQV has not been proven. Here we give a full specification of a one-pass HMQV protocol, with a full proof of security. We call this protocol HOMQV (for Hashed-One-pass-MQV, pronounced "Home-Queue-Vee"). We note that HOMQV is different than the one-pass HMQV protocol in [13, Sec. 9] in that HOMQV hashes the session identifier while deriving the session key (as suggested in [14]).

Roughly speaking, the only difference between HOMQV and (the KEM part of) DHIES is the way the Diffie-Hellman value $\sigma$ is computed. Whereas in DHIES we set $\sigma=A^{y}=Y^{a}$, here Bob also has public and secret keys $\left(B=g^{b}\right)$ so we use them in the computation. Roughly, we compute a half-size exponent $e=\bar{H}(Y)$ and then set $\sigma=\left(Y B^{e}\right)^{a}=A^{y+b e}$ and $K=H(\sigma, Y)$. (In the actual protocol we also add the identities of Alice and Bob inside the hashing and use cofactor exponentiation, see Table 1 for an overview and Section 3 for a precise definition of HOMQV).

We also show that slight variations of the same base protocol can handle a large variety of scenarios in the key transmission and key wrapping settings. For example, a server Bob that does not have a public key can just use the dummy public key $B=1$, and then the protocol reverts to (the KEM part of) the underlying DHIES. Other variants of the protocol offer increased security at a minimal cost in computation and communication. In all cases the schemes provide forward secrecy for the server, namely the compromise of the sender's private key (if any) does not expose past transmissions. This property has particular importance for our setting, since in key-management and storage applications some of the keys may have a very long lifetime. In some variants this property is achieved in a weak sense, namely, as long as the attacker was passive during these transmissions, but we also show inexpensive variants that provide full sender forward secrecy, even against active attacks.

Remarkably, all the variants except the (degenerate) case of DHIES enjoy the security property that leakage of the ephemeral Diffie-Hellman exponent $y$ does not compromise security; the function of this exponent is to provide forwardsecrecy capabilities. We call this property $y$-security. The significance of this

[^47]Table 1. One-pass modes. In all $Y=g^{y}, \sigma=\left(Y B^{e}\right)^{a}=A^{y+b e}, e=\bar{H}(\hat{A}, Y)$, $K=H(\sigma, \hat{B}, \hat{A}, Y), \hat{B}, \hat{A}$ represent the identities of sender and receiver. In DHIES we use $B=1, b=0$. Last column counts number of exponentiations per sender/receiver.

| KEM modes | $\hat{B}$ sends to $\hat{A}$ | Key-derivation | impl.auth. | -secure | Sender FS | $\# \exp (\mathrm{~s} / \mathrm{r})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DHIES KEM | $Y$ | $S K=K$ | $\hat{A}$ only | No | No | 2/1 |
| HOMQV | $Y$ | $S K=K$ | $\hat{B}, \hat{A}$ | Yes | weak | 2/1.5 |
| $\begin{gathered} \text { HOMQV } \\ +\quad \text { key-conf. } \\ \hline \end{gathered}$ | $\begin{gathered} Y, \\ \operatorname{MAC}_{K_{a}}(1) \\ \hline \end{gathered}$ | $\begin{aligned} & S K=P R F_{K}(0) \\ & K_{a}=P R F_{K}(1) \\ & \hline \end{aligned}$ | $\hat{B}, \hat{A}$ | Yes | full | 2/1.5 |
| ENC. modes | $\hat{B}$ sends to $\hat{A}$ | Key-derivation | DEM |  | security | \#exp (s/r) |
| DHIES | Y, C, T | $\begin{aligned} & K_{a}=P R F_{K}(1) \\ & K_{e}=P R F_{K}(2) \\ & \hline \end{aligned}$ | $\begin{aligned} & C=\mathrm{Enc}_{K} \\ & T=\mathrm{MAC}_{1} \end{aligned}$ | $\begin{aligned} & \hline K_{e}(M) \\ & K_{a}(C) \\ & \hline \end{aligned}$ | CCA | 2/1 |
| $\begin{gathered} \hline \text { HOMQV } \\ + \text { DEM } \end{gathered}$ | Y, C, T | $\begin{aligned} & K_{a}=P R F_{K}(1) \\ & K_{e}=P R F_{K}(2) \\ & \hline \end{aligned}$ | $\begin{aligned} & C=\mathrm{Enc}_{K} \\ & T=\mathrm{MAC}_{1} \end{aligned}$ | $\begin{aligned} & \mathrm{K}_{e}(M) \\ & K_{a}(C) \end{aligned} \text { siq }$ | ncryption | 2/1.5 |

property is that it allows pre-computing $\left(y, g^{y}\right)$ pairs, even if they are stored in less secure media.

We have three variants for the basic setting of a one-pass KEM-only protocol: From the "degenerate" DHIES (that offers only CCA security), via plain HOMQV (that offers server-authentication and server-PFS against passive attacks), to a variant with key-confirmation that adds server-PFS also against active attacks. When adding the DEM part, we get two variants of encryption (or key-wrapping): Without server authentication we only get the CCA-secure DHIES encryption, and with server authentication we get a secure signcryption scheme (equivalently, UC-secure replayable message transmission). These variants (with a slight simplification) are summarized in Table 1, detailed description are found in Sections 34 and 5.4.

We note that the precise connection between key-exchange and signcryption was established in the work of Gorantla et al. [10], and a comprehensive theory of KEM/DEM for signcryptions was developed by Dent 5/6|7. See Section 4 .

As all these schemes are one-pass protocols, they are all inherently open to replay attacks. This can be addressed by having the sender and receiver maintain synchronized state via counters or timestamps, or having the receiver store all past communication (or a combination of both). Alternatively, in Section 6 we show that HOMQV extends smoothly to the interactive setting, where we can prevent replay and offer full PFS for both sides.

In this paper we analyze all these variants and prove their security in the Canetti-Krawczyk model of key exchange [3] (specialized to the case of onepass protocols). We prove both "basic security" of these variants as well as the additional properties of forward security and $y$-security (i.e., resilience to leakage of the ephemeral Diffie-Hellman exponents). Importantly, using these additional features we can appeal to the connections proven in 10 to conclude that HOMQV + DEM is a secure signcryption scheme (which is also a secure UC realization of the functionality of replayable message transmission, see [9).

We highlight some advantages of HOMQV that make it attractive for applications such as key-wrapping for storage. One advantage is its very minimal overhead as compared to DHIES. For the sender Bob there is essentially no added cost, the only change is that it computes the Diffie-Hellman value as $\sigma=A^{y+b e}$ rather than $\sigma=A^{y}$. This only entails an additional hashing (to compute $e$ ) and an addition and multiplication modulo the group order, but no additional exponentiations. For the receiver there is an additional $1 / 2$ exponentiation, since it now computes the Diffie-Hellman value as $\sigma=\left(Y B^{e}\right)^{a}$ rather than $\sigma=Y^{a}$. We mention that as described in Table 1, HOMQV and DHIES require a check that the elements belong to a prime-order sub-group (which can be as costly as one full exponentiation). In Section 3 we show how this check can often be avoided.

## 2 Security Model for One-Pass Key-Exchange Protocols

We specialize the Canetti-Krawczyk (CK) security model [3] to one-pass keyexchange protocols. A key-exchange (KE) protocol is run in a network of connected parties, where each party can be activated to run an instance of the protocol called a session. During the session, a party creates and maintains a session state, may send and receive messages, and eventually completes the session by outputting a session key and erasing the session state. A session may also be aborted without generating a session key. A KE session is associated with its holder or owner (the party at which the session exists), a peer (the party with which the session key is intended to be established), and a session identifier. In one-pass protocols a peer to a session is either a sender or a receiver.

For simplicity we assume below that a session is always activated with the name of the intended peer (this is called "pre-specified peer" in [4) and the session identifier is a triple $(\hat{B}, \hat{A}, Y)$ where $\hat{B}$ is the sender identity, $\hat{A}$ the receiver identity, and $Y$ is the message sent in the protocol. Two sessions with the same identifier are called matching. Matching sessions play a fundamental role in the definition of security.

Each party owns a long-term pair of private and public keys, and other parties can verify the binding between an identity and a public key (e.g., using a CA or manually, the exact mechanism is outside the scope of this paper). A corrupted party can choose at any point to "register" any public key of its choice, including public keys equal or related to keys of other parties in the system (and there is no requirement that it knows the corresponding private key). In this paper, a public key will always be a group element, and the private key its secret exponent.

Notations and identities. A "hat" on top of a capital letter denotes an identity; without the hat the letter denotes the public key of that party, and the same letter in lower case denotes a private key. For example, Alice has identity $\hat{A}$ and a public key $A=g^{a}$ with $a$ as the private key ${ }^{2}$.

[^48]Attacker Model. The attacker, denoted $\mathcal{M}$, is an active "Man-in-the-Middle" adversary with full control of the communication links between parties. $\mathcal{M}$ can read, modify, inject, delete, or delay messages at will. (Formally, it is $\mathcal{M}$ to whom parties hand their outgoing messages for delivery). $\mathcal{M}$ also schedules all session activations and session-message delivery. In addition, in order to model potential disclosure of secret information, the attacker is allowed access to secret information via session exposure attacks of three types: state-reveal queries, session-key queries, and party corruption. A state-reveal query is directed at a single session while still incomplete (i.e., before outputting the session key) and its result is that the attacker learns the session state for that particular session (such as the secret exponent of an ephemeral public DH value). A session-key query can be performed against a single session after completion and the result is that the attacker learns the corresponding session-key (this models leakage on the session key either via usage of the key by applications, cryptanalysis, break-ins, known-key attacks, etc).. Finally, party corruption means that the attacker learns all information in the memory of that party (including the long-term private key of the party as well all session states and session keys stored at the party); in addition, from the moment a party is corrupted all its actions are controlled by the attacker. Indeed, note that the knowledge of the private key allows the attacker to impersonate the party at will.

Sessions against which any one of the above attacks is performed (including sessions compromised via party corruption) are called exposed. In addition, a session is also exposed if the matching session has been exposed (since matching sessions must output the same session key, the compromise of one inevitably implies the compromise of the other).

Note on state-reveal queries. "State-reveal queries" in the CK model is meant to capture the distinction between secrets whose exposure will derail security "forever" (such as long-term keys, or the ephemeral exponent in a DSA signature) and secrets whose exposure only compromises the current session. Data that can be accessed via such state-reveal queries is thought of as "less secret", its exposure only compromises the current session (and thus is can perhaps be stored in less secure memory in a real implementation). Data not accessible via state-reveal is assumed to get the same protection of long-term secrets, such data is revealed to the adversary only upon full compromise of a party.

Basic security. The security of session keys generated in unexposed sessions is captured via the inability of the attacker $\mathcal{M}$ to distinguish the session key of a test session (chosen by $\mathcal{M}$ ) from a random value. When $\mathcal{M}$ chooses the test session, a random bit $b$ is tossed and $\mathcal{M}$ gets either the real value of the session key (if $b=1$ ), or an unrelated random value (if $b=0$ ). The attacker can continue with the regular actions against the protocol also after the test session; at the end of its run $\mathcal{M}$ outputs a guess $b^{\prime}$ for the value of $b$. The attacker succeeds in its distinguishing attack if (1) the test session is not exposed, and (2) it guessed correctly, $b=b^{\prime}$. The protocol satisfies the basic notion of security if feasible attackers cannot succeed with probability significantly better than $1 / 2$.

Definition 1 ([3]). A polynomial-time attacker with the above capabilities is called a KE-attacker. A key-exchange protocol $\pi$ is called secure if for all KEattackers $\mathcal{M}$ running against $\pi$ it holds:

1. If two uncorrupted parties complete matching sessions in a run of protocol $\pi$ under attacker $\mathcal{M}$ then they output the same key (except for a negligible probability).
2. $\mathcal{M}$ succeeds (in its test-session distinguishing attack) with probability not more that 1/2 plus a negligible fraction.

Sender's forward secrecy. An important property that is not captured by basic security is perfect forward secrecy (PFS) [15], namely the assurance that a session key which is erased from memory cannot be learned by the attacker even if the long-term key of that party is later exposed. This is captured formally in [3] via the notion of session-key expiration (which represents the erasure of a session key from memory). A key-exchange protocol is secure with PFS if Definition 1 holds even when the attacker is allowed to corrupt a peer to the test session after the test-session key expired at that peer. In the case of onepass protocols, forward secrecy cannot be provided in general (since exposing the receiver's private key clearly lets the attacker decrypt all incoming traffic), but the sender can still enjoy forward secrecy. As we will see, the basic HOMQV protocol provides sender's forward secrecy against passive attackers, and adding key-confirmation provides forward secrecy also against active attackers.

Replay attacks. A one-pass key-exchange protocol where parties do not maintain evolving state between sessions is always open to replay attacks, where the attacker forces the establishment of the same session at a receiver by replaying old incoming messages to that party. The model deals with this issue by defining all instances of such replayed sessions to be matching. This means that all these sessions have the same session key and also that for the attacker to be considered successful in attacking a session it should have not exposed any one of the session copies.

## 3 The Basic HOMQV Protocol

On groups and supergroups. The protocol uses a cyclic group $G$ of prime order $q$ generated by a given generator $g$. There is no particular requirement from the cyclic group $G=\langle g\rangle$ except for its prime order. However, in cases where $G$ is a subgroup of another group $G^{\prime}$ and testing membership in $G^{\prime}$ is easier than testing membership in $G$, we will exploit this property in the protocol. For this we define $f$ as the "cofactor" $f=\left|G^{\prime}\right| /|G|$. For example, if $g$ is an element of $Z_{p}^{*}$ of prime order $q$, then $G^{\prime}$ is $Z_{p}^{*}$ and $f=(p-1) / q$. If $g$ is an element in an elliptic curve group $E$ then $f=|E| / q$. We always assume that $f, q$ are co-primes.

Using the cofactor, we describe a protocol where one only needs to verify that the various elements are in $G^{\prime}$ (an efficient test in the above two examples). Note that it can be the case that $f=1$. The property of the cofactor $f$ that we use is that $X^{f} \in G$ for any $X \in G^{\prime}$.

Hash functions. The protocol uses two hash functions (which are viewed as two independent random oracles): one, denoted $\bar{H}$, hashes strings into $\{0,1, \ldots, \sqrt{q}\}$ and is used to compute exponents of size $|q| / 2$, the other, denoted $H$, hashes into $\{0,1\}^{k}$ where $k$ is the length of the output key $K$.

Protocol HOMQV. Let $\hat{A}, \hat{B}$ be two different parties with keys $A=g^{a}$, $B=g^{b}$, respectively. To exchange a key with $\hat{A}$, sender $\hat{B}$ checks that $A \in G^{\prime}$ (if not it aborts), then chooses random $y \in_{\mathrm{R}} Z_{q}$, and sends $Y=g^{y}$ to $\hat{A}$. $\hat{B}$ computes the key as $H(\sigma, \hat{B}, \hat{A}, Y)$ where $\sigma=A^{f \cdot(y+e b)}$ and $e=\bar{H}(Y, \hat{A})$. On incoming value $Y$ and peer's identity $\hat{B}, \hat{A}$ checks that $Y$ and $\hat{B}$ 's public key $B$ are in $G^{\prime}$ (if not, it aborts) and then computes the session key as $H\left(\sigma^{\prime}, \hat{B}, \hat{A}, Y\right)$ where $\sigma^{\prime}=\left(Y B^{e}\right)^{f \cdot a}$. Both parties compute the same session key since $\sigma=\sigma^{\prime}$, and the session-id is the triple $(\hat{B}, \hat{A}, Y)$.

Performance. For the sender, the protocol requires just two exponentiations and a membership test in $G^{\prime}$ (the latter has negligible cost for the typical $Z_{p}^{*}$ and elliptic curve cases). The exponentiations are for computing $Y=g^{y}$ and for computing $\sigma=A^{f \cdot(y+e b)}$ (In the latter case we first set $t=f \cdot(y+e b) \bmod \operatorname{ord}\left(G^{\prime}\right)$ and then $\sigma$ is set to $A^{t}$. If $\operatorname{ord}\left(G^{\prime}\right)$ is not much larger than $q-$ as in the case of elliptic curves - then the cofactor exponentiation is essentially for free). The group element $Y$ can be computed offline, even before knowing the identity of the peer.

The cost for the receiver $\hat{A}$ is 1.5 on-line exponentiations: a half exponentiation when computing $\left(Y B^{e}\right)$, and a full exponentiation for raising it to the power $f a$. (As before, computing $t^{\prime}=f a \bmod \operatorname{ord}\left(G^{\prime}\right)$ is essentially for free when $\operatorname{ord}\left(G^{\prime}\right) \approx q$ ). Comparing it with the cost of the unauthenticated DHIES, we see that authentication is for free for the sender, and only costs 1/2 exponentiation for the receiver!

Note, in particular, that there are no hidden costs in the protocol such as the need to test group elements for membership in the prime order subgroup $G$, only inexpensive $G^{\prime}$-membership tests are needed. Also in contrast to some other protocols, HOMQV does not need the CA to checks that parties know the secret key for the public key that they want to register, thus avoiding complex proof-of-possession protocols.

A variant without the cofactor. In cases where $\operatorname{ord}\left(G^{\prime}\right) \gg q$ (as typically happens when working over $Z_{p}^{*}$ with $q \mid p-1$ ), using the cofactor as above result in having to compute long multiplications in $G^{\prime}$, which could be much more expensive than exponentiations in the subgroup $G$. In these cases it may be better to use a variant without cofactor, and instead directly verify that the different elements are in the subgroup $G$ : The sender $\hat{B}$ must verify that the receiver's public key $A$ is in the subgroup $G$ while the receiver $\hat{A}$ needs to test $Y B^{e} \in G$ (there is no need to check $Y$ and $B$ separately). We also remark that verification of the receiver's public key $A$ by the sender is only needed to get $y$-security; if we assume that the $y$ value is never exposed then one can
prove security even without that verification step, see more discussion in the full version [11.

### 3.1 Notes on Security

Session-state exposure. For the HOMQV protocol, one can readily see that disclosure of both the Diffie-Hellman value $\sigma$ as well as of the exponent $y$ from the same session leads to the exposure of the value $A^{b}=B^{a}$, which suffices for impersonating $\hat{B}$ to $\hat{A}$ and vice versa. So clearly, these two pieces of sessionspecific data should not be stored together in less secure memory.

How about disclosing any one of these values but not the other? For reasons similar to the above, if one discloses $\sigma$ at the receiver then an attacker can do the following: chooses $y$, sends $Y=g^{y}$ to $\hat{A}$ purporting to be $\hat{B}$ (an honest player), then it finds $\sigma$ at $\hat{A}$ and derives from it $A^{b}$ which as said allows to impersonate $\hat{A}$ and $\hat{B}$ to each other. As for the secret exponent $y$, we show in Section 5.3 that its disclosure does not even compromise the session in which it is used. To have a negative effect, the attacker needs to find either the $\sigma$ value of that session or the private key of the party that generated this exponent. This is an important property of HOMQV, since it means that the pair $\left(y, Y=g^{y}\right)$ can be generated in an off-line phase (even before knowing the identity of $\hat{A}$ ) and stored for later use. An exposure of such pair does not cause any real damage as long as the long-term key is not disclosed.

Replay. Being a one-pass protocol, HOMQV is obviously open to replay. This can be prevented by including synchronized timestamps (or a shared increasing counter). The timestamp or counter becomes part of the session-id together with $(\hat{B}, \hat{A}, Y)$ and hence included under $H$ when computing the session key $K$. Another option is to use an interactive protocol in which $\hat{A}$ sends to $\hat{B}$ a nonce, which is then included in the computation of $e$. Note that the resulting interactive protocol is weaker than HMQV (e.g., it does not provide receiver PFS), but it is cheaper and prevents replay. See Section 6 .

On Forward Secrecy. The protocol HOMQV as above provides forward security for the sender, namely, the guarantee that the disclosure of the private key of the sender $\hat{B}$ does not expose past sessions created by $\hat{B}$. However, an active attacker can choose $Y=g^{y}$ and send it to a receiver $\hat{A}$, purporting to be $\hat{B}$. Later, if the attacker find $\hat{B}$ 's private key then it can compute the session. Hence forward secrecy is only ensured against passive attackers. We can get full sender's forward secrecy by adding a key confirmation field in $\hat{B}$ 's message, see Section 5.4. Receiver's forward secrecy is impossible in one-pass key exchange, since the receiver does not contribute any session-specific values.

KCI attacks. In a Key Compromise Impersonation attack (KCI), knowing the private key of a party $\hat{A}$ allows the attacker to impersonate other parties to $\hat{A}$. This is obviously possible in HOMQV.

## 4 Using HOMQV for Encryption and Key-Wrapping

On its own, HOMQV is used to establish a new secret key between the client and server. To get encryption or key-wrapping we need to add a "data encapsulation module" (DEM), where the new key is used in a symmetric encryption mode in order to encrypt (or wrap) the transmitted message/key. Specifically, we use the DEM part of DHIES, where the new key from HOMQV is expanded into encryption and authentication keys, which are then used in an Encrypt-thenAuthenticate mode to send the message.

Namely, after computing $K=H(\sigma, \hat{B}, \hat{A}, Y)$ we set $K_{a}=P R F_{K}(1)$ and $K_{e}=P R F_{K}(2)$ (where 1,2 can be replaced by any two different fixed messages that are publicly determined by the protocol flow). Then to encrypt a message $M$ we compute $C=\operatorname{Enc}_{K_{e}}(M)$ where Enc is a CPA-secure symmetric encryption scheme and then $T=\operatorname{MAC}_{K_{a}}(C)$ where MAC is a secure message-authentication code. The DEM part $(C, T)$ - which is an authenticated encryption of $M$ under the shared key $\left(K_{e}, K_{a}\right)$ - is then added to the HOMQV flow to make the composite ciphertext $(Y, C, T)$.

Regarding security, if we use the "degenerate case" of HOMQV where the public key $B$ is set to 1 then we get exactly the DHIES encryption scheme, which was proven CCA secure by Abdalla et al. [1]. When adding the DEM part to the HOMQV scheme from Section 3 (with server authentication) we get a signcryption scheme [18], whose security can be argued as follows:

Step 1: signcryption-KEM. Gorantla et al. proved in [10, Thm 3] that a onepass key-exchange protocol $\Pi$ which is secure in the Canetti-Krawczyk model and offers sender forward secrecy, is also a signcryption-KEM scheme secure in the sense of insider confidentiality and outsider unforgeability in the multi-user setting. See [10] for the definitions of these notions of security. Roughly speaking this means that CCA-security of the encryption part holds even against an attacker that knows the sender's private key, while unforgeability of the signature holds only against an attacker that does not know the receiver's private key.

Moreover, one can verify that the proof from [10] works even if the protocol $\Pi$ offers sender forward secrecy only against passive attackers. (Roughly speaking, this is because this property is only used with respect to the challenge ciphertext in the KEM-CCA game, which is generated honestly according to the signcryption algorithm). Since we prove in Theorem 2 and Lemma 3 that HOMQV is secure in the Canetti-Krawczyk model and it offers sender forward secrecy against passive attackers, it follows that it is also a signcryption-KEM scheme secure in the sense of insider confidentiality and outsider unforgeability ${ }^{3}$.

Step 2: adding the DEM. A signcryption-KEM secure as above can be transformed into regular signcryption (secure in the same sense) by adding an authenticated-encryption DEM. Such results were proven by Dent [5] in slightly different models, and the same proofs work for our case as well. Namely, we have:

[^49]Lemma 1. The combination of a signcryption KEM with insider confidentiality and outsider unforgeability in the multi-user setting, together with an authenticated-encryption DEM, yields a signcryption scheme with insider confidentiality and outsider unforgeability in the multi-user setting.

Proof. (sketch) The confidentiality part against insider attacks is identical to the case of standard hybrid encryption. The integrity part against outsider attacks follows roughly from these arguments: (i) An outside attacker cannot generate a valid KEM for any symmetric key except those that were included in one of the ciphertexts that the attacker obtained from its oracle, due to the KEM integrity against outside attackers; (ii) The KEM confidentiality implies that the keys included in the ciphertext from the oracle are indistinguishable from random; and (iii) The integrity-of-ciphertext property of the DEM implies that the attacker cannot generate new valid DEM ciphertexts under these pseudorandom keys.

It therefore follows that augmenting HOMQV with DEM as above gives a signcryption scheme secure in the sense of insider confidentiality and outsider unforgeability in the multi-user setting. These arguments can be made formal via a standard sequence-of-games proof.

Gjøsteen and Kråkmo proved in (9) that a signcryption scheme secure as above can be used in conjunction with PKI to realize a secure messaging functionality in the UC framework. (The messaging functionality is similar to Canetti's secure-message-transmission functionality from [2], except that signcryption does not prevent replay). We thus conclude that when used in conjunction with PKI, the protocol HOMQV with the DEM part can UC-realize secure messaging. This UC-secure-messaging, in turn, can be used to transport keys from server to client, providing as much security as can be obtained from a one-pass protocol.

Why use HOMQV for Key-Wrapping? The main advantage of HOMQV over the underlying DHIES is server authentication: We let the client verify that wrapped keys indeed arrive from the correct server without adding much complexity or making any changes in the data path. Another advantage is the " $y$-security" of HOMQV. Recall that HOMQV remains secure even if the ephemeral secret exponent $y$ is exposed, as long as the long-term secret key of $\hat{B}$ is protected. On the other hand, DHIES is clearly broken in this case. This provides a significant line of defense in settings where exposure of $y$ is a real concern, such as when pairs $\left(y, Y=g^{y}\right)$ are precomputed and stored in less secure memory.

At the same time, the fact that HOMQV degenerates back to DHIES by using server public key $B=1$ means that a HOMQV client can be used to unwrap legacy DHIES-wrapped keys with very little added complexity (if at all). In this case of course we would have to fall back to out-of-band authentication, but otherwise the legacy support is nearly transparent.

## 5 Security Analysis of HOMQV

### 5.1 XCR Signatures and Gap-DH

XCR signatures are challenge-response signature where only the challenger can verify the signature. Specifically, the signer $\hat{B}$ has a private key $b \in_{\mathrm{R}} Z_{q}$ and a public key $B=g^{b}$. On input a message $m$ and "challenge" $X=g^{x}$, the signature of $\hat{B}$ on $m$ and challenge $X$ is a pair $\left(Y=g^{y}, \sigma\right)$ where $y$ is chosen by $\hat{B}$ at random in $Z_{q}$ and $\sigma$ is defined as $X^{f \cdot(y+\bar{H}(Y, m) b)}$. The challenger, who knows $x$, verifies the signature by checking that $Y$ is in $G^{\prime}$ and that $\sigma=\left(Y B^{\bar{H}(Y, m)}\right)^{f \cdot x}$.

Security of XCR signatures. XCR is called secure if it is secure under a chosen-message (and chosen-challenge) attack in the following game between a forger $\mathcal{F}$ and a signing oracle $\hat{B}$. The input to $\mathcal{F}$ is $\hat{B}$ 's public key $B \in_{\mathrm{R}} G$ and a challenge $X_{0} \in_{\mathrm{R}} G . \mathcal{F}$ provides queries $(X, m)$ to $\hat{B}$ which responds with a valid XCR signature $(Y, \sigma)$. After polynomially many adaptive queries the forger wins if it outputs a valid signature $\left(Y_{0}, \sigma_{0}\right)$ on any message $m_{0}$ using the (input) challenge $X_{0}$. The only requirement is "strong" existential unforgeability, namely, that either $\hat{B}$ was not queried for a signature on message $m_{0}$ or, if it was queried on $m_{0}$ it output a signature different than the pair $\left(Y_{0}, \sigma_{0}\right)$.

Theorem 1 ([13]). Under the CDH assumption, XCR signatures are secure in the random oracle model.

The Gap-DH Assumption. The security of XCR is proved under the Computational Diffie-Hellman (CDH) Assumption over $G$, namely, given $U, V \in_{\mathrm{R}} G=\langle g\rangle$ it is infeasible to compute $D H_{g}(U, V)$ (the Diffie-Hellman function, with generator $g$, applied to $U$ and $V$ ). To prove HOMQV we need the stronger Gap-DH assumption. We say that a decision algorithm $\mathcal{O}$ is a Decisional Diffie-Hellman $(D D H)$ Oracle for a group $G$ and generator $g$ if on input a triple $(U, V, W)$, for $U, V \in G$, oracle $\mathcal{O}$ outputs 1 if and only if $W=D H_{g}(U, V)$. We say that $G$ satisfies the Gap-Diffie-Hellman (GDH) assumption if no feasible algorithm exists to solve the CDH problem, even when the algorithm is provided with a DDH -oracle for $G$.

### 5.2 Proof of Basic Security

Theorem 2. In the random oracle model and under the Gap-DH assumption, $H O M Q V$ is a secure one-pass key-exchange protocol as per Definition 1.

Proof. We need to prove that (1) Any two matching sessions with honest peers output the same session key; and (2) A KE-attacker has negligible advantage in winning a test-session experiment. Since sessions are matching if and only if they have the same session id $(\hat{B}, \hat{A}, Y)$, condition (1) follows from the fact that these three values determine a unique value for $\sigma$ and hence for the session key.

The proof of (2) works by reduction to the security of XCR signatures, assuming a decisional Diffie-Hellman oracle as in the Gap-DH assumption. That is, given an assumed KE-attacker $\mathcal{M}$ against HOMQV and a decisional DH oracle we build a (0-message) forger $\mathcal{F}$ against XCR.

Let $N$ be such that the adversary $\mathcal{M}$ has non-negligible advantage in attacking the KE-security of HOMQV when used with $N$ honest parties. $\mathcal{F}$ gets as input a public key $B$ and challenge $X_{0}$ (both random elements in $G$ ). It starts by simulating a run of HOMQV with $N$ honest parties, and selects two different parties at random among these $N$ honest parties which we denote by $\hat{A}$ and $\hat{B}$; this is $\mathcal{F}$ 's guess for the receiver and sender, respectively, of the test session to be chosen by $\mathcal{M}$. Using its inputs $B$ and $X_{0}, \mathcal{F}$ sets $\hat{A}$ 's public key to $A=X_{0}$ and $\hat{B}$ 's public key to $B$ (note that $\mathcal{F}$ does not know the private keys corresponding to these public keys). For all other honest parties, $\mathcal{F}$ chooses their private and public keys. (Corrupted parties have their PKs chosen by the attacker $\mathcal{M}$ who also manages all their actions). $\mathcal{M}$ controls all activations, traffic and delivery of messages. Invocations of the random oracle ( $\bar{H}$ and $H$ ) are usually answered by $\mathcal{F}$ by choosing a random response from the appropriate range, except as described in the special cases below. (If the same query is made more then once, then it gets the same answer every time). In any case in which a corruption query is issued by $\mathcal{M}$ against $\hat{A}$ or $\hat{B}$, or if $\mathcal{M}$ chooses a test session with peers other than $\hat{A}$ as receiver and $\hat{B}$ as sender, $\mathcal{F}$ aborts its run (in both cases $\mathcal{F}$ failed to guess correctly the peers to the test session).

Any query (activation) of an honest party other than $\hat{A}$ or $\hat{B}$ is answered by $\mathcal{F}$ just as in the protocol, which $\mathcal{F}$ can do since it knows the secret keys of all these honest parties. Similarly, corruption of honest parties other than $\hat{A}$ or $\hat{B}$ are answered by $\mathcal{F}$ using the secret keys that it knows. It is left to show how to simulate queries to $\hat{A}$ and $\hat{B}$.

Send-query (potentially followed later by a session-key reveal query). Assume that the sender is $\hat{B}$, the case where the sender is $\hat{A}$ is handled in exactly the symmetric way. Denote the session's receiver by $\hat{C}$ and its public key by $C$. If $\hat{C}=\hat{B}$ of if $C \notin G^{\prime}$ then $\mathcal{F}$ aborts the session. Otherwise $\mathcal{F}$ chooses $y$ at random and sets $Y=g^{y}$ as the outgoing value to be sent.

If the receiver $\hat{C}$ is an honest party other than $\hat{A}$ then $\mathcal{F}$ computes the session key using $\hat{C}$ 's secret key (as done in the protocol), and uses that value to answer secret-key reveal query against this session of $\hat{B}$ (if any). Otherwise (i.e., $\hat{C}$ is either $\hat{A}$ or a corrupted party), $\mathcal{F}$ chooses at random $K \in_{\mathrm{R}}\{0,1\}^{k}$ and uses this $K$ for future secret-key reveal queries against this session of $\hat{B}$. From this point on, $\mathcal{F}$ will use its DDH oracle to check for each new $H$-query of the form $(Q, \hat{B}, \hat{C}, Y)$ (for some $Q$ ), whether $Q=D H_{g}\left(Y B^{\bar{H}(Y, \hat{C})}, C^{f}\right)$. If so, $\mathcal{F}$ responds to that random-oracle query with the value $K$.

Note that due to the hashing of the session id in the computation of a session key, the value $K$ is independent of any other session key except for the possible matching session held in this case by a corrupted party or $\hat{A}$. Thus, $F$ 's responses
to other session-key queries (or corruption queries) are independent of $K$ except if $\hat{C}=\hat{A}$ in which case the matching session at $\hat{A}$ is set to $K$ as wel $\hat{4}$.

Receive-query (potentially followed later by a session-key reveal query). Assume that the receiver is $\hat{A}$, the case where the receiver is $\hat{B}$ is handled in exactly the symmetric way. Denote the session's sender by $\hat{C}$ and its public key by $C$, and denote the incoming value in this session by $Z$.

If $\hat{C}=\hat{A}$ or if $C$ or $Z$ are not in $G^{\prime}$ then $\mathcal{F}$ aborts the session. If $(C, Z)$ was used before to activate $\hat{A}$ as receiver (because replay is possible), $\mathcal{F}$ sets the session key to its previous value. If $\hat{C}$ is an honest party other than $\hat{B}$, and $Z$ was previously generated by an instance of this honest $\hat{C}$ in the role of a sender (so $\mathcal{F}$ knows $z$ s.t. $Z=g^{z}$ ), then $\mathcal{F}$ computes the session key using this $z$ together with $\hat{C}$ 's secret key as done in the protocol, and uses that session key to answer secret-key reveal query against this session of $\hat{A}$ (if any).

Otherwise, we know that $\hat{C}$ is either $\hat{B}$ or a corrupted party, or $\hat{C}$ is honest but $Z$ was never generated by an instance of $\hat{C}$ in the role of a sender. Then for each $H$-query of the form $(Q, \hat{C}, \hat{A}, Z)$ (for some $Q$ ) ever issued by $\mathcal{M}, \mathcal{F}$ uses its DDH oracle to check whether $Q=D H_{g}\left(\left(Z C^{\bar{H}(Z, \hat{A})}\right)^{f}, A\right)$. If such $Q$ is found then $\mathcal{F}$ sets the session key to $K=H(Q, \hat{C}, \hat{A}, Z)$. Else, if $\hat{C}=\hat{B}$ and $Z$ was indeed sent by a simulated session of $\hat{B}$ then $\mathcal{F}$ sets the session key to be the same value $K$ that it chose when processing that previous Send query at $\hat{B}$. Else $\mathcal{F}$ sets the session key $K$ as a new random $\ell$-bit string. Thereafter, each time a session key reveal query is performed at a session $(\hat{C}, \hat{A}, Z), \mathcal{F}$ responds with $K$. (As said, there may be more than one because of replay). From now on, $\mathcal{F}$ uses its DDH oracle to check for any $H$-query of the form $(Q, \hat{C}, \hat{A}, Z)$ (for any $Q)$ whether $Q=D H_{g}\left(\left(Z C^{\bar{H}(Z, \hat{A})}\right)^{f}, A\right)$ and if so it answers that query with $K$.

Test session. In any case where the test session is chosen with peers other than $\hat{A}$ as receiver and $\hat{B}$ as sender, $\mathcal{F}$ aborts its run. When the test session is chosen with $\hat{A}$ as receiver and $\hat{B}$ as sender, $\mathcal{F}$ returns to $\mathcal{M}$ with probability $1 / 2$ the same answer $K$ that it would have returned in a session-key reveal query (say, against the session in $\hat{B}$ ), and with probability $1 / 2 \mathcal{F}$ returns just an independent random value $K^{\prime}$.

As long as $\mathcal{M}$ does not query $H(\sigma, \hat{B}, \hat{A}, Y)$ with the values $\sigma, Y$ corresponding to the test session, it has only probability $1 / 2$ to answer correctly. This is because no session $(\hat{B}, \hat{A}, Y)$ was compromised and all other sessions have keys that are independent of $K$ (since they were generated via $H$ calls with different inputs). Therefore both $K$ and $K^{\prime}$ are random values independent of $\mathcal{M}$ 's view. By assumption $\mathcal{M}$ succeeds with non-negligible advantage, thus implying that $\mathcal{M}$ computes the correct $\sigma$ with non-negligible probability.

Finally, whenever $\mathcal{F}$ guesses correctly the peers to the test session and $\mathcal{M}$ successfully generates the $\sigma$ value corresponding to the test session ( $\mathcal{F}$ identifies it via the decisional oracle), $\mathcal{F}$ stops its run and outputs the pair $(Y, \sigma)$ where

[^50]$Y$ is the test session's outgoing value and $\sigma=A^{y+b e}$ with $e=\bar{H}(Y, \hat{A})$. But this pair $(Y, \sigma)$ is a valid XCR signature of $\hat{B}$ on message $\hat{A}$ and challenge $A=X_{0}$; since $\mathcal{F}$ has never queried $\hat{B}$ for any signature, $\mathcal{F}$ wins the forgery game. Since this happens with non-negligible probability, we obtain a contradiction to the security of XCR signatures, thus proving the theorem.

Note regarding the Gap-DH queries. A valid query to a decisional oracle is one where the two inputs are elements of $G$. In the above proof, this is indeed the case for the $Q \stackrel{?}{=} D H_{g}\left(Y B^{\bar{H}(Y, \hat{C})}, C^{f}\right)$ query since $Y, B$ and $C^{f}$ are all in $G$ ( $Y$ by $\mathcal{F}$ 's choice, $B$ as an input to $\mathcal{F}$, and $C^{f}$ since $\mathcal{F}$ checks that $C \in G^{\prime}$ ). The same is the case for the query $Q \stackrel{?}{=} D H_{g}\left(\left(Z C^{\bar{H}(Z, \hat{A})}\right)^{f}, A\right)$ since both $Z$ and $C$ are checked to be in $G^{\prime}$ thus the value $\left(Z C^{\bar{H}(Z, \hat{A})}\right)^{f}$ is necessarily in $G$. Note that if the cofactor $f$ is not used in the protocol then the sender needs to check explicitly that the receiver's public key $C$ is in $G$ (i.e., an element of $G^{\prime}$ of order $q)$ and the receiver needs to check that the value $Z C^{\bar{H}(Z, \hat{A})}$ is in $G$.

Beyond basic security. Below we show that HOMQV is strongly resilient to the disclosure of ephemeral DH exponents and also that it provides sender's forward secrecy in case of the disclosure of the private key of a party.

### 5.3 Resilience of HOMQV to Disclosure of Ephemeral Exponents

We prove that HOMQV has maximal resilience to the leakage of the ephemeral DH exponents $y$ used by a sender to produce outgoing DH values $Y=g^{y}$ (we referred to this property as $y$-security). Indeed knowledge of these $y$ 's by an attacker (even ahead of their use) does not even compromise the security of the sessions where they are used, except of course if the attacker also learns the private key of the sender. The practical meaning is that it is as safe as possible to compute pairs $\left(y, Y=g^{y}\right)$ offline and store them for later use even if this storage is less protected than the more sensitive long-term private key.

Lemma 2. Protocol HOMQV remains secure even when making the ephemeral DH exponents $y$ available to the attacker via state reveal queries. Moreover, even sessions for which $y$ is known remain secure (formally, the attacker is allowed to choose a test session for which it knows y).
Proof. We show an even stronger property: Let $\hat{B}$ be an honest party and assume that $\mathcal{M}$ gets to see all pairs $\left\{\left(y_{i}, Y_{i}=g^{y_{i}}\right)\right\}$ to be used by $\hat{B}$ for all its sessions at the onset of the protocol run. We claim that all of $\hat{\hat{B}}$ 's unexposed sessions (where learning the $y_{i}$ exponent is not considered exposure) are still secure. In other words, even if the test session chosen by $\mathcal{M}$ is one of these outgoing sessions of $\hat{B}$ (or one of the matching sessions at the peer) the attacker cannot win the distinguishing game with non-negligible advantage. The proof is essentially the same as the one for Theorem 2] all we need to observe is that in the simulation in that proof the forger $\mathcal{F}$ chooses (and hence knows) all exponents $y$ corresponding to outgoing DH values $Y$ at $\hat{B}$. Hence, $\mathcal{F}$ can provide these values to $\mathcal{M}$, even before they are used.

For this, the description of $\mathcal{F}$ when simulating a Send query to $\hat{A}$ or $\hat{B}$ needs to be slightly changed. Specifically, it needs to use its DDH oracle to test all previous query to $H$, just as it is done for a Receive query. This is needed here since $\mathcal{M}$, knowing $y$ from the start, could have made a query that depends on this value even before it was used by $\hat{B}$.

### 5.4 Sender's Forward Secrecy

We show that HOMQV ensures sender's forward secrecy against passive attackers. Specifically, we show that the exposure of the private key of a party does not compromise any of the past sessions where that party acted as sender. Moreover, this is the case even for sessions established after the disclosure of the private key, provided that the attacker does not control the session's $Y$ or knows its exponent $y$. This property, however, does not guarantee forward secrecy for sessions where the attacker actively chose the value $Y$ prior to the private key exposure. For example, an attacker can choose $y$, set $Y=g^{y}$, and activate party $\hat{A}$ as receiver with incoming $Y$ and sender's identity $\hat{B}$. Later, if the attacker finds $\hat{B}$ 's private key, it can compute the value of the session key generated by $\hat{A}$ using $Y$. In other words, the protocol provides weak forward secrecy against passive attackers, but not full PFS against active attacks. Fortunately, we will see below that one can slightly change HOMQV by adding a (key confirmation) field to the message from $\hat{B}$ to $\hat{A}$ and then achieve full sender's forward secrecy.

Lemma 3. HOMQV enjoys sender's forward secrecy against passive attackers.
Proof. (sketch) Let $\hat{B}$ be an honest party and assume that at some point $\mathcal{M}$ learns $\hat{B}$ 's private key $b$. We claim that even in this case $\mathcal{M}$ cannot win the test session experiment for any session in which $\hat{B}$ acted as sender provided that the outgoing value $Y$ for the session was indeed generated by $\hat{B}$ and that the session was not exposed via a session-key query or via a state-reveal query. We informally outline the proof of this property.

For contradiction we assume an attacker $\mathcal{M}$ that wins the test-session experiment with non-negligible advantage in a session as above after learning the sender's private key. We use $\mathcal{M}$ to build an algorithm $\mathcal{S}$ that solves CDH given a decisional oracle as in the Gap-DH setting. Let $X, Y \in_{\mathrm{R}} G$ be an instance of the CDH problem. $\mathcal{S}$ will run a simulation similar to the one $\mathcal{F}$ runs in the proof of Theorem 2 in particular, it will try to guess the peers to the test session (call $\hat{B}$ the guess for sender and $\hat{A}$ the guess for receiver) as well as which of the sessions between $\hat{B}$ and $\hat{A}$ will be chosen as the test. $\mathcal{S}$ chooses public keys for all honest parties including $\hat{B}$ but excluding $\hat{A}$. For $\hat{A}$ it sets the public key to $X$. The rest of the simulation is similar except that $\hat{B}$ 's private key is known (chosen by $\mathcal{S}$ ) so $\hat{B}$ is treated as any other uncorrupted party. The simulation of $\hat{A}$ for whom the private key is unknown is same as in the proof of Theorem 2 (in particular, it uses the decisional oracles). When the guessed test session is activated at $\hat{B}$, $\mathcal{S}$ will use the value $Y$ from the CDH input as the outgoing value from $\hat{B}$. When $\mathcal{M}$ corrupts $\hat{B}, \mathcal{S}$ provides it with $\hat{B}$ 's private key $b$ which $\mathcal{S}$ knows. As before,
to win the test experiment $\mathcal{M}$ needs to be able to compute with non-negligible probability the value $\sigma=\left(Y B^{e}\right)^{a}$ which $\mathcal{S}$ learns from the $H$-queries. From $\sigma, \mathcal{S}$ computes $Z=Y^{a}$ (where $A=g^{a}$ ) by setting $Z=\sigma / A^{e b}$. Since $Z=D H_{g}(X, Y)$, $\mathcal{S}$ solved the CDH challenge contradicting the Gap-DH assumption.

Full Sender's Forward Secrecy. As said, HOMQV does not achieve forward secrecy for sessions activated at a receiver $\hat{A}$ where the incoming value $Y$ was chosen by the attacker $\mathcal{M}$. To fix this we need to assure that $\hat{A}$ will not accept an incoming $Y$ that has not been generated by the purported sender. For this, add to the protocol's message key confirmation field. First, we define a key derivation step that from the key $K$, as defined in HOMQV, derives two keys $K^{*}, K_{a}$. The former is output as the session key while $K_{a}$ is used as a key to a MAC function. The key confirmation field (included in the message sent from $\hat{B}$ to $\hat{A}$ ) is a tag $\mathrm{MAC}_{K_{a}}(1)$ (where 1 can be replaced by any fixed message that is publicly determined by the protocol flows). It is not hard to see that in this way a session at a honest receiver will only be established if the MAC was successful hence proving that $Y$ was generated by the claimed sender. (Formally, one shows that if a MAC verification succeeds for a value not generated by the claimed sender then the security of the original HOMQV protocol is broken, or more specifically, that a successful XCR forgery occurs). We have:
Lemma 4. The modified HOMQV protocol with $\hat{B}$ 's key confirmation provides full sender's forward secrecy (against active attacks).

## 6 Extensions in the Interactive Setting

In settings where interaction between server and client is possible, the HOMQV protocol smoothly "extends up" to provide better security at a very low cost. Replay attacks can be prevented simply by having $\hat{A}$ send a nonce to $\hat{B}$ in the first flow, and then incorporate that nonce in the final hash calculation, setting $K=H(\sigma, \hat{B}, \hat{A}, Y, n)$ (with $n$ the nonce sent by $\hat{A}$ ). This simple variant does not offer receiver forward secrecy or protection against KCI attacks, but it does prevent replay attacks without incurring any additional computational cost. Note also that by making the nonce $n$ default to null in an implementation of this variant, we get "transparent" support also for the non-interactive HOMQV.

To get also receiver forward secrecy and protection against KCI attacks, we can move up to two- or three-pass HMQV, where $\hat{A}$ sends $X=g^{x}$ to $\hat{B}$ and $\sigma$ is computed as $\sigma=\left(X A^{d}\right)^{f(y+e b)}=\left(Y B^{e}\right)^{f(x+d a)}=g^{f(x+d a)(y+e b)}$, with $d=\bar{H}(X, \hat{B})$ and $e=\bar{H}(Y, \hat{A})$. The price we pay for this added security over the previous variant is another $1 / 2$ exponentiation for the sender (to compute $\left(X A^{d}\right)$ ) and another full exponentiation for the receiver (to compute $X=g^{x}$ ).
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#### Abstract

Multivariate public key cryptography is one of the main approaches to guarantee the security of communication in the postquantum world. Due to its high efficiency and modest computational requirements, multivariate cryptography seems especially appropriate for signature schemes on low cost devices. However, multivariate schemes are not much used yet, mainly because of the large size of their public keys. In PB10 Petzoldt et al. presented an idea how to create a multivariate signature scheme with a partially cyclic public key based on the UOV scheme of Kipnis and Patarin KP99. In this paper we use their idea to create a multivariate signature scheme whose public key is mainly given by a linear recurring sequence (LRS). By doing so, we are able to reduce the size of the public key by up to $86 \%$. Moreover, we get a public key with good statistical properties.
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## 1 Introduction

When quantum computers arrive, cryptosystems based on number theoretic problems such as integer factoring or discrete logarithms will become insecure, since such problems can be efficiently solved via Shor's algorithm Sh97 BB08. So, to guarantee the security of communication in the post-quantum world, alternatives to classical public key schemes are needed. Besides lattice-, code- and hash-based cryptosystems, multivariate public key cryptography DG06 is one of the main approaches to achieve this goal. Since they require only modest computational resources, multivariate schemes seem to be appropriate for the use on low cost devices like RFID's and smartcards. However, these schemes are not widely used yet, mainly because of the large size of their public and private keys.

The basic idea behind multivariate cryptography is to choose a system $\mathcal{Q}$ of $m$ quadratic polynomials in $n$ variables which can be easily inverted (central map).

After that one chooses two affine invertible maps $\mathcal{S}$ and $\mathcal{T}$ to hide the structure of the central map. The public key of the cryptosystem is the composed quadratic $\operatorname{map} \mathcal{P}=\mathcal{S} \circ \mathcal{Q} \circ \mathcal{T}$ which should be difficult to invert. The private key consists of $\mathcal{S}, \mathcal{Q}$ and $\mathcal{T}$ and therefore allows to invert $\mathcal{P}$.

In the last years, a lot of work has been done to find ways how to reduce the key size of multivariate schemes. Thereby, most researchers concentrated on reducing the size of the private key. One way to achieve this is by choosing the coefficients of the private maps out of smaller fields (e.g. GF(16) instead of $G F(256))$. However, this increases the signature length CC08. Another way to reduce the size of the private key is by using sparse central polynomials, which is done for example in the TTS schemes of Yang and Chen YC05. By using a strategy called "similar keys" Hu et al. HW05 produced interesting results in this direction, too.

In PB10 Petzoldt et al. presented an idea how to reduce the public key size of the UOV signature scheme of Kipnis and Patarin KP99. They achieved this by inserting a partially circulant matrix into the coefficient matrix of the public key polynomials. By doing so, they were able to reduce the public key size of the standard UOV scheme by a large factor.

In this paper we use their idea to create a multivariate signature scheme whose public key is mainly given by a linear recurring sequence (LRS). Despite of the fact that until now no attack against the partially cyclic scheme is known, we aim at replacing the partially cyclic key by a key which is statistically more random (see Subsection 4.2) without increasing the key size. So, it should become more difficult to develop a dedicated attack against the scheme. We also get closer to the "provably secure" UOV scheme of [BP10].

As in PB10, we are not able to create a scheme whose public key is completely given by an LRS. So, we will have $M_{P}=(B \mid E)$, where $B$ is generated by an LRS and $E$ is a matrix with no apparent structure. Thus we have to store only the parameters of the LRS and the matrix $E$, which reduces the size of the public key by up to $86 \%$.

The rest of the paper is organized as follows:
In Section 2 we describe the Unbalanced Oil and Vinegar (UOV) signature scheme, which is the basis of our construction. Section 3 reviews the approach of PB10 to create a UOV-based scheme with a partially cyclic public key. In Section 4 we repeat results from the theory of linear recurring sequences (LRS's) needed in the following sections and make some remarks about randomness measurements of sequences. Section 5 describes the construction and presents our new scheme in detail. In Section 6 we answer the question how to choose the parameters of the LRS, whereas Section 7 studies the security of our scheme under known attacks. Parameter proposals for our scheme can be found in Section 8, and Section 9 concludes the paper.

## 2 The (Unbalanced) Oil and Vinegar Signature Scheme

One way to create easily invertible multivariate quadratic systems is the principle of Oil and Vinegar, which was first proposed by J. Patarin in Pa97.

Let $\mathbb{F}_{q}$ be a finite field. Let $o$ and $v$ be two integers and set $n=o+v$. We set $V=\{1, \ldots, v\}$ and $O=\{v+1, \ldots, n\}$. Of the $n$ variables $x_{1}, \ldots, x_{n}$ we call $x_{1}, \ldots, x_{v}$ the Vinegar variables and $x_{v+1}, \ldots, x_{n}$ Oil variables. We define $o$ quadratic polynomials $q^{(k)}(\mathbf{x})=q^{(k)}\left(x_{1}, \ldots, x_{n}\right)$ by
$q^{(k)}(\mathbf{x})=\sum_{i \in V, j \in O} \alpha_{i j}^{(k)} x_{i} x_{j}+\sum_{i, j \in V, i \leq j} \beta_{i j}^{(k)} x_{i} x_{j}+\sum_{i \in V \cup O} \gamma_{i}^{(k)} x_{i}+\eta^{(k)}(1 \leq k \leq o)$
Note that Oil and Vinegar variables are not fully mixed, just like oil and vinegar in a salad dressing.

The $\operatorname{map} \mathcal{Q}=\left(q^{(1)}(\mathbf{x}), \ldots, q^{(o)}(\mathbf{x})\right)$ can be easily inverted. First, we choose the values of the $v$ Vinegar variables $x_{1}, \ldots, x_{v}$ at random. Therefore we get a system of $o$ linear equations in the $o$ Oil variables $x_{v+1}, \ldots, x_{n}$ which can be solved by Gaussian Elimination. (If the system does not have a solution, one has to choose other values of $x_{1}, \ldots, x_{v}$ and try again).

To hide the structure of $\mathcal{Q}$ in the public key one concatenates it with an affine invertible map $\mathcal{T}: \mathbb{F}^{n} \rightarrow \mathbb{F}^{n}$. So, the public key of the UOV signature scheme is given as

$$
\begin{equation*}
\mathcal{P}=\mathcal{Q} \circ \mathcal{T} \tag{1}
\end{equation*}
$$

Remark 1: In opposite to other multivariate schemes the second affine map $\mathcal{S}$ is not needed for the security of UOV. So it can be dropped.

Signature generation and verification. To sign a message with a hash value $h \in \mathbb{F}_{q}^{o}$, one computes recursively $y=\mathcal{Q}^{-1}(h)$ and $z=\mathcal{T}^{-1}(y)$. The signature of the message is $z \in \mathbb{F}_{q}^{n}$. Here $\mathcal{Q}^{-1}(h)$ means finding one pre-image of $h \in \mathbb{F}_{q}^{o}$ under $\mathcal{Q}$, which we get by choosing the Vinegar variables at random and solving the resulting linear system for the Oil variables. To verify a signature $z \in \mathbb{F}_{q}^{n}$, one computes $w=\mathcal{P}(z) \in \mathbb{F}_{q}^{o}$. If $w=h$ holds, the signature is accepted, otherwise rejected.

In the original paper Pa97, Patarin suggested to use $o=v$ (Balanced Oil and Vinegar (OV)). After this scheme was broken by Kipnis and Shamir in KS98, it was suggested in KP99 to use $v>o$ (Unbalanced Oil and Vinegar (UOV)).

The UOV signature scheme over $G F\left(2^{8}\right)$ is commonly believed to be secure for $o \geq 26$ equations and $v=2 \cdot o$ Vinegar variables BF08.

## 3 The Approach of [PB10]

In this section we review the approach of [PB10] to create a UOV-based scheme with a partially cyclic public key.

Remember that, in the case of the Unbalanced Oil and Vinegar signature scheme KP99, the public key $\mathcal{P}$ is given as the concatenation of the central UOV-map $\mathcal{Q}$ and an affine invertible map $\mathcal{T}=\left(\left(t_{i j}\right)_{i, j=1}^{n}, c_{T}\right)$, i.e.

$$
\begin{equation*}
\mathcal{P}=\mathcal{Q} \circ \mathcal{T} \tag{2}
\end{equation*}
$$

The authors of [PB10] observed, that this equation (after fixing the affine map $\mathcal{T}$ ), leads to a linear relation between the coefficients of the quadratic monomials of $\mathcal{P}$ and $\mathcal{Q}$ of the form

$$
\begin{equation*}
p_{i j}^{(k)}=\sum_{i=1}^{n} \sum_{j=i}^{n} \alpha_{i j}^{r s} \cdot q_{r s}^{(k)}, \tag{3}
\end{equation*}
$$

where $p_{i j}^{(k)}$ and $q_{i j}^{(k)}$ are the coefficients of $x_{i} x_{j}$ in the $k$-th component of $\mathcal{P}$ and $\mathcal{Q}$ respectively and the $\alpha_{i j}^{r s}$ are given as

$$
\alpha_{i j}^{r s}= \begin{cases}t_{r i} \cdot t_{s i} & (i=j)  \tag{4}\\ t_{r i} \cdot t_{s j}+t_{r j} \cdot t_{s i} & \text { otherwise }\end{cases}
$$

Let $D:=\frac{v \cdot(v+1)}{2}+o \cdot v$ be the number of non-zero quadratic terms in any component of $\mathcal{Q}$ and $D^{\prime}:=\frac{n \cdot(n+1)}{2}$ be the number of quadratic terms in the public polynomials. Let $M_{P}$ and $M_{Q}$ be the Macaulay matrices of $\mathcal{P}$ and $\mathcal{Q}$ respectively (in graded lexicographical order). The matrices $M_{P}$ and $M_{Q}$ are divided into submatrices as shown in Figure 1. Note that, due to the absence of oil $\times$ oil terms in the central polynomials, we have a block of zeros in the middle of $M_{Q}$.

Furthermore, the authors of PB10 defined the so called transformation ma$\operatorname{trix} A \in \mathbb{F}_{q}^{D \times D}$ containing the coefficients $\alpha_{i j}^{r s}$ of equation (3)

$$
\begin{aligned}
& A=\left(\alpha_{i j}^{r s}\right)(1 \leq r \leq v, r \leq s \leq n \text { for the rows, } 1 \leq i \leq v, i \leq j \leq n \\
& \text { for the columns), i.e. }
\end{aligned}
$$

$$
A=\left(\begin{array}{cccc}
\alpha_{11}^{11} & \alpha_{12}^{11} & \ldots & \alpha_{v n}^{11}  \tag{5}\\
\alpha_{11}^{12} & \alpha_{12}^{12} & \ldots & \alpha_{v n}^{12} \\
\vdots & & & \vdots \\
\alpha_{11}^{v n} & \alpha_{12}^{v n} & \ldots & \alpha_{v n}^{v n}
\end{array}\right)
$$

With this notation, equation (3) yields

$$
\begin{equation*}
B=Q \cdot A \tag{6}
\end{equation*}
$$

If the matrix $A$ is invertible, this relation becomes bijective.


Fig. 1. Layout of the matrices $M_{P}$ and $M_{Q}$

By solving equation (6) for $Q$, the authors of [PB10] were able to insert a partially circulant matrix into the UOV public key. By doing so, they reduced the public key size of the scheme by a large factor.

## 4 Preliminaries

### 4.1 Linear Recurring Sequences (LRS)

In this subsection we repeat briefly results from the theory of linear recurring sequences (LRS's) needed in the following sections. For a more detailed introduction and the proofs we refer to LN86.
Definition 1. Let $L$ be a positive integer and $\gamma_{1}, \ldots, \gamma_{L}$ be given elements of a finite field $\mathbb{F}_{q}$. A linear recurring sequence (LRS) of length $L$ is a sequence $\left\{s_{1}, s_{2}, \ldots\right\}$ of $\mathbb{F}_{q}$-elements satisfying the relation

$$
\begin{equation*}
s_{j}=\gamma_{1} \cdot s_{j-1}+\gamma_{2} \cdot s_{j-2}+\cdots+\gamma_{L} \cdot s_{j-L}=\sum_{i=1}^{L} \gamma_{i} \cdot s_{j-i} \quad(\forall j>L) \tag{7}
\end{equation*}
$$

The values $s_{1}, \ldots, s_{L}$ are called the initial values of the LRS.
Definition 2. The connection polynomial of an LRS is defined as

$$
C(x)=\gamma_{L} x^{L}+\gamma_{L-1} x^{L-1}+\cdots+\gamma_{1} \cdot X+1=\sum_{i=1}^{L} \gamma_{i} X^{i}+1
$$

The LRS $S$ is uniquely determined by its initial values $s_{1}, \ldots, s_{L}$ and the connection polynomial $C$ (due to equation (77). Therefore we denote the LRS by $S\left(s_{1}, \ldots, s_{L}, C\right)$.
Definition 3. An irreducible polynomial $f(x) \in \mathbb{F}_{q}[x]$ of degree $d$ is called a primitive polynomial if one of the roots of $f(x)$ is a generator of $\mathbb{F}_{q^{d}}^{\star}$, the multiplicative group of all the non-zero elements of $\mathbb{F}_{q^{d}}$.
Lemma 1. The irreducible polynomial $f(x) \in \mathbb{F}_{q}[x]$ of degree $d$ is a primitive polynomial if and only if $f(x)$ divides $x^{k}-1$ for $k=q^{d}-1$ and for no smaller positive integer $k$.

Definition 4. A sequence $\left\{\sigma_{1}, \sigma_{2}, \ldots\right\}$ of $\mathbb{F}_{q}$-elements is said to be periodic with minimal period $k$, if $k$ is the smallest integer such that $\sigma_{i}=\sigma_{i+t \cdot k}(\forall i, t \in \mathbb{N})$.
Lemma 2. An LRS of length $L$ with primitive connection polynomial $C(x) \in$ $\mathbb{F}_{q}[x]$ and $\left(s_{1}, \ldots, s_{L}\right) \in \mathbb{F}_{q}^{L} \backslash\{\mathbf{0}\}$ is periodic with minimal period $q^{L}-1$.
Definition 5. An LRS as in Lemma 2 is called an m-sequence.
Definition 6. Let $\Sigma=\left\{\sigma_{1}, \sigma_{2}, \ldots\right\}$ be a (finite or infinite) sequence of $\mathbb{F}_{q}$ elements. The linear complexity $\mathrm{LC}(\Sigma)$ is defined as the length of the shortest LRS $S$ such that $\sigma_{i}=s_{i} \forall i$.

Lemma 3. Let $S=S\left(s_{1}, \ldots, s_{L}, C\right)$ be an LRS of length $L$ with irreducible connection polynomial $C$. Then, the linear complexity of $S$ is equal to $L$.

### 4.2 Golomb's Randomness Postulates Go67]

In this subsection we look at sequences over a finite field $\mathbb{F}_{q}$. We cite from GG05 some criteria a sequence $\Sigma$ must fulfill to be considered a random sequence.

Definition 7. Let $\lambda, \eta, \zeta \in \mathbb{F}_{q}$ with $\lambda \neq \eta$ and $\lambda \neq \zeta$. A subsequence $\bar{\sigma}$ of $\Sigma=\left\{\sigma_{1}, \sigma_{2}, \ldots\right\}$ of the form

$$
\eta, \underbrace{\lambda, \ldots, \lambda}_{k-\text { times }}, \zeta
$$

is called a run of $\lambda$ of length $k$.
Definition 8. The auto-correlation function of a sequence $\Sigma=\left\{\sigma_{1}, \sigma_{2}, \ldots\right\}$ with period $q^{n}-1$ is defined as

$$
\mathrm{AC}_{\Sigma}(\tau)=\sum_{i=0}^{q^{n}-2} \chi\left(\sigma_{i}\right) \cdot \overline{\chi\left(\sigma_{i+\tau}\right)}\left(0 \leq \tau \leq q^{n}-2\right)
$$

where $\chi$ is given by

$$
\chi(x)=e^{2 \pi i \operatorname{Tr}(x) / p}
$$

with $\operatorname{Tr}$ being the standard trace function between $\mathbb{F}_{q}$ and its prime field $\mathbb{F}_{p}$.
Golomb formulated three postulates a sequence must fulfill to be considered a random sequence. Let $\Sigma$ be a sequence with period $q^{n}-1$.

R-1. In every period, every non-zero element occurs $q^{n-1}$ times and the zero element occurs $q^{n-1}-1$ times.
R-2. In every period,

1. for $1 \leq k \leq n-2$, the runs of each element of length $k$ occur $(q-1)^{2}$. $q^{n-k-2}$ times.
2. the runs of each non-zero element of $\mathbb{F}_{q}$ of length $n-1$ occur $q-2$ times.
3. the runs of the zero element of length $n-1$ occurs $q-1$ times.
4. the run of every non-zero element of length $n$ occurs once.
$\mathbf{R - 3}$. The auto-correlation function $A C_{\Sigma}$ is two valued with

$$
\mathrm{AC}_{\Sigma}(\tau)= \begin{cases}q^{n}-1 & \text { if } \tau \equiv 0 \bmod \left(q^{n}-1\right) \\ -1 & \text { if } \tau \not \equiv 0 \bmod \left(q^{n}-1\right)\end{cases}
$$

Remark 2: The auto-correlation function $\mathrm{AC}_{\Sigma}$ measures the amount of similarity between the sequence $\Sigma$ and its shift by $\tau$ positions. Postulate R-3 states that for $\tau \geq 1$ the value $A C_{\Sigma}(\tau)$ should be quite small.

Postulate R-1 can be extended as follows
R-4. In every period, each non-zero $n$-tuple $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{F}_{q}^{n}$ appears exactly once.

Lemma 4. Any m-sequence fulfills the postulates $R-1$ to $R-4$ (for $n=L$ ).
Remark 3: In the partially cyclic approach of PB10, the rows of the matrix $B$ are given as $\mathbf{b}^{(i)}=\mathcal{R}^{i-1}(\mathbf{b})(i=1, \ldots, o)$, where $\mathcal{R}$ is the cyclic right shift and $\mathbf{b}$ is a randomly chosen vector. The sequence obtained by this construction clearly doesn't fulfill these postulates. For example, for most of the $\lambda \in \mathbb{F}_{q}$ the 2 -run $(\lambda, \lambda)$ does not appear in such a sequence (contradiction to postulate R-2).
Remark 4: Because of the good statistical properties of m-sequences, linear recurring sequences are used to bring randomness into a large number of areas, for example digital broadcasting and the Global Positioning System (GPS). However, an $m$-sequence can't be said to be a truely random sequence. For example, the linear complexity of an $m$-sequence obtained by an LRS of length $L$ is $L$, whereas the linear complexity of a random sequence of length $N$ should be about $N / 2$. Therefore, the elements of an $m$-sequence are easily predictable. Hence, for cryptographic applications like stream ciphers, one has to add some non-linearity features.

## 5 Description of the Scheme

In this section we deal with the construction of our scheme and describe it in detail.

Additionally to the matrix $A$ defined in Section 3 we define a matrix $A^{\prime} \in$ $\mathbb{F}_{q}^{D \times D^{\prime}}$ by

$$
\begin{equation*}
A^{\prime}=\left(\alpha_{i j}^{r s}\right) \quad(1 \leq r \leq v, r \leq s \leq n \text { for the rows, } 1 \leq i \leq j \leq n \text { for the columns), } \tag{8}
\end{equation*}
$$

whose entries $\alpha_{i j}^{r s}$ are given by equation (4). The order in which the $\alpha_{i j}^{r s}$ appear in $A^{\prime}$ is given by the graded lexicographical ordering (for both rows and columns). Note that the matrix $A$ (as defined in Section 3) is a submatrix of $A^{\prime}$.

### 5.1 Construction

At the beginning of our construction we choose randomly an affine invertible map $\mathcal{T}$ (given as a matrix $M_{T}=\left(t_{i j}\right)_{i, j=1}^{n}$ and an $n-\operatorname{vector} c_{T}$ ) and compute the corresponding transformation matrix $A$ (using equations (4) and (5)). Furthermore, we choose an LRS of length $L$ with initial values $s_{1}, \ldots, s_{L}$ and primitive connection polynomial $C(X)=\sum_{i=1}^{L} \gamma_{i} X^{i}+1$ and compute its first $o \cdot D$ elements (using equation (7)).

We define the $o \times D$-matrix B (see Figure 1) as

$$
\begin{equation*}
B=\left(b_{i j}\right) \text { with } b_{i j}=s_{D \cdot(i-1)+j}(i=1, \ldots o, j=1, \ldots, D) \tag{9}
\end{equation*}
$$

As in [PB10] equation (3) yields

$$
\begin{equation*}
B=Q \cdot A \tag{10}
\end{equation*}
$$

and we get

$$
\begin{equation*}
(B \mid H)=Q \cdot A^{\prime} \tag{11}
\end{equation*}
$$

Under the assumption of $A$ being invertible we can invert equation (10) and compute the homogeneous quadratic part of the central map.

Remark 5: To justify the assumption of A being invertible, we carried out a number of experiments. For different values of $o$ and $v$ we created 1000 matrices $M_{T}$ each time and tested, how many of the corresponding matrices $A$ were invertible. Table 1 shows the results.

Table 1. Percentage of the matrices A being invertible

| $\left(2^{8}, \mathrm{o}, \mathrm{v}\right)$ | $(2,4)$ | $(5,10)$ | $(10,20)$ | $(15,30)$ | $(20,40)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\%$ invertible | 99.3 | 99.6 | 99.7 | 99.5 | 99.4 |

As the table shows, the condition of $A$ being invertible is nearly always complied.

### 5.2 The Scheme

## Key Generation

1. Choose randomly a vector $\left(s_{1}, \ldots, s_{L}\right) \in \mathbb{F}_{q}^{L} \backslash\{\mathbf{0}\}$ and a primitive connection polynomial $C(X)=\sum_{i=1}^{L} \gamma_{i} X^{i}+1$.
2. Compute the first $o \cdot D$ elements of the LRS $S=S\left(s_{1}, \ldots, s_{L}, C\right)$ using equation (7).
3. Compute the matrix $B$ using equation (9).
4. Choose an affine map $\mathcal{T}=\left(M_{T}, c_{T}\right): \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{n}$ at random. If $M_{T}$ is not invertible, choose again.
5. Compute for $T$ the corresponding transformation matrix $A$ (using equations (4) and (5)). If $A$ is not invertible, go back to step 4.
6. Solve the linear systems given by equation (10) to get the matrix $Q$ and therewith the homogeneous quadratic part of the central map $\mathcal{Q}$.
7. Choose the coefficients of the linear terms of the central polynomials at random.
8. Compute the public key as $\mathcal{P}=\mathcal{Q} \circ \mathcal{T}$.

Signature generation and verification work as in the case of the standard UOV scheme (see Section 2).

The public key consists of the last $\left(\frac{o \cdot(o+1)}{2}+o+v+1\right)$ columns of the matrix $M_{P}$, the initial values $s_{1}, \ldots, s_{L}$ and the connection polynomial $C$ of the LRS.

The private key consists of the maps $\mathcal{Q}$ and $\mathcal{T}$.
The size of the public key is given as

$$
o \cdot\left(\frac{o \cdot(o+1)}{2}+o+v+1\right)+2 \cdot L \text { field elements, }
$$

the size of the private key is

$$
o \cdot\left(\frac{v \cdot(v+1)}{2}+o \cdot v+o+v+1\right) \text { field elements. }
$$

We denote the scheme by $\operatorname{UOVLRS}(q, o, v, L)$, where $q$ is the cardinality of the underlying field.

## 6 Choice of the Parameter $L$

In this section we look at the question how to choose the length of the LRS.

### 6.1 General Remarks

Proposition 1. Let the $o \times D$ matrix $B$ be generated by an LRS of length $L \leq o$ (as described in Subsection 5.2). Then we have $\operatorname{rank}(B) \leq L$.
Proof. We denote $B^{\prime}$ to be the upper left $L \times L$ submatrix of $B$. Its rows we denote by $\mathbf{b}^{\prime(1)}, \ldots, \mathbf{b}^{\prime(L)}$.

Let's assume that we have already found $L$ linear independent rows of $B$. W.l.o.g. these are the first $L$ rows of $B$, namely $\mathbf{b}^{(1)}, \ldots, \mathbf{b}^{(L)}$. Due to Lemma 5 $B^{\prime}$ is then invertible. We have to show, that all the other rows $\mathbf{b}^{(L+1)}, \ldots, \mathbf{b}^{(o)}$ can be written as linear combinations of the rows $\mathbf{b}^{(1)}, \ldots, \mathbf{b}^{(L)}$.

Let $L<i \leq o$. First we show that the vector $\mathbf{b}^{\prime(i)}$ (consisting of the first $L$ elements of $\mathbf{b}^{(i)}$ ) can be written as a linear combination of the vectors $\mathbf{b}^{\prime(1)}, \ldots, \mathbf{b}^{\prime(L)}$. In other words, we need to find a vector $\beta^{(i)} \in \mathbb{F}_{q}^{L}$ such that $\mathbf{b}^{(i)}=B^{\prime} \cdot \beta^{(i)}$. Since $B^{\prime}$ is invertible, $\beta^{(i)}$ can be computed by $\beta^{(i)}=B^{\prime-1} \cdot \mathbf{b}^{\prime}(i)$.

To finish the proof, it remains to show that the vector $\beta^{(i)}$ fulfills the relation $\mathbf{b}^{(i)}=\sum_{j=1}^{L} \beta_{j}^{(i)} \cdot \mathbf{b}^{(j)}$. Remember that $\beta^{(i)}$ was chosen in such a way that the relation is fulfilled for the first $L$ elements of $\mathbf{b}^{(i)}$. In the following we show this equality for every element $\mathbf{b}_{r}^{(i)}$ with $(L<r \leq D)$ by induction. Note that, due to the recurrence relation (7), we have $\mathbf{b}_{r}^{(i)}=\sum_{j=1}^{L} \gamma_{j} \mathbf{b}_{r-j}^{(i)}(i=1, \ldots, o, r>L)$. $r=L+1$ :

$$
\begin{aligned}
\mathbf{b}_{L+1}^{(i)} & =\sum_{j=1}^{L} \gamma_{j} \cdot \mathbf{b}_{L+1-j}^{(i)}=\sum_{j=1}^{L} \gamma_{j} \cdot\left(\sum_{l=1}^{L} \beta_{l}^{(i)} \cdot \mathbf{b}_{L+1-j}^{(l)}\right) \\
& =\sum_{l=1}^{L} \beta_{l}^{(i)} \cdot\left(\sum_{j=1}^{L} \gamma_{j} \cdot \mathbf{b}_{L+1-j}^{(l)}\right)=\sum_{l=1}^{L} \beta_{l}^{(i)} \cdot \mathbf{b}_{L+1}^{l}
\end{aligned}
$$

$r \leftarrow r+1:$

$$
\begin{aligned}
\mathbf{b}_{r}^{(i)} & =\sum_{j=1}^{L} \gamma_{j} \cdot \mathbf{b}_{r-j}^{(i)}=\sum_{j=1}^{L} \gamma_{j} \cdot\left(\sum_{l=1}^{L} \beta_{l}^{(i)} \cdot \mathbf{b}_{r-j}^{(l)}\right) \\
& =\sum_{l=1}^{L} \beta_{l}^{(i)} \cdot\left(\sum_{j=1}^{L} \gamma_{j} \cdot \mathbf{b}_{r-j}^{(l)}\right)=\sum_{l=1}^{L} \beta_{l}^{(i)} \cdot \mathbf{b}_{r}^{l}
\end{aligned}
$$

Lemma 5. If the first $L$ rows of $B$ are linearly independent, then the matrix $B^{\prime}$ is invertible.

Proof. Let's assume that $B^{\prime}$ doesn't have full rank. Then there exists a linear relation of the form $\sum_{i=1}^{L} \beta_{i} \cdot B_{i}^{\prime}=\mathbf{0}$, where $B_{i}^{\prime}(i=1, \ldots, L)$ are the columns
of $B^{\prime}$. In other words, there exists an index $j \in\{1, \ldots, L\}$ such that $B_{j}^{\prime}=$ $\sum_{i=1, i \neq j}^{L} \delta_{i} \cdot B_{i}^{\prime}$.

Let $L+1 \leq k \leq D$. If we denote by $B_{k}^{\prime \prime}$ the $k$-th column of the matrix $B^{\prime \prime}$, which we define to be given by the first $L$ rows of $B$, we get due to the recurrence relation (77)
$B_{k}^{\prime \prime}=\sum_{i=1}^{L} \eta_{i} \cdot B_{i}^{\prime}=\sum_{i=1, i \neq j}^{L} \eta_{i} \cdot B_{i}^{\prime}+\eta_{j} \cdot \sum_{i=1, i \neq j}^{L} \delta_{i} \cdot B_{i}^{\prime}=\sum_{i=1, i \neq j}^{L}\left(\eta_{i}+\eta_{j} \cdot \delta_{i}\right) \cdot B_{i}^{\prime}$.
Therefore, the rank of the matrix $B^{\prime \prime}$ would be less than $L$ and the vectors $\mathbf{b}^{(1)}, \ldots, \mathbf{b}^{(L)}$ would be linearly dependent.

Remark 6: To study the question, which values of $\operatorname{rank}(B)$ occur in practice, we carried out a number of experiments. For different parameter sets we created 10000 matrices $B$ and computed their rank. Table 2 shows the results.

Table 2. Number of matrices $B$ with rank $L$

| $(o, v, L)$ |  | $\mathrm{GF}(2)$ | $\mathrm{GF}(3)$ | $\mathrm{GF}(4)$ | $\mathrm{GF}(5)$ | $\mathrm{GF}(7)$ | $\mathrm{GF}(8)$ | $\mathrm{GF}(16)$ | $\mathrm{GF}(31)$ | $\mathrm{GF}(256)$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(8,16,5)$ | $\mathrm{rank}(B)=L$ | 9037 | 9118 | 9722 | 9871 | 9974 | 10000 | 10000 | 10000 | 10000 |
|  | $B^{\prime}$ invertible | 9037 | 9118 | 9722 | 9871 | 9974 | 10000 | 10000 | 10000 | 10000 |
| $(8,16,8)$ | $\mathrm{rank}(B)=L$ | 9973 | 9980 | 9983 | 9984 | 9995 | 10000 | 10000 | 10000 | 10000 |
|  | $B^{\prime}$ invertible | 9973 | 9980 | 9983 | 9984 | 9995 | 10000 | 10000 | 10000 | 10000 |
| $(20,40,15)$ | $\mathrm{rank}(B)=L$ | 9981 | 9998 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 |
|  | $B^{\prime}$ invertible | 9981 | 9998 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 |
| $(20,40,20)$ | $\mathrm{rank}(B)=L$ | 9962 | 9983 | 9995 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 |
|  | $B^{\prime}$ invertible | 9962 | 9983 | 9995 | 10000 | 10000 | 10000 | 10000 | 10000 | 10000 |

The experiments seem to show that for fields of cardinality $\geq 8$ the rank of the matrix $B$ is always equal to $L$. Furthermore, the matrix $B^{\prime}$ was always invertible for these fields.

Proposition 2. Let $(\mathcal{P}, \mathcal{Q}, \mathcal{T})$ be a $U O V$-scheme, whose public key is generated by an LRS of length $L \leq o$. Then we have $\operatorname{rank}(Q)=\operatorname{rank}(B) \leq L$.

Proof. According to our assumption the matrix $A$ is invertible. Therefore, the proposition follows directly from equation (10).

Remark 7: Despite of the relation between the rows of $Q$, there is no obvious relation between the columns of $Q$. In particular, there exists no LRS of small length which creates $Q$.
Theorem 1. Let $(\mathcal{P}, \mathcal{Q}, \mathcal{T})$ be a UOV scheme generated by an LRS of length $L \leq o$. Then we have $\operatorname{rank}(B \mid H)=\operatorname{rank}(B) \leq L$.

Proof. Since $B$ is a submatrix of $(B \mid H)$, the rank of $(B \mid H)$ can't be less than that of $B$. But, according to equation (11), the rank of $(B \mid H)$ can't be larger than $\operatorname{rank}(Q)=\operatorname{rank}(B)$, too.

Theorem 1 states that for $L<o$ the homogeneous quadratic parts of the public polynomials are linearly dependent. In particular, of the o quadratic polynomials of a public key generated by an LRS of length $L<o$, only $L$ have linear independent homogeneous quadratic parts. So, solving the equation $\mathcal{P}(\mathbf{x})=h$ (o equations) is only as difficult as solving a system of $L$ quadratic equations. As a consequence of this, to achieve the maximal possible security, we should choose the length of the LRS at least $d^{11}$.

To check the correctness of these theoretical considerations, we carried out a number of experiments with MAGMA BC97]. For different parameter sets $\left(2^{8}, o, v, L\right)$ we created instances of our scheme and solved the corresponding systems using the MAGMA command GroebnerBasis. Table 3 shows the results.

Table 3. Running time of the direct attack for different values of $L$

| $\left(2^{8}, o, v\right)$ | $(10,20)$ | $(11,22)$ | $(12,24)$ | $(13,26)$ | $(14,28)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $L=o$ | 67 s | 384 s | 3071 s | 23528 s | 186382 s |
| $L=o-1$ | 8.3 s | 68 s | 395 s | 3215 s | 24652 s |
| $L=o-2$ | 1.7 s | 8.4 s | 67 s | 408 s | 3249 s |

As the table shows, solving a UOV system with $o$ equations generated by an LRS of length $L<o$ is only as difficult as solving a system with $L$ equations.

### 6.2 Choice of $L$ for Smaller Fields

For small fields (e.g. $G F(16)$ ) it might be useful to choose $L<o$. The reason for this is that for small fields the needed number of equations is determined by the length of the hash value and not by attacks against the scheme itself. For example, for $G F(16)$ one needs 40 equations to achieve a hash length of 160 bit. However, only 30 equations are needed to defend the scheme against direct attacks [BF08. So, it might be useful to choose the homogeneous quadratic part of the last 10 public equations to be a linear combination of the quadratic parts of the previous ones. The fact that the linear part of the public equations is independent of the homogeneous quadratic part, guarantees the functionality of the scheme. This strategy decreases the sizes of both public and private key by about $25 \%$. Furthermore, key generation and signature generation/ verification become faster.

We plan to study this idea (especially its effects on the security of the scheme) further.

## $7 \quad$ Security

In this section we look at known attacks against the UOV signature scheme and study the effect of the special structure of our public key.

[^51]
### 7.1 Direct Attacks

The most straightforward method to forge a signature for a message $h$ is by trying to solve the system $\mathcal{P}(\mathbf{x})=h$ directly, i.e. by an equation solver like XL or a Gröbner Basis method like Buchbergers algorithm or Faugère's $F_{4} / F_{5}$. We carried out a number of experiments with MAGMA, which contains an efficient implementation of the $F_{4}$ algorithm [Fa99. Before using the MAGMA command GroebnerBasis, we had to fix some of the variables to create a determined system. Since the number of solutions of an underdetermined UOV system is approximately $q^{v}$, it can be expected that, after fixing $v$ of the variables, the determined system has a solution. Table 4 shows the results of our experiments on UOV-like schemes and random systems.

Table 4. Results of our experiments with direct attacks

| $\left(2^{8}, o, v, L\right)$ | $(10,20,10)$ | $(11,22,11)$ | $(12,24,12)$ | $(13,26,13)$ | $(14,28,14)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| UOVLRS | 67 s | 384 s | 3071 s | 23528 s | 186382 s |
| UOV | 68 s | 386 s | 3068 s | 23677 s | 186425 s |
| random system | 68 s | 386 s | 3072 s | 23725 s | 186483 s |

As the table shows, the running time of direct attacks against our scheme is nearly the same as for the standard UOV scheme and for random systems. So, for $o \geq 26$ equations [BF08] our scheme seems to be secure against direct attacks.

Definition 9. Let $p(\mathbf{x})=p\left(x_{1}, \ldots, x_{n}\right)$ be a quadratic multivariate polynomial and

$$
d p(\mathbf{x}, \mathbf{c})=p(\mathbf{x}+\mathbf{c})-p(\mathbf{x})-p(\mathbf{c})+p(\mathbf{0})
$$

its discrete differential. We define $H_{p}$ to be the symmetric matrix such that

$$
d p=\mathbf{x}^{T} \cdot H_{p} \cdot \mathbf{c}
$$

For the matrix $H_{p_{i}}$ representing the quadratic part of the $i$-th public polynomial we write in short $H_{i}$. Analogous, we denote the symmetric matrix representing the homogeneous quadratic part of the $i$-th central polynomial by $Q_{i}$ $(i=1, \ldots, o)$.

### 7.2 UOV-Reconciliation

The goal of the UOV-Reconciliation attack is to find a change of variables which brings the matrices $H_{i}$ into UOV-form, which means that the lower right $o \times o$ submatrix is the zeromatrix. By doing so, the attacker creates an equivalent private key and therefore is able to forge signatures for arbitrary messages.

To achieve this goal, the attacker has to solve several multivariate quadratic systems. The complexity of the attack is mainly determined by the complexity

Table 5. Running time of the UOV-Reconciliation attack

| $\left(2^{8}, \mathrm{o}, \mathrm{v}, \mathrm{L}\right)$ | $(10,20,10)$ | $(11,22,11)$ | $(12,24,12)$ | $(13,26,13)$ | $(14,28,14)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| UOVLRS | 66 s | 385 s | 3072 s | 23526 s | 186380 s |
| UOV | 68 s | 384 s | 3074 s | 23534 s | 186423 s |

of the first step which is the solving of a quadratic system of $o$ equations in $v$ variables. Table 5 shows the time MAGMA needs for solving this initial system for our scheme and the standard UOV scheme.

As the table shows, the special structure of our public key has only a negligible effect on the running time of the UOV-Reconciliation attack.

Since, for the parameters proposed in Section 2, the UOV scheme is believed to be secure against the UOV-Reconciliation attack, we can assume the same for our scheme.

### 7.3 Rank Attacks

In this paragraph we look at the behavior of Rank attacks against the standard UOV and our scheme. To do this, we carried out experiments with 10000 instances of our scheme for different parameters $\left(2^{8}, o, v, o\right)$. We observed that, just as in the case of the standard UOV scheme, all the matrices $Q_{i}$ representing the homogeneous quadratic parts of the central equations have full rank $n$. This prevents the MinRank attack. Furthermore, all the variables $x_{1}, \ldots, x_{n}$ appear in every of the $o$ central equations, which prevents HighRank attacks.

### 7.4 UOV Attack KP99]

The goal of this attack is to find the pre-image of the oil subspace $\mathcal{O}=\{x \in$ $\left.K^{n}: x_{1}=\cdots=x_{v}=0\right\}$ under the affine invertible transformation $\mathcal{T}$. To achieve this, one forms a random linear combination $P=\sum_{j=1}^{o} \beta_{j} H_{j}$, multiplies it with the inverse of one of the $H_{i}$ and looks for invariant subspaces of this matrix. For each parameter set $\left(2^{8}, o, v, L\right)$ listed in the table we created 100 instances of both schemes. Then we attacked these instances by the UOV-attack to find out the number of trials we need to find a basis of $\mathcal{T}^{-1}(\mathcal{O})$. Table 6 shows the results.

Table 6. Average number of trials in the UOV-attack

| $\left(2^{8}, \mathrm{o}, \mathrm{v}, \mathrm{L}\right)$ | $(5,7,5)$ | $(8,11,8)$ | $(12,15,12)$ | $(15,18,15)$ |
| :--- | :---: | :---: | :---: | :---: |
| UOVLRS | 1725 | 530826 | 851836 | 1178392 |
| UOV | 1734 | 531768 | 852738 | 1183621 |

As the table shows, there is only a negligible difference between the number of trials we need between our scheme and the standard UOV. Since for the parameters proposed in Section 2 UOV is believed to be secure against this attack, we can say the same for our scheme.

### 7.5 Summary

As the previous four subsections showed, known attacks against the UOV signature scheme do not work significantly better in our case, which means that they can not use the special structure of our public key. So, in this sense our scheme seems to be secure and we do not have to adapt our parameter sets.

However, in the future we are going to study the security of our scheme under other attacks, e.g. decomposition attacks FP09. It might also be possible that dedicated attacks against our scheme exist. Still, since the statistical properties of the public key are rather strong due to the use of m-sequences, we believe that the development of such an attack is a hard task.

## 8 Parameters

Based on our security analysis (see previous section) we propose for our scheme the same parameters as for the standard UOV signature scheme (see Section 2). According to our considerations in Section 6, the length of the LRS should be at least $o$. Such we get

$$
q=2^{8}, o=26, v=52, L=26
$$

Table 7 compares our scheme with the scheme of [PB10] and the standard UOV for this and a more conservative parameter set.

Table 7. Comparison of different UOV based schemes

|  | public key <br> size $(\mathrm{kB})$ | private key <br> size $(\mathrm{kB})$ | hash size <br> (bit) | signature <br> size (bit) | reduction <br> factor $(\%)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{UOV}\left(2^{8}, 26,52\right)$ | 80.2 | 71.3 | 208 | 624 | - |
| $\operatorname{cyclicUOV~}\left(2^{8}, 26,52\right)$ | 13.6 | 71.3 | 208 | 624 | 83.0 |
| UOVLRS $\left(2^{8}, 26,52,26\right)$ | 11.0 | 71.3 | 208 | 624 | 86.3 |
| UOV $\left(2^{8}, 28,56\right)$ | 99.9 | 88.8 | 224 | 672 | - |
| $\operatorname{cyclicUOV~}\left(2^{8}, 28,56\right)$ | 16.5 | 88.8 | 224 | 672 | 83.4 |
| UOVLRS $\left(2^{8}, 28,56,28\right)$ | 13.5 | 88.8 | 224 | 672 | 86.4 |

As the table shows, the public key size of our scheme is only slightly smaller than that of the cyclicUOV scheme of PB10. However, due to the good statistical properties of our public key, we believe our scheme to be more secure.

## 9 Conclusion

In this paper we proposed a multivariate signature scheme whose public key is mainly generated by a linear recurring sequence (LRS). By doing so, we were able to reduce the public key size of the standard UOV scheme by up to $86 \%$.

Moreover, the so obtained public keys have good statistical properties, which makes it difficult to develop dedicated attacks against our scheme. We think that our approach is an interesting idea on reducing the key size of multivariate schemes. Points of research we want to address in the future include

- Exhaustive security analysis (including decomposition attacks).
- Extension of the strategy to other underlying fields. While in this paper we have concentrated on an underlying field of 256 elements, we are planning to use our strategy for other fields (especially GF(16) or GF(31)). Here, the main points of our construction stay the same, while one has to study the invertibility of the matrix $A$ and the security of the scheme. Furthermore, we are going to study the impact of the idea mentioned in Subsection 6.2.
- Use of pseudo-random number generators (PRNG's) for generating the public key. By the use of PRNG's (for example AES in the OFB mode) we will get public keys with even better statistical properties. Moreover, we hope that this will bring us closer to the "provably secure" UOV scheme of BP10.
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#### Abstract

In this paper we consider the problem of securely instantiating Probabilistic Signature Scheme (PSS) in the standard model. PSS, proposed by Bellare and Rogaway [3] is a widely deployed randomized signature scheme, provably secure (unforgeable under adaptively chosen message attacks) in Random Oracle Model.

Our main result is a black-box impossibility result showing that one can not prove unforgeability of PSS against chosen message attacks using blackbox techniques even assuming existence of ideal trapdoor permutations (a strong abstraction of trapdoor permutations which inherits all security properties of a random permutation, introduced by Kiltz and Pietrzak in Eurocrypt 2009) or the recently proposed lossy trapdoor permutations 20. Moreover, we show onewayness, the most common security property of a trapdoor permutation does not suffice to prove even the weakest security criteria, namely unforgeability under zero message attack. Our negative results can easily be extended to any randomized signature scheme where one can recover the random string from a valid signature.


Keywords: PSS, Blackbox Reductions, Randomized Signature, Standard Model.

## 1 Introduction

Probabilistic Signature Scheme (PSS) is one of the most known and widely deployed provably secure randomized signature schemes. It was designed by Bellare and Rogaway [3] as a generic scheme based on a trapdoor permutation (like RSA). In [3, Bellare and Rogaway showed the scheme is secure in Random Oracle (RO) Model [2]. Coron improved the previous security bound in [7. Recently in [8, PSS is proven secure even against fault attacks exploiting the Chinese Remainder Theorem (CRT) implementation of RSA . However, all the previous security proofs are valid only in RO model, where one assumes the existence of ideal, truly random hash functions. Unfortunately truly random functions do not exist and in practice, the "ideal" functions are instantiated with some efficient hash functions. Hence it is important that the proofs are valid while replacing
random oracles by a standard hash functions. Otherwise such proofs merely provide heuristic evidence that breaking the scheme may be hard (or there is no generic attack against the scheme).

A number of papers 6914|18, starting from famous results of Canetti et. al. 6], showed that there are schemes secure in the Random Oracle model, which are uninstantiable under standard model. Naturally, these results raise concerns about the soundness of the schemes proven secure in random oracle model. Particularly for widely deployed scheme like PSS, it is especially important to have an secure instantiation by a standard, efficiently computable hash function so that we do not build our technology in vacuum. In this paper, we ask essentially this particular question about PSS: Whether it is possible, to securely instantiate PSS based on reasonable assumptions to the underlying trapdoor permutation.

### 1.1 Our Results

Our main result is a general negative result to the above question. Roughly, we extend all the negative results by Dodis et. al. 9] for Full Domain Hash (FDH) to PSS. Specifically, we show the following

- There is no instantiation of PSS such that, unforgeability under chosen message attack can be reduced to any security property of a random permutation using black-box reduction techniques. As a random permutation satisfies almost all reasonable security notions, our result covers many of the standard security notions, like inverting trapdoor permutation on a random point (one-way), finding some bits of pre-image of a random point (partial domain one-wayness), finding correlated inputs etc. Our result is perfectly valid even if the hash functions used in PSS can query the trapdoor permutation and digests are arbitrarily related to the responses.
- We also rule out any black box reduction from recently proposed Lossy Trapdoor Permutations [20. In Crypto 2010, Kiltz et. al. [17] has proven IND-CPA security of OAEP based on Lossy Trapdoor Permutation. Hence it is important to analyze whether positive result could be possible for PSS.
- We also show that even the weakest security criteria, namely unforgeability under no message attack cannot be black-box reduced to the one-wayness of the trapdoor permutation if the randomness space in PSS is "superpolynomial" in security parameter.
- All our results can easily be extended to the scenario when the adversary can invert some points of his choice (with some restrictions) for a fixed bounded number of times.

We would like to mention that our results does not completely rule out the possibility of instantiating PSS in standard model. A "whitebox" reduction, using the code of the adversary, may still exist. On the other hand, it may be possible to show a reduction from other cryptographic functions like homomorphic encryption. Still, we believe our result is important from theoretical point of view
as it shows PSS requires special property of underlying trapdoor permutation as opposed to "Only randomness of hash is sufficient" notion of random oracle model.

### 1.2 Overview of Our Technique

We use the technique of two oracles due to Hsio and Reyzin 15] for our separation results. We construct two oracles $T$ and $G$ such that $T$ implements a ideal trapdoor permutation and $G$ can be used to forge the PSS scheme. However, $G$ does not help the attacker to break any security property of the ideal trapdoor permutation. Informally, this ensures that a black-box security proof cannot exist as any such proof should be valid against our $T$ and $G$.

On a very high level our technique can be seen as an extension of the technique of Dodis et. al. [9 to rule out black box reduction of FDH. Separation from a random permutation is achieved in two steps. As the first step, we instantiate $T$ by permutation chosen uniformly at random from the set of exponentially many permutations. Intuitively, $G$, the main forger oracle, should output a forgery after checking whether the adversary truly has access to a signer by sending polynomially many challenge messages. However the reduction could design the underlying hash function in such a way, so that the digests of the messages either collide with each other (hence reducing the number of points on which inversion is needed) or the digest is the result one of the evaluation queries made to the trapdoor permutation ( hence the reduction can get the signature from the corresponding query by evaluating the hash function). For this reason we define $G$ to output the forgery only if the adversary can produce distinct signatures, which were not a query to the trapdoor permutation during the computation of digests, for all the challenge messages.

In the second step we show that a reduction algorithm (which does not have access to inversion oracle ) can not produce valid, signature meeting both the conditions with non-negligible probability. Hence to win any hard game, $G$ is of no use to the adversary. However, we construct an efficient adversary with an access to a valid sign oracle (available in an unforgeability game) that can either find a forgery on its own or can construct signatures satisfying all the conditions of $G$. We stress that the efficient algorithm in [9, which precomputes all the hash values to check for the conditions, does not work efficiently when the signature scheme is randomized. Specifically, when the random strings are of super-logarithmic length, it is no longer possible for a polynomial time algorithm to compute all possible hash values for even a single message. It might very well happen that the computed digests meet the conditions but the digests on which signer generated the signature do not meet the condition. To solve this problem we use an elegant adaptive "evaluate on the fly" technique where we sample polynomially many random strings and check for the conditions. If the conditions are satisfied for the sampled digests, we repeatedly query the signer with fresh random coins for multiple signatures of same message. We show that, with probability exponentially close to 1 , one gets either a set of valid signatures
maintaining the conditions from the signer or could find a forgery during the sampling stage.

### 1.3 Previous Results

A rich body of work [11|12|13|14|16|21] on blackbox separation exists in the literature starting from the seminal work of Impagliazzo and Rudich [16]. Regarding the separation of random oracle from the standard model, the first result was due to Canetti, Goldreich and Halevi 566 who showed an artificial albeit valid signature scheme that can not be securely instantiated by standard hash functions. Many such results [9|10|14|18] were subsequently published. To obtain our separation results we use the two oracle technique of Hsiao and Reyzin [15]. The most relevant results to our paper is the work of Dodis et. al. 9 and of Kiltz and Pietrzak [18]. In [9], Dodis, Oliviera and Pietrzak showed that the popular Full Domain Hash (FDH) signature scheme can not be instantiated (using blackbox technique) in standard model by a ideal trapdoor permutation. Kiltz and Pietrzak [18] established that there is no blackbox reduction of any padding based CCA secure encryption scheme from ideal trapdoor permutations. In [19], Paillier showed impossibility of reduction of many RSA based signatures including PSS from different security assumptions of RSA. However, their result is based on an additional assumption (namely, instance non-malleability) of RSA. In comparison, our result is more generic as we rule out blackbox reduction from any property of random permutation.

### 1.4 Differences from Dodis et al's Crypto'05 Paper [9]

Although our definition of oracles are quite similar to that in 9, difference comes in when finally implementing a forgery. The technique of [9] is not readily applicable for randomized signatures. Specifically in case of PSS the forger cannot force the signer to choose any particular random string. On the other hand, if the randomness space is super-polynomial the forger cannot pre-compute all the possible value of the hashes of any message. As a result the forger, as defined in [9], cannot output a forgery when $G$ aborts. Our contribution is in constructing adaptive forger that can forge PSS with overwhelming probability even when the randomness space is super-polynomial. Moreover, our technique to rule out black-box reduction to one way trapdoor permutation is completely different. Looking ahead, we show that when the randomness space is of super-polynomial size, no Probabilistic Polynomial-Time Turing Machine (PPTM) can use a random signature (over the choice of random string during signing) of any fixed message to invert the one way trapdoor permutation.

## 2 Preliminaries

### 2.1 Notations

Throughout the paper, if $x$ is a string, $|x|$ denotes the length of the string. $1^{n}$ denotes the string of $n$ many 1 s . If $S$ is a set $|S|$ denotes the cardinality of the
set. We use $\operatorname{negl}(n)$ to denote any function $\gamma: \mathbb{N} \rightarrow[0,1]$ where for any constant $c>0$ there exist $n_{0}$ such that for all $n>n_{0} ; \gamma(n)<1 / n^{c}$. We call a function $f(n)$ to be super-polynomial if for any constant $c>0$, there exists $n_{0}$ such that for all $n>n_{0}, f(n)>n^{c}$.

### 2.2 Trapdoor Permutations (TDPs)

Definition 1. A trapdoor permutation family is a triplet of PPTM (Tdg, F ,$\left.F^{-1}\right) . T d g$ is probabilistic and on input $1^{n}$ outputs a key-pair $(p k, t d) \leftarrow_{R}$ $T d g\left(1^{n}\right) . F(p k,$.$) implements a permutation f_{p k}$ over $\{0,1\}^{n}$ and $F^{-1}(t d,$.$) im-$ plements the corresponding inverse $f_{p k}^{-1}$.

The most standard security property of TDP is one-wayness which says that it is hard to invert a random element without knowing the trapdoor. Formally, for any PPTM $A$

$$
\operatorname{Pr}\left[(p k, t d) \leftarrow_{R} T d g\left(1^{n}\right), x \leftarrow_{R}\{0,1\}^{n}: A\left(f_{p k}(x)\right)=x\right] \leq \operatorname{negl}(n)
$$

Many other security notion for Trapdoor Permutations are known. Like 9 18, we consider a wide class of security properties using the notion of $\delta$-hard games.

### 2.3 Hard Games

A cryptographic game consists of two PPTMs $C$ (Challenger) and $A$ (Prover) who can interact over a shared tape. After the interaction, $C$ finally outputs a bit $d$. We say, $A$ wins the game if $d=1$ and denote it, following [9], by $\langle C, A\rangle=1$.

Definition 2. A game defined as above is called $\delta$-hard game if for all PPT A (in the security parameter $n$ ) the probability of win, when both $C$ and $A$ has oracle access to $t$ uniform random permutations $\pi_{1}, \pi_{2}, \cdots, \pi_{t}$ over $\{0,1\}^{n}$, is at most negligible more than $\delta$. Formally $C$ is a $\delta$-hard game if for all PPTM $A$

$$
A d v_{C}(A, n)=\operatorname{Pr}\left[\left\langle C^{\pi_{1}, \pi_{2}, \cdots, \pi_{t}}, A^{\pi_{1}, \pi_{2}, \cdots, \pi_{t}}\right\rangle=1\right] \leq \delta+\operatorname{negl}(n)
$$

The hardness of the game $C$ (denoted by $\delta(C)$ ) is the minimum $\delta$ such that $C$ is $\delta$-hard.

For cryptographic games like one-wayness, partial one-wayness, claw-freeness; $\delta=0$. For the game of pseudo-randomness $\delta=1 / 2$. The notion of $\delta$-hard game was considered in [18] as a generalization of hard games considered in [9]. It was pointed out in [18] that the result of [9] can easily be extended to this notion.

### 2.4 Ideal Trapdoor Permutations

The notion of Ideal Trapdoor permutation was coined in [18]. To remain consistent with literature, we follow the same notion.

Let $T D P=\left(T d g, F, F^{-1}\right)$ be a trapdoor permutation. We say that $T D P$ is secure for $\delta$-hard game $C$ if for all $\operatorname{PPTM} A, \operatorname{Adv}_{C}(A, n)-\delta(C)$ is negligible
even when the random permutations in the definition of hard game is replaced by $T D P$. Formally, $T D P$ is secure iff,

$$
\operatorname{Pr}\left[\left\langle C^{F\left(p k_{1}\right), F\left(p k_{2}\right), \cdots, F\left(p k_{t}\right)}, A^{F\left(p k_{1}\right), F\left(p k_{2}\right), \cdots, F\left(p k_{t}\right)}\right\rangle=1\right] \leq \delta+\operatorname{negl}(n)
$$

where $\left(p k_{i}, t d_{i}\right) \leftarrow_{R} T d g\left(1^{n}\right)$ for $i=1, \cdots t$.
Definition 3. TDP is said to be an ideal trapdoor permutation if it is secure for any $\delta$-hard game $C$.

We stress that, ideal trapdoor permutation does not exist (see 9] for proof). However as we are proving negative result, showing that PSS cannot be reduced to ideal trapdoor permutation (hence to any hard game) makes our result stronger. This implies that PSS cannot be black-box reduced to security notions like collision resistant hashing, pseudo-random functions, IND-CCA secure public key encryption schemes etc.

### 2.5 Lossy Trapdoor Permutations(LTDPs)

Lossy Trapdoor Functions were introduced by Peikert et. al. in 20]. In this paper we consider a straightforward generalization to permutations. A family of ( $n, l$ ) Lossy Trapdoor Permutations (LTDPs) is given by a tuple $\left(\mathcal{S}, \mathcal{F}, \mathcal{F}^{\prime}\right)$ of PPTMs. $\mathcal{S}$ is a sampling algorithm which on input 1 invokes $\mathcal{F}$ and on input 0 invokes $\mathcal{F}^{\prime} . \mathcal{F}$ (called "Injective Mode") describes a usual trapdoor permutation; i.e. it outputs $\left(f, f^{-1}\right)$ where $f$ is a permutation over $\{0,1\}^{n}$ and $f^{-1}$ is the corresponding inverse. $\mathcal{F}^{\prime}$ (called "Lossy Mode") outputs a function $f^{\prime}$ on $\{0,1\}^{n}$ with range size at most $2^{l}$. For any distinguisher $D, L T D P$-Advantage is defined as

$$
\operatorname{Adv}_{\left(\mathcal{F}, \mathcal{F}^{\prime}\right), D}^{l t d p}=\left|\operatorname{Pr}\left[D^{f}(.)=1:\left(f, f^{-1}\right) \leftarrow^{R} \mathcal{F}\right]-\operatorname{Pr}\left[D^{f^{\prime}}(.)=1: f^{\prime} \leftarrow^{R} \mathcal{F}^{\prime}\right]\right| .
$$

We call $\mathcal{F}$ "lossy" if it is the first component of some lossy LTDP.

## 3 Signature Schemes

A signature scheme (Gen, Sign, Verify) is defined as follows:

- The key generation algorithm Gen is a probabilistic algorithm which given $1^{k}$, outputs a pair of matching public and private keys, $(p k, t d)$.
- The signing algorithm Sign takes the message $M$ to be signed, the public key $p k$ and the private key $t d$, and returns a signature $\sigma=\operatorname{Sign}_{t d}(M)$. The signing algorithm may be probabilistic.
- The verification algorithm Verify takes a message $M$, a candidate signature $\sigma^{\prime}$ and $p k$. It returns a bit Verify $\mathrm{y}_{p k}\left(M, \sigma^{\prime}\right)$, equal to one if the signature is accepted, and zero otherwise. We require that if $\sigma \leftarrow \operatorname{Sign}_{t d}(M)$, then Verify $_{p k}(M, \sigma)=1$.


### 3.1 Security of a Signature Scheme

In the existential unforgeability under an adaptive chosen message attack scenario, the forger can dynamically obtain signatures of messages of his choice and attempts to output a valid forgery. A valid forgery is a message/signature pair $(M, x)$ such that $\operatorname{Verify}_{p k}(M, x)=1$ whereas the signature of $M$ was never requested by the forger.

### 3.2 Probabilistic Signature Scheme(PSS)

Let $T D P=\left(T d g, F, F^{-1}\right)$ be a trapdoor permutation. PSS uses a triplet $H=$ $\left(h, g_{1}, g_{2}\right)$ of hash functions such that, $h:\{0,1\}^{*} \rightarrow\{0,1\}^{k_{1}}, g_{1}:\{0,1\}^{k_{1}} \rightarrow$ $\{0,1\}^{k_{0}}$ and $g_{2}:\{0,1\}^{k_{1}} \rightarrow\{0,1\}^{k-k_{0}-k_{1}-1}$, where $k, k_{0}$ and $k_{1}$ are parameters. $\operatorname{Gen}\left(1^{k}\right)$

1. Return $(p k, t d)=T d g\left(1^{k}\right)$

$$
\operatorname{Verify}_{p k}(m, \sigma)
$$

$\operatorname{Sign}_{t d}(m)$

1. $r \leftarrow\{0,1\}^{k_{0}}$
2. $\omega \leftarrow h(m \| r)$
3. Let $y=F(p k, \sigma)$
4. $r^{*} \leftarrow g_{1}(\omega) \oplus r$
5. Parse $y$ as $0\|\omega\| r^{*} \| \gamma$. If the parsing fails return 0 .
6. $y \leftarrow 0\|\omega\| r^{*} \| g_{2}(\omega)$
7. Return $\sigma=F^{-1}(t d, y)$.
8. $r \leftarrow r^{*} \oplus g_{1}(\omega)$
9. If $h(m \| r)=\omega$ and $g_{2}(\omega)=\gamma$ return 1.
10. else return 0 .

Any PSS signature scheme can be instantiated by specifying the triplet of hash functions $H=\left(h, g_{1}, g_{2}\right)$ and the trapdoor permutation $T D P . P S S_{H}^{T D P}$ be the PSS signature scheme instantiated by $H$ and $T D P$. For any $H=\left(h, g_{1}, g_{2}\right)$, the PSS transformation described above is defined as


Fig. 1. $P S S_{H}^{T D P}$ : The components of the image $y=0\|\omega\| r^{*} \| g_{2}(\omega)$ are darkened. The signature of $m$ is $F^{-1}(t d, y)$.

$$
P S S_{H}^{f_{p k}}(m \| r)=0\|h(m \| r)\|\left(r \oplus g_{1}(h(m \| r)) \| g_{2}(h(m \| r))\right.
$$

$P S S_{H}^{f_{p k}}(m \| r)$ is in fact the darkened area in Figure 1, $y=0\|\omega\| r^{*} \| g_{2}(\omega)$. Note, $h, g_{1}, g_{2}$ can be oracle circuits with oracle access to $f_{p k}$. For the rest of the paper, $P S S_{H}^{T D P}$ denotes the signature scheme, where as $P S S_{H}^{f_{p k}}(\cdot)$ is the PSS transformation during Sign procedure before applying the trapdoor permutation. From the context these two notations are easily distinguishable.

The following observation is very important to our technique.
Observation 1. A collision after the PSS transformation implies collision in the random space. In other words,

$$
P S S_{H}^{f_{p k}}\left(M_{1} \| r_{1}\right)=P S S_{H}^{f_{p k}}\left(M_{2} \| r_{2}\right)
$$

implies $r_{1}=r_{2}$.
As both the digests are same, $\omega_{1}\left\|r_{1}^{*}\right\| \gamma_{1}=\omega_{2}\left\|r_{2}^{*}\right\| \gamma_{2}$; we have $\omega_{1}=\omega_{2}$ and $r_{1}^{*}=r_{2}^{*}$. This leads to $r_{1}=r_{2}$. So for two distinct random strings $r_{1}$ and $r_{2}$, the digests of $P S S_{H}^{f_{p k}}$ and hence the signatures are always different (irrespective of whether the messages are same or not)! As a side note, all our results are valid not only for PSS, but for any randomized signature scheme where the randomness is recoverable and hence the Observation 1 holds true.

## 4 No Blackbox Reduction from One Way Trapdoor Permutations

One-wayness is the most common security property of a trapdoor permutation. All the previous security proofs of PSS in Random Oracle model are based on one wayness of underlying trapdoor permutation (specifically RSA). In this section we consider the possibility of reducing security of PSS from one-wayness of a trapdoor permutation, but in standard model. We show that when $k_{0}=\omega(\log n)$, one cannot prove PSS secure via a blackbox reduction from one way trapdoor permutation even if the forger is never allowed to query the signer.

Recall that, $r_{1} \neq r_{2}$ implies $P S S_{H}^{f_{p k}}\left(0 \| r_{1}\right) \neq P S S_{H}^{f_{p k}}\left(0 \| r_{2}\right)$. So the set $\left\{P S S_{H}^{f_{p k}}(0 \| r) \mid r \in\{0,1\}^{k_{0}}\right\}$ is of super-polynomial size. Even if $G$ returns one random signature (from a choice of superpolynomially many) of message 0 , it is unlikely to be of any use of the adversary intended to invert $T D P^{T}$ on a uniformly chosen element $z$.

Following [15], Proposition 1, to rule out blackbox reductions, it is enough to construct two oracles $T$ and $G$ such the following holds:

- There exists an oracle PPTM $T D P$ such that $T D P^{T}$ implements a trapdoor permutation.
- There exist an oracle PPTM $A$ such that $A^{T, G}$ finds a forgery under chosen message attack for $P S S_{H}^{T D P^{T}}$.
- $T D P^{T}$ is an one-way trapdoor permutation relative to the oracles $T$ and $G$. That is, $T D P^{T}$ is an one-way permutation even if the adversary is given oracle access to $T$ and $G$.

Definition of T. For any $n \in \mathbb{N}$, Choose $2^{n}+1$ permutations $f_{0}, f_{1}, f_{2}, \cdots$, $f_{2^{n}-1}$ and $g$ uniformly at random from the set of all permutations over $\{0,1\}^{n}$. Now the oracle $T$ is defined as follows:
$-T_{1}(t d) \rightarrow g(t d)$ (generate public key from the trapdoor)
$-T_{2}(p k, y) \rightarrow f_{p k}(y)$ (evaluate)
$-T_{3}(t d, z) \rightarrow f_{g(t d)}^{-1}(z)$ (inversion)

Implementing $\boldsymbol{T} \boldsymbol{D} \boldsymbol{P}^{\boldsymbol{T}}$. We use $T=\left(T_{1}, T_{2}, T_{3}\right)$ in the following way to construct (in the functional sense) the trapdoor permutation $T D P^{T}=\left(T d g, F_{T}, F_{T}^{-1}\right)$.

- $T d g\left(1^{n}\right)$ chooses a uniform random $t d \leftarrow\{0,1\}^{n}$ and computes the corresponding public key as $p k=T_{1}(t d)$ and outputs $(t d, p k)$.
- $F_{T}(p k, y)$ returns $T_{2}(p k, y)$.
- $F_{T}^{-1}(t d, z)$ returns $T_{3}(t d, z)$.

It is easy to check that as $T D P^{T}$ implements a trapdoor permutation, as $g(t d)=$ $p k$.

Description of $G$. The oracle $G$ takes as input $k \in \mathbb{N}$ and $H \in\{0,1\}^{*} . G$ selects an $r \in_{R}\{0,1\}^{k_{0}}$ and returns $f_{p k}^{-1}\left(P S S_{H}^{f_{p k}}(0 \| r)\right)$. Here $p k$ is the public key generated by $\operatorname{Tdg}\left(1^{k}\right)$.

As $G$ always outputs a forgery for message 0 , we get the following result.
Lemma 1. There is a PPTM A such that $A^{G}$ outputs a forgery for PSS signature scheme.

## G Does Not Break Security of $\boldsymbol{T} D P^{T}$

Next we shall prove that $T D P^{T}$ is one way, even relative to $G$. This is not at all obvious as $G$ always provides forgery of the form $f_{p k}^{-1}\left(P S S_{H}^{f_{p k}}().\right)$ for a $H$ of our choice! But we note that $G($.$) samples one z^{\prime}$ from a set of superpolynomial size and outputs $f_{p k}^{-1}(z)$. Even if the adversary sets $P S S_{H}^{f_{p k}}(0, r)$ for one $r$ to be the challenge $z$ she received, probability that $f_{p k}(G())=$.$z is negligible.$ On the other hand if $f_{p k}(G()) \neq$.$z , then knowledge of inverse of some other$ point does not help the adversary to find $f_{p k}^{-1}(z)$ with significant probability for a pseudorandom $f_{p k}$. Following the above discussion we have Lemma 2, whose detailed proof is given in the full version [4].

Lemma 2. $A$ random permutation $\pi:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ is one way even if adversary is allowed to make one inverse query on any input except the challenge.
Now, we can claim that $T D P^{T}$ is one way even relative to $G$.

## Lemma 3

$$
\operatorname{Pr}\left[A^{T, G}(p k, z)=x: F_{T}(p k, x)=z\right] \leq \operatorname{negl}(n)
$$

where $x \leftarrow_{R}\{0,1\}^{n}$ and $(p k, t d) \leftarrow T d g\left(1^{n}\right)$.

For a proof of the above lemma, see [4.
We get the main result of this section as follows
Theorem 1. There is no blackbox reduction of Security under no message attack of Probabilistic Signature Scheme with superpolynomial randomness space from Oneway Trapdoor Permutations.

## 5 No Blackbox Reduction from an Ideal Trapdoor Permutation

The following theorem states that there is no adversary that can break the security of the $T D P^{T}$ using any adversary (in black-box way) breaking $P S S_{H}^{T D P^{T}}$ by chosen message attack when $T D P^{T}$ is an ideal permutation.

Theorem 2. There is no black-box reduction from a family of ideal trapdoor permutations to the existential unforgeability against chosen message attack of the PSS signature scheme.
Like the previous section, we shall construct a oracle $G$ such that there exist a PPTM $B$ such that $B^{G}$ can forge PSS although $T D P^{T}$ is secure even relative to $G$. We define, $T$ and $T D P^{T}$ as in section 4

Definition of $\boldsymbol{G}$. The oracle $G$ works as follows. On input the description of the hash function triplet $H=\left(h, g_{1}, g_{2}\right)$, and the security parameter $n$, it selects $t=\max (|H|, n)$ messages $m_{1}, m_{2}, \cdots m_{t}$ uniformly at random from $\{0,1\}^{*} \backslash\{0\}$ and outputs them as a set of challenge messages. $G$ expects valid and distinct signatures of all the messages. $G$ also keeps a list (initially empty) of description of input hash functions, the challenge messages and the forgery it returns. If the description of the hash matches then $G$ outputs the same challenge messages. If it gets valid signatures (as described below) then it outputs the previously returned forgery from the list.

Once it receives the messages and the signatures $\left(m_{1}, m_{2}, \cdots, m_{t}, \sigma_{1}, \sigma_{2}, \cdots\right.$, $\left.\sigma_{t}\right), G$ checks for the following conditions.

1. $\sigma_{1}, \cdots, \sigma_{t}$ are valid signatures for $m_{1}, \cdots, m_{t}$. Recover $r_{1}, \cdots, r_{t}$ such that,

$$
P S S_{H}^{f_{p k}}\left(m_{1} \| r_{1}\right)=f_{p k}\left(\sigma_{1}\right), \cdots, P S S_{H}^{f_{p k}}\left(m_{t} \| r_{t}\right)=f_{p k}\left(\sigma_{t}\right)
$$

2. $\sigma_{i} \neq \sigma_{j}$ (or equivalently $P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}\right) \neq P S S_{H}^{f_{p k}}\left(m_{j} \| r_{j}\right)$ ) for all $1 \leq i<$ $j \leq t$.
3. $\left\{P S S_{H}^{f_{p k}}\left(m_{1} \| r_{1}\right), \cdots, P S S_{H}^{f_{p k}}\left(m_{t} \| r_{t}\right)\right\} \cap Y_{f_{p k}}^{P S S_{H}}\left(r_{1}, \cdots, r_{t}\right)=\emptyset$ where

$$
\begin{aligned}
Y_{f_{p k}}^{P S S_{H}}\left(r_{1}, \cdots, r_{t}\right)= & \left\{f_{p k}(x) \mid \exists i, 1 \leq i \leq t,\right. \\
& \left.P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}\right) \text { makes the oracle query } x\right\} .
\end{aligned}
$$

If all the above conditions are satisfied then $G$ chooses one $r$ uniformly at random from $\{0,1\}^{k_{0}}$ and returns $f_{p k}^{-1}\left(P S S_{H}^{f_{p k}}(0 \| r)\right)$. Here $p k$ is the public key generated by $\operatorname{Tdg}\left(1^{k}\right)$.

## $G$ Breaks the Security of $P S S_{H}^{T D P^{T}}$

Lemma 4. There is a PPTM $B^{G}$ that can mount existential forgery by chosen message attack on PSS with overwhelming probability.

Proof. The goal of $B^{G}$ is to either generate a forgery on it's own or use the sign oracle to get signatures of $m_{1}, \cdots, m_{t}$ such that Condition 1, Condition 2 and 3 get satisfied. Then $B^{G}$ can use output of $G$ to produce forgery for the message 0 . We describe two constructions of $B^{G}$ depending on size of the randomness space or $k_{0}$.

Case I: $\boldsymbol{k}_{\mathbf{0}}=\mathcal{O}(\log \boldsymbol{n})$. In this case $B^{G}$ precomputes $P S S_{H}^{f_{p k}}\left(m_{i} \| r\right)$ for all $r \in\{0,1\}^{k_{0}}$ and $i=1 \cdots t$ and checks whether the Condition 3 from Section 5 would get satisfied or not for any possible choice of $r$ by the Sign oracle. If not $B$ can find some $m_{i}, m_{j}, r_{i}, r_{j}, x$ such that

$$
P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}\right)=f_{p k}(x)
$$

where $P S S_{H}^{f_{p k}}\left(m_{j} \| r_{j}\right)$ makes the oracle query $f_{p k}(x)$. In this case $B$ can easily produce the forged signature $x$ for the message $m_{i}$.

Otherwise to take care of Condition 2, $B^{G}$ calls the Sign oracle to get valid signatures for message $m_{i}$ 's one by one for $i=1$ to $t$. After receiving the $i^{\text {th }}$ signature $\sigma_{i}$ it always recovers the randomness $r_{i}$ and checks whether

$$
P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}\right)=P S S_{H}^{f_{p k}}\left(m_{j} \| r_{i}\right)
$$

for some $i<j \leq t$. Because of Observation 1 it is sufficient to check with the fixed $r_{i}$ for collision detection purposes. If the above condition gets true again $B^{G}$ can readily output a forged signature for message $m_{j}$ as $\sigma_{i}$. Otherwise, $B^{G}$ ends up with $\sigma_{1}, \cdots, \sigma_{t}$ such that all the three conditions in Section 5 are satisfied. So $B^{G}$ can easily use $G$ to produce a forgery for the message 0 . Hence $B^{G}$ succeeds to forge PSS with probability 1.

Case II: $\boldsymbol{k}_{\mathbf{0}}=\boldsymbol{\omega}(\log \boldsymbol{n})$. In this case the randomness space is of superpolynomial size, hence $B^{G}$ cannot precompute all the possible outputs of $P S S_{H}^{f_{p k}}(m \| \cdot)$ even for a single message $m$. However, we observe that the "no collision" requirement or Condition 2 can easily be taken care of by a technique similar to the previous one. To take care of Condition 3, we adopt a sampling procedure. $B^{G}$ works in two phases. In Phase-I, $B$ samples some random $r$ 's from $\{0,1\}^{k_{0}}$ uniformly and simulate the signing procedure by the real Sign oracle that would be queried in Phase-II. Then the probabilities that Condition 3 gets satisfied in Phase-I or in Phase-II are essentially the same. We set our parameters such a way, with high probability either Condition 3 does not hold in Phase I (hence direct forgery) or it holds in Phase-II (forgery via oracle $G$, provided Condition 2 holds).

```
Algorithm 1. \(B^{G}\) : Phase-I
    \(r_{i}^{k} \leftarrow_{R}\{0,1\}^{k_{0}}: 1 \leq i \leq t, 1 \leq k \leq t\)
    \(V=\left\{P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}^{k}\right): 1 \leq i \leq t, 1 \leq k \leq t\right\}\)
    \(Y=\left\{f_{p k}(x) \mid \exists i, k, 1 \leq i \leq t, 1 \leq k \leq t\right.\)
        s. t. \(P S S_{H}^{f_{p k}}\left(m_{i}, r_{i}^{k}\right)\) makes oracle query \(\left.f_{p k}(x)\right\}\)
    if \(V \cap Y \neq \emptyset\) then
        Output Direct Forgery
    end if
```

Success Probability of $\boldsymbol{B}^{\boldsymbol{G}}$ in Case II. In Line 21] of Algorithm[2, Condition 1 and Condition 2 are always satisfied. So $B^{G}$ can abort only in two ways.

1. In Line 16 of Algorithm 2, $\Sigma_{i}$ becomes empty for some $i, 1 \leq i \leq t$.
2. In Line21 of Algorithm2 Condition 3 gets violated. $r_{1}, \cdots, r_{t}$ be the random strings recovered from $\sigma_{1}, \cdots, \sigma_{t}$. Violation of Condition 3 over here implies there exists some $i, j, 1 \leq i, j \leq t, i \neq j$ such that

$$
P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}\right)=f_{p k}(x)
$$

where $P S S_{H}^{f_{p k}}\left(m_{j} \| r_{j}\right)$ makes the oracle query $x$.
Moreover, in both the cases no forgery was found in Algorithm 1 .
Let us consider the case where for some $i, \Sigma_{i}$ is empty. It implies for some $i$, for all $k=1, \cdots, t, \sigma_{i}^{k} \in X_{i, k}$ and hence was removed from $\Sigma_{i}$. Fix some $i$. Let us call the set of $r$ for which $\operatorname{PSS}_{H}^{f_{p k}}\left(m_{i}, r\right)=f_{p k}(x)$ and $x$ was queried while computing $P S S_{H}^{f_{p k}}\left(m_{i}, r\right)$ as BAD. Suppose

$$
\operatorname{Pr} r_{r}[r \in \mathrm{BAD}]=\theta
$$

Now the event $\Sigma_{i}=\emptyset$ and no forgery was found in Phase-I implies that the random strings $r^{(i)}$, sampled in Phase 1 were not from the BAD set and all of $r_{i}^{1}, r_{i}^{2}, \cdots, r_{i}^{t}$ was from BAD. As Sign and $B$ samples independently, probability of $\Sigma_{i}=\emptyset$ is $\theta^{t}(1-\theta)^{t} \leq 2^{-t}$. Taking union bound over all $i$, the probability that for some $i, \Sigma_{i}$ is empty is at most $t / 2^{t}$.

For the second case, the chosen $\sigma_{i}$ s were not queried while computing them; rather one $\sigma_{i}$ was queried while computing some other $\sigma_{j}$. Recall that maximum number of $f_{p k}$ queries (made by $P S S_{H}^{f_{p k}}$ ) while computing one signature is $|H|$. As, for any $j \Sigma_{j} \leq t$, for each $j=1,2, \cdots, t ; j \neq i$, maximum number of $f_{p k}$ queries made while computing $\Sigma_{j}$ is at most $t|H|$. So overall, for all $j \neq i$, total number of $f_{p k}$ queries made by the $P S S_{H}^{f_{p k}}$ was $t^{2}|H|$. As, there are $2^{|r|}$ choices of random string, implying $2^{|r|}$ choices for each $\sigma_{i}^{k}$, and Sign runs each time with independent random coins, probability that at least one $\sigma_{i}^{k}$ was from those $t^{2}|H|$ many $f_{p k}$ queries is at most $\frac{t^{4}}{2^{k_{0}}}$.

```
Algorithm 2. \(B^{G}\) : Phase-II
    for \(i=1\) to \(t\) do
        \(\sigma_{i}^{1} \leftarrow \operatorname{Sign}\left(m_{i}\right), \cdots, \sigma_{i}^{t} \leftarrow \operatorname{Sign}\left(m_{i}\right)\)
        \(\Sigma_{i}=\left\{\sigma_{i}^{1}, \cdots, \sigma_{i}^{t}\right\}\)
        Recover \(r_{i}^{1}, \cdots, r_{i}^{t}\) from \(\sigma_{i}^{1}, \cdots \sigma_{i}^{t}\) using Verify.
        for \(j=i+1\) to \(t\) do
            if \(P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}^{k}\right)==\operatorname{PSS} S_{H}^{f_{p k}}\left(m_{j} \| r_{i}^{k}\right)\) for some \(1 \leq k \leq t\) then
                Output Direct Forgery ( \(m_{j}, \sigma_{i}^{k}\) )
            end if
        end for
        for \(k=1\) to \(t\) do
            \(X_{i, k} \leftarrow\left\{x \mid P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}^{k}\right)\right.\) makes oracle query \(\left.f_{p k}(x)\right\}\)
            if \(\sigma_{i}^{k} \in X_{i, k}\) then
                \(\Sigma_{i} \leftarrow \Sigma_{i} \backslash\left\{\sigma_{i}^{k}\right\}\)
            end if
        end for
        if \(\Sigma_{i}=\emptyset\) then
            Output \(\perp\)
        end if
        Pick any \(\sigma_{i} \in \Sigma_{i}\)
    end for
    if \(\sigma_{1}, \cdots, \sigma_{t}\) satisfy Condition 11 Condition 2 and Condition 3 from Section 5
    then
        Output forgery via \(G\)
    else
        Output \(\perp\)
    end if
```

Hence we get that
$\operatorname{Pr}\left[B^{G} \rightarrow \perp\right]$
$\leq \operatorname{Pr}\left[\exists i ; \Sigma_{i}=\emptyset\right]+\operatorname{Pr}\left[\exists i, j ; \sigma_{i} \in\left\{f_{p k}\right.\right.$ queries made while computing $\left.\left.\sigma_{j}\right\}\right]$
$\leq \frac{t}{2^{t}}+\frac{t^{4}|H|}{2^{|r|}}$
Putting $t=\max (|H|, n),|r|=\omega(\log n)$ and $|H| \leq n^{c}$ for some constant $c$, $\operatorname{Pr}\left[B^{G} \rightarrow \perp\right]$ is $\operatorname{negl}(n)$.

## $G$ Does Not Break the Security of $T D P^{T}$

Lemma 5. For any oracle PPTM $B$ and any $\delta$-hard game $C$ (with $t=t(n)$ implicitly defined by $C$ ),

$$
\operatorname{Pr}\left[\left\langle C^{F\left(p k_{1}\right), F\left(p k_{2}\right), \cdots, F\left(p k_{t}\right)}, A^{F\left(p k_{1}\right), F\left(p k_{2}\right), \cdots, F\left(p k_{t}\right), G}\right\rangle=1\right] \leq \delta+\operatorname{negl}(n)
$$

where $\left(p k_{i}, t d_{i}\right) \leftarrow_{R} T d g\left(1^{n}\right)$ for $i=1, \cdots t$.

Proof. The proof of the above lemma is essentially same as in proof of Lemma 2 in [9], where one argues in the absence of oracle $G$ the claim holds because of computational indistinguishability of $f_{p k}$ from a random permutation. Moreover, Lemma 6 below states the accepting condition of oracle $G$ can only be satisfied with a negligible probability.

Lemma 6. Let $f$ be a random permutation on $\{0,1\}^{n}$ and $c \geq 1$ be a constant, $m_{1}, \cdots, m_{t}$ be $n$-bit values with $t=\max (|H|, n)$. For any oracle TM A which makes at most $n^{c}$ oracle queries, we have (the probability is over randomness of f)

$$
\operatorname{Pr}\left[A^{f} \rightarrow\left(H, x_{1}, \cdots, x_{t}\right)\right]=\operatorname{neg} l(n)
$$

where, $|H| \leq n^{c}$ and the output satisfies the following conditions for some $k_{0}$-bit $r_{1}, \cdots, r_{t}$

1. $f^{-1}\left(P S S_{H}^{f}\left(m_{1} \| r_{1}\right)\right)=x_{1}, \cdots, f^{-1}\left(P S S_{H}^{f}\left(m_{t} \| r_{t}\right)\right)=x_{t}$.
2. $f^{-1}\left(\operatorname{PSS}_{H}^{f}\left(m_{i} \| r_{i}\right)\right) \neq f^{-1}\left(\operatorname{PSS}_{H}^{f}\left(m_{j} \| r_{j}\right)\right)$ for all $1 \leq i<j \leq t$.
3. $\left\{P S S_{H}^{f}\left(m_{1} \| r_{1}\right), \cdots, P S S_{H}^{f}\left(m_{t} \| r_{t}\right)\right\} \cap Y_{f}^{P S S_{H}}\left(r_{1}, \cdots, r_{t}\right)=\emptyset$, where

$$
\begin{aligned}
Y_{f}^{P S S_{H}}\left(r_{1}, \cdots, r_{t}\right)= & \{f(x) \mid \exists i, 1 \leq i \leq t \\
& \left.P S S_{H}^{f}\left(m_{i} \| r_{i}\right) \text { makes the oracle query } x\right\}
\end{aligned}
$$

Lemma 6 can proved following the same technique of Lemma 3 of [9]. For a proof, we refer the reader to the full version of this paper 4.

## 6 No Reduction from Lossy Trapdoor Permutations

Lossy Trapdoor Functions, introduced by Peikert et. al. has gained considerable attention in recent years. In a recent work [17], has proven IND-CPA security of OAEP under Lossy Trapdoor Permutation. Moreover different constructions like IND-CCA secure encryption, which cannot be reduced to standard trapdoor permutation using blackbox techniques, were proven reducible to Lossy Trapdoor Permutations. In this section we show that there is no blackbox reduction of existential unforgeability of PSS against chosen message attack from Lossy Trapdoor Permutations as well. Specifically, Let $L T D P=\left(S, F, F^{\prime}\right)$ be a family of Lossy Trapdoor Permutation. We define the output of PSS based on LTDP as $\sigma=f^{-1}\left(P S S_{H}(m \| r)\right)$ where $\left(f, f^{-1}\right) \in F$. Note that, while instantiating PSS by a lossy TDP, we consider the trapdoor permutation to be the injective mode of the TDP.

Theorem 3. There is no blackbox reduction of existential unforgeability against chosen message attack of Probabilistic Signature Scheme from Lossy Trapdoor Permutations.

Proof. To prove Theorem 3, we need new definitions of the oracles.

Definition of $\mathcal{T} . \mathcal{T}$ is defined as a pair $\left(T, T^{\prime}\right)$. Choose $2^{n}+1$ permutations $f_{0}, \cdots, f_{2^{n}-1}$ and $g$ uniformly at random from the set of all permutations over $\{0,1\}^{n}$. Moreover choose $2^{n}$ functions $e_{0}, \cdots, e_{2^{n}-1}$ uniformly at random from the set of all functions from $\{0,1\}^{n}$ to $\{0,1\}^{l}$.

Oracle $T$ works as follows:

- $T_{1}(t d) \rightarrow g(t d)$ (generate public key from the trapdoor)
$-T_{2}(p k, y) \rightarrow f_{p k}(y)$ (evaluate)
$-T_{3}(t d, z) \rightarrow f_{g(t d)}^{-1}(z)$ (inversion)
On the other hand $T^{\prime}$ is defined as follows
$-T^{\prime}(p k, x)=f_{p k}\left(1^{n-l} \| e_{p k}(x)\right)$
Now we define the $L T D P^{T, T^{\prime}}=\left(S,\left(F, F^{-1}\right), F^{\prime}\right)$ as follows
- $S(b)$ If $b=1$, choose a uniform random $t d \leftarrow\{0,1\}^{n}$ computed $p k=T_{1}(t d)$ and return (pk,td), otherwise choose a uniform random $p k \leftarrow\{0,1\}^{n}$ and return $(p k, \perp)$.
- $F(p k, y)$ returns $T_{2}(p k, y)$.
- $F^{-1}(t d, z)$ returns $T_{3}(t d, z)$.
- $F^{\prime}(p k, y)$ returns $T^{\prime}(p k, x)$.

Lemma 7. LTDP $P^{T, T^{\prime}}$ implements a secure ( $n, l$ ) Lossy Trapdoor Permutation when $l=\mathcal{O}\left(n^{\frac{1}{c}}\right)$ for a positive constant $c$.

Proof. Recall that, to show the security of $L T D P^{T, T^{\prime}}$, we need to argue that for any efficient distinguisher $D,\left|\operatorname{Pr}\left[D^{F}=1\right]-\operatorname{Pr}\left[D^{F^{\prime}}=1\right]\right|$ is negligible. Consider a random function $e^{\prime}:\{0,1\}^{n} \rightarrow\{0,1\}^{l}$ and a random permutation $\pi$ : $\{0,1\}^{n} \rightarrow\{0,1\}^{n}$. It is easy to check that $\pi\left(1^{n-l} \| e^{\prime}()\right)$ has the same distribution of a random permutation until a collision in $e^{\prime}$. $e^{\prime}$ being a random function, the collision probability is $q^{2} / 2^{l}$, which is negligible for $\left.q=\mathcal{O}\left(n^{c_{1}}\right)\right)$ for some constant $c_{1}>0$.

Now using the fact that a function (permutation) chosen uniformly at random from the set of exponentially many functions (permutations) is indistinguishable form a random function (permutation), the lemma follows.

Definition of $\boldsymbol{G}$. Informally, $G$ will work exactly the same way as in the previous case when the underlying permutation is in injective mode. When the permutation is lossy $G$ can abort instead of returning a forgery. So effectively, when instantiated by the lossy mode $G$ always aborts and in injective mode $G$ aborts if the conditions are not satisfied.

In more detail, $G$ works in the following way. On input the description of the hash functions $h, g_{1}$ and $g_{2}$, it selects $t$ (to be fixed later) messages $m_{1}, m_{2}, \cdots m_{t}$ uniformly at random from $\{0,1\}^{*} \backslash 0$ and outputs them as a set of challenge messages. $G$ expects valid and distinct signatures of all the messages. $G$ also keeps a list (initially empty) of description of input hash functions, the challenge
messages and the forgery it returns. If the description of the hash matches then $G$ outputs the same challenge messages. If it gets valid signatures (as described below) then it outputs the same forgery from the list.

Once it receives the messages and the signatures $\left(m_{1}, m_{2}, \cdots, m_{t}, \sigma_{1}, \sigma_{2}, \cdots\right.$, $\left.\sigma_{t}\right), G$ first checks whether the signatures are valid and distinct.

- $F\left(p k, \sigma_{i}\right)=P S S_{H}^{f_{p k}}\left(m_{i} \| r\right)$ for some $r$. This signature verification is to make sure that that calling algorithm has access to signing oracle.
- $\sigma_{i} \neq \sigma_{j}$ for all $i \neq j$.

If the above two conditions are satisfied then $G$ finds the random strings used in the signatures. Let $r_{1}, r_{2}, \cdots, r_{t}$ be the random strings
$-\left\{F\left(p k, \sigma_{1}\right), F\left(p k, \sigma_{2}\right), \cdots, F\left(p k, \sigma_{t}\right)\right\} \cap Y_{T}=\emptyset$ where

$$
Y_{T}=\left\{F(p k, x) \mid \exists i, 1 \leq i \leq t, P S S_{H}^{f_{p k}}\left(m_{i} \| r_{i}\right) \quad \text { queries } F(p k, x)\right\}
$$

Finally $G$ checks whether $F$ is the lossy mod 1 , if yes it aborts; otherwise $G$ chooses one $r$ uniformly at random from $\{0,1\}^{k_{0}}$ and computes the PSS hash of $0 \| r$ as $y=0\|h(0 \| r)\| g_{1}(h(0 \| r)) \oplus r \| g_{2}(h(0 \| r))$. Finally it returns the forgery as $\left(0, F^{-1}(t d, y)\right)$.

In order to use $G$ to distinguish the lossy and the injective mode, any distinguisher has to construct a satisfying assignment of $G$ in injective mode. By Lemma 6, it happens with negligible probability and we get the following result.

Lemma 8. Suppose $k=\mathcal{O}\left(n^{\frac{1}{c}}\right)$ for a positive constant c. LTDP $P^{T, T^{\prime}}$ implements a secure ( $n, k$ ) Lossy Trapdoor Permutation even relative to $G$.
Existence of a forger $B^{G}$ for PSS using the injective mode of the LTDP is satisfied by Lemma 4. This completes the proof of Theorem 3

## 7 No Reduction from Hard Games with Inversion

Like [9, our result can also be extended to the hard games with inversions. Informally, in a hard game with bounded inversion $\mathcal{C}$, the adversary is allowed to make polynomial $q(n)$ many inversion queries except on some points defined in the game (for one way game adversary is not allowed to make inversion queries on the challenge she received). Following [9], if we modify $G$ to ask for signatures of $|H|+q(n)$ messages and modify Lemma 6 accordingly, we get the following two theorems.
Theorem 4. There is no blackbox reduction of security against existential forgery under chosen message attack for PSS from any hard game with polynomial number of inversion queries.
Theorem 5. There is no blackbox reduction of security against existential forgery against zero message attack for PSS from an oneway trapdoor permutation, even with polynomial number of inversion queries.

[^52]
## 8 Conclusion

Following the negative results, on generic insecurity of FDH by Dodis et. al 9] and of OAEP by Kiltz and Pietrzak [18] in standard model, we show security of PSS also can not be black box reduced to any property of an ideal trapdoor permutation. Moreover, we also show one can not even hope to achieve security of PSS based on Lossy Trapdoor Permutations. On the contrary recently a secure instantiation of OAEP has been realized based on Lossy Trapdoor Permutations 17.
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#### Abstract

Undeniable signatures, introduced by Chaum and van Antwerpen, and designated confirmer signatures, introduced by Chaum, allow a signer to control the verifiability of his signatures by requiring a verifier to interact with the signer to verify a signature. An important security requirement for these types of signature schemes is nontransferability which informally guarantees that even though a verifier has confirmed the validity of a signature by interacting with the signer, he cannot prove this knowledge to a third party. Recently Liskov and Micali pointed out that the commonly used notion of non-transferability only guarantees security against an off-line attacker which cannot influence the verifier while he interacts with the signer, and that almost all previous schemes relying on interactive protocols are vulnerable to online attacks. To address this, Liskov and Micali formalized on-line nontransferable signatures which are resistant to on-line attacks, and proposed a generic construction based on a standard signature scheme and an encryption scheme. In this paper, we revisit on-line non-transferable signatures. Firstly, we extend the security model of Liskov and Micali to cover not only the sign protocol, but also the confirm and disavow protocols executed by the confirmer. Our security model furthermore considers the use of multiple (potentially corrupted or malicious) confirmers, and guarantees security against attacks related to the use of signer specific confirmer keys. We then present a new approach to the construction of on-line non-transferable signatures, and propose a new concrete construction which is provably secure in the standard model. Unlike the construction by Liskov and Micali, our construction does not require the signer to issue "fake" signatures to maintain security, and allows the confirmer to both confirm and disavow signatures. Lastly, our construction provides noticeably shorter signatures than the construction by Liskov and Micali.


Keywords: signatures, on-line non-transferability, standard model.

## 1 Introduction

An ordinary signature scheme provides public verifiability i.e. anyone is able to verify the validity of a given signature using the public key of the signer.

[^53]While this property is useful in many scenarios, it might not always be desirable. For example, a signer who signs a sensitive message might prefer to be able to control who can verify the validity of his signature. Chaum et al. [5] addressed this problem with their proposal of undeniable signatures in which a verifier is required to interact with the signer to verify a signature. Furthermore, to preserve non-repudiation, the signer is also able to prove invalidity of a signature through a disavow protocol. Hence, in a dispute, the signer will either be able to confirm or disavow a purported signature. However, in some scenarios, a signer might become unavailable or might refuse to cooperate with a verifier, in which case the validity of a signature cannot be determined. To address this, Chaum [4] introduced designated confirmer signatures in which a third party, the confirmer, can interact with a verifier to confirm or disavow a signature on behalf of the signer. Furthermore, the confirmer can, in the case of a dispute, extract a publicly verifiable signature (of the signer) from a valid designated confirmer signature. Since their introduction, a number of undeniable schemes and designated confirmer schemes have been proposed, e.g. see [3|7|12|14|2|8].

Off-line and On-line Non-transferability. An important security notion for these types of signature schemes is non-transferability. Intuitively, non-transferability guarantees that once a verifier has verified a signature and is convinced about its validity, he cannot transfer this conviction to a third party. This is achieved by ensuring that a verifier is able to simulate a transcript of the interaction with the signer/confirmer i.e. any "evidence" of validity obtained through the interaction, could have been generated by the verifier himself. A scheme providing this property is said to be off-line non-transferable. However, Liskov and Micali [13] pointed out that almost all 1 previous schemes relying on interactive protocols to provide off-line non-transferability are vulnerable to on-line attacks, i.e. an attacker who is present while the verifier interacts with a signer/confirmer might be able to determine the validity of a signature by influencing messages sent by the verifier. A scheme preventing these types of attacks is said to be online non-transferable and is constructed by enabling the verifier to interactively simulate the interaction with a signer/confirmer. To preserve soundness of the scheme, only the verifier should be able to simulate a proof, and to facilitate this, Liskov and Micali [13] assumed the verifier holds a public/private key pair i.e. to simulate the interaction between the signer/confirmer and a verifier, the private key of the verifier is required. Note that this approach to on-line nontransferability requires that the verifier knows the private key corresponding to his public key to maintain security. More specifically, if it is possible for a verifier to convince a third party that he does not know his private key (e.g. by generating his public key by applying a hash function to a random seed $p k_{V}=H(x)$, and then presenting $x$ to the third party), the scheme will no longer provide online non-transferability. To prevent this type of malicious behavior, verifier key registration is required i.e. a verifier should prove knowledge of his private key when registering his public key (see [13] for further discussion of this). In this

[^54]paper, we adopt the same general approach as [13], assume verifiers are equipped with public/private key pairs, and will furthermore explicitly model verifier key registration in our security mode ${ }^{2}$.

In [13], Liskov and Micali illustrated the feasibility of constructing an online non-transferable signature scheme under the above described assumption of verifier key registration. More specifically, they proposed a generic construction based on ind-cpa secure public key encryption and uf-cma secure signatures. The resulting scheme provides on-line non-transferability of an interactive sign protocol through which the signer both constructs and proves validity of a signature. Furthermore, the scheme supports the use of confirmers and is proved secure in the standard model. However, to achieve on-line non-transferability, a signer has to be willing to issue "fake" signatures to anyone requesting them. This is essential since a verifier will not be able to simulate the sign protocol without the ability to ask the signer for fake signatures. This drawback limits the practical applicability of the scheme. Furthermore, the functionality and security guarantees of the confirmer are somewhat limited. More specifically, a confirmer can disavow but not confirm the validity of a signature, and neither off-line nor on-line non-transferability are considered for the disavow protoco 3 .

Our Contribution. In this paper, we address many of the limitations of the approach by Liskov and Micali. Firstly, we extend the security model to model not only the on-line non-transferability of the sign protocol, but also of the confirm and disavow protocols executed by the confirmer. Furthermore, we introduce two additional security notions, confirmer soundness and key unforgeability, required by the added ability of the confirmer to confirm signatures and to prevent attacks related to the forgery of signer specific confirmer keys which are used both in our construction and in 13 (see Section 3 for details). Unlike 13, our security model also allows the signer to make use of multiple confirmers and ensures unforgeability even against malicious confirmers, which will guarantee security in a more realistic usage scenario.

We then propose a new general approach to the construction of on-line nontransferable signatures. More specifically, we show how a simple core confirmer signature scheme, which essentially implements the non-interactive functionality of an on-line non-transferable signature scheme, can be extended to a fully secure scheme with the additional use of ordinary signatures, sigma protocols, and trapdoor commitments with an enhanced binding property. Based on this approach, we propose a concrete instantiation which is provably secure in the standard model assuming the computational Diffie-Hellman problem and the decisional linear problem are hard.

Compared to the approach taken by Liskov and Micali, our scheme has several advantages. Besides implementing additional confirmer functionality and

[^55]providing security in our extended security model, our scheme allows a verifier to independently simulate the sign, confirm and disavow protocols, and does not require the signer to issue "fake" signatures to maintain security. Lastly, our concrete instantiation provides efficient protocols and short signatures consisting of four group elements and an integer, whereas the scheme by Liskov and Micali requires signatures consisting of more than $3 k$ encryptions, where $k$ is the security parameter. However, we note that our concrete scheme requires large public keys due to the use of the techniques by Waters [19].

Related Work. Jakobsson et al. [10] introduced an alternative approach to limiting the verifiability of signatures with their proposal of designated verifier signatures in which only a specific verifier chosen by the signer will be convinced about the validity of a signature. This concept was extended by Steinfeld et al. [17] who introduced universal designated verifier signatures which allow any user to convert a publicly verifiable signature into a designated verifier signature for a chosen verifier. Since this type of schemes do not rely on interactive protocols for signature confirmation, on-line attacks are not a concern. However, these schemes do not provide a mechanism to determine the validity of a (converted) signature in a dispute, and most of the recently proposed schemes will in fact enable the designated verifier to construct signatures which are perfectly indistinguishable from signatures constructed by the signer. Hence, unlike undeniable and designated confirmer signatures, non-repudiation cannot be enforced in these schemes which make them unsuitable for a number of applications.

A few existing schemes, which are provably secure in the random oracle model, implicitly provide protection against on-line attacks. For example, the undeniable signature schemes by Kudla et al. [11] and Huang et al. [9] provide noninteractive proofs which are simulatable by the verifier, and hence avoid the problem of on-line attacks. Furthermore, Monnerat et al. [15] proposed an undeniable signature scheme with interactive 2-move confirm and disavow protocols. While the used definition of non-transferability in [15] only guarantees transcript simulatability (i.e. defines off-line non-transferability), the concrete scheme allows a verifier to use his private key to simulate proofs interactively, and hence the scheme provides on-line non-transferability. However, we emphasize that all of the above schemes are only provable secure in the random oracle model, and that the schemes furthermore do not support the use of confirmers to ensure non-repudiation if the signer becomes off-line or refuses to cooperate.

## 2 On-line Non-transferable Signatures

An on-line non-transferable signature (ONS) scheme involves a signer $S$, a confirmer $C$, and a verifier $V$, and is given by the following probabilistic polynomial time (PPT) algorithms:

- Setup which, given a security parameter $1^{k}$, returns the public parameters par.
- KeyGen $_{S}$, KeyGen $_{C}$, and KeyGen $_{V}$ which, given par, return public/private key pairs $\left(p k_{S}, s k_{S}\right),\left(p k_{C}, s k_{C}\right)$, and $\left(p k_{V}, s k_{V}\right)$ for a signer, a confirmer, and a verifier, respectively.
- CSetup which on input par, $s k_{C}$ and $p k_{S}$, returns a signer specific public/private confirmer key pair $\left(p k_{C, S}, s k_{C, S}\right)$. This algorithm is run once by the confirmer for each signer $S$, and the confirmer stores $s k_{C, S}$ for later use. The public key $p k_{C, S}$ is given to the signer who is to use this when constructing signatures with confirmer $C$.
- CKeyValid which, on input par, $p k_{S}, p k_{C}$, and $p k_{C, S}$, outputs either accept or reject.
- (Sign, Receive) which is a pair of interactive algorithms with common input ( $p a r, p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m$ ). Sign is run by the signer and is given $s k_{S}$ as private input, and Receive is run by the verifier. At the end of the interaction, both Sign and Receive will output a signature, $\sigma_{S}$ and $\sigma_{R}$, and Receive will in addition output either accept or reject.
- Convert which, on input par, $p k_{S}, m, \sigma$, and $s k_{C, S}$, returns a verification token $t k_{\sigma}$.
- TkVerify which, on input par, $p k_{S}, p k_{C}, p k_{C, S}, m, \sigma$, and $t k_{\sigma}$, returns either accept or reject.
- (Confirm, $\mathrm{V}_{C}$ ) which is a pair of interactive algorithms with common input (par, $p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m, \sigma$ ). Confirm is run by the confirmer and is given $s k_{C, S}$ as private input, and $\mathrm{V}_{C}$ is run by the verifier. At the end of the interaction, $\mathrm{V}_{C}$ outputs either accept or reject.
- (Disavow, $\mathrm{V}_{D}$ ) which is also a pair of interactive algorithms. Input for Disavow and $\mathrm{V}_{D}$ is exactly as in (Confirm, $\mathrm{V}_{C}$ ) above, and the output of $\mathrm{V}_{D}$ is either accept or reject.

Like Liskov and Micali [13], we require that before signer $S$ makes use of a confirmer $C$, he will approach $C$ to obtain a signer specific confirmer key $p k_{C, S}$ which $C$ generates by running CSetup. This process can be seen as a registration procedure in which the confirmer agrees to act as a confirmer for this specific signer. Note that this does not require a confidential channel between the signer and confirmer. Our definition differs slightly from that of 13 in that we explicitly define a key validation algorithm CKeyValid for signer specific confirmer key\{d, and introduce (Confirm, $V_{C}$ ) to allow $C$ to confirm signatures. Furthermore, we do not include a fake signature algorithm which is required to maintain the security of the scheme in [13].

Using the above defined algorithms, a confirmer can verify a signature by first computing a verification token using Convert and then verifying the signature using TkVerify. To simplify notation, we define an algorithm Valid which performs these two steps:

- Valid: given the input ( $p a r, p k_{S}, p k_{C}, p k_{C, S}, m, \sigma, s k_{C, S}$ ), compute the verification token $t k_{\sigma} \leftarrow \operatorname{Convert}\left(p a r, p k_{S}, m, \sigma, s k_{C, S}\right)$ and return the output of TkVerify $\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, m, \sigma, t k_{\sigma}\right)$.

[^56]We will use the notation $\left\{\operatorname{Sign}\left(s k_{S}\right) \leftrightarrow \operatorname{Receive}\right\}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m\right)$ to denote the interaction between Sign and Receive on the common input (par, $p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m$ ) and private input $s k_{S}$ to the Sign algorithm. To shorten this notation, we will sometimes use $P K=\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)$ to represent the public keys. We furthermore use $\left(\sigma_{S},\left(\sigma_{R}, z\right)\right) \leftarrow\left\{\operatorname{Sign}\left(s k_{S}\right) \leftrightarrow\right.$ Receive $\}($ par $, P K, m)$ to denote the output of Sign and Receive, respectively, and use $\left(\sigma_{R}, z\right) \leftarrow_{2}\left\{\operatorname{Sign}\left(s k_{S}\right) \leftrightarrow \operatorname{Receive}\right\}(p a r, P K, m)$ when we are only considering the output of Receive. Similar notation is used for the confirm and disavow protocols.

Correctness. We require that for all honestly generated public parameters par and key pairs $\left(p k_{S}, s k_{C}\right),\left(p k_{C}, s k_{C}\right),\left(p k_{V}, s k_{V}\right)$, and $\left(p k_{C, S}, s k_{C, S}\right)$, that $z \leftarrow$ CKeyValid $\left(\right.$ par, $\left.p k_{C}, p k_{S}, p k_{C, S}\right)$ yields $z=$ accept and that, for all messages $m$, the signature generation $\left(\sigma_{S},\left(\sigma_{R}, z_{R}\right)\right) \leftarrow\left\{\operatorname{Sign}\left(s k_{S}\right) \leftrightarrow \operatorname{Receive}\right\}($ par $, P K, m)$, where $P K \leftarrow\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)$, yields that $z_{R}=$ accept and $\sigma_{R}=\sigma_{S}$, that $\operatorname{Valid}\left(\operatorname{par}, p k_{S}, p k_{C}, p k_{C, S}, s k_{C, S}, m, \sigma\right)=$ true and that $z_{C} \leftarrow\left\{\operatorname{Confirm}\left(s k_{C, S}\right)\right.$ $\left.\leftrightarrow \mathrm{V}_{C}\right\}($ par $, P K, m, \sigma)$ results in $z_{C}=$ accept. Furthermore, for all $\left(m^{\prime}, \sigma^{\prime}\right)$ such that $\operatorname{Valid}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, s k_{C, S}, m^{\prime}, \sigma^{\prime}\right)=$ false, we require that $z_{D} \leftarrow_{2}\left\{\operatorname{Disavow}\left(s k_{C, S}\right) \leftrightarrow \mathrm{V}_{D}\right\}\left(\right.$ par $\left., P K, m^{\prime}, \sigma^{\prime}\right)$ yields $z_{D}=$ accept.

## 3 Security Model

An ONS scheme is required to satisfy the security notions unforgeability, key unforgeability, soundness, non-repudiation and non-transferability to be considered secure. However, before we can formally define these security notions, we require a scheme to define the verifier simulation algorithms $\operatorname{SimSign}\left(p a r, P K, m, s k_{V}\right)$, $\operatorname{SimCon}\left(p a r, P K, m, \sigma, s k_{V}\right)$ and $\operatorname{SimDis}\left(p a r, P K, m, \sigma, s k_{V}\right)$ which simulates the Sign, Confirm and Disavow algorithms, respectively. While these algorithms are not part of the basic functionality of an ONS scheme, they must be defined to ensure that a verifier can simulate the interactive protocols of the scheme as required by the non-transferability notion defined below. Furthermore, since an adversary might observe the execution of these algorithms while attempting to mount attacks against other security properties of the scheme, we must provide the adversary with oracle access to these algorithms in the relevant security definitions.

Unforgeability. Our notion of unforgeability requires that, even for a maliciously chosen confirmer key, an adversary with oracle access to an honest signer cannot produce a new message/signature pair and convince a verifier about the validity of this pair, either by interacting with the verifier in the confirm protocol or by producing a token such that TkVerify outputs accept. Our definition allows the adversary to obtain signatures using any confirmer key, and thereby ensures security in a scenario where a signer makes use of multiple potentially malicious confirmers. In comparison, the unforgeability notion defined by Liskov and Micali only considers a signer using a single honest confirmer. Formally, we define unforgeability of an ONS scheme $N$ via the experiment $\operatorname{Exp}_{N, \mathcal{A}}^{\text {uf }-c m a}$ shown in Figure 1. In the experiment, $\mathcal{A}$ has access to the oracles $\mathcal{O}=\left\{\mathcal{O}_{\text {VKeyReg }}, \mathcal{O}_{\text {Sign }}\right.$,
$\left.\mathcal{O}_{\text {SimSign }}, \mathcal{O}_{\text {SimCon }}, \mathcal{O}_{\text {SimDis }}\right\}$ which are defined below. The oracle $\mathcal{O}_{V \text { KeyReg }}$ implements verifier key registration and maintains a list, $L_{V \text { KeyReg }}$, of registered keys. It is assumed that it can be verified that a key pair $\left(p k_{V}, s k_{V}\right)$ is valid i.e. that $\left(p k_{V}, s k_{V}\right)$ lies in the range of KeyGen ${ }_{V}$.
$-\mathcal{O}_{V \text { KeyReg }}$ : given $\left(p k_{V}, s k_{V}\right)$, this oracle stores $\left(p k_{V}, s k_{V}\right)$ in the list $L_{V \text { KeyReg }}$ and returns $\top$ to $\mathcal{A}$ if $\left(p k_{V}, s k_{V}\right)$ is a valid key pair. Otherwise, the oracle returns $\perp$ to $\mathcal{A}$. In the following, if a query to an oracle involves a verifier key $p k_{V}$, it is assumed that $\mathcal{A}$ has previously submitted $p k_{V}$ to this oracle as part of a valid key pair. If this is not the case, the relevant oracle will return $\perp$ to $\mathcal{A}$.

- $\mathcal{O}_{\text {Sign }}$ : given input $\left(p k_{C}, p k_{C, S}, p k_{V}, m\right)$, this oracle interacts with $\mathcal{A}$ by running Sign with common input ( $p a r, p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m$ ) and secret input $s k_{S}$. Local output of Sign will be a signature $\sigma$, and $\left(p k_{C}, p k_{C, S}, m, \sigma\right)$ is added to $L_{\text {Sign }}$.
- $\mathcal{O}_{\text {SimSign }}$ : given input $p k_{S}, p k_{C}, p k_{C, S}$, and $m$, this oracle interact with $\mathcal{A}$ by running the simulation algorithm $\operatorname{SimSign}\left(\right.$ par, $\left.p k_{S}, p k_{C}, p k_{C, S}, m, s k_{V}\right)$.
- $\mathcal{O}_{\text {SimCon }}$ : given input $p k_{S}, p k_{C}, p k_{C, S}, m$ and $\sigma$, this oracle interacts with $\mathcal{A}$ by running the algorithm $\operatorname{SimCon}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m, \sigma, s k_{V}\right)$.
- $\mathcal{O}_{\text {SimDis }}$ : given the same input as $\mathcal{O}_{\text {SimCon }}$, this oracle interacts with $\mathcal{A}$ by running the algorithm $\operatorname{SimDis}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m, \sigma, s k_{V}\right)$.

Definition 1. An ONS scheme $N$ is said to be unforgeable, if no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{N, \mathcal{A}}^{u f-c m a}(k)=\operatorname{Pr}\left[\operatorname{Exp}_{N, \mathcal{A}}^{u f-c m a}\left(1^{k}\right)=1\right]$ exists.

Key unforgeability. The use of the confirmer setup, CSetup, warrants additional security requirements. Key unforgeability requires that an adversary without access to the private confirmer key, cannot produce a new valid signer specific confirmer key i.e. a new key which is accepted by CKeyValid. The security model in 13 does not have a similar security requirement and does in fact not rule out the possibility that a signer is able to forge a signer specific confirmer key and then use this forged key in the sign protocol. This would leave the confirmer unable to either confirm, disavow or convert the signature. However, such concerns are eliminated by explicitly requiring key unforgeability. Formally, key unforgeability of an ONS scheme $N$ is defined via the experiment $\operatorname{Exp}_{N, \mathcal{A}}^{\text {key-uf }}\left(1^{k}\right)$ shown in Figure 1. In the experiment, $\mathcal{A}$ has access to the oracles $\mathcal{O}=\left\{\mathcal{O}_{\text {VKeyReg }}, \mathcal{O}_{\text {CSetup }}, \mathcal{O}_{\text {Convert }}, \mathcal{O}_{\text {Con }}, \mathcal{O}_{\text {Dis }}\right\}$ where $\mathcal{O}_{V \text { KeyReg }}$ is defined as above, and the remaining oracles are defined as follows:
$-\mathcal{O}_{C S e t u p}$ : given $p k_{S}$, this oracle runs $\left(p k_{C, S}, s k_{C, S}\right) \leftarrow \operatorname{CSetup}\left(p a r, p k_{S}, s k_{C}\right)$, stores $\left(p k_{S}, p k_{C, S}, s k_{C, S}\right)$ in $L_{C S e t u p}$, and returns $p k_{C, S}$ to $\mathcal{A}$.

- $\mathcal{O}_{\text {Convert }}$ : given $p k_{S}, p k_{C, S}, m$, and $\sigma$, this oracle searches for a matching tuple ( $p k_{S}, p k_{C, S}, s k_{C, S}$ ) in $L_{C S e t u p}$, and returns $\perp$ if no such tuple is found. Otherwise, the oracle returns $t k_{\sigma} \leftarrow \operatorname{Convert}\left(p a r, p k_{S}, m, \sigma, s k_{C, S}\right)$.
- $\mathcal{O}_{C o n}$ : given $p k_{S}, p k_{C, S}, p k_{V}, m$, and $\sigma$, the oracle searches for a tuple $\left(p k_{S}, p k_{C, S}, s k_{C, S}\right)$ in $L_{C S e t u p}$. If no such tuple is found the oracle returns $\perp$. Otherwise, the oracle interacts with $\mathcal{A}$ by running Confirm with common input ( $p a r, p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m, \sigma$ ) and secret input $s k_{C, S}$.

```
\(\operatorname{Exp}_{\mathcal{S}, \mathcal{A}}^{\mathrm{uf}-\mathrm{cma}}\left(1^{k}\right)\)
    \(L_{\text {Sign }} \leftarrow\{ \} ; L_{V \text { KeyReg }} \leftarrow\{ \}\)
    \(\operatorname{par} \leftarrow \operatorname{Setup}\left(1^{k}\right)\)
    \(\left(p k_{S}, s k_{S}\right) \leftarrow\) KeyGen \(_{S}(p a r)\)
    \(\left(p k_{V}, s k_{V}\right) \leftarrow \operatorname{KeyGen}_{V}(p a r)\)
    \(\left(p k_{C}, p k_{C, S}, m, \sigma, t k_{\sigma}, s t\right)\)
        \(\leftarrow \mathcal{A}^{\mathcal{O}}\left(p a r, p k_{S}, p k_{V}\right)\)
    \(P K \leftarrow\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)\)
    \(z \leftarrow_{2}\left\{\mathcal{A}^{\mathcal{O}}(s t) \leftrightarrow V_{C}(p a r, P K, m, \sigma)\right\}\)
    \(z^{\prime} \leftarrow \operatorname{TkVer}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, m, \sigma, t k_{\sigma}\right)\)
    if \(\left(p k_{C}, p k_{C, S}, m, \sigma\right) \notin L_{S i g n} \wedge\)
        ( \(z=\) accept \(\vee z^{\prime}=\) accept \()\)
        output 1
    else output 0
```

```
\(\operatorname{Exp}_{\mathcal{S}, \mathcal{A}}^{\text {non-rep }}\left(1^{k}\right)\)
```

$\operatorname{Exp}_{\mathcal{S}, \mathcal{A}}^{\text {non-rep }}\left(1^{k}\right)$
$\operatorname{par} \leftarrow \operatorname{Setup}\left(1^{k}\right)$
$\operatorname{par} \leftarrow \operatorname{Setup}\left(1^{k}\right)$
$\left(p k_{V}, s k_{V}\right) \leftarrow \operatorname{KeyGen}_{V}(p a r)$
$\left(p k_{V}, s k_{V}\right) \leftarrow \operatorname{KeyGen}_{V}(p a r)$
$\left(p k_{S}, p k_{C}, p k_{C, S}, m, s t\right) \leftarrow \mathcal{A}^{\mathcal{O}}\left(p a r, p k_{V}\right)$
$\left(p k_{S}, p k_{C}, p k_{C, S}, m, s t\right) \leftarrow \mathcal{A}^{\mathcal{O}}\left(p a r, p k_{V}\right)$
$P K \leftarrow\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)$
$P K \leftarrow\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)$
$\left(s t^{\prime},\left(\sigma, z_{1}\right)\right) \leftarrow\left\{\mathcal{A}^{\mathcal{O}}(s t) \leftrightarrow \operatorname{Receive}(p a r, P K, m)\right\}$
$\left(s t^{\prime},\left(\sigma, z_{1}\right)\right) \leftarrow\left\{\mathcal{A}^{\mathcal{O}}(s t) \leftrightarrow \operatorname{Receive}(p a r, P K, m)\right\}$
$z_{2} \leftarrow_{2}\left\{\mathcal{A}^{\mathcal{O}}\left(s t^{\prime}\right) \leftrightarrow \mathrm{V}_{D}(\right.$ par $\left., P K, m, \sigma)\right\}$
$z_{2} \leftarrow_{2}\left\{\mathcal{A}^{\mathcal{O}}\left(s t^{\prime}\right) \leftrightarrow \mathrm{V}_{D}(\right.$ par $\left., P K, m, \sigma)\right\}$
if $z_{1}=z_{2}=$ accept output 1
if $z_{1}=z_{2}=$ accept output 1
else output 0

```
    else output 0
```

Fig. 1. Unforgeability, key unforgeability and non-repudiation security experiments

- $\mathcal{O}_{\text {Dis }}$ : given the same input as $\mathcal{O}_{\text {Con }}$, this oracle returns $\perp$ to $\mathcal{A}$ if there is no tuple ( $p k_{S}, p k_{C, S}, s k_{C, S}$ ) in $L_{C S e t u p}$. Otherwise, the oracle interacts with $\mathcal{A}$ by running Disavow with common input (par, $p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m, \sigma$ ) and secret input $s k_{C, S}$.

Definition 2. An ONS scheme $N$ is said to be key unforgeable if no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{N, \mathcal{A}}^{\text {key-uf }}(k)=\operatorname{Pr}\left[\operatorname{Exp}_{N, \mathcal{A}}^{\text {key-uf }}\left(1^{k}\right)=1\right]$ exists.

Non-repudiation. Informally, non-repudiation requires that, even if a malicious signer and confirmer collude, it is not possible for the signer to make an honest verifier accept a message/signature pair as valid in the sign protocol, while the confirmer is able to disavow the validity of the message/signature pair. Our definition of non-repudiation is slightly weaker than the definition given in 13 in that we allow the adversary a negligible success probability whereas [13] requires the success probability to be zero. However, we highlight that [13] makes use of a non-interactive disavow protocol which is both off-line and on-line transferable which allows the slightly stronger non-repudiation property, whereas our constructions will rely on interactive non-transferable protocols with negligible soundness error. We define non-repudiation of an ONS scheme $N$ via the experiment $\operatorname{Exp}_{N, \mathcal{A}}^{\text {non-rep }}\left(1^{k}\right)$ shown in Figure $\mathbb{1}$ In the experiment, $\mathcal{A}$ has access to the oracles $\mathcal{O}=\left\{\mathcal{O}_{\text {SimSign }}, \mathcal{O}_{\text {SimCon }}, \mathcal{O}_{\text {SimDis }}\right\}$ which are defined as above.

```
\(\operatorname{Exp}_{N, \mathcal{A}}^{\text {snd-sign }}\left(1^{k}\right)\)
    \(\operatorname{par} \leftarrow \operatorname{Setup}\left(1^{k}\right) ;\left(p k_{C}, s k_{C}\right) \leftarrow \operatorname{KeyGen}_{C}(p a r)\)
    \(\left(p k_{V}, s k_{V}\right) \leftarrow \operatorname{KeyGen}_{V}(\) par \()\)
    \(\left(p k_{S}, m, s t\right) \leftarrow \mathcal{A}^{\mathcal{O}}\left(p a r, p k_{C}, s k_{C}, p k_{V}\right)\)
    \(\left(p k_{C, S}, s k_{C, S}\right) \leftarrow \operatorname{CSetup}\left(p a r, p k_{S}, s k_{C}\right)\)
    \(P K \leftarrow\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)\)
    \(\left(\sigma, z_{1}\right) \leftarrow_{2}\left\{\mathcal{A}^{\mathcal{O}}\left(s t, p k_{C, S}, s k_{C, S}\right) \leftrightarrow \operatorname{Receive}(p a r, P K, m)\right\}\)
    \(z_{2} \leftarrow \operatorname{Valid}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, m, \sigma, s k_{C, S}\right)\)
    if \(z_{1}=\) accept \(\wedge z_{2}=\) reject output 1
    else output 0
    \(\operatorname{Exp}_{N, \mathcal{A}}^{\text {snd-conf }}\left(1^{k}\right)\)
        \(\operatorname{par} \leftarrow \operatorname{Setup}\left(1^{k}\right) ;\left(p k_{V}, s k_{V}\right) \leftarrow \operatorname{KeyGen}_{V}(p a r)\)
        \(\left(p k_{S}, p k_{C}, p k_{C, S}, m, \sigma, t k_{\sigma}, s t\right) \leftarrow \mathcal{A}^{\mathcal{O}}\left(p a r, p k_{V}\right)\)
        \(P K \leftarrow\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)\)
        \(z_{1} \leftarrow 2\left\{\mathcal{A}^{\mathcal{O}}(s t) \leftrightarrow \mathrm{V}_{D}(\right.\) par \(\left., P K, m, \sigma)\right\}\)
        \(z_{2} \leftarrow{ }_{2}\left\{\mathcal{A}^{\mathcal{O}}(s t) \leftrightarrow \mathrm{V}_{C}(\right.\) par \(\left., P K, m, \sigma)\right\}\)
        \(z_{3} \leftarrow \operatorname{TkVerify}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, m, \sigma, t k_{\sigma}\right)\)
        if \(z_{1}=\) accept \(\wedge\left(z_{2}=\right.\) accept \(\vee z_{3}=\) accept \()\) output 1
        else output 0
```

Fig. 2. Soundness security experiments
Definition 3. An ONS scheme $N$ is said to provide non-repudiation if no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{N, \mathcal{A}}^{n o n-r e p}(k)=\operatorname{Pr}\left[\operatorname{Exp}_{N, \mathcal{A}}^{n o n-r e p}\left(1^{k}\right)=1\right]$ exists.

Soundness. We consider two soundness notions - signer soundness and confirmer soundness. The first notion, signer soundness, guarantees that a signer cannot make a verifier accept a message/signature pair as valid through the sign protocol without the confirmer being able to confirm the validity of this pair as well as compute a verification token showing validity. Our definition guarantees signer soundness even if the confirmer is corrupted since the adversary is allowed to access the private confirmer key, and implies the soundness notion by Liskov and Micali which only grants the adversary access to the public confirmer key. Formally, we define signer soundness of an ONS scheme $N$ via the experiment $\operatorname{Exp}_{N, \mathcal{A}}^{\text {snd-sign }}\left(1^{k}\right)$ shown in Figure 2, In the experiment, $\mathcal{A}$ will have access to the oracles $\mathcal{O}=\left\{\mathcal{O}_{\text {SimSign }}, \mathcal{O}_{\text {SimCon }}, \mathcal{O}_{\text {SimDis }}\right\}$ defined as above.

Definition 4. An ONS scheme $N$ is said to provide signer soundness if no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{N, \mathcal{A}}^{\text {snd-sign }}(k)=\operatorname{Pr}\left[\operatorname{Exp}_{N, \mathcal{A}}^{\text {snd-sign }}\left(1^{k}\right)=\right.$ 1] exists.

The second notion, confirmer soundness, guarantees that even if both signer and confirmer key is maliciously generated, a confirmer cannot produce a message/ signature pair which he can successfully disavow by completing the disavow protocol, while still being able to confirm validity of this pair, either by completing the confirm protocol or by producing a token that will make TkVerify output accept. Since Liskov and Micali do not consider the confirmer's ability to confirm
a signature, an equivalent security notion is not defined in [13]. We define confirmer soundness of an ONS scheme $N$ via the experiment $\operatorname{Exp}_{N, \mathcal{A}}^{\text {snd }}$ enf $\left(1^{k}\right)$ shown in Figure 2, In the experiment, $\mathcal{A}$ has access to the oracles $\mathcal{O}=\left\{\mathcal{O}_{\text {SimSign }}\right.$, $\left.\mathcal{O}_{\text {SimCon }}, \mathcal{O}_{\text {SimDis }}\right\}$ defined as above.

Definition 5. An ONS scheme is said to provide confirmer soundness if no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{N, \mathcal{A}}^{\text {snd-conf }}(k)=\operatorname{Pr}\left[\operatorname{Exp}_{N, \mathcal{A}}^{\text {snd-conf }}\right.$ $\left.\left(1^{k}\right)=1\right]$ exists.

On-line Non-transferability. Intuitively, on-line non-transferability of a protocol requires that an adversary cannot distinguish between a real execution of the protocol and a simulated execution by the verifier. Note that since we are considering the on-line non-transferability of both the sign, confirm and disavow protocols, a verifier must be able to provide a consistent response, even if the adversary first obtains a signature through the (simulated) sign protocol and later try to re-confirm the validity through the (simulated) confirm protocol. We define a single non-transferability notion covering the non-transferability of all three interactive protocols. More specifically, we require that an adversary cannot distinguish between a scenario in which he obtains a valid signature through the sign protocol, confirms the validity through the confirm protocol, and then interacts in the simulated disavow protocol, and a scenario in which he obtains a signature through the simulated sign protocol, confirms the validity through the simulated confirm protocol, and then interacts in the disavow protocol. Our non-transferability notion implies a similar type of non-transferability of the sign protocol as defined by Liskov and Micali, but does not involve fake signature generation. Formally, we define on-line non-transferability of a ONS scheme $N$ via the experiment $\operatorname{Exp}_{N, \mathcal{A}}^{\text {non-trans }}\left(1^{k}\right)$ shown in Figure 3 In the experiment, $\mathcal{A}$ has

```
\(\operatorname{Exp}_{N, \mathcal{A}}^{\text {non-trans }}\left(1^{k}\right)\)
    \(L_{V \text { KeyReg }} \leftarrow\{ \} ; \operatorname{par} \leftarrow \operatorname{Setup}\left(1^{k}\right) ;\left(p k_{S}, s k_{S}\right) \leftarrow \operatorname{KeyGen}_{S}(\) par \()\)
    \(\left(p k_{C}, s k_{C}\right) \leftarrow \operatorname{KeyGen}_{C}(\) par \() ;\left(p k_{C, S}, s k_{C, S}\right) \leftarrow \operatorname{CSetup}\left(p a r, p k_{S}, s k_{C}\right)\)
    \(\left(p k_{V}, s k_{V}\right) \leftarrow \operatorname{KeyGen}_{V}(\) par \() ; P K \leftarrow\left(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\right)\)
    \((m, s t) \leftarrow \mathcal{A}^{\mathcal{O}}\left(\right.\) par \(\left., P K, s k_{V}\right)\)
    \(b \leftarrow\{0,1\}\)
    if \(b=0\)
        \(\left(\sigma, s t^{\prime}\right) \leftarrow\left\{\operatorname{Sign}\left(p a r, P K, m, s k_{S}\right) \leftrightarrow \mathcal{A}(s t)\right\}\)
        \(s t^{\prime \prime} \leftarrow_{2}\left\{\operatorname{Confirm}\left(\right.\right.\) par \(\left.\left., P K, m, \sigma^{*}, s k_{C, S}\right) \leftrightarrow \mathcal{A}\left(s t^{\prime}\right)\right\}\)
        \(s t^{\prime \prime \prime} \leftarrow_{2}\left\{\operatorname{SimDis}\left(p a r, P K, m, \sigma, s k_{V}\right) \leftrightarrow \mathcal{A}\left(s t^{\prime \prime}\right)\right\}\)
    else \((b=1)\)
        \(\left(\sigma^{*}, s t^{\prime}\right) \leftarrow\left\{\operatorname{SimSign}\left(p a r, P K, m, s k_{V}\right) \leftrightarrow \mathcal{A}(s t)\right\}\)
        \(s t^{\prime \prime} \leftarrow_{2}\left\{\operatorname{SimCon}\left(\right.\right.\) par \(\left.\left., P K, m, \sigma, s k_{V}\right) \leftrightarrow \mathcal{A}\left(s t^{\prime}\right)\right\}\)
        \(s t^{\prime \prime \prime} \leftarrow_{2}\left\{\right.\) Disavow \(\left(\right.\) par \(\left.\left., P K, m, \sigma, s k_{C, S}\right) \leftrightarrow \mathcal{A}\left(s t^{\prime \prime}\right)\right\}\)
    \(b^{\prime} \leftarrow A^{\mathcal{O}^{\prime}}\left(s t^{\prime \prime \prime}\right)\)
    if \(b=b^{\prime}\) output 1
    else output 0
```

Fig. 3. On-line non-transferability security experiment
access to the oracles $\mathcal{O}=\left\{\mathcal{O}_{V \text { KeyReg }}, \mathcal{O}_{\text {CSetup }}, \mathcal{O}_{\text {Sign }}, \mathcal{O}_{\text {Convert }}, \mathcal{O}_{\text {Con }}, \mathcal{O}_{\text {Dis }}\right\}$ defined as in the unforgeability and the key unforgeability experiments. The oracles $\mathcal{O}^{\prime}$ are defined exactly as $\mathcal{O}$, except that $\mathcal{O}_{\text {Convert }}$ will not respond to the query consisting of the challenge $\left(p k_{S}, p k_{C, S}\right), m^{*}$ and $\sigma^{*}$, and $\mathcal{O}_{C o n}$ and $\mathcal{O}_{D i s}$ will not respond to queries on the challenge $\left(p k_{S}, p k_{C, S}\right), m^{*}, \sigma^{*}$ and any $p k_{V}$. Note that $\mathcal{O}_{\text {Sign }}$ allows the adversary to obtain signatures under any confirmer key, and that $\mathcal{O}_{\text {Convert }}, \mathcal{O}_{\text {Con }}$ and $\mathcal{O}_{\text {Dis }}$ accepts any signer key. This ensures security in a scenario where multiple confirmers service multiple signers. Note also that the adversary is given the private key of the verifier. This will ensure that even if the verifier is compromised, the non-transferability is still maintained.

Definition 6. An ONS scheme $N$ is said to be on-line non-transferable if no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{N, \mathcal{A}}^{\text {non-trans }}(k)=\mid \operatorname{Pr}\left[\operatorname{Exp}_{N, \mathcal{A}}^{\text {non-trans }}\right.$ $\left.\left(1^{k}\right)=1\right] \left.-\frac{1}{2} \right\rvert\,$ exits.

## 4 Construction of an ONS Scheme

In this section we will present a construction of an ONS scheme based on four simpler building blocks: a standard signature scheme, a core confirmer signature scheme, sigma protocols, and a trapdoor commitment scheme with an enhanced binding property. In the following, we will formally define a core confirmer signature scheme as well as the needed security requirements, motivate and define the enhanced binding property of a trapdoor commitment scheme, and finally show how the above mentioned primitives can be combined into a secure ONS scheme. Formal definitions of standard signatures, sigma protocols and trapdoor commitments can be found in the full version.

### 4.1 Core Confirmer Signature Scheme

A core confirmer signature scheme is essentially an ONS scheme without any of the interactive algorithms. More specifically, a core confirmer signature scheme is defined by $C S=\left\{\right.$ CS.Setup, CS.KeyGen ${ }_{S}$, CS.KeyGen ${ }_{C}$, CS.Sign, CS.Convert, CS.TkVerify\} where the algorithms CS.Setup, CS.KeyGen ${ }_{S}$, and CS.KeyGen ${ }_{C}$ are defined as in a full ONS scheme, and the CS.Sign, CS.Convert and CS.TkVerify algorithms are defined as follows:

- CS.Sign: given par, $p k_{C}, m$, and $s k_{S}$, this algorithm returns a signature $\sigma$.
- CS.Convert: given par, $p k_{S}, m, \sigma$ and $s k_{C}$, this algorithm returns a verification token $t k_{\sigma}$.
- CS.TkVerify: given par, $p k_{S}, p k_{C}, m, \sigma$ and $t k_{\sigma}$, this algorithm returns either accept or reject.

Both CS.Convert and CS.TkVerify are assumed to be deterministic. Note that all algorithms are non-interactive and that no specific confirmer keys $p k_{C, S}$ or verifier keys $p k_{V}$ are required. Like for an ONS scheme, we define an algorithm CS.Valid as

- CS.Valid: given par, $p k_{S}, p k_{C}, m, \sigma$ and $s k_{C}$, this algorithms computes the verification token $t k_{\sigma} \leftarrow \operatorname{CS}$.Convert $\left(p a r, p k_{S}, m, \sigma, s k_{C}\right)$ and returns the output of CS.TkVerify $\left(p a r, p k_{S}, p k_{C}, m, \sigma, t k_{\sigma}\right)$.
We require that a scheme is correct i.e. for all par $\leftarrow \operatorname{CS} . \operatorname{Setup}\left(1^{k}\right),\left(p k_{S}, s k_{S}\right) \leftarrow$ CS.KeyGen ${ }_{S}(p a r),\left(p k_{C}, s k_{C}\right) \leftarrow$ CS.KeyGen $_{V}(p a r)$, all messages $m$ and all $\sigma \leftarrow$ $\operatorname{CS} . \operatorname{Sign}\left(p a r, p k_{C}, m, s k_{S}\right)$, we require that $z \leftarrow \operatorname{CS} . \operatorname{Valid}\left(p a r, p k_{S}, p k_{C}, m, \sigma, s k_{C}\right)$ yields $z=$ accept. Furthermore, we require that a core confirmer signature scheme has unique private confirmer keys i.e. for any $p k_{C}$, there exists at most one $s k_{C}$ such that $\left(p k_{C}, s k_{C}\right) \in\left\{\right.$ CS.KeyGen $_{C}($ par $\left.)\right\}$ where $\left\{\right.$ CS.KeyGen $_{C}($ par $\left.)\right\}$ denotes the set of all possible confirmer key pairs generated by CS.KeyGen ${ }_{C}{ }^{5}$.
Security Requirements. For a core confirmer signature scheme to be secure, we require that the scheme provides unforgeability, invisibility and token soundness. However, due to the reduced functionality of a core confirmer signature scheme, these definitions will be much simpler compared to the security definitions of a full ONS scheme.

We define unforgeability of a core confirmer signature scheme $C S$ via the experiment $\operatorname{Exp}_{C S, \mathcal{A}}^{\text {cs-uma }}\left(1^{k}\right)$ shown in Figure 4. In the experiment, $\mathcal{A}$ has access to the oracle $\mathcal{O}_{\text {Sign }}$ defined as follows:
$-\mathcal{O}_{\text {Sign }}$ : given $p k_{C}$, and $m$, this oracle computes $\sigma \leftarrow \operatorname{CS} . \operatorname{Sign}\left(p a r, p k_{C}, m, s k_{S}\right)$, adds $\left(p k_{C}, m, \sigma\right)$ to $L_{C S S i g n}$, and returns $\sigma$.
Definition 7. A core confirmer signature scheme $C S$ is said to be unforgeable if no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{C S, \mathcal{A}}^{c s-u f-c m a}(k)=$ $\operatorname{Pr}\left[\operatorname{Exp}_{C S, \mathcal{A}}^{c s-c m a}\left(1^{k}\right)=1\right]$ exists.
Invisibility of a core confirmer signature scheme $C S$, which captures the property that valid signatures cannot be distinguished from random elements of the signature space, is defined via the experiment $\operatorname{Exp}_{C S}^{\mathrm{cs}-\text { inv- }}$-cma shown in Figure 4 . In the experiment, $\mathcal{S}$ denotes the signature space of the scheme, and $\mathcal{A}$ has access to the oracles $\mathcal{O}=\left\{\mathcal{O}_{\text {Sign }}, \mathcal{O}_{\text {Convert }}\right\}$ where $\mathcal{O}_{\text {Sign }}$ is defined as in the above unforgeability experiment, and $\mathcal{O}_{\text {Convert }}$ is defined as follows:
$-\mathcal{O}_{\text {Convert }}$ : given $m$ and $\sigma$, this oracle returns the verification token $t k_{\sigma} \leftarrow$ CS.Convert (par, $\left.p k_{S}, p k_{C}, m, \sigma, s k_{C}\right)$.

Note that $\mathcal{O}_{\text {Convert }}$ will only convert signatures from the signer $p k_{S}$ and is not required to work for maliciously generated public signer keys for which the adversary might know the corresponding private key. Hence, intuitively, this security requirement only requires the scheme to be secure in a "single user" setting in which a confirmer only services a single signer. This weaker requirement is important for the security proof of our concrete construction.
Definition 8. A core confirmer signature scheme $C S$ is said to be invisible if there exists no PPT algorithm $\mathcal{A}$ with non-negligible advantage $\operatorname{Adv}_{C S, \mathcal{A}}^{c s-i n v-c m a}(k)=$ $\left|\operatorname{Pr}\left[\operatorname{Exp}_{C S}^{c s-i n v-c m a}\left(1^{k}\right)=1\right]-\frac{1}{2}\right|$ exists.

[^57]```
\(\operatorname{Exp}_{C S, \mathcal{A}}^{\text {cs-uf-cma }}\left(1^{k}\right)\)
    \(L_{C S S i g n} \leftarrow\{ \}\)
    par \(\leftarrow \operatorname{CS} . \operatorname{Setup}\left(1^{k}\right)\)
    \(\left(p k_{S}, s k_{S}\right) \leftarrow\) CS.KeyGen \(_{S}(\) par \()\)
    \(\left(p k_{C}^{*}, m^{*}, \sigma^{*}, t k_{\sigma}^{*}\right) \leftarrow \mathcal{A}^{\mathcal{O}}\left(p a r, p k_{S}\right)\)
    \(z \leftarrow \operatorname{CS} . T k V e r i f y\left(p a r, p k_{S}, p k_{C}^{*}, \sigma^{*}, m^{*}, t k_{\sigma}^{*}\right)\)
    if \(\left(p k_{C}^{*}, m^{*}, \sigma^{*}\right) \notin L_{C S S i g n} \wedge z=\) accept
        output 1
    else output 0
```

$\operatorname{Exp}_{C S, \mathcal{A}}^{\mathrm{cs}-\mathrm{inn}-\mathrm{cma}}\left(1^{k}\right)$

```
\(\operatorname{Exp}_{C S, \mathcal{A}}^{\mathrm{cs}-\mathrm{inn}-\mathrm{cma}}\left(1^{k}\right)\)
    par \(\leftarrow \operatorname{CS.Setup}\left(1^{k}\right)\)
    par \(\leftarrow \operatorname{CS.Setup}\left(1^{k}\right)\)
    \(\left(p k_{S}, s k_{S}\right) \leftarrow\) CS.KeyGen \(_{S}(p a r)\)
    \(\left(p k_{S}, s k_{S}\right) \leftarrow\) CS.KeyGen \(_{S}(p a r)\)
    \(\left(p k_{C}, s k_{C}\right) \leftarrow\) CS.KeyGen \(_{C}(\) par \()\)
    \(\left(p k_{C}, s k_{C}\right) \leftarrow\) CS.KeyGen \(_{C}(\) par \()\)
    \(\left(m^{*}, s t\right) \leftarrow \mathcal{A}^{\mathcal{O}}\left(\right.\) par \(\left., p k_{S}, p k_{C}\right)\)
    \(\left(m^{*}, s t\right) \leftarrow \mathcal{A}^{\mathcal{O}}\left(\right.\) par \(\left., p k_{S}, p k_{C}\right)\)
    \(b \leftarrow\{0,1\}\)
    \(b \leftarrow\{0,1\}\)
    if \(b=0 \sigma^{*} \leftarrow \mathcal{S}\)
```

    if \(b=0 \sigma^{*} \leftarrow \mathcal{S}\)
    ```
```

    else \(\sigma^{*} \leftarrow \operatorname{CS.Sign}\left(p a r, p k_{C}, m, s k_{S}\right)\)
    ```
    else \(\sigma^{*} \leftarrow \operatorname{CS.Sign}\left(p a r, p k_{C}, m, s k_{S}\right)\)
    \(b^{\prime} \leftarrow \mathcal{A}^{\mathcal{O}}\left(s t, \sigma^{*}\right)\)
    \(b^{\prime} \leftarrow \mathcal{A}^{\mathcal{O}}\left(s t, \sigma^{*}\right)\)
    if \(b=b^{\prime}\) output 1
    if \(b=b^{\prime}\) output 1
    else output 0
```

    else output 0
    ```
```

Exp

```
Exp
    par }\leftarrow\operatorname{CS.Setup(1 }\mp@subsup{}{}{k
    par }\leftarrow\operatorname{CS.Setup(1 }\mp@subsup{}{}{k
    (p\mp@subsup{k}{S}{*},p\mp@subsup{k}{C}{*},s\mp@subsup{k}{C}{*},\mp@subsup{m}{}{*},\mp@subsup{\sigma}{}{*},t\mp@subsup{k}{\sigma}{*})\leftarrow\mathcal{A}(par)
    (p\mp@subsup{k}{S}{*},p\mp@subsup{k}{C}{*},s\mp@subsup{k}{C}{*},\mp@subsup{m}{}{*},\mp@subsup{\sigma}{}{*},t\mp@subsup{k}{\sigma}{*})\leftarrow\mathcal{A}(par)
    z
    z
    z2}\leftarrow\operatorname{CS.Valid(par, pk 勆,pk
    z2}\leftarrow\operatorname{CS.Valid(par, pk 勆,pk
    if (pk 左,s\mp@subsup{k}{C}{*})\in{CS.KeyGen
    if (pk 左,s\mp@subsup{k}{C}{*})\in{CS.KeyGen
                output 1
                output 1
    else output 0
```

    else output 0
    ```

Fig．4．Unforgeability，invisibility and token soundness experiments for a core confirmer signature scheme

Lastly，we consider token soundness which intuitively captures the property that an accepting verification token cannot be constructed for an invalid sig－ nature．Formally，we define token soundness of a scheme \(C S\) via the experiment \(\operatorname{Exp}_{C S, \mathcal{A}}^{\text {cs－tks }}\) shown in Figure 4 ．In the figure，\(\left\{\right.\) CS．KeyGen \({ }_{C}(\) par \(\left.)\right\}\) denotes the set of all possible key pairs generated by CS．KeyGen \({ }_{C}\) ．

Definition 9．A core confirmer signature scheme \(C S\) is said to provide token soundness if there exists no PPT algorithm \(\mathcal{A}\) with non－negligible advantage \(\operatorname{Adv}_{C S, \mathcal{A}}^{c s-t k-s n d}(k)=\operatorname{Pr}\left[\operatorname{Exp}_{C S}^{c s-t k-s n d}\left(1^{k}\right)=1\right]\).

Compatible Sigma Protocols．In our full ONS scheme，we will base the construc－ tion of on－line non－transferable protocols on sigma protocols．For this purpose， we require that a set of sigma protocols compatible with the core confirmer sig－ nature scheme exists．More specifically，we say that a triple of sigma protocols， \(\Sigma_{S}, \Sigma_{C}\) and \(\bar{\Sigma}_{C}\) ，and a core confirmer signature scheme \(C S\) are compatible if the sigma protocols are defined for the common input \(x=\left(p a r, p k_{S}, p k_{C}, m, \sigma\right)\) and the following relations．
\[
\begin{aligned}
& \Sigma_{S}\left\{\left(x,\left(s k_{S}, r\right)\right):\left(p k_{S}, s k_{S}\right) \in\left\{\operatorname{CS.KeyGen}_{S}(p a r)\right\} \wedge\right. \\
& \left.\sigma=\operatorname{CS.Sign}\left(p a r, p k_{C}, m, s k_{S} ; r\right)\right\} \\
& \Sigma_{C}\left\{\left(x, s k_{C}\right):\left(p k_{C}, s k_{C}\right) \in\left\{\operatorname{CS.KeyGen}_{C}(\text { par })\right\} \wedge\right. \\
& \\
& \left.\quad \mathrm{CS.Valid}\left(p a r, p k_{S}, p k_{C}, m, \sigma, s k_{C}\right)=\operatorname{accept}\right\}
\end{aligned}
\]
\[
\begin{aligned}
\bar{\Sigma}_{C}\left\{\left(x, s k_{C}\right):\left(p k_{C}, s k_{C}\right) \in\{ \right. & \left.\mathrm{CS.KeyGen}_{C}(\text { par })\right\} \wedge \\
& \text { CS.Valid } \left.\left(\text { par }, p k_{S}, p k_{C}, m, \sigma, s k_{C}\right)=\text { false }\right\}
\end{aligned}
\]

In the above, we use the notation \(\Sigma\{(x, w): R(x, w)=1\}\) to denote the sigma protocol \(\Sigma\) for relation \(R\) with common input \(x\) and witness \(w\). For simplicity, we assume that the challenge space of \(\Sigma_{S}, \Sigma_{C}\) and \(\bar{\Sigma}_{C}\) are of the same size.

\subsection*{4.2 On-line Non-transferable Protocols}

Our construction of on-line non-transferable protocols is based on a simple and intuitive approach inspired by the construction of designated verifier proofs by Jakobsson et al. [10] and is furthermore closely related to the construction of efficient zero-knowledge proofs in the auxiliary string model [6]. More specifically, we modify the compatible sigma protocols using a trapdoor commitment scheme, and let a prover and a verifier interact as follows:
1. The prover computes the first message \(a\) of the sigma protocol and the commitment \(c o m \leftarrow \operatorname{Comm}(c k, a, r)\) for random \(r\), and sends com to the verifier.
2. The verifier then sends a random challenge \(c\) to the prover.
3. The prover computes the last message \(z\) of the sigma protocol and sends the opening \((a, r)\) together with \(z\) to the verifier. The verifier checks that com \(=\operatorname{Comm}(c k, a, r)\), and accepts if \((a, c, z)\) is an accepting transcript of the sigma protocol.

The commitment key and trapdoor ( \(c k, t d\) ) will be used as the public/private key pair \(\left(p k_{V}, s k_{V}\right)\) of the verifier. Hence, using \(s k_{V}\), the verifier will be able to open com to any message \(a\) of his choice, and can therefor postpone generating \(a\) until after the challenge \(c\) is revealed which allows him to simulate the proof interactively. We use the notation \(\mathrm{NT}(c k)-\Sigma\) to denote the non-transferable protocol obtained by modifying the sigma protocol \(\Sigma\) as described above using the commitment key \(c k\).

However, the above approach is not sufficient for proving our constructions secure. Essentially the problem is that an adversary can request to interact with SimSign, SimCon and SimDis in many of the security notions defined in Section 33 choosing any message or message/signature pair (valid or invalid) as input. This type of query can be difficult to handle for a simulator not knowing the trapdoor of the commitment scheme, whereas a simulator knowing the trapdoor might not gain sufficient information from an adversary breaking the security of the scheme. To address this problem, we introduce a commitment scheme with a stronger binding property. Specifically, we consider the advantage of an adversary \(\mathcal{A}\) against a scheme \(T\) defined by
\[
\begin{aligned}
\operatorname{Adv}_{T, \mathcal{A}}^{b i n d}(k)=\operatorname{Pr}\left[(c k, t d) \leftarrow \mathrm{G}\left(1^{k}\right)\right. & ;\left(w, r, w^{\prime}, r^{\prime}\right) \leftarrow \mathcal{A}^{\mathcal{O}_{c}, \mathcal{O}_{o}}(c k): \\
& \left.w \neq w^{\prime} \wedge \operatorname{Comm}(c k, w, r)=\operatorname{Comm}\left(c k, w^{\prime}, r^{\prime}\right)\right]
\end{aligned}
\]
where \(\mathcal{A}\) has access to a commit and an open oracle, \(\mathcal{O}_{c}\) and \(\mathcal{O}_{o}\), which behave as follows: upon request, \(\mathcal{O}_{c}\) computes \((c o m, a u x) \leftarrow\) TdComm, stores \(a u x\) and
returns com to \(\mathcal{A}\). Given a commitment com returned by \(\mathcal{O}_{c}\) and a value \(w\), \(\mathcal{O}_{o}\) retrieves the corresponding aux and returns \(r \leftarrow \operatorname{TdOpen}(a u x, w, t d)\) such that \(c o m=\operatorname{Comm}(c k, w, r)\). The adversary is only allowed to query \(\mathcal{O}_{o}\) with a commitment com obtained from \(O_{c}\), and is not allowed to make more than one query to \(\mathcal{O}_{o}\) for a given commitment com.

Definition 10. A trapdoor commitment scheme \(T\) is said to be binding under selective trapdoor openings if no PPT algorithm \(\mathcal{A}\) with non-negligible advantage \(\operatorname{Adv}_{T, \mathcal{A}}^{b i n d}(k)\) exists.
Pedersen's commitment scheme [16] can be shown to be binding under selective trapdoor openings assuming the one more discrete logarithm problem is hard. However, to obtain a commitment scheme which can be shown secure only assuming the ordinary discrete logarithm problem is hard, we can make use of the "double trapdoor" extension also used to strengthen the security of ordinary signatures [18]. In the full version, we recall this scheme and prove it binding under selective trapdoor openings.

\subsection*{4.3 Combined Scheme}

We now show how to combine the above mentioned primitives into a full ONS scheme. More specifically, let \(C S=\left\{\right.\) CS.Setup, CS.KeyGen \({ }_{S}\), CS.KeyGen \(_{C}\), CS.Sign, CS.Convert, CS.TkVerify\} be a core confirmer signature scheme with compatible sigma protocols \(\Sigma_{S}, \Sigma_{C}\) and \(\bar{\Sigma}_{C}\), let \(T=\{\) T.G, T.Comm, T.TdComm, T.TdOpen \(\}\) be a trapdoor commitment scheme, and let \(S=\) \{S.Setup, S.KeyGen, S.Sign, S.Verify \(\}\) be an ordinary signature scheme. We construct an ONS scheme \(N\) as follows:
\(-\operatorname{Setup}\left(1^{k}\right):\) Compute \(\operatorname{par}_{S} \leftarrow \operatorname{S.Setup}\left(1^{k}\right)\) and \(\operatorname{par}_{C S} \leftarrow \operatorname{CS} . \operatorname{Setup}\left(1^{k}\right)\), and return the parameters par \(\leftarrow\left(\right.\) par \(_{S}\), par \(\left._{C S}\right)\). It is assumed that par \({ }_{C S}\) include a description of the randomness space \(\mathcal{R}\) used by the CS.Sign algorithm.
\(-\operatorname{KeyGen}_{S}(\) par \():\) Return \(\left(p k_{S}, s k_{S}\right) \leftarrow\) CS.KeyGen \(_{S}\left(\right.\) par \(\left._{C S}\right)\).
\(-\operatorname{KeyGen}_{C}(p a r):\) Return \(\left(p k_{C}, s k_{C}\right) \leftarrow \operatorname{S.KeyGen}\left(\right.\) par \(\left._{S}\right)\).
\(-\operatorname{KeyGen}_{V}\) (par): Return \(\left(p k_{V}, s k_{V}\right) \leftarrow \mathrm{T} . \mathrm{G}\left(1^{k}\right)\).
\(-\operatorname{CSetup}\left(\right.\) par, \(\left.p k_{S}, s k_{C}\right):\) Compute the key pair \(\left(p k_{C}^{\prime}, s k_{C}^{\prime}\right) \leftarrow\) CS.KeyGen \(_{C}\) \(\left(p a r_{C S}\right)\) and the signature \(\delta \leftarrow \operatorname{S.Sign}\left(p a r_{S}, " p k_{S} \| p k_{C}^{\prime} ", s k_{C}\right)\), and return \(p k_{C, S} \leftarrow\left(p k_{C}^{\prime}, \delta\right)\) and \(s k_{C, S} \leftarrow s k_{C}^{\prime}\).
- CKeyValid(par, \(\left.p k_{S}, p k_{C}, p k_{C, S}\right)\) Let \(p k_{C, S}=\left(p k_{C}^{\prime}, \delta\right)\) and return the result of the verification S.Verify \(\left(p a r_{S}, p k_{C}\right.\), " \(\left.p k_{S} \| p k_{C}^{\prime} ", \delta\right)\).
- (Sign, Receive): The common input is ( \(p a r, p k_{S}, p k_{C}, p k_{C, S}, p k_{V}, m\) ) where \(p k_{C, S}=\left(p k_{C}^{\prime}, \delta\right)\) and the signer is given \(s k_{S}\) as private input. The signer picks \(r \in \mathcal{R}\) and computes \(\sigma \leftarrow\) CS.Sign \(\left(\operatorname{par}_{C S}, p k_{C}^{\prime}, s k_{S}, p k_{C}\left\|p k_{C, S}\right\| m ; r\right)\). Then the signer sends \(\sigma\) to the verifier, and interacts with the verifier in the protocol NT \(\left(p k_{V}\right)-\Sigma_{S}\) using (par, \(p k_{S}, p k_{C}^{\prime}, p k_{C}\left\|p k_{C, S}\right\| m, \sigma\) ) as common input and \(\left(s k_{S}, r\right)\) as secret input \(\sqrt{6}\).
\({ }^{6}\) Note that this construction of the sign protocol is slightly more flexible than required by the definition in Section 2 in that a signer is able to re-confirm a signature by running \(\operatorname{NT}\left(p k_{V}\right)-\Sigma_{S}\). This, however, requires the signer to remember the randomness used to construct the signature.
- Convert \(\left(p a r, p k_{S}, m, \sigma, s k_{C, S}\right)\) : Return the core confirmer signature verification token \(t k_{\sigma} \leftarrow \operatorname{CS}\).Convert \(\left(\operatorname{par}_{C S}, p k_{S}, m, \sigma, s k_{C, S}\right)\).
- TkVerify \(\left(p a r, p k_{S}, p k_{C}, p k_{C, S}, m, \sigma, t k_{\sigma}\right)\) : Firstly, verify the validity of \(p k_{C, S}\) by computing \(z \leftarrow \operatorname{CKeyValid}\left(p a r, p k_{S}, p k_{C}, p k_{C, S}\right)\), and return reject if \(z=\) reject. Otherwise, let \(p k_{C, S}=\left(p k_{C}^{\prime}, \delta\right)\) and return the output of CS.TkVerify \(\left(\operatorname{par}_{C S}, p k_{S}, p k_{C}^{\prime}, p k_{C}\left\|p k_{C, S}\right\| m, \sigma, t k_{\sigma}\right)\).
- (Confirm, \(V_{C}\) ): The common input is given by (par, \(p k_{S}, p k_{C}, p k_{C, S}, p k_{V}\), \(m, \sigma)\) where \(p k_{C, S}=\left(p k_{C}^{\prime}, \delta\right)\) and the signer is given \(s k_{C, S}\) as private input. Firstly, the verifier checks validity of \(p k_{C, S}\) by running CKeyValid \(\left(p a r, p k_{S}\right.\), \(p k_{C}, p k_{C, S}\) ), and aborts if the output is reject. The confirmer then interacts with the verifier in the protocol \(\mathrm{NT}\left(p k_{V}\right)-\Sigma_{C}\) with private input \(s k_{C, S}\) and common input ( \(p a r_{S}, p k_{S}, p k_{C}^{\prime}, p k_{C}\left\|p k_{C, S}\right\| m, \sigma\) ).
- (Disavow, \(V_{D}\) ): Having the same input as in (Confirm, \(V_{C}\) ), the verifier firstly checks if CKeyValid \(\left(\right.\) par \(\left., p k_{S}, p k_{C}, p k_{C, S}\right)=\) accept, and aborts if this is not the case. The verifier and signer then interact in the protocol \(\operatorname{NT}\left(p k_{V}\right)-\bar{\Sigma}_{C}\) with common input ( \(p a r_{S}, p k_{S}, p k_{C}^{\prime}, p k_{C}\left\|p k_{C, S}\right\| m, \sigma\) ) and private input \(s k_{C, S}\) to the confirmer.

Security. We will now state the theorems showing that the above constructed ONS scheme satisfies the security definitions given in Section 3 assuming the underlying primitives are secure. Due to space limitation, the proofs are not included here, but can be found in the full version.

Theorem 11. Assume that \(C S\) is unforgeable, that \(\Sigma_{S}\) is honest verifier zeroknowledge and has special soundness, and that \(T\) is perfectly hiding and binding under selective trapdoor openings. Then the above ONS scheme \(N\) is unforgeable.

Theorem 12. Assume that \(S\) is strongly unforgeable. Then the above ONS scheme \(N\) has key unforgeability.

Theorem 13. Assume that \(\Sigma_{S}\) and \(\bar{\Sigma}_{C}\) have special soundness, and that \(T\) is binding under selective trapdoor openings. Then the above ONS scheme \(N\) provides non-repudiation.

Theorem 14. Assume that \(\Sigma_{S}\) have special soundness, and that \(T\) is binding under selective trapdoor openings. Then the above ONS scheme \(N\) provides signer soundness.

Theorem 15. Assume that CS has unique private confirmer keys and provides token soundness, that \(\Sigma_{C}\) and \(\bar{\Sigma}_{C}\) have special soundness, and that \(T\) is binding under selective trapdoor openings. Then the above ONS scheme \(N\) provides confirmer soundness.

Theorem 16. Assume that \(C S\) is invisible, that \(\Sigma_{S}, \Sigma_{C}\) and \(\bar{\Sigma}_{C}\) are honest verifier zero-knowledge, and that \(T\) provides a perfect trapdoor property. Then the above ONS scheme \(N\) provides on-line non-transferability.

\subsection*{4.4 Concrete Instantiation}

To instantiate the above construction, we can use the strongly unforgeable signature scheme by Boneh et al. [1] and the double trapdoor Pedersen commitment scheme mentioned above. In the full version, we define and prove secure a core confirmer signature scheme and compatible sigma protocols to complete the instantiation. The scheme is essentially based on a linear encryption of the first component of a Waters signature [19] combined with the technique of Boneh et al. [1] to obtain a strongly unforgeable scheme. More specifically, the public/private key pairs of the signer and confirmer is given by \(\left(p k_{S}, s k_{S}\right)=\left(\left(g^{\alpha}, g_{2}, h, F\right), \alpha\right)\) and \(\left(p k_{C}, s k_{C}\right)=((u, v),(x, y))\) where \(F\) is a Waters hash function and \(u^{x}=v^{y}=g\), and a signature is of the form \(\sigma=\) \(\left(u^{a}, v^{b}, g^{a+b+r}, g_{2}^{\alpha} H(M)^{r}, s\right)\) where \(M=g^{t} h^{s}, t=H\left(p k_{C}\left\|u^{a}\right\| v^{b}\left\|g^{a+b+r}\right\| m\right)\), and \(H\) is a collision resistant hash function. The scheme is invisible assuming the decisional linear problem is hard, and is strongly unforgeable assume the discrete logarithm problem is hard, \(H\) is collision resistant and Waters signatures are (weakly) unforgeable. Furthermore, the structure of the scheme allows the compatible sigma protocols to be implemented using well-know techniques for proving equality and inequality of discrete logarithms. We refer the reader to the full version for the details.

\section*{5 Comparison}

The generic construction by Liskov and Micali 13 provides many instantiation options due to their use of standard primitives, whereas our approach relies on special building blocks. However, our concrete instantiation has several advantages compared to any instantiation of the scheme by Liskov and Micali, both in terms of functionality, efficiency and security. More specifically, our scheme allows a confirmer to both confirm and disavow signatures, provides short signatures compared to the \(\mathcal{O}(k)\) size signatures of [13] which furthermore allows a more efficient sign protocol, and lastly, all interactive protocols are on-line nontransferable, security is guaranteed when multiple (potentially malicious) confirmers are used, and the signer is not required to engage in any "fake" signing protocols to maintain security. As mentioned in the introduction, these security properties are not enjoyed by [13]. We note, however, that our scheme requires large public keys whereas [13] can be instantiated to provide compact public keys, and that the non-interactive disavow protocol of [13] allows perfect nonrepudiation whereas our scheme only achieves computational non-repudiation.
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\begin{abstract}
The round complexity of interactive zero-knowledge arguments is an important measure along with communication and computational complexities. In the case of zero-knowledge arguments for linear algebraic relations over finite fields, Groth proposed (at CRYPTO 2009) an elegant methodology that achieves sub-linear communication overheads and low computational complexity. He obtained zero-knowledge arguments of sub-linear size for linear algebra using reductions from linear algebraic relations to equations of the form \(z=\mathbf{x} *^{\prime} \mathbf{y}\), where \(\mathbf{x}\), \(\mathbf{y} \in \mathbb{F}_{p}^{n}\) are committed vectors, \(z \in \mathbb{F}_{p}\) is a committed element, and \(*^{\prime}: \mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}\) is a bilinear map. These reductions impose additional rounds on zero-knowledge arguments of sub-linear size. We focus on minimizing such additional rounds, and we reduce the rounds of sub-linear zero-knowledge arguments for linear algebraic relations as compared with Groth's zero-knowledge arguments for the same relations. To reduce round complexity, we propose a general transformation from a \(t\)-round zero-knowledge argument, satisfying mild conditions, to a ( \(t-2\) )round zero-knowledge argument; this transformation is of independent interest.
\end{abstract}

Keywords: Round-efficient zero-knowledge arguments, sub-linear zero-knowledge arguments, linear algebra.

\section*{1 Introduction}

The round complexity of interactive zero-knowledge arguments is an important measure along with communication and computation complexities. In computer networks, interactions between entities consume the most time; hence, it is important to reduce the round complexity of protocols, and many researches have attempted devise round-efficient protocols \([1 / 4|6| 8|13| 3|17| 2|5| 14 \mid 187\).

To optimize round complexity, interactive zero-knowledge arguments can be usually transformed into non-interactive zero-knowledge arguments by using the Fiat-Shamir heuristic, i.e., a cryptographic hash function is used by the prover to compute the verifier's challenges. To prove the soundness property in such noninteractive zero-knowledge arguments, we should assume the so-called random oracle model such that the cryptographic hash functions are viewed as random
oracles. Recently, non-interactive zero-knowledge arguments have been proposed without the random oracle model [1011; however, they require communication overheads of quasi-linear size or non-standard assumptions in bilinear groups.

Groth proposed interactive zero-knowledge arguments of sub-linear size for linear algebra [9]. They attain sub-linear communication size and require fewer assumptions than the non-interactive zero-knowledge arguments mentioned above, i.e., they require only the discrete logarithm assumption and common reference strings. Therefore, we start from [9] to obtain round-efficient zero-knowledge arguments of sub-linear size under minimal assumptions.

The techniques used in [9] yield zero-knowledge arguments of sub-linear size; however, they require several additional rounds. We believe that such additional rounds are not necessary to obtain zero-knowledge arguments of sub-linear size for statements involving linear algebra. In addition, we attempt to obtain roundefficient zero-knowledge arguments of sub-linear size for linear algebraic relations.

Our Contributions. The proposed method for obtaining round-efficient zeroknowledge arguments of sub-linear size for linear algebraic relations involves two steps.

First, we reduce arguments for linear algebra to two types of equations that use two different types of bilinear maps; one bilinear map is defined from \(\mathbb{F}_{p}^{n} \times\) \(\operatorname{Mat}_{n \times n}\left(\mathbb{F}_{p}\right)\) to \(\mathbb{F}_{p}^{n}\), and the other, from \(\mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{n}\) to \(\mathbb{F}_{p}^{n}\). In [9], all arguments are reduced to one type of bilinear equations. On the other hand, we do not try to reduce one type of bilinear equations to the other; however, we construct specific short-round zero-knowledge arguments for each type of bilinear equations. Thus, we can obtain shorter rounds than those of [9]. As a result we reduce the three-to-one rounds of zero-knowledge arguments, as compared with those of 9 .

Second, we propose a general transformation from a \(t\)-round zero-knowledge argument \(A\) to a ( \(t-2\) )-round zero-knowledge argument \(A^{\prime}\) if \(A\) satisfies some mild conditions that are satisfied by our zero-knowledge arguments and virtually the zero-knowledge arguments in [9]. We show that the rounds of all zero-knowledge arguments in [9] can be reduced by two using the proposed transformation for the same relation. Although the proposed transformation reduces the round complexity of zero-knowledge arguments, it increases the communication and computational complexities. However, for each reduction, the proposed transformation requires, at most 3 times more communication overheads than the original zero-knowledge arguments in [9].

Outline. In the next section, we introduce the notations, useful tools, and basic definitions used in this paper. In Section 3 we construct zero-knowledge arguments for two types of bilinear equations. In Section 4, we present a general transformation from \(t\)-round zero-knowledge arguments to \((t-2)\)-round arguments with conditions when zero-knowledge arguments are eligible for transformation. In Section 5, we apply the general transformation to the zero-knowledge arguments obtained in Section 3. Finally, in Section 6, we compare the results with the zero-knowledge arguments of [9].

\section*{2 Preliminaries}

Notation. We use \([a, b]\) to denote a set of integers, at least \(a\) and at most \(b\). For a set \(S\) and an element \(a \in S, a \stackrel{\$}{\leftarrow} S\) implies that \(a\) is randomly chosen from \(S\). For an algorithm \(A, A(x) \rightarrow s\) implies that \(A\) outputs \(s\) when its input is \(x\).

Generalized Pedersen Commitment. We use the generalization of the Pedersen commitment scheme [16]. To commit to a vector in \(\mathbb{F}_{p}^{n}\), we use a generalized Pedersen commitment \(\operatorname{Com}(\cdot ; \cdot): \mathbb{F}_{p}^{n} \times \mathbb{F}_{p} \rightarrow G\), where \(p\) is a prime, \(\mathbb{F}_{p}\) is a finite field of characteristic \(p\), and \(G\) is a group of order \(p\). The generalized Pedersen commitment scheme consists of two algorithms, the key generation algorithm \(K\) and the commitment algorithm \(C\). \(K\) takes the security parameter \(\lambda\) as input, and it outputs \(\left(G, g_{1}, \cdots, g_{n}, h\right)\), where \(G\) is a cyclic group of order \(p\) and \(g_{1}, \cdots, g_{n}, h\) are randomly chosen generators of \(G . C\) takes a vector \(\mathbf{x}=\left(\zeta^{(1)}, \cdots, \zeta^{(n)}\right) \in \mathbb{F}_{p}^{n}\) and a randomizer \(r \in \mathbb{F}_{p}\) as input, and it outputs \(\operatorname{Com}(\mathbf{x} ; r):=h^{r} \prod_{j=1}^{n} g_{j}^{\zeta^{(j)}}\). The generalized Pedersen commitment scheme is a perfectly hiding and computationally binding commitment scheme under the discrete logarithm assumption in \(G\).

The usefulness of the generalized Pedersen commitment scheme is attributed to its homomorphic property: For \(\forall \mathbf{x}, \mathbf{y} \in \mathbb{F}_{p}^{n}\) and \(r, s \in \mathbb{F}_{p}\),
\[
\operatorname{Com}(\mathbf{x}+\mathbf{y} ; r+s)=\operatorname{Com}(\mathbf{x} ; r) \cdot \operatorname{Com}(\mathbf{y} ; s)
\]

Schwartz-Zippel Lemma. We use the Schwartz-Zippel lemma to prove the soundness property of arguments. The schwartz-Zippel lemma enables us to carry out a useful equality test for two multi-variate polynomials. Given two multi-variate \(d\)-degree polynomials, \(f_{1}\left(x_{1}, \cdots, x_{k}\right)\) and \(f_{2}\left(x_{1}, \cdots, x_{k}\right)\), we can test whether \(f_{1}\left(e_{1}, \cdots, e_{k}\right) \stackrel{?}{=} f_{2}\left(e_{1}, \cdots, e_{k}\right)\) for randomly chosen \(e_{1}, \cdots, e_{k}\) from \(\mathbb{F}_{p}\). If \(f_{1}=f_{2}\), then the equality will always hold for all \(e_{1}, \cdots, e_{k}\); however, if \(f_{1} \neq f_{2}\), then the equality will hold with probability at most \(d / p\).

Lemma 1. Let \(f\left(x_{1}, \cdots, x_{k}\right)\) be a non-zero multivariate polynomial of degree \(d\) over \(\mathbb{F}_{p}\). Then,
\[
\operatorname{Pr}\left[f\left(e_{1}, \cdots, e_{k}\right)=0\right] \leq \frac{d}{p}
\]
where the probability goes over \(e_{1}, \cdots, e_{k}\) randomly chosen from \(\mathbb{F}_{p}\).
Special Honest Verifier Zero-Knowledge Arguments. In this paper, we are interested in Special Honest Verifier Zero-Knowlege (SHVZK) arguments of knowledge in the common reference string model. SHVZK arguments feature completeness, the SHVZK property, and witness-extended emulation. In particular, all the SHVZK arguments proposed in this paper have perfect completeness and perfect SHVZK. We refer to [12] for the formal definition of SHVZK arguments.

\section*{3 SHVZK Arguments for Equations with Vectors and Matrices}

In this section we consider 6 types of equations over committed matrices \(X_{i}, Y_{i}, Z\) \(\in \operatorname{Mat}_{n \times n}\left(\mathbb{F}_{p}\right)\), committed vectors \(\mathbf{x}_{i}, \mathbf{y}_{i}, \mathbf{z} \in \mathbb{F}_{p}^{n}\), and committed elements \(z \in\) \(\mathbb{F}_{p}\), with public \(a_{i} \in \mathbb{F}_{p}\).
\[
\begin{array}{lll}
Z=\sum_{i=1}^{m} a_{i} X_{i} Y_{i}, & Z=\sum_{i=1}^{m} a_{i} X_{i} \circ Y_{i}, & \mathbf{z}^{\top}=\sum_{i=1}^{m} a_{i} X_{i} \mathbf{y}_{i}^{\top}, \\
\mathbf{z}=\sum_{i=1}^{m} a_{i} \mathbf{x}_{i} Y_{i}, & \mathbf{z}=\sum_{i=1}^{m} a_{i} \mathbf{x}_{i} \circ \mathbf{y}_{i}, & z=\sum_{i=1}^{m} a_{i} \mathbf{x}_{i} \mathbf{y}_{i}^{\top},
\end{array}
\]
where \(\circ\) is a entry-wise product, the so-called Hadamard product.
We propose SHVZK arguments for committed vectors and matrices of elements from \(\mathbb{F}_{p}\) satisfying the equations stated above, which are typically used in linear algebra. In particular, we focus on the three lower equations because we can consider the three upper equations as a set of \(n\) equations of the corresponding types below. More precisely, there exists an 1-round reduction from several equations of the upper form to the corresponding lower equations without a public coefficient \(a_{i}\) [9]. Going a further, we can consider the last two lower equations as a bilinear equation of the form
\[
\mathbf{z}=\sum_{i=1}^{m} a_{i} \mathbf{x}_{i} * \mathbf{y}_{i}
\]
where \(*: \mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}\) is a bilinear map. One example of \(*\) is the Hadamard product of two vectors in \(\mathbb{F}_{p}^{n}\), and another example of \(*\) is the standard inner product of two vectors in \(\mathbb{F}_{p}^{n}\), obtained by filling zeros in \(\mathbb{F}_{p}^{n-1}\) of the range \(\mathbb{F}_{p}^{n}\). That is, \(\mathbf{x} * \mathbf{y}:=(\langle\mathbf{x}, \mathbf{y}\rangle, 0, \cdots, 0)\), where \(\langle\),\(\rangle is the standard inner product.\) Similarly, we can consider a product of a vector and a matrix as a bilinear map defined from \(\mathbb{F}_{p}^{n} \times \operatorname{Mat}_{n \times n}\left(\mathbb{F}_{p}\right)\) to \(\mathbb{F}_{p}^{n}\). For simplification, we assume that all public coins \(a_{i}\) are 1 because both the prover and the verifier can compute the commitment to \(a_{i} \mathbf{x}_{i}\) from the committed \(\mathbf{x}\) and public \(a_{i}\).

First, we consider an equation \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\), and next, we will consider a bilinear equation \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} * \mathbf{y}_{i}\). Let us consider an equation \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\). We provide a 3 -round SHVZK argument for a minimal case \(\mathbf{z}=\mathbf{x} Y\); then, we provide a 2 -round reduction from a general case to the minimal case.

\subsection*{3.1 SHVZK Arguments for \(\mathrm{z}=\sum_{i=1}^{m} \mathrm{x}_{\boldsymbol{i}} \boldsymbol{Y}_{\boldsymbol{i}}\)}

The Minimal Case. As the first step, we consider the statement \(\mathbf{z}=\mathbf{x} Y\). Let \(\mathbf{y}^{(j)}\) be the \(j\)-th row vector of \(Y\), and \(\mathbf{x}=\left(\zeta^{(1)}, \cdots, \zeta^{(n)}\right)\).
Common Input \((\mathrm{CI}): C_{\mathbf{x}}=\operatorname{Com}(\mathbf{x} ; r), C_{\mathbf{y}^{(i)}}=\operatorname{Com}\left(\mathbf{y}^{(i)} ; s^{(i)}\right)\) for \(i \in[1, n]\), \(C_{\mathbf{z}}=\operatorname{Com}(\mathbf{z} ; t)\) where \(\mathbf{x}, \mathbf{y}^{(1)}, \cdots, \mathbf{y}^{(n)} \leftarrow \mathbb{F}_{p}^{n}\) and \(s^{(1)}, \cdots, s^{(n)}, t \leftarrow \mathbb{F}_{p}\).
Prover Input \((\mathrm{PI}): \mathbf{x}, \mathbf{y}^{(1)}, \cdots, \mathbf{y}^{(n)}, \mathbf{z}, r, s^{(1)}, \cdots, s^{(n)}\) and \(t\) where \(\mathbf{z} \leftarrow \mathbb{F}_{p}^{n}\) and \(t \leftarrow \mathbb{F}_{p}\).

Goal: Prove the knowledge of \(\mathbf{x}, Y\) and \(\mathbf{z}\) such that \(\mathbf{z}=\mathbf{x} Y\).

Prover
Verifier
Choose \(\quad \hat{\mathbf{x}}=\left(\hat{\zeta}^{(1)}, \cdots, \hat{\zeta}^{(n)}\right), \mathbf{y}^{(0)} \stackrel{\oiint}{\stackrel{\&}{\leftarrow}} \mathbb{F}_{p}^{n}, \hat{r}, s^{(0)}, \hat{t} \stackrel{\oiint}{\leftarrow} \mathbb{F}_{p}\).
Compute \(C_{\hat{\mathbf{x}}}:=\operatorname{Com}(\hat{\mathbf{x}} ; \hat{r})\),
\(C_{\mathbf{y}^{(0)}}:=\operatorname{Com}\left(\mathbf{y}^{(0)} ; s^{(0)}\right)\),
\[
C_{\hat{\mathbf{z}}}:=\operatorname{Com}(0 ; \hat{t}) \prod_{j=1}^{n}\left(C_{\mathbf{y}}{ }^{(j)}\right)^{\hat{\zeta}^{(j)}}
\]

Send
\[
C_{\hat{\mathbf{x}}}, C_{\mathbf{y}(0)}, C_{\hat{\mathbf{z}}}
\]

Choose \(e \stackrel{\$}{\stackrel{1}{\leftarrow}} \mathbb{F}_{p}\).
\(\stackrel{e}{\leftarrow}\) Send

Compute \(\tilde{\mathbf{x}}:=\hat{\mathbf{x}}+e \mathbf{x}\),
\(\tilde{r}:=\hat{r}+e r\),
\(\tilde{\mathbf{y}}:=\sum_{j=0}^{n} e^{j} \mathbf{y}^{(j)}\),
\(\tilde{s}:=\sum_{j=0}^{n} e^{j} s^{(j)}\),
\(\tilde{t}:=\hat{t}+e\left(t-\sum_{j=1}^{n} \zeta^{(j)} s^{(j)}\right)\).
Send
\(\tilde{\mathbf{x}}, \underline{r}, \tilde{\mathbf{r}}, \tilde{s}, \tilde{t}\)
The verifier accepts the argument if
\[
\begin{aligned}
& \text { (1) } \operatorname{Com}(\tilde{\mathbf{x}} ; \tilde{r})=C_{\hat{\mathbf{x}}} C_{\mathbf{x}}^{e}, \\
& \text { (2) } \operatorname{Com}(\tilde{\mathbf{y}} ; \tilde{s})=\prod_{j=0}^{n}\left(C_{\mathbf{y}^{(j)}}\right)^{e^{j}}, \\
& \text { (3) } \operatorname{Com}(0 ; \tilde{t}) \prod_{j=1}^{n}\left(C_{\mathbf{y}^{(j)}}\right)^{\tilde{\zeta}^{(j)}}=C_{\hat{\mathbf{z}}} C_{\mathbf{z}}^{e}
\end{aligned}
\]
where \(\tilde{\mathbf{x}}=\left(\tilde{\zeta}^{(1)}, \cdots, \tilde{\zeta}^{(n)}\right)\).
Theorem 1. the above argument has perfect completeness, perfect SHVZK and witness-extended emulation.

The proof of Theorem 1 is deferred to the full version of this paper.
2-Round Reduction to Minimal Case. We consider the statement \(\mathbf{z}=\) \(\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\). We follow Groth's 2-round reduction methodology from the general case \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}\) to the minimal case \(z=\mathbf{x y}\). Let us briefly explain key idea before describing the argument in detail. First, we consider the product of following elements.
\[
\mathbf{x}^{\prime}=\sum_{k=1}^{m} e^{k-1} \mathbf{x}_{k} \text { and } \mathbf{y}^{\prime(j)}=\sum_{i=1}^{m} e^{m-i} \mathbf{y}_{i}^{(j)} \text { for } j \in[1, n]
\]
where \(e\) is a random element in \(\mathbb{F}_{p}\) and \(\mathbf{y}_{i}^{(j)}\) be the \(j\)-th row vector of \(Y_{i}\). Let \(\mathbf{x}_{i}=\left(\zeta_{i}^{(1)}, \cdots, \zeta_{i}^{(n)}\right)\). Then, the product is as follows:
\[
\mathbf{x}^{\prime} Y^{\prime}=\sum_{j=1}^{n}\left(\mathbf{y}^{\prime(j)} \sum_{k=1}^{m} e^{k-1} \zeta_{k}^{(j)}\right)=\sum_{\ell \in[0,2 m-2]} e^{\ell}\left(\sum_{j=1}^{n} \sum_{\substack{i, j j \\ \ell=m-i+k-1}} \mathbf{y}_{i}^{(j)} \zeta_{k}^{(j)}\right)
\]

In the above equation, the part corresponding to \(\ell=m-1\) is exactly equal to \(\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\). The prover sends commitments to \(\mathbf{z}_{\ell}\) which is suppose to be \(\sum_{j=1}^{n} \sum_{\substack{i, j, j \\ i, i+k-1}} \mathbf{y}_{i}^{(j)} \zeta_{k}^{(j)}\) (set \(\mathbf{z}_{m-1}\) by \(\mathbf{z}\) ) before receiving the challenge \(e\). Next, both the prover and the verifier compute commitments to \(\mathrm{x}^{\prime}, Y^{\prime}\), and \(\sum_{\ell \in[0,2 m-2]} e^{\ell} \mathbf{z}_{\ell}\) by using Com's additive homomorphic property; then, they run the minimal case with them as input. If the verifier accepts the transcript of the argument, then it means that the following equality holds with overwhelming probability:
\[
\sum_{\ell \in[0,2 m-2]} e^{\ell}\left(\sum_{j=1}^{n} \sum_{\substack{i, j: \\ \ell=m-i+k-1}} \mathbf{y}_{i}^{(j)} \zeta_{k}^{(j)}\right)=\sum_{\ell \in[0,2 m-2]} e^{\ell} \mathbf{z}_{\ell}
\]

Since all commitments are chosen by the prover before he see the random challenge \(e\), by Schwartz-Zippel lemma all coefficients of \(e^{\ell}\) in the left side of above equality are equal to corresponding coefficients of the right side of above equality without probability at most \(\frac{2 m-2}{p}\). Therefore, \(\mathbf{z}=\sum_{i \in[1, m]} \mathbf{x}_{i} Y_{i}\) with overwhelming probability.

Now, we provide the complete description of 2-round reduction from \(\mathbf{z}=\) \(\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) to the minimal case \(\mathbf{z}=\mathbf{x} Y\).
Common Input: \(C_{\mathbf{x}_{i}}=\operatorname{Com}\left(\mathbf{x}_{i} ; r_{i}\right), C_{\mathbf{y}_{i}^{(1)}}=\operatorname{Com}\left(\mathbf{y}_{i}^{(1)} ; s_{i}^{(1)}\right)\) for \(i \in[1, m], j \in\) \([1, n], C_{\mathbf{z}}=\operatorname{Com}(\mathbf{z} ; t)\).
Prover Input: \(\mathbf{x}_{i}, r_{i}, \mathbf{y}_{i}^{(j)}, s_{i}^{(j)}\) for \(i \in[1, m], j \in[1, n]\), and \(\mathbf{z}, t\).
Goal: Prove the knowledge of \(\mathbf{x}_{i}, Y_{i}\) and \(\mathbf{z}\) such that \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\).

Prover
Verifier
Choose For \(\ell \in[0, m-2] \cup[m, 2 m-2], t_{\ell} \stackrel{\oiint}{\leftarrow} \mathbb{F}_{p}\).
Set \(\quad t_{m-1}:=t-\sum_{i=1}^{m} \sum_{j=1}^{n} \zeta_{i}^{(j)} s_{i}^{(j)}\).
Compute \(C_{\ell}:=\operatorname{Com}\left(0 ; t_{\ell}\right) \prod_{\ell=m+k-i-1} \prod_{j=1}^{n}\left(C_{\mathbf{y}_{i}^{(j)}}\right)^{\zeta_{k}^{(j)}}\).
Then, \(\quad C_{m-1}=C_{\mathbf{z}}\).
Send
\[
C_{0}, \cdots, C_{2 m-2}
\]

Choose \(e \stackrel{\&}{\leftarrow} \mathbb{F}_{p}\).
\(\stackrel{e}{\leftarrow} \quad\) Send
Define \(C_{\mathbf{x}^{\prime}}\),
\(C_{\mathbf{y}^{\prime}(j)}\),
\(C_{\mathbf{z}^{\prime}}\)

Compute an opening of \(C_{\ell \mathbf{x}^{\prime}}\)
\(\mathbf{x}^{\prime}=\sum_{k=1}^{m} e^{k-1} \mathbf{x}_{k}, r^{\prime}=\sum_{k=1}^{m} e^{k-1} r_{k}\), an opening of \(C_{\mathbf{y}^{\prime}(j)}\),
\(\mathbf{y}^{\prime(j)}=\sum_{i=1}^{m} e^{m-i} \mathbf{y}_{i}^{(j)}, s_{i}^{\prime(j)}=\sum_{i=1}^{m} e^{m-i} s_{i}^{(j)}\),
and a randomizer of \(C_{\mathbf{z}^{\prime}}\),
\(t^{\prime}=\sum_{\ell=0}^{2 m-2} e^{\ell}\left(t_{\ell}+\sum_{\ell=m+k-i-1} \sum_{j=1}^{n} \zeta_{k}^{(j)} s_{i}^{(j)}\right)\).
Run minimal case with \(C_{\mathbf{x}^{\prime}}, C_{\mathbf{y}^{\prime}(j)}\) and \(C_{\mathbf{z}^{\prime}}\)

Theorem 2. The above argument has perfect completeness, perfect SHVZK and witness-extended emulation.

Sketch of proof. Let \(\mathbf{x}^{\prime}\) be an opening vector of \(C_{\mathbf{x}^{\prime}}, \mathbf{y}^{\prime(j)}\) be an opening vector of \(C_{\mathbf{y}^{\prime(j)}}\), and \(Y^{\prime}\) be a matrix consisting of \(\mathbf{y}^{\prime(j)}\) as its \(j\)-th row. Then, the product of a vector \(\mathbf{x}^{\prime}\) and a matrix \(Y^{\prime}\) is equal to
\[
\mathbf{x}^{\prime} \cdot Y^{\prime}=\sum_{j=1}^{n}\left(\left(\sum_{k=1}^{m} e^{k-1} \zeta_{k}^{(j)}\right) \cdot\left(\sum_{i=1}^{m} e^{m-i} \mathbf{y}_{i}^{(j)}\right)\right)=\sum_{j=1}^{n} \sum_{\ell=0}^{2 m-2} e^{\ell}\left(\sum_{\ell=m+k-i-1} \zeta_{k}^{(j)} \mathbf{y}_{i}^{(j)}\right)
\]

The right side of equality is equal to an opening vector of \(C_{\mathbf{z}^{\prime}}\); hence, the above argument has perfect completeness by perfect completeness of the SHVZK argument for the minimal case.

Now, we show that the above argument has perfect SHVZK. We describe a simulator \(\mathcal{S}\) with inputs \(C I=\left(C_{\mathbf{x}_{i}}, C_{\mathbf{y}_{i}^{(j)}}, C_{\mathbf{z}}\right)\) and challenges, \(e_{1}\) and \(e_{2}\), that outputs the simulated argument with the same probability distribution to the real argument. First, \(\mathcal{S}\) chooses \(C_{1}, \cdots, C_{2 m-2}\) as random commitment to \(\mathbf{0}\) except \(C_{m-1}=C_{\mathbf{z}}\), and it computes \(C_{\mathbf{x}^{\prime}}, C_{\mathbf{y}^{\prime}(j)}\) and \(C_{\mathbf{z}^{\prime}}\) by using \(e_{1}\) according to their definition. Second, \(\mathcal{S}\) feeds \(C_{\mathbf{x}^{\prime}}, C_{\mathbf{y}^{\prime}(j)}, C_{\mathbf{z}^{\prime}}\), and \(e_{2}\) to the simulator for the SHVZK argument for the minimal case. The simulated argument by \(\mathcal{S}\) is identical to the real argument due to perfect SHVZK property of the minimal case and perfectly hiding property of Com,.

As the last step, we show that the argument has a witness-extended emulation. We can respectively obtain opening vectors \(\mathbf{x}^{\prime}, \mathbf{y}^{\prime(1)}, \cdots, \mathbf{y}^{\prime(n)}\) and \(\mathbf{z}^{\prime}\) of \(C_{\mathbf{x}^{\prime}}, C_{\mathbf{y}^{\prime}(1)}, \cdots, C_{\mathbf{y}^{\prime}(n)}\) and \(C_{\mathbf{z}^{\prime}}\) on random challenge \(e\) by using a witnessextended emulation for the SHVZK argument for the minimal case, so that these opening vectors satisfy \(\mathbf{z}^{\prime}=\mathbf{x}^{\prime} \cdot Y^{\prime}\). By definition of \(C_{\mathbf{x}^{\prime}}, C_{\mathbf{y}^{\prime}(1)}, \cdots, C_{\mathbf{y}^{\prime}(n)}\) and \(C_{\mathbf{z}^{\prime}}\), we have following equalities.
\[
C_{\mathbf{x}^{\prime}}=\prod_{k=1}^{m}\left(C_{\mathbf{x}_{k}}\right)^{e^{k-1}}, \quad C_{\mathbf{y}^{\prime}(j)}=\prod_{i=1}^{m}\left(C_{\mathbf{y}_{i}^{(j)}}\right)^{e^{m-i}}, \quad C_{\mathbf{z}^{\prime}}=\prod_{\ell=1}^{2 m-2}\left(C_{\ell}\right)^{e^{\ell}} .
\]

By binding property of Com,
\[
\mathbf{x}^{\prime}=\sum_{k=1}^{m} e^{k-1} \mathbf{x}_{k}, \quad \mathbf{y}^{\prime(j)}=\sum_{i=1}^{m} e^{m-i} \mathbf{y}_{i}^{(j)}, \quad \mathbf{z}^{\prime}=\sum_{\ell=0}^{2 m-2} e^{\ell} \mathbf{z}_{\ell},
\]
where \(\mathbf{x}_{k}, \mathbf{y}_{i}^{(j)}\), and \(\mathbf{z}_{\ell}\) are openings vectors of \(C_{\mathbf{x}_{k}}, C_{\mathbf{y}_{i}^{(j)}}\), and \(C_{\ell}\), respectively. We consider a vector \(\left(1, e, \cdots, e^{2 m-2}\right)\) for random challenge \(e\). When we have \(2 m-1\) such vectors for random challenge \(e\), they are linearly independent with overwhelming probability, so that we can extract all \(\mathbf{z}_{0}, \cdots, \mathbf{z}_{2 m-2}\) from \(2 m-1\) equations on random \(e\). Similarly, we can extract \(\mathbf{x}_{k}, \mathbf{y}_{i}^{(j)}\) for all \(k, i \in[1, m], j \in\) \([1, n]\) since \(m\) equations of \(\left(1, e, \cdots, e^{m-1}\right)\) for random \(e\) are linearly independent with overwhelming probability.

Now, we show that the extracted values \(\mathbf{x}_{k}, \mathbf{y}_{i}^{(j)}\) and \(\mathbf{z}\) satisfy \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\). We already know that the extracted values satisfy \(\mathbf{x}^{\prime}=\sum_{k=1}^{m} e^{k-1} \mathbf{x}_{k}, \mathbf{y}^{\prime(j)}=\)
\(\sum_{i=1}^{m} e^{m-i} \mathbf{y}_{i}^{(j)}\), and \(\mathbf{z}^{\prime}=\sum_{\ell=0}^{2 m-2} e^{\ell} \mathbf{z}_{\ell}\). The Schwartz-Zippel Lemma tells us the \(e^{m-1}\) 's coefficient of \(\mathbf{x}^{\prime} Y^{\prime}\) should be equal to that of \(\mathbf{z}^{\prime}\) with overwhelming probability when we consider both \(\mathbf{x}^{\prime} Y^{\prime}\) and \(\mathbf{z}^{\prime}\) as polynomials of \(e\). The coefficient of \(e^{m-1}\) in \(\mathbf{x}^{\prime} Y^{\prime}\) is \(\sum_{j=1}^{n} \sum_{i=1}^{m} \zeta_{i}^{(j)} \mathbf{y}_{i}^{(j)}\) and the coefficient of \(e^{m-1}\) in \(\mathbf{z}^{\prime}\) is \(\mathbf{z}_{m-1}=\mathbf{z}\). Therefore, we conclude that
\[
\mathbf{z}=\sum_{j=1}^{n} \sum_{i=1}^{m} \zeta_{i}^{(j)} \mathbf{y}_{i}^{(j)}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}
\]

\subsection*{3.2 SHVZK Arguments for \(\mathrm{z}=\sum_{i=1}^{m} \mathrm{x}_{i} * \mathrm{y}_{i}\)}

We consider a SHVZK argument for \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} * \mathbf{y}_{i}\), where \(*: \mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}^{n}\) is a bilinear map. Groth [9] proposed a SHVZK argument for \(z=\sum_{i=1}^{m} \mathbf{x}_{i} *^{\prime} \mathbf{y}_{i}\), where \(*^{\prime}: \mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}\) is a bilinear map. By simple extension from Groth's SHVZK argument for \(z=\sum_{i=1}^{m} \mathbf{x}_{i} *^{\prime} \mathbf{y}_{i}\), we can obtain 5-round SHVZK arguments for \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} * \mathbf{y}_{i}\). In particular, if we restrict \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} * \mathbf{y}_{i}\) to the case that \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}\), then it is totally same to that of 9\(]\). Our key observation of this bilinear equation is that Hadamard product is already a bilinear map. In [9], the case that \(\mathbf{z}=\sum_{i \in[1, m]} \mathbf{x}_{i} \circ \mathbf{y}_{i}\) is reduced to of the form \(z=\sum_{i \in[1, m]} \mathbf{x}_{i} *^{\prime} \mathbf{y}_{i}\), where \(*^{\prime}\) is a bilinear map, so that it requires total 6 -round; however, we need just 5 -round for zero-knowledge arguments 1 We leave details of arguments in the full version of this paper.

\section*{4 General Transformation for Reducing Rounds of SHVZK Arguments}

In this section, we present a general transformation from a \(t\)-round SHVZK argument \(A=(K, \mathrm{P}, \mathrm{V})\), satisfying some condition, to a \((t-2)\)-round SHVZK argument \(A^{\prime}\), where \(K\) is a common reference string generator, and P and V are polynomial time interactive algorithms called the prover and the verifier, respectively. In Definition 1 we formally define the condition that is required to reduce an argument \(A\) to \(A^{\prime}\).

First, let us define the terms used in Definition We write \(<\mathrm{P}(x), \mathrm{V}(y)>\rightarrow\) \(t r\) for the public transcript \(t r\) produced by P and V with inputs \(x\) and \(y\). The transcript \(t r\) can be written as \(\operatorname{tr}=\left(p_{0} ; e_{1} ; p_{1} ; \cdots ; e_{m} ; p_{m}\right)\), where \(p_{i}\) is a value sent by the prover and \(e_{i}\) is a value sent by the verifier. We assumed that P is an interactive algorithm; hence, we can set \(p_{i}\) as an output of some function \(P_{i}\left(P I, C I, \rho, e_{1}, \cdots, e_{i-1}\right)\), where \(P I\) is the input prover's input \(P I, C I\) is the

\footnotetext{
\({ }^{1}\) In (9), Groth constructed a SHVZK argument for the standard inner product and the Hadamard product by building a SHVZK argument for a bilinear equation \(z=\) \(\sum_{i=1} \mathbf{x}_{i} * \mathbf{y}_{i}\) where \(*: \mathbb{F}_{p}^{n} \times \mathbb{F}_{p}^{n} \rightarrow \mathbb{F}_{p}\) is a bilinear map. That is, \(*\) can be considered as the standard inner product, or it can be considered as \(\mathbf{x} * \mathbf{y}=\mathbf{x}(\mathbf{y} \circ \mathbf{t})^{\top}\), where \(\mathbf{t}\) is a public vector chosen by the verifier. This approach requires one additional round for transmitting \(\mathbf{t}\) to prove a SHVZK argument for the Hadamard product.
}
common input, \(\rho\) is the randomness of the prover, \(e_{1}, \cdots, e_{i-1}\) are the challenges sent by V , and \(p_{0}\) is an output of the function \(P_{0}(P I, C I, \rho)\). Further, we assume that all \(e_{i}\) are independently and randomly chosen because we only consider SHVZK arguments. At the end of the interactions between \(P\) and \(V\), the verifier accepts or rejects the statement. We write this procedure of the verifier as an algorithm with inputs \(C I\) and \(t r, \operatorname{Ver}(C I, t r) \rightarrow\{0,1\}\), where 0 and 1 correspond to V rejecting and accepting the statements, respectively.
Definition 1. Let \(A=(K, P, V)\) be an argument for a relation \(R\) with completeness and soundness. For \(A\), we use following notation:
\[
\left\{\begin{aligned}
<P, V> & \rightarrow \operatorname{tr}=\left(p_{0} ; e_{1} ; p_{1} ; \cdots ; e_{m} ; p_{m}\right) \\
\operatorname{Ver}(C I, \operatorname{tr}) & \rightarrow\{0,1\}
\end{aligned}\right.
\]

If there exist functions \(F_{i}\) and \(P_{i}^{\prime}\) such that \(F_{i}\left(p_{i}^{\prime}, e_{i}\right)=P_{i}\left(P I, C I, \rho, e_{1}, \cdots, e_{i}\right)\) for some \(i \in[1, m]\), where \(p_{i}^{\prime}=P_{i}^{\prime}\left(P I, C I, \rho, e_{1}, \cdots, e_{i-1}\right)\), then we define the reduced argument of \(A, A^{\prime}=\left(K^{\prime}, P^{\prime}, V\right)\) of \(A\) at \(i\) with \(F_{i}\) and \(P_{i}^{\prime}\) for the relation \(R\) as follows:
\[
\begin{cases}K^{\prime} & =K \\ <P^{\prime}, V> & \rightarrow \operatorname{tr}^{\prime}=\left(p_{0} ; \cdots ; e_{i-1} ; p_{i-1}, p_{i}^{\prime} ; e_{i}, e_{i+1} ; p_{i+1} ; \cdots ; p_{m}\right) \\ \operatorname{Ver}^{\prime}\left(C I, t r^{\prime}\right) & =\operatorname{Ver}\left(C I,\left(p_{0} ; \cdots ; p_{i-1} ; e_{i} ; F_{i}\left(p_{i}^{\prime} ; e_{i}\right) ; e_{i+1} ; \cdots ; p_{m}\right)\right)\end{cases}
\]

The following lemma shows that a reduced argument also has the completeness and soundness if the original argument has. Although the reduced arguments have completeness and soundness, we need additional requirements for the reduced arguments to have the SHVZK property. We will consider the extra requirements for the SHVZK property after we state Lemma 2,

Lemma 2. Let \(A\) be an argument for a relation \(R\) with completeness and soundness, and let \(A^{\prime}\) be a reduced argument of \(A\) at \(i\) with \(F_{i}\) and \(P_{i}^{\prime}\) for the relation \(R\). Then, \(A^{\prime}\) has completeness and soundness. Moreover, if \(A\) has a witness-extended emulation, then \(A^{\prime}\) also has the same.

Proof. Since \(\operatorname{Ver}^{\prime}\left(C I, t r^{\prime}\right)=\operatorname{Ver}(C I, t r)\) and \(A\) has completeness, \(A^{\prime}\) also has completeness.

Let us consider the soundness of the argument \(A^{\prime}\). Assume that there exists a cheating prover \(\widetilde{\mathrm{P}}^{\prime}\) of argument \(A^{\prime}\), with success probability \(\epsilon\). We construct a simulator \(\mathcal{S}\) using \(\widetilde{\mathrm{P}}^{\prime}\) to cheat the verifier V of the argument \(A\), with success probability \(\epsilon\). Now, we explain the role of \(\mathcal{S}\). \(\mathcal{S}\) interacts with \(\widetilde{\mathrm{P}}^{\prime}\) on behalf of the verifier of \(A^{\prime}\), and it simultaneously interacts with a verifier V on behalf of the prover of \(A\). \(\mathcal{S}\) transfers \(\widetilde{\mathrm{P}}^{\prime}\) 's message \(p_{k}\) to V and V 's challenge \(e_{k+1}\) to \(\widetilde{\mathrm{P}}^{\prime}\) in order for \(k \in[0, i-2]\). Then, \(\mathcal{S}\) receives \(p_{i-1}\) and \(p_{i}^{\prime}\) from \(\widetilde{\mathrm{P}}^{\prime}\), sends \(p_{i-1}\) to V , receives \(e_{i}\) from V , computes \(p_{i}=F\left(p_{i}^{\prime}, e_{i}\right)\), and sends it to V . V sends a challenge \(e_{i+1}\) to \(\mathcal{S}\); then, \(\mathcal{S}\) sends \(e_{i}\) and \(e_{i+1}\) to \(\widetilde{\mathrm{P}}^{\prime}\). Next, \(\mathcal{S}\) transfers all the messages between \(\widetilde{\mathrm{P}}^{\prime}\) and V . The operations of \(\mathcal{S}\) ' is shown below.


In \(\widetilde{P}^{\prime}\) 's view, simulated challenges are identical to real arguments. Therefore, the transcript \(t r^{\prime}\) between \(\widetilde{\mathrm{P}}^{\prime}\) and \(\mathcal{S}\) is accepted with probability \(\epsilon\), i.e., \(\operatorname{Ver}^{\prime}\left(C I, t r^{\prime}\right)=\) 1 with probability \(\epsilon\). As aforementioned \(\operatorname{Ver}^{\prime}\left(C I, t r^{\prime}\right)=\operatorname{Ver}(C I, t r)\); hence V accepts with probability \(\epsilon\).

Now, we show that \(A^{\prime}\) has a witness-extended emulation whenever \(A\) has a witness-extended emulation. We showed that we can construct a simulator \(\mathcal{S}\) that performs the role of the prover of \(A\) by using the prover \(\mathrm{P}^{\prime}\) of \(A^{\prime}\). Therefore, the witness-extended emulation of \(A\) can extract a witness of \(A\) from \(\mathcal{S}\). \(A\) and \(A^{\prime}\) are arguments for the same relation \(R\); hence, the lemma is complete. \(\square\)

Now, we consider the SHVZK property of the reduced argument \(A^{\prime}\) of \(A\) at \(i\) with \(F_{i}\) and \(P_{i}^{\prime}\). To show that \(A^{\prime}\) has the SHVZK property, we should construct a simulator that can generate the prover's output \(\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\) according to the randomness \(\rho\) of the prover from given the common input \(C I\) and all challenges \(e_{1}, \cdots, e_{m}\). The following lemma shows the requirements for the SHVZK property of \(A^{\prime}\). We introduce the simple notations used to concisely state Lemma 3 For fixed \(P I, C I\), and \(e_{1}, \cdots, e_{m}\), we define two probabilities \(X_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)}\) and \(Y_{\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)} . X_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)}\) denotes the probability that the prover of the original argument \(A\) outputs \(\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)\) for fixed \(P I, C I, e_{1}, \cdots, e_{m}\). Similarly, \(Y_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)}\) denotes the probability that the prover of the reduced argument \(A^{\prime}\) outputs \(\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\) for fixed \(P I, C I, e_{1}, \cdots, e_{m}\). The probability of \(X_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)}\) and \(Y_{\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)}\) goes over the prover's randomness \(\rho\).

Lemma 3. The reduced argument \(A^{\prime}\) of \(A\) at \(i\) with \(F_{i}\) and \(P_{i}^{\prime}\) has the SHVZK property if the original argument \(A\) has the SHVZK property, and there exists an algorithm Alg which runs as follows:

Alg with input \(C I, e_{1}, \cdots, e_{n}\), and \(\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)\) outputs \(p_{i}^{\prime}\) satisfying \(p_{i}=F_{i}\left(p_{i}^{\prime}, e_{i}\right)\), with probability
\[
\frac{Y_{\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)}}{X_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)}}
\]
where Alg uses independent randomness.

Proof. We construct a simulator \(\operatorname{Sim}^{A^{\prime}}\) that generates all the output of the prover of argument \(A^{\prime},\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\). Thereafter, we show that for each \(\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\), the probability that \(\operatorname{Sim}^{A^{\prime}}\) outputs \(\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\), \(\operatorname{Pr}\left[\operatorname{Sim}^{A^{\prime}} \rightarrow\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\right]\), is equal to \(Y_{\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)}\). Then, the proof is complete.

The original argument \(A\) has the SHVZK property; hence, there exists a simulator \(\operatorname{Sim}^{A}\) that can generate all the output of the prover of \(A,\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)\), from the given common input \(C I\) and challenges \(e_{1}, \cdots, e_{m}\) with the probability \(X_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)}\). Now, we construct \(\operatorname{Sim}^{A^{\prime}}\) by using \(\operatorname{Sim}^{A}\) and Alg. First, Sim \({ }^{A^{\prime}}\) runs \(\operatorname{Sim}^{A}\) with inputs \(C I\) and \(e_{1}, \cdots, e_{m}\), and \(\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)\) is obtained. Then, it runs \(A l g\) with inputs \(C I, e_{1}, \cdots, e_{m}\), and \(\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)\), and it receives \(A l g\) 's output \(p_{i}^{\prime}\). Lastly, \(\operatorname{Sim}^{A^{\prime}}\) outputs \(\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\).

We consider \(\operatorname{Pr}\left[\operatorname{Sim}^{A^{\prime}} \rightarrow\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\right]\) for each \(\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\);
\[
\begin{aligned}
& \operatorname{Pr}\left[\operatorname{Sim}^{A^{\prime}} \rightarrow\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)\right] \\
= & \operatorname{Pr}\left[\operatorname{Sim}^{A} \rightarrow\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right) \text { such that } p_{i}=F_{i}\left(p_{i}^{\prime}, e_{i}\right), \text { and } A l g \rightarrow p_{i}^{\prime}\right] \\
= & \operatorname{Pr}\left[\operatorname{Sim}^{A} \rightarrow\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right) \text { such that } p_{i}=F_{i}\left(p_{i}^{\prime}, e_{i}\right)\right] \\
\cdot & \operatorname{Pr}\left[\operatorname{Alg}\left(C I, e_{1}, \cdots, e_{m},\left(p_{0}, \cdots, p_{m}\right)\right) \rightarrow p_{i}^{\prime}\right] \\
= & X_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)} \cdot \frac{Y_{\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)}}{X_{\left(p_{0}, \cdots, p_{i}, \cdots, p_{m}\right)}} \\
= & Y_{\left(p_{0}, \cdots, p_{i}^{\prime}, \cdots, p_{m}\right)} .
\end{aligned}
\]

The probabilities go over all the randomness used by \(\operatorname{Sim}^{A}\) and \(A l g\). The second equality holds because the two algorithms \(\operatorname{Sim}^{A}\) and \(A l g\) use independent randomness.

\section*{5 Applying Transformation to SHVZK Arguments for Linear Algebra}

\subsection*{5.1 Application I: SHVZK Arguments for \(\mathrm{z}=\sum_{i=1}^{m} \mathrm{x}_{\boldsymbol{i}} \boldsymbol{Y}_{\boldsymbol{i}}\)}

In this section, we apply the general transformation to SHVZK arguments for \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) presented in Section3.1. Before applying the general transformation, we modify SHVZK arguments for \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\). This modification does not affect the argument itself; however, it adds redundant computations on the prover side, thereby enabling us to easily apply the general transformation. Let us briefly review 5 -round SHVZK arguments for \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\). P and V perform the 2-move reduction to the minimal case; then, P starts the minimal case SHVZK by sending \(C_{\hat{\mathbf{x}}}, C_{\mathbf{y}^{\prime(0)}}, C_{\hat{\mathbf{z}}}\), where
\[
\begin{aligned}
& C_{\hat{\mathbf{x}}}=\operatorname{Com}(\hat{\mathbf{x}} ; \hat{r}), C_{\mathbf{y}^{\prime(0)}}=\operatorname{Com}\left(\mathbf{y}^{\prime(0)} ; s^{\prime(0)}\right) \text { for } \hat{\mathbf{x}}, \mathbf{y}^{\prime(0)} \stackrel{\$}{\leftarrow} \mathbb{F}_{p}^{n}, \hat{r}, s^{\prime(0)} \stackrel{\$}{\leftarrow} \mathbb{F}_{p}, \\
& C_{\hat{\mathbf{z}}}=\operatorname{Com}(0 ; \hat{t}) \prod_{j=1}^{n}\left(C_{\mathbf{y}^{\prime(j)}}\right)^{\hat{\zeta}^{(j)}} \text { for } \hat{t} \stackrel{\$}{\leftarrow} \mathbb{F}_{p}, \text { where } \hat{\mathbf{x}}=\left(\hat{\zeta}^{(1)}, \cdots, \hat{\zeta}^{(n)}\right) .
\end{aligned}
\]

This process is shown below.


We modify this process by computing \(C_{\hat{\mathbf{x}}}, C_{\mathbf{y}^{(0)}}\), and \(C_{\hat{\mathbf{z}}}\) as follows:
Step (1). Compute \(C_{\hat{\mathbf{x}}_{k}}, C_{\mathbf{y}^{\prime}(0)}\), and \(C_{\ell}^{\prime}\) as
\[
\begin{aligned}
C_{\hat{\mathbf{x}}_{k}} & =\operatorname{Com}\left(\hat{\mathbf{x}}_{k}, \hat{r}_{k}\right) \text { for } k \in[1, m], \text { where } \hat{\mathbf{x}}_{k} \stackrel{\$}{\leftarrow} \mathbb{F}_{p}^{n}, \hat{r}_{k} \stackrel{\$}{\leftarrow} \mathbb{F}_{p}, \\
C_{\mathbf{y}^{\prime}(0)} & =\operatorname{Com}\left(\mathbf{y}^{\prime(0)} ; s^{\prime(0)}\right) \text { where } \mathbf{y}^{\prime(0)} \stackrel{\$}{\leftarrow} \mathbb{F}_{p}^{n}, s^{\prime(0)} \stackrel{\$}{\leftarrow} \mathbb{F}_{p}, \\
C_{\ell}^{\prime} & =\operatorname{Com}\left(0 ; \hat{t}_{\ell}\right)\left(\prod_{i, k: \ell=m+k-i-1} \prod_{j=1}^{n} C_{\mathbf{y}_{i}^{(j)}}^{\hat{\zeta}_{k j}^{(j)}}\right), \text { where } \hat{\mathbf{x}}_{k}=\left(\hat{\zeta}_{k}^{(1)}, \cdots, \hat{\zeta}_{k}^{(n)}\right) .
\end{aligned}
\]

Step (2). Compute \(C_{\hat{\mathbf{x}}}\) and \(C_{\hat{\mathbf{z}}}\) using \(C_{\hat{\mathbf{x}}_{k}}, C_{\ell}^{\prime}\), and the first challenge \(e_{1}\) as follows:
\[
C_{\hat{\mathbf{x}}}=\prod_{k=1}^{m}\left(C_{\hat{\mathbf{x}}_{k}}\right)^{e_{1}^{k-1}}, \quad C_{\hat{\mathbf{z}}}=\prod_{\ell=0}^{2 m-2} C_{\ell}^{\prime e_{1}^{\ell}} .
\]

Then, \(C_{\hat{\mathbf{x}}}=\prod_{k=1}^{m}\left(C_{\hat{\mathbf{x}}_{k}}\right)^{e_{1}^{k-1}}=\operatorname{Com}\left(\sum_{k=1}^{m} e_{1}^{k-1} \hat{\mathbf{x}}_{k} ; \sum_{k=1}^{m} e_{1}^{k-1} \hat{r}_{k}\right) . \sum_{k=1}^{m} e_{1}^{k-1} \hat{\mathbf{x}}_{k}\) and \(\sum_{k=1}^{m} e_{1}^{k-1} \hat{r}_{k}\) are uniformly distributed; hence, \(C_{\hat{\mathbf{x}}}\) has the same distribution as that before modification. The \(C_{\hat{\mathbf{z}}}\) case is slightly complicated.
\[
\begin{aligned}
C_{\hat{\mathbf{z}}} & =\prod_{\ell=0}^{2 m-2} C_{\ell} e_{1}^{\ell} \\
& =\prod_{\ell=0}^{2 m-2} \operatorname{Com}\left(0 ;{\hat{t_{\ell}}}^{e^{\ell}}\left(\prod_{i, k: \ell=m+k-i-1} \prod_{j=1}^{n} C_{\mathbf{y}_{i}^{(j)}}^{\hat{\zeta}_{k}^{(j)}}\right)^{e_{1}^{\ell}}\right. \\
& =\operatorname{Com}\left(0 ; \sum_{\ell=0}^{2 m-2} e_{1}^{\ell} \hat{t}_{\ell}\right) \prod_{\ell=0}^{2 m-2} \prod_{i, k: \ell=m+k-i-1} \prod_{j=1}^{n}\left(C_{\mathbf{y}_{i}^{(j)}}^{\hat{\zeta}_{k}^{(j)}}\right)^{e_{1}^{\ell}} \\
& =\operatorname{Com}\left(0 ; \sum_{\ell=0}^{2 m-2} e_{1}^{\ell} \hat{t}_{\ell}\right) \prod_{i=1}^{m} \prod_{k=1}^{m} \prod_{j=1}^{n} C_{\mathbf{y}_{i}^{(j)}}^{\hat{\zeta}_{k}^{(j)} e_{1}^{m+k-i-1}} \\
& =\operatorname{Com}\left(0 ; \sum_{\ell=0}^{2 m-2} e_{1}^{\ell} \hat{t}_{\ell}\right) \prod_{j=1}^{n}\left(\prod_{i=1}^{m} C_{\mathbf{y}_{i}^{(j)}}^{e_{1}^{m-i}}\right)^{\sum_{k=1}^{m} e_{1}^{k-1}} \hat{\zeta}_{k}^{(j)}
\end{aligned}
\]
\[
=\operatorname{Com}\left(0 ; \sum_{\ell=0}^{2 m-2} e_{1}^{\ell} \hat{t}_{\ell}\right) \prod_{j=1}^{n}\left(C_{\mathbf{y}^{\prime}(j)}\right)^{\hat{\zeta}^{(j)}}
\]
where \(\hat{x}=\left(\hat{\zeta}^{(1)}, \cdots, \hat{\zeta}^{(n)}\right) . \sum_{\ell=0}^{2 m-2} e_{1}^{\ell} \hat{t}_{\ell}\) is uniformly distributed; hence, \(C_{\hat{\mathbf{z}}}\) 's distribution in this modification is identical to the original distribution.

Now, we are ready to apply the general transformation to this modified SHVZK argument. In the modified argument, we consider the third move as an output of the function \(P_{1}\left(P I, C I, \rho, e_{1}\right)\), and we can separate \(P_{1}\left(P I, C I, \rho, e_{1}\right)\) into two steps. All the computations associated with the challenge \(e_{1}\) are contained in Step (2) and not in Step (1); thus, the function \(P_{1}\left(P I, C I, \rho, e_{1}\right)\) can be rewritten as \(F_{1}\left(P_{1}^{\prime}(P I, C I, \rho), e_{1}\right)\), where \(P_{1}^{\prime}\) is a function that denotes \(\operatorname{Step}(1)\) and \(F_{1}\) is a function that denotes Step(2). Therefore, we can apply the general transformation in Definition 1 so that the reduced argument at 1 with \(F_{1}\) and \(P_{1}^{\prime}\) for the relation \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) has perfect completeness and witness-extended emulation by Lemma 2

Next, to show that the reduced argument has perfect SHVZK, we construct an algorithm Alg satisfying the condition in Lemma 3. First, we consider the probabilities \(X_{\left(p_{0}, p_{1}, p_{2}\right)}\) and \(Y_{\left(p_{0}, p_{1}^{\prime}, p_{2}\right)}\) that are defined in Lemma 3. Since we use the perfect hiding commitment scheme, \(p_{0}\) and \(p_{1}\) are independent. Similarly, \(p_{0}\) and \(p_{1}^{\prime}\) are independent. Therefore, we obtain
\[
\begin{aligned}
\frac{Y_{\left(p_{0}, p_{1}^{\prime}, p_{2}\right)}}{X_{\left(p_{0}, p_{1}, p_{2}\right)}} & =\frac{\operatorname{Pr}\left[P_{0}=p_{0}\right] \cdot \operatorname{Pr}\left[P_{1}^{\prime}=p_{1}^{\prime}\right] \cdot \operatorname{Pr}\left[P_{2}=p_{2} \mid p_{0}, p_{1}^{\prime}\right]}{\operatorname{Pr}\left[P_{0}=p_{0}\right] \cdot \operatorname{Pr}\left[P_{1}=p_{1}\right] \cdot \operatorname{Pr}\left[P_{2}=p_{2} \mid p_{0}, p_{1}\right]} \\
& =\frac{\operatorname{Pr}\left[P_{1}^{\prime}=p_{1}^{\prime}\right]}{\operatorname{Pr}\left[P_{1}=p_{1}\right]} \\
& =\operatorname{Pr}\left[P_{1}^{\prime}=p_{1}^{\prime} \mid P_{1}=p_{1}\right],
\end{aligned}
\]
where \(P_{i}\) and \(P_{1}^{\prime}\) are functions with input \(P I, C I\), the randomness \(\rho\), and appropriate verifier's challenges, and the probabilities go over \(\rho\). The second equality holds since \(\operatorname{Pr}\left[P_{2}=p_{2} \mid p_{0}, p_{1}^{\prime}\right]=\operatorname{Pr}\left[P_{2}=p_{2} \mid p_{0}, p_{1}\right]\), and the last equality holds since the event \(P_{1}^{\prime}(P I, C I, \rho)=p_{1}^{\prime}\) implies \(P_{1}\left(P I, C I, \rho, e_{1}\right)=F_{1}\left(p_{1}^{\prime}, e_{1}\right)=p_{1}\). Now, we construct an algorithm \(A l g\) that outputs \(p_{1}^{\prime}=\left(C_{\hat{\mathbf{x}}_{k}}, C_{\mathbf{y}^{\prime}(0)}, C_{\ell}^{\prime}\right)\) with above probability. \(A l g\) takes \(C_{\hat{\mathbf{x}}}, C_{\hat{\mathbf{z}}}\) and \(e_{1}\) as inputs, and it outputs uniform \(C_{\hat{\mathbf{x}}_{k}}, C_{\mathbf{y}^{\prime}(0)}\) and \(C_{\ell}^{\prime}\) satisfying the equalities of Step(2). More precisely, Alg randomly chooses \(C_{\mathbf{y}^{\prime}(0)}, C_{\hat{\mathbf{x}}_{k}}\) and \(C_{\ell}^{\prime}\) for \(k \in[2, m]\) and \(\ell \in[1,2 m-2]\), and it computes \(C_{\hat{\mathbf{x}}_{1}}=C_{\hat{\mathbf{x}}} \prod_{k=1}^{m}\left(C_{\hat{\mathbf{x}}_{k}}\right)^{-e_{1}^{k-1}}\) and \(C_{0}^{\prime}=C_{\hat{\mathbf{z}}} \prod_{\ell=1}^{2 m-2}\left(C_{\ell}^{\prime}\right)^{-e_{1}^{\ell}}\). Then, \(C_{\hat{\mathbf{x}}_{k}}\) and \(C_{\ell}^{\prime}\) for \(k \in[1, m]\), and \(\ell \in[0,2 m-2]\) are uniformly distributed with the restrictions \(C_{\hat{\mathbf{x}}}=\prod_{k=1}^{m}\left(C_{\hat{\mathbf{x}}_{k}}\right)^{e_{1}^{k-1}}\) and \(C_{\hat{\mathbf{z}}}=\prod_{\ell=0}^{2 m-2} C_{\ell}^{\prime e_{1}^{\ell}}\). We can easily check that \(A l g\) satisfies the condition in Lemma 3 and the original argument has the SHVZK property so that, by Lemma 3 the reduced argument has perfect SHVZK.

Therefore, we obtain the following theorem. The complete description of the 3 -round SHVZK for \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) is provided in the full version of this paper.

Theorem 3. The reduced 3-round argument obtained by applying the general transformation to the 5 -round SHVZK argument of the knowledge of committed values \(\mathbf{x}_{i}, Y_{i}\), and \(\mathbf{z}\) such that \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) has perfect completeness, perfect SHVZK, and witness-extended emulation.

Complexity. The proposed argument requires 3 moves. The prover sends \(5 m-2\) commitments and \(2 n+3\) field elements to the verifier. The prover's computation is dominated by \(C_{\ell}\) and \(C_{\ell}^{\prime}\) for \(\ell \in[0,2 m-2], C_{\mathbf{x}_{k}}\) for \(k \in[1, m]\), and \(\mathbf{y}^{\prime(j)}\). If we naively compute them, they require \(2 m^{2} n+m n\) group exponentiations and \(m n^{2}\) field multiplications. However, if we sue the multi-exponentiation technique [15] for group exponentiation, they require less than \(\frac{4 m^{2} n \kappa}{\log m^{2} n}+\frac{2 m n \kappa}{\log n}\) multiplications in \(G\) and \(m n^{2}\) field multiplications, where \(\kappa\) is the size of \(p\). The verifier computes \(\frac{12 m \kappa}{\log m}\) group multiplications to define \(C_{\mathbf{x}^{\prime}}, C_{\mathbf{z}^{\prime}}, C_{\hat{\mathbf{x}}}\), and \(C_{\hat{\mathbf{z}}}, \frac{2 m n \kappa}{\log m}\) group multiplications to define \(C_{\mathbf{y}^{\prime}(j)}\) for \(j \in[1, m]\), and \(\frac{8 n \kappa}{\log n}\) group multiplications during the verification procedure. We can use the batch verification technique for reduction from \(\frac{8 n \kappa}{\log n}\) to \(\frac{6 n \kappa}{\log n}\) group multiplications.

\subsection*{5.2 Application II: SHVZK Arguments for \(\mathrm{z}=\sum_{i=1}^{m} \mathbf{x}_{i} * \mathbf{y}_{\boldsymbol{i}}\)}

We can apply the general transformation to the 5 -round SHVZK argument for \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} * \mathbf{y}_{i}\) to reduce the 3-round SHVZK argument for the same relation. The basic strategy is similar to that in the case of SHVZK arguments for \(\mathbf{z}=\) \(\sum_{i=1}^{m} \mathbf{x}_{i} * Y_{i}\). The details are provided in the full version of this paper.

Theorem 4. The reduced 3-round argument obtained by applying the general transformation to the 5-round SHVZK argument of the knowledge of committed values \(\mathbf{x}_{i}, Y_{i}\) and \(\mathbf{z}\) such that \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} * \mathbf{y}_{i}\) has perfect completeness, perfect SHVZK, and witness-extended emulation.

\section*{6 Comparison}

We compare our results with the SHVZK arguments in 9]. First, we briefly explain the results of [9. In [9], several SHVZK arguments for linear algebraic equations as well as the 6 types of equations considered in this paper are proposed. For example, an equation where the product of two committed matrices is equal to the identity matrix, an equation where one committed matrix is (known or hidden) a permutation of another committed matrix, the satisfiability of an arithmetic circuit, etc. All such SHVZK arguments for linear algebraic equations need at least one SHVZK argument for one of three types of equations mainly considered in this paper, i.e.,
\[
\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}, \quad \mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} \circ \mathbf{y}_{i}, \quad z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}
\]

In particular, an SHVZK argument for \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}\) is used in all the SHVZK arguments for the linear algebraic equations in [9] since all the SHVZK arguments
are reduced to the case where \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}\). In cases where \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) and \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \circ \mathbf{y}_{i}\), 3-round reduction and 1-round reduction to the case where \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}\) are used, respectively.

For the three types of equations stated above, we obtain 3-round SHVZK arguments that have smaller rounds than those in 9]; however, their communication overheads are similar to those in 9. In the case where \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}\) we built a 3 -round SHVZK argument with four times the communication and computational overheads of those in [9]. Therefore, we can reduce 2 rounds of each SHVZK argument for the linear algebraic equations in 9 with four times communication and computational overheads of those in 9. Furthermore, in cases where \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) and \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} \circ \mathbf{y}_{i}\), we reduced one and three more rounds than \(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}\), respectively, by trading small additional computational overheads. Exact comparisons are provided in Table 1.
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{ SHVZK } & \multicolumn{2}{|c|}{ Rounds } & \multicolumn{2}{c|}{ Communication } \\
\cline { 2 - 5 } Argument & Ours & {\([9]\)} & Ours & {\([9]\)} \\
\hline \hline \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} Y_{i}\) & 3 & 8 & \(5 m \kappa^{\prime}+2 n \kappa\) & \(7 m \kappa^{\prime}+2 n \kappa\) \\
\hline \(\mathbf{z}=\sum_{i=1}^{m} \mathbf{x}_{i} \circ \mathbf{y}_{i}\) & 3 & 6 & \(8 m \kappa^{\prime}+2 n \kappa\) & \(2 m \kappa^{\prime}+2 n \kappa\) \\
\hline\(z=\sum_{i=1}^{m} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}\) & 3 & 5 & \(8 m \kappa^{\prime}+2 n \kappa\) & \(2 m \kappa^{\prime}+2 n \kappa\) \\
\hline
\end{tabular}

Table 1. Comparisons
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{2}{|c|}{ Prover Computation } & \multicolumn{2}{c|}{ Verifier Computation } \\
\hline Ours & 9 & Ours & 9 \\
\hline \hline\(m n^{2}+\frac{2 m n \kappa \tau}{\log n}+\frac{4 m^{2} n \kappa \tau}{\log m n}\) & \(9 m^{2} n+12 m \kappa \tau+\frac{4 m n \kappa \tau}{\log n}\) & \(\frac{12 m \kappa}{\log m}+\frac{2 m n \kappa}{\log m}+\frac{6 n \kappa}{\log n}\) & \(2 m \kappa \tau+\frac{24 m \kappa \tau}{\log m}+\frac{2 m n \kappa \tau}{\log n}\) \\
\hline \(4 m^{2} n+\frac{16 m n \kappa \tau}{\log n}\) & \(2 m^{2} n+4 m \kappa \tau+\frac{4 n \kappa \tau}{\log n}\) & \(\frac{20 m \kappa}{\log m}+\frac{2 n \kappa \kappa}{\log n}\) & \(\frac{8 m \kappa \tau}{\log m}+\frac{2 n \kappa \tau}{\log n}\) \\
\hline \(4 m^{2} n+12 m \kappa \tau+\frac{4 m n \kappa \tau}{\log n}\) & \(m^{2} n+4 m \kappa \tau+\frac{4 n \kappa \tau}{\log n}\) & \(\frac{20 m \kappa \tau}{\log m}+\frac{2 n \kappa \tau}{\log n}\) & \(\frac{8 m \kappa \tau}{\log m}+\frac{2 n \kappa \tau}{\log n}\) \\
\hline
\end{tabular}
\(\mathbf{x}_{i}, \mathbf{y}_{i}, \mathbf{z} \in \mathbb{F}_{p}^{n}, z \in \mathbb{F}_{p}, Y_{i} \in \operatorname{Mat}_{n \times n}\left(\mathbb{F}_{p}\right)\),
\(\kappa^{\prime}\) : size of group element in \(G\), \(\kappa\) : size of field element in \(\mathbb{F}_{p}\),
\(\tau\) : cost of multiplication in \(G\) measured in multiplication in \(\mathbb{F}_{p}\).
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\begin{abstract}
Randomizable encryption allows anyone to transform a ciphertext into a fresh ciphertext of the same message. Analogously, a randomizable signature can be transformed into a new signature on the same message. We combine randomizable encryption and signatures to a new primitive as follows: given a signature on a ciphertext, anyone, knowing neither the signing key nor the encrypted message, can randomize the ciphertext and adapt the signature to the fresh encryption, thus maintaining public verifiability. Moreover, given the decryption key and a signature on a ciphertext, one can compute ("extract") a signature on the encrypted plaintext. As adapting a signature to a randomized encryption contradicts the standard notion of unforgeability, we introduce a weaker notion stating that no adversary can, after querying signatures on ciphertexts of its choice, output a signature on an encryption of a new message. This is reasonable since, due to extractability, a signature on an encrypted message can be interpreted as an encrypted signature on the message.

Using Groth-Sahai proofs and Waters signatures, we give several instantiations of our primitive and prove them secure under classical assumptions in the standard model and the CRS setting. As an application, we show how to construct an efficient non-interactive receipt-free universally verifiable e-voting scheme. In such a scheme a voter cannot prove what his vote was, which precludes vote selling. Besides, our primitive also yields an efficient round-optimal blind signature scheme based on standard assumptions, and namely for the classical Waters signature.
\end{abstract}

\section*{1 Introduction}

Homomorphic cryptographic primitives have already found numerous applications. A nice side effect of homomorphic encryption is that ciphertexts can be randomized: given a ciphertext, anyone can-without knowing the encrypted message-produce a fresh ciphertext of the same message. E-voting schemes make use of homomorphic encryption: users encrypt their votes under such a scheme (and add proofs and signatures), so combining the ciphertexts leads to an encryption of the election result. All signed encryptions are then made public and verifiable, enabling the users to check that their vote was counted, and anybody to verify the correctness of the final tally. Now, if instead of directly using
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a user's ciphertext, the voting center first randomizes it and proves that it did so correctly, in a non-transferable way, then users are prevented from proving the content of their vote by opening it. This deters from vote selling, since someone buying a vote has no means to check whether the user voted as told.

However, such a (non-transferable) proof of correct randomization is costly, and the randomization breaks most of the proofs of validity of the individual ciphertexts and signatures, and thus universal verifiability. More efficient techniques are thus desirable, and this is precisely the motivation for our new primitive: it allows to adapt signatures and proofs on the content of a ciphertext when the ciphertext is randomized, that is, when the content itself is not modified. This makes proofs of correct randomization obsolete, since after receiving an encrypted vote with a validity proof and a signature from a user, the voting center can randomize the ciphertext as well as the proof and signature accordingly, which preserves universal verifiability. However, because of the randomization of the encryption of the vote, the voter is not able to open nor link this encrypted ballot to anything: no receipt can be built.

In contrast to e-voting, there are situations where encryption and signing are not performed by the same person; consider a user that encrypts a message and asks for a signature on the ciphertext. Assume now that the user can compute from this an actual signature on the message (rather than on an encryption thereof). The signature on the ciphertext could then be seen as an encrypted signature on the message, which can be decrypted by the user. This resembles a blind signature, as the signer made a signature on an unknown message; but not quite, since he may later recognize the signature (knowing the random coins he used) and thus break blindness. A possible remedy are randomizable signatures, which allow to transform a given signature into a new one on the same message. Such signatures, a classical example being Waters signatures Wat05, do not satisfy strong unforgeability, which requires that it be impossible even to create a new signature on a signed message. As we show, this apparent weakness is actually a feature, as it can be exploited to achieve unlinkability: the blindness property is achieved by randomizing a signature after reception.

Fischlin [Fis06] gives a generic construction of round-optimal blind signatures which has been efficiently instantiated recently Fuc09, AFG+10. To prevent the signer from linking a blind signature to the signing session, they define a blind signature as a (non-interactive) proof of knowledge of a signature. This makes blind signatures significantly longer than signatures of the underlying scheme, which can be avoided using randomizable signatures. In Fischlin's scheme a blind signature is a proof of knowledge of a signature on a ciphertext together with a proof that the ciphertext decrypts to the message. In the scheme in [Fuc09], the user obtains an actual signature on the message, of which he proves knowledge. We go one step further: again, the user can extract a signature on the message; but instead of making a proof of knowledge, it suffices to simply randomize it to make it unlinkable. A blind signature has therefore the same format as the underlying signatures and, in addition to being round-optimal, is thus short.

Getting back to the receipt-free voting schemes, unlinkability of ciphertexts after randomization is guaranteed by the semantic security of the encryption scheme. If at the same time of randomizing the ciphertext, the voting center adapts the proofs (validity of the ciphertext and signature by the voter), the ciphertexts remain unlinkable, under the conditions that they are valid ciphertext and signed by a given voter. As a consequence, two valid encrypted votes signed by the same voter are unlinkable: there is no way to know nor prove (even for the voter) if they contain the same vote or any specific vote, which prevents the voter from selling his vote.

Our contribution. We first introduce the notion of signatures on randomizable ciphertexts: given a signature on a ciphertext, anyone, knowing neither the signing key nor the encrypted message, can randomize the ciphertext and adapt the signature to the fresh encryption. A pair of a ciphertext and a signature on it can thus be randomized simultaneously and consistently.

Since adapting a signature on one ciphertext to a signature on another ciphertext contradicts the standard notion of unforgeability for signatures, we define a weaker notion, which still implies the security of our applications: unforgeability of signatures on randomizable ciphertexts means that the only thing an adversary can do is produce signatures on encryptions of messages of which he already knows a signature on an encryption; but he cannot make a signature on an encryption of a new message. Formally, no adversary can, after querying signatures on ciphertexts of its choice, output a signature on a ciphertext whose decryption is different from the decryptions of all queried ciphertexts.

We then extend our primitive to extractable signatures on randomizable ciphertexts: given the decryption key, from a signature on a ciphertext one can extract a signature on the encrypted plaintext. This enables the user in a blindsignature scheme to recover a signature on the message after the signer has signed an encryption of it.
Instantiations. We give several instantiations of extractable signatures on randomizable ciphertexts, all of which are based on weak assumptions. Our constructions use the following building blocks, from which they inherit their security: Witness-indistinguishable Groth-Sahai proofs for languages over pairing-friendly groups GS08 and Waters signatures derived from the scheme in Wat05 and used in BW06. Since verification of Waters signatures is a statement of the language for Groth-Sahai proofs, these two building blocks combine smoothly. The first instantiation of our new primitive is in symmetric pairing-friendly elliptic curves and additionally uses linear encryption [BBS04. Both unforgeability and semantic security of this construction rely solely on the decision linear assumption (DLin). Due to space limitations, an instantiation with improved efficiency, in asymmetric bilinear groups, using ElGamal encryption and the SXDH variant of Groth-Sahai proofs is available in the full version BFPV11]. This setting requires to transfer Waters' signature scheme to asymmetric groups. Whereas standard Waters signatures are secure under the computational Diffie-Hellman assumption (CDH), we prove our variant secure under a slightly stronger assumption, we term \(\mathrm{CDH}^{+}\), where some additional elements in the second group
are given to the adversary. The following table details the size of a ciphertextsignature pair, where the parameter \(k\) denotes the bit length of a message:
\begin{tabular}{|c|c|}
\hline Symmetric Pairing & \(\mathbb{G}\) \\
\hline Waters + Linear & \(9 k+33\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline Asymmetric Pairing & \(\mathbb{G}_{1}\) & \(\mathbb{G}_{2}\) \\
\hline Waters + ElGamal & \(6 k+15\) & \(6 k+7\) \\
\hline
\end{tabular}

Applications. Using our new primitive, we immediately obtain a reasonably efficient round-optimal blind-signature scheme based on standard assumptions. Moreover, exploiting the fact that our encryption is homomorphic, we construct a non-interactive receipt-free universally verifiable e-voting scheme as follows: the user encrypts his vote, proves its validity, and sends the encryption, a signature on it, and the proof to the voting center. The latter can now randomize the ciphertext, adapt both the proof and the user's signature, and publish them. After the results are announced, the user can verify his signature, which convinces him that the randomized ciphertext still contains his original vote due to our notion of unforgeability; however he cannot prove to anyone what his vote was.

Related work. The issue of signing messages that are only available as an encryption was already addressed by Fuchsbauer in Fuc10. He introduced commuting signatures and verifiable encryption where, given a ciphertext, a signer can produce a verifiably encrypted signature on the plaintext. These encrypted signatures can be randomized and used to construct the first delegatable anonymous credentials [ \(\left.\mathrm{BCC}^{+} 09\right]\) with a non-interactive delegation protocol.

We avoid (randomizable) verifiable encryption of signatures by using signatures that are themselves randomizable. In our instantiation of round-optimal blind signatures, the blind signature is an actual signature rather than a verifiable encryption of it. Moreover, our construction is based on standard assumptions, whereas Fuc10 relies on a " \(q\)-type" assumption. The efficiency of the two approaches is comparable when signing short messages, as required by our application to e-voting - since votes typically consist of only a few bits. We note however that the size of our ciphertexts is linear in the bit length of the message.

Organization. In the next section, we present the primitive and the security model. We then give two instantiations in symmetric bilinear groups based on the decision linear assumption. We first fix ideas using standard Waters signatures and then define a variant which yields a significant efficiency improvement of our instantiation, proven secure under the same assumptions. Due to space limitations, our instantiation in asymmetric groups based on ElGamal encryption and an asymmetric variant of Waters signatures is deferred to the full version BFPV11. In the last section, we illustrate applications of our primitive.

\section*{2 Definitions}

This section presents the global framework and the security model for our new concept of signatures on ciphertexts (or commitments). We thus first briefly recall the basics of signatures and encryption. We then combine both into a single scheme.

\subsection*{2.1 Notations for Signature and Encryption}

Definition 1 (Encryption Scheme). \(\mathcal{E}=(\) Setup, EKeyGen, Encrypt, Decrypt):
- Setup \(\left(1^{k}\right)\), where \(k\) is the security parameter, generates the global parameters param of the scheme;
- EKeyGen(param) generates a pair of keys, the public (encryption) key pk and the associated private (decryption) key dk ;
- Encrypt(pk, \(m ; r\) ) produces a ciphertext \(c\) on the input message \(m \in \mathcal{M}\) and the public key pk , using the random coins \(r \in \mathcal{R}_{e}\);
- Decrypt \((\mathrm{dk}, c)\) decrypts the ciphertext \(c\) under the private key dk ; it outputs the plaintext, or \(\perp\) if the ciphertext is invalid.

Definition 2 (Signature Scheme). \(\mathcal{S}=\) (Setup, SKeyGen, Sign, Verif):
- Setup \(\left(1^{k}\right)\), where \(k\) is the security parameter, generates the global parameters param of the scheme;
- SKeyGen(param) generates a pair of keys, the public (verification) key vk and the private (signing) key sk;
- Sign(sk, \(m ; s\) ) produces a signature \(\sigma\) on the input message \(m\), under the signing key sk, and using the random coins \(s \in \mathcal{R}_{s}\);
- Verif(vk, \(m, \sigma\) ) checks whether \(\sigma\) is a valid signature on \(m\), w.r.t. the public key vk; it outputs 1 if the signature is valid, and 0 otherwise.

In Waters' signature scheme, the signing algorithm first transforms the message to \(F=\mathcal{F}(M)\), where \(\mathcal{F}\) is a hash function. Given \(F\), the value of \(M\) is not required for signing and verification, but for the security guarantee. We could thus replace \(M\) by the pair \(\left(F, \Pi_{M}\right)\), where \(\Pi_{M}\) is a proof of knowledge of a preimage of \(F\) under the function \(\mathcal{F}\) (which we assume implicitly). We define \(\operatorname{Sign}\left(\mathrm{sk},\left(F, \Pi_{M}\right) ; s\right)\) and \(\operatorname{Verif}\left(\mathrm{vk},\left(F, \Pi_{M}\right), \sigma\right)\) that extend the above definitions.

\subsection*{2.2 Signatures on Ciphertexts}

We now define a scheme of signatures on ciphertexts. Note that this definition can be adapted for commitments, when one uses a perfectly binding commitment scheme, which uniquely defines the committed input.

Definition 3 (Signatures on Ciphertexts). \(\mathcal{S C}=(\) Setup, SKeyGen, EKeyGen, Encrypt, Sign, Decrypt, Verif) is defined as follows:
- Setup \(\left(1^{k}\right)\), where \(k\) is the security parameter, generates the global parameters param \(_{e}\) and param \(_{s}\) for the associated encryption and signature schemes;
- EKeyGen param \(_{e}\) ) generates a pair of keys, the encryption key pk and the associated decryption key dk ;
- SKeyGen \(\left(\operatorname{param}_{s}\right)\) generates a pair of keys, the verification key vk and the signing key sk;
- Encrypt(pk, vk, \(m, r\) ) produces a ciphertext \(c\) on input the message \(m \in \mathcal{M}\) and the encryption key pk , using the random coins \(r \in \mathcal{R}_{e}\). This ciphertext is intended to be later signed under the signing key associated to the verification key vk (the field for vk can be empty if the signing algorithm is universal and does not require a ciphertext specific to the signer);
```

$\operatorname{Exp}_{\mathcal{S C}, \mathcal{A}}^{\mathrm{uf}}(k)$
$\left(\operatorname{param}_{e}, \operatorname{param}_{s}\right) \leftarrow \operatorname{Setup}\left(1^{k}\right) ;$ SM $:=\emptyset$
$\left\{\left(\mathrm{pk}_{i}, \mathrm{dk}_{i}\right)\right\} \leftarrow$ EKeyGen $\left(\right.$ param $\left._{e}\right) ;(\mathrm{vk}, \mathrm{sk}) \leftarrow \operatorname{SKeyGen}\left(\right.$ param $\left._{s}\right)$
$\left(\mathrm{pk}_{j}, c, \sigma\right) \leftarrow \mathcal{A}^{\text {Sign(sk.,., })}\left(\operatorname{param}_{s}, \operatorname{param}_{e}, \mathrm{vk},\left\{\left(\mathrm{pk}_{i}, \mathrm{dk}_{i}\right)\right\}\right) ;$
$m \leftarrow \operatorname{Decrypt}\left(\mathrm{dk}_{j}, \mathrm{vk}, c\right)$
IF $m=\perp$ OR $m \in \operatorname{SM}$ OR Verif(vk, pk $\left.{ }_{j}, c, \sigma\right)=0$ RETURN 0
RETURN 1

```

Fig. 1. Unforgeability of signatures on ciphertexts
- Sign(sk, pk, c; s), on input a ciphertext cand a signing key sk, using the random coins \(s \in \mathcal{R}_{s}\), produces a signature \(\sigma\), or \(\perp\) if the ciphertext \(c\) is not valid (w.r.t. pk, and possibly vk associated to sk);
- Decrypt(dk, vk, c) decrypts the ciphertext c under the private key dk . It outputs the plaintext, or \(\perp\) if \(c\) is invalid (w.r.t. pk, and possibly vk);
- Verif(vk, pk, \(c, \sigma\) ) checks whether \(\sigma\) is a valid signature on \(c\), w.r.t. the public key vk . It outputs 1 if the signature is valid, and 0 otherwise (possibly because of an invalid ciphertext \(c\), with respect to pk , and possibly vk ).

Classical security notions could still be applied to this signature scheme, but we want ciphertexts and signatures to be efficiently malleable, as long as the plaintext is not affected. This will be useful for probabilistic schemes, and even more so for the randomizable scheme we will present below. In the classical definition of existential unforgeability (EUF) GMR88, a new signature on an already signed message is not considered a valid forgery - as opposed to strong unforgeability (SUF). When signing ciphertexts, EUF would consider a signature on a randomized ciphertext as a valid forgery. But if the ciphertext is equivalent to an already signed ciphertext (i.e. it encrypts the same plaintext), this may not be critical in some applications; in particular if we decrypt later anyway and a decrypted message-signature pair is unforgeable. We thus define the most appropriate unforgeability (UF) notion for signatures on ciphertexts:
\(\mathcal{S C}\) is unforgeable if, for any polynomial-time adversary \(\mathcal{A}\), the advantage \(\operatorname{Succ}_{\mathcal{S C}, \mathcal{A}}^{\mathrm{uf}}(k):=\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{S} \mathcal{C}, \mathcal{A}}^{\text {uf }}(k)=1\right]\) is negligible, with \(\operatorname{Exp}_{\mathcal{S} \mathcal{C}, \mathcal{A}}^{\text {uf }}\) defined in Figure 1 There, \(\operatorname{Sign}(\mathrm{sk}, \cdot, \cdot)\) is an oracle that takes as input a previously generated encryption key \(\mathrm{pk}_{i}\) and a ciphertext \(c\), and generates a signature \(\sigma\) on it (if the ciphertext is valid). It also updates the set SM of signed plaintexts with \(m=\operatorname{Decrypt}\left(\mathrm{dk}_{i}, \mathrm{vk}, c\right)\), if the latter exists.

Unforgeability in the above sense thus states that no adversary is able to generate a new valid ciphertext-signature pair for a ciphertext that encrypts a new message, i.e. different to those encrypted in ciphertexts that were queried to the signing oracle.

\subsection*{2.3 Signatures on Randomizable Ciphertexts}

Our primitive is based on an encryption scheme and a signature scheme. Since we want randomizability, we start by enhancing these schemes with randomization algorithms satisfying certain properties.
Definition 4 (Randomizable Encryption Scheme). Let (Setup, EKeyGen, Encrypt, Decrypt) be an encryption scheme with the following additional algorithm:
- Random(pk, \(\left.c ; r^{\prime}\right)\) produces a new ciphertext \(c^{\prime}\), equivalent to the input ciphertext \(c\), under the public key pk, using the additional random coins \(r^{\prime} \in \mathcal{R}_{e}\).

An encryption scheme is called randomizable if for any param \(\leftarrow \operatorname{Setup}\left(1^{k}\right)\), (pk, dk) \(\leftarrow\) EKeyGen(param), message \(m \in \mathcal{M}\), coins \(r \in \mathcal{R}_{e}\), and ciphertext \(c=\) Encrypt(pk, \(m ; r\) ), the following distributions are statistically indistinguishable: \(\mathcal{D}_{0}=\left\{r^{\prime} \stackrel{\&}{\leftarrow} \mathcal{R}_{e}: \operatorname{Encrypt}\left(\mathrm{pk}, m ; r^{\prime}\right)\right\}\) and \(\mathcal{D}_{1}=\left\{r^{\prime} \stackrel{\&}{\leftarrow} \mathcal{R}_{e}:\right.\) Random \(\left.\left(\mathrm{pk}, c ; r^{\prime}\right)\right\}\).

Definition 5 (Randomizable Signature Scheme). Let(Setup, SKeyGen, Sign, Verif) be a signature scheme, with the following additional algorithm:
- Random \(\left(\mathrm{vk},\left(F, \Pi_{M}\right), \sigma ; s^{\prime}\right)\) produces a new signature \(\sigma^{\prime}\) valid under vk from \(\sigma\) on a message \(M\) given as \(F=\mathcal{F}(M)\) and a proof \(\Pi_{M}\) of knowledge of \(M\), using the additional random coins \(s^{\prime} \in \mathcal{R}_{s}\).

A signature scheme is called randomizable if for any param \(\leftarrow \operatorname{Setup}\left(1^{k}\right)\), \((\mathrm{vk}, \mathrm{sk}) \leftarrow\) SKeyGen \((\) param \()\), message \(M \in \mathcal{M}\), proof of knowledge \(\Pi_{M}\) of the preimage \(M\) of \(F=\mathcal{F}(M)\), random \(s \in \mathcal{R}_{s}\), signature \(\sigma=\operatorname{Sign}\left(\mathrm{sk},\left(F, \Pi_{M}\right) ; s\right)\), the following distributions are statistically indistinguishable: \(\mathcal{D}_{0}=\left\{s^{\prime} \stackrel{₫}{\leftarrow} \mathcal{R}_{s}\right.\) : \(\left.\operatorname{Sign}\left(\mathrm{sk},\left(F, \Pi_{M}\right) ; s^{\prime}\right)\right\}\) and \(\mathcal{D}_{1}=\left\{s^{\prime} \stackrel{\&}{\leftarrow} \mathcal{R}_{s}: \operatorname{Random}\left(\mathrm{vk},\left(F, \Pi_{M}\right), \sigma ; s^{\prime}\right)\right\}\).

The usual unforgeability notions apply (except strong unforgeability, since the signature is malleable, by definition). We now extend the randomization to signatures on randomizable ciphertexts:

\section*{Definition 6 (Randomizable Signature on Randomizable Ciphertexts).} Let (Setup, SKeyGen, EKeyGen, Encrypt, Sign, Decrypt, Verif) be a scheme of signatures on ciphertexts, with the following additional algorithm:
- Random(vk, pk, \(\left.c, \sigma ; r^{\prime}, s^{\prime}\right)\) outputs a ciphertext \(c^{\prime}\) that encrypts the same message as c under the public key pk , and a signature \(\sigma^{\prime}\) on \(c^{\prime}\). Further inputs are a signature \(\sigma\) on \(c\) under vk , and random coins \(r^{\prime} \in \mathcal{R}_{e}\) and \(s^{\prime} \in \mathcal{R}_{s}\).

A signature on ciphertexts is called randomizable if for any global parameters \(\left(\operatorname{param}_{e}, \operatorname{param}_{s}\right) \leftarrow \operatorname{Setup}\left(1^{k}\right)\), keys \((\mathrm{pk}, \mathrm{dk}) \leftarrow \operatorname{EKeyGen}\left(\right.\) param \(\left._{e}\right)\) and \((\mathrm{vk}, \mathrm{sk}) \leftarrow\) SKeyGen \(\left(\operatorname{param}_{s}\right), m \in \mathcal{M}\), and random coins \(r \in \mathcal{R}_{e}\) and \(s \in \mathcal{R}_{s}\), for \(c=\) \(\operatorname{Encrypt}(\mathrm{pk}, \mathrm{vk}, m ; r)\) and \(\sigma=\operatorname{Sign}(\mathrm{sk}, \mathrm{pk}, c ; s)\) the following distributions \(\mathcal{D}_{0}\) are statistically indistinguishable:
\[
\begin{aligned}
& \mathcal{D}_{0}=\left\{r^{\prime} \stackrel{\&}{\rightleftarrows} \mathcal{R}_{e} ; s^{\prime} \stackrel{\&}{\rightleftarrows} \mathcal{R}_{s}:\left(c^{\prime}=\operatorname{Encrypt}\left(\mathrm{pk}, \mathrm{vk}, m ; r^{\prime}\right), \sigma^{\prime}=\operatorname{Sign}\left(\mathrm{sk}, \mathrm{pk}, c^{\prime} ; s^{\prime}\right)\right)\right\} \\
& \mathcal{D}_{1}=\left\{r^{\prime} \stackrel{\&}{\rightleftarrows} \mathcal{R}_{e} ; s^{\prime} \stackrel{\&}{\rightleftarrows} \mathcal{R}_{s}:\left(c^{\prime}, \sigma^{\prime}\right)=\text { Random }\left(\mathrm{vk}, \mathrm{pk}, c, \sigma ; r^{\prime}, s^{\prime}\right)\right\}
\end{aligned}
\]

We will denote by \(1_{e}\) and \(1_{s}\) the neutral elements in \(\mathcal{R}_{e}\) and \(\mathcal{R}_{s}\) that keep the ciphertexts and/or signatures unchanged after randomization. If \(\mathcal{R}_{e}\) and \(\mathcal{R}_{s}\) are groups (which will be the case for all our schemes, with addition being the group operation) and if we show that it is possible to additively update the randomness then this proves that the schemes are randomizable. The same unforgeability notion as above applies. If an additional extraction algorithm exists for the signature, we get extractable signatures on ciphertexts (defined below). Then, our above unforgeability notion for signatures on ciphertexts follows from the standard unforgeability notion on signatures.

\subsection*{2.4 Extractable Signatures on Randomizable Ciphertexts}

For a scheme of signatures on randomizable ciphertexts (SRC) \(\mathcal{S C}\), we define the following additional algorithm:
- \(\operatorname{SigExt}{ }_{\mathcal{S C}}(\mathrm{dk}, \mathrm{vk}, \sigma)\), which is given a decryption key, a verification key and a signature, outputs a signature \(\sigma^{\prime}\).

Let us assume that there is a signature scheme \(\mathcal{S}\) where Setup \(_{\mathcal{S}}\) is the projection of Setup \(\mathcal{S C}\) on the signature component and SKeyGen \(_{\mathcal{S}}=\) SKeyGen. The scheme \(\mathcal{S C}\) is extractable if the following holds: for any \(\left(\operatorname{param}_{e}, \operatorname{param}_{s}\right) \leftarrow \operatorname{Setup}_{\mathcal{S C}}\left(1^{k}\right)\), \((\mathrm{pk}, \mathrm{dk}) \leftarrow\) EKeyGen \(\left(\right.\) param \(\left._{e}\right),(\mathrm{vk}, \mathrm{sk}) \leftarrow \operatorname{SKeyGen}^{\left(\text {param }_{s}\right)=\text { SKeyGen }_{\mathcal{S}}\left(\text { param }_{s}\right), ~}\) \(m \in \mathcal{M}\), random coins \(r \in \mathcal{R}_{e}, s \in \mathcal{R}_{s}\), for \(c=E^{\text {Encrypt }}{ }_{\mathcal{S C}}(\mathrm{pk}, \mathrm{vk}, m ; r)\) and \(\sigma=\operatorname{Sign}_{\mathcal{S C}}(\mathrm{sk}, \mathrm{pk}, c ; s)\), the output \(\sigma^{\prime}=\operatorname{Sig}_{\operatorname{Ext}}^{\mathcal{S C}}(\mathrm{dk}, \mathrm{vk}, \sigma)\) is a valid signature on \(m\) under vk, that is, Verif \(\mathcal{S}\left(\mathrm{vk}, m, \sigma^{\prime}\right)\) is true.

An extractable SRC scheme \(\mathcal{S C}\) allows the following: a user can encrypt a message \(m\) and obtain a signature \(\sigma\) on the ciphertext \(c\). From \((c, \sigma)\) the owner of the decryption key can now not only recover the encrypted message \(m\), but also a signature \(\sigma^{\prime}\) on the message \(m\), using the functionality \(\operatorname{SigExt}{ }_{\mathcal{S}}\). The signature \(\sigma\) on the ciphertext \(c\) could thus be seen as an encryption of a signature on the message \(m\) : for extractable signatures on ciphertexts, encryption and signing can thus be seen as commutative (see Figure 21).

\subsection*{2.5 Strong Extractability}

We can immediately apply the notion of extractable signatures on randomizable ciphertexts to build a one-round classical blind signature scheme, but we can even consider more complex scenarios, such as three-player blind signature schemes (see Section (5) with applications to e-cash systems.

As already sketched above, we may have an additional property: as for encryption, knowing the random coins used for encryption may suffice to decrypt. After encrypting a message \(m\) as \(c\), one knows the random coins \(r\) used for the encryption. In all our instantiations we have that \(\sigma\) is the encryption of \(\sigma^{\prime}\) with the same coins \(r\) used to encrypt the message. The user who encrypted \(m\) is thus able to extract \(\sigma^{\prime}\), and not only the owner of the decryption key. A system \((\mathcal{S C}, \mathcal{S})\) with such a property will be called a Strong Extractable (Randomizable) Signature on Ciphertexts (augmented by the dotted lines in Figure 2).


A message \(M\) can be encrypted using random coins \(r\) (Encrypt \({ }_{\mathcal{S C}}\) ).
The signer can sign this ciphertext \(\left(\operatorname{Sign}_{\mathcal{S C}}\right)\) and anyone can randomize the pair (Randomsc).
A signature on the plaintext can be obtained using either dk (for SigExt \({ }_{\mathcal{S C}}\) ) or the coins \(r\) (if \(\sigma(C)\) has not been randomized); the result is the same as a signature of \(M\) by the signer \(\left(\mathrm{Sign}_{\mathcal{S}}\right)\).

Fig. 2. (Strong) extractable signatures on randomizable ciphertexts

\section*{3 A First Instantiation}

Our first construction combines linear encryption BBS04 and Waters signatures Wat05 as follows: given an encryption of the "Waters hash" \(\mathcal{F}(M)\) of a message \(M\) (and some additional values), the signer can make an encryption of a signature on \(M\). Decrypting the latter leads thus to a classical Waters signature on \(M\), which will provide extractability.

Before presenting the final scheme in Section 4 we first fix ideas by combining linear encryption and standard Waters signatures. We then modify the Waters signature to significantly improve efficiency of the scheme. The constructions we give here make all use of a symmetric pairing, whereas we give an instantiation for (more efficient) asymmetric pairings in the full version BFPV11.

\subsection*{3.1 Assumptions}

Our constructions rely on classical assumptions: CDH for the unforgeability of signatures and DLin for the semantic security of the encryption scheme, as well as soundness of the proofs:

Definition 7 (Computational Diffie-Hellman assumption (CDH)). Let \(\mathbb{G}\) be a cyclic group of prime order \(p\). The CDH assumption in \(\mathbb{G}\) states that for a generator \(g\) of \(\mathbb{G}\) and random \(a, b \in \mathbb{Z}_{p}\), given \(\left(g, g^{a}, g^{b}\right)\) it is hard to compute \(g^{a b}\).

Definition 8 (Decision Linear assumption (DLin)). Let \(\mathbb{G}\) be a cyclic group of prime order \(p\). The DLin assumption states that given \(\left(g, g^{x}, g^{y}, g^{x a}, g^{y b}, g^{c}\right)\) for random scalars \(a, b, x, y, c \in \mathbb{Z}_{p}\), it is hard to decide whether \(c=a+b\).

When \(\left(g, u=g^{x}, v=g^{y}\right)\) is fixed, a tuple \(\left(u^{a}, v^{b}, g^{a+b}\right)\) is called a linear tuple w.r.t. \((u, v, g)\), whereas a tuple \(\left(u^{a}, v^{b}, g^{c}\right)\) for a random and independent \(c\) is called a random tuple.

\subsection*{3.2 Basic Primitives}

We briefly sketch the basic building blocks: commitments, linear encryption and the Waters signature. They are described in more detail in the full version [BFPV11]. They need a pairing-friendly environment \(\left(p, \mathbb{G}, \mathbb{G}_{T}, e, g\right)\), where \(e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}\) is an admissible bilinear map, for two groups \(\mathbb{G}\) and \(\mathbb{G}_{T}\), of prime order \(p\), generated by \(g\) and \(g_{t}=e(g, g)\) respectively. From the basic descriptions, it follows immediately that the three primitives are randomizable.

Groth-Sahai Commitments. In the following, we will commit to values (group elements or scalars) and do proofs that they satisfy certain relations. We will use Groth-Sahai commitments that are secure under the DLin assumption: The commitment key is of the form \(\left(\mathbf{u}_{1}=\left(u_{1,1}, 1, g\right), \mathbf{u}_{2}=\left(1, u_{2,2}, g\right), \mathbf{u}_{3}=\right.\) \(\left.\left(u_{3,1}, u_{3,2}, u_{3,3}\right)\right) \in\left(\mathbb{G}^{3}\right)^{3}\) and is set up by choosing \(u_{1,1}, u_{2,2} \stackrel{\Phi}{\leftarrow} \mathbb{G}\) and \(\lambda, \mu \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}\) and setting \(\mathbf{u}_{3}=\mathbf{u}_{1}^{\lambda} \odot \mathbf{u}_{2}^{\mu}=\left(u_{3,1}=u_{1,1}^{\lambda}, u_{3,2}=u_{2,2}^{\mu}, u_{3,3}=g^{\lambda+\mu}\right)\), which makes \(\mathbf{u}_{3}\) a linear tuple w.r.t. \(\left(u_{1,1}, u_{2,2}, g\right)\).
- To commit a group element \(X \in \mathbb{G}\), choose random \(s_{1}, s_{2}, s_{3} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}\) and set
\[
\mathcal{C}(X):=(1,1, X) \odot \mathbf{u}_{1}^{s_{1}} \odot \mathbf{u}_{2}^{s_{2}} \odot \mathbf{u}_{3}^{s_{3}}=\left(u_{1,1}^{s_{1}} \cdot u_{3,1}^{s_{3}}, u_{2,2}^{s_{2}} \cdot u_{3,2}^{s_{3}}, X \cdot g^{s_{1}+s_{2}} \cdot u_{3,3}^{s_{3}}\right)
\]
- To commit a scalar \(x \in \mathbb{Z}_{p}\), choose random coins \(\gamma_{1}, \gamma_{2} \in \mathbb{Z}_{p}\) and set
\[
\mathcal{C}^{\prime}(x):=\left(u_{3,1}^{x}, u_{3,2}^{x},\left(u_{3,3} g\right)^{x}\right) \odot \mathbf{u}_{1}^{\gamma_{1}} \odot \mathbf{u}_{3}^{\gamma_{2}}=\left(u_{3,1}^{x+\gamma_{2}} \cdot u_{1,1}^{\gamma_{1}}, u_{3,2}^{x+\gamma_{2}}, u_{3,3}^{x+\gamma_{2}} \cdot g^{x+\gamma_{1}}\right)
\]

When \(\mathbf{u}_{3}\) is a linear tuple these commitments are perfectly binding and the proofs will be perfectly sound. The committed values can even be extracted if the randomness of the commitment key is known (a scalar commitment allows extraction of \(x\) for small \(x\) only). However, if \(\mathbf{u}_{3}\) is a random tuple (which is indistinguishable under DLin), the commitments become perfectly hiding and the proofs perfectly witness-indistinguishable.

Waters Signatures. The public parameters are a generator \(h \stackrel{\Phi}{\leftarrow} \mathbb{G}\) and a vector \(\boldsymbol{u}=\left(u_{0}, \ldots, u_{k}\right) \stackrel{\&}{\leftarrow} \mathbb{G}^{k+1}\), which defines the Waters hash of a message \(M=\left(M_{1}, \ldots, M_{k}\right) \in\{0,1\}^{k}\) as \(\mathcal{F}(M)=u_{0} \prod_{i=1}^{k} u_{i}^{M_{i}}\). A public key is of the form \(\mathrm{vk}=Y=g^{y}\), with corresponding secret key \(\mathrm{sk}=Z=h^{y}\), for a random \(y \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}\).

The signature on \(M\) is \(\sigma=\left(\sigma_{1}=Z \cdot \mathcal{F}(M)^{s}, \sigma_{2}=g^{-s}\right)\), for some random \(s \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}\). It can be verified by checking \(e\left(g, \sigma_{1}\right) \cdot e\left(\mathcal{F}(M), \sigma_{2}\right)=e(Y, h)\). We note that signing and verifying can be performed without knowing the message \(M\) itself; it suffices to know \(F=\mathcal{F}(M)\). However, existential unforgeability Wat05] (against chosen-message attacks under the CDH assumption) is for
the pair \((M, \sigma)\). As a consequence, if we work directly with \(\mathcal{F}(M)\), we will need to add a proof of knowledge \(\Pi_{M}\) of \(M\) to guarantee unforgeability. Since our goal is to construct randomizable signatures and encryption, we will use GrothSahai proofs for a commitment \(C_{M}\) of \(M\) (bit-by-bit to make it extractable: \(\left.C_{M}=\left(\mathcal{C}^{\prime}\left(M_{1}\right), \ldots, \mathcal{C}^{\prime}\left(M_{k}\right)\right)\right)\) and a proof that \(F\) is actually the evaluation of \(\mathcal{F}\) on the committed \(M\). Such a proof can be found in (the full version of) [FP09.

Linear Encryption. The secret key dk is a pair of random scalars \(\left(x_{1}, x_{2}\right)\) and the public key is \(\mathrm{pk}=\left(X_{1}=g^{x_{1}}, X_{2}=g^{x_{2}}\right)\). One encrypts a message \(M \in \mathbb{G}\) as \(c=\left(c_{1}=X_{1}^{r_{1}}, c_{2}=X_{2}^{r_{2}}, c_{3}=g^{r_{1}+r_{2}} \cdot M\right)\), for random scalars \(r_{1}, r_{2} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}\). To decrypt, one computes \(M=c_{3} /\left(c_{1}^{1 / x_{1}} c_{2}^{1 / x_{2}}\right)\). As shown by Boneh, Boyen and Shacham [BBS04], this scheme is semantically secure against chosen-plaintext attacks (IND-CPA) under the DLin assumption.

\subsection*{3.3 Waters Signature on Linear Ciphertexts}

Using Waters signatures, we will sign a linear encryption of \(F=\mathcal{F}(M)\). We note that from a "ciphertext" using the decryption key, one can only extract \(\mathcal{F}(M)\) (from which \(M\) can be obtained for small message spaces). As mentioned before, signatures remain unforgeable on \(F\) if in addition a proof \(\Pi_{M}\) of knowledge of \(M\) such that \(F=\mathcal{F}(M)\) is given. The keys are independent Waters signature keys ( \(\mathrm{vk}=Y=g^{y}\) and \(\mathrm{sk}=Z=h^{y}\) ), and linear encryption keys \(\left(\mathrm{dk}=\left(x_{1}, x_{2}\right)\right.\), \(\left.\mathrm{pk}=\left(X_{1}=g^{x_{1}}, X_{2}=g^{x_{2}}\right)\right)\). A first idea would be to define a signature on an encrypted message \(c=\left(c_{1}=X_{1}^{r_{1}}, c_{2}=X_{2}^{r_{2}}, c_{3}=g^{r_{1}+r_{2}} \cdot \mathcal{F}(M)\right)\) as \(\sigma=\) \(\left(c_{1}^{s}, c_{2}^{s}, Z \cdot c_{3}^{s}\right)\). However, there are two problems:
- While the randomization of the signing coins \(s\) into \(s+s^{\prime}\) is easy from \(c\), the randomization of the encryption coins \(r\) into \(r+r^{\prime}\) requires the knowledge of the values \(X_{1}^{s}, X_{2}^{s}\) and \(g^{s}\) (see Section 4.2 for how to randomize). We therefore include them in the signature.
- For the reduction of our notion of unforgeability to the security of Waters' scheme, we need to simulate the oracle returning signatures on ciphertexts having a Waters signature oracle. We can first extract \(M\) from the proof of knowledge \(\Pi_{M}\) and submit \(M\) to our oracle. From a reply \(\left(Z \cdot \mathcal{F}(M)^{s}, g^{-s}\right)\), we then have to generate \(\sigma=\left(c_{1}^{s}, c_{2}^{s}, Z \cdot c_{3}^{s} ; X_{1}^{s}, X_{2}^{s}, g^{s}\right)\) for an unknown \(s\). We could do so if we knew the randomness \(\left(r_{1}, r_{2}\right)\) for \(c_{1}, c_{2}\) and \(c_{3}\); hence we add another proof to the extended ciphertext: \(\Pi_{r}\) proves knowledge of \(r_{1}\) and \(r_{2}\), used to encrypt \(\mathcal{F}(M)\), which consists of bit-by-bit commitments \(C_{1}=\left(\mathcal{C}^{\prime}\left(r_{1,1}\right), \ldots, \mathcal{C}^{\prime}\left(r_{1, \ell}\right)\right)\) and \(C_{2}=\left(\mathcal{C}^{\prime}\left(r_{2,1}\right), \ldots, \mathcal{C}^{\prime}\left(r_{2, \ell}\right)\right)\), where \(\ell\) is the bit-length of the order \(p\), and proofs that each sub-commitment is indeed a bit commitment.

The global proof on the message and the randomness, which we denote by \(\Pi=\left(\Pi_{M}, \Pi_{r}\right)\), can be done with randomizable commitments and proofs, using the Groth-Sahai methodology [GS08, FP09, and consists of \(9 k+18 \ell+6\) group elements (where \(k\) and \(\ell\) are the respective bit lengths of messages and of the
order of \(\mathbb{G})\). Such an extended ciphertext \((c, \Pi)\) can then be signed, after a test of validity of the proof \(\Pi\). Decryption and verification follow straight from the corresponding algorithms for Waters signatures and linear encryption. More interestingly, the above signature on randomizable ciphertexts is extractable: on a valid signature, if one knows the decryption key \(\mathrm{dk}=\left(x_{1}, x_{2}\right)\), one can compute \(\Sigma=\left(\Sigma_{1}=\sigma_{3} /\left(\sigma_{1}^{1 / x_{1}} \sigma_{2}^{1 / x_{2}}\right), \Sigma_{2}=\sigma_{6}^{-1}\right)\), which is a valid signature on \(M\) :
\[
\begin{aligned}
& \Sigma_{1}=\sigma_{3} /\left(\sigma_{1}^{1 / x_{1}} \sigma_{2}^{1 / x_{2}}\right)=Z \cdot g^{s\left(r_{1}+r_{2}\right)} \cdot \mathcal{F}(M)^{s} /\left(g^{s r_{1}} g^{s r_{2}}\right)=Z \cdot \mathcal{F}(M)^{s} \\
& \Sigma_{2}=\sigma_{6}^{-1}=g^{-s}
\end{aligned}
\]

Note that without knowing the decryption key, the same can be obtained from the coins \(\left(r_{1}, r_{2}\right)\) used for encryption: \(\Sigma=\left(\Sigma_{1}=\sigma_{3} / \sigma_{6}^{r_{1}+r_{2}}, \Sigma_{2}=\sigma_{6}^{-1}\right)\).

From the randomization formula of the basic schemes, we easily get the randomization property of the above Waters signature on linear ciphertexts. One shows unforgeability in the UF sense under the CDH assumption in \(\mathbb{G}\) : extractability provides a forgery on a new message, but only known as \(F=\mathcal{F}(M)\). Since one also has to provide a valid proof \(\Pi_{M}\) that contains commitments to the bits of message \(M\), the knowledge of the trapdoor \((\lambda, \mu)\) for the commitments allows to recover \(M\) too, which leads to an existential attack of the basic Waters signature scheme. The complete description and security analysis can be found in the full version [BFPV11].

\section*{4 An Efficient Instantiation}

The construction in the previous section is a concrete and feasible signature on randomizable ciphertexts, which is furthermore extractable, and even in a strong way. We have thus achieved our goal, and all the applications we had in mind can benefit from it. The main drawback, from an efficiency point of view, are the bit-by-bit commitments \(C_{M}, C_{1}\) and \(C_{2}\) of \(M, r_{1}\) and \(r_{2}\), respectively. Whereas the message \(M\) to be signed could be short (and even a single bit for voting schemes), \(r_{1}\) and \(r_{2}\) are necessarily large (the bit length of the order of the group). For a \(k\)-bit long message \(M, \Pi_{M}\) (composed of \(C_{M}\) and a proof) consists of \(9 k+2\) group elements. The random coins \(r_{1}\) and \(r_{2}\) being \(\ell\)-bit long, \(\Pi_{r}\) (which includes \(C_{1}, C_{2}\) and the proof) requires \(18 \ell+4\) group elements. We now revisit the Waters signature scheme, which will allow us to remove the costly bit-by-bit commitments \(C_{1}\) and \(C_{2}\).

The main idea for the construction is to build a scheme which is unforgeable against a stronger kind of chosen-message attack under the same assumption: the adversary can submit "extended messages" \(\left(M, R_{1}:=g^{r_{1}}, R_{2}:=g^{r_{2}}, T:=\right.\) \(\mathrm{vk}^{r_{1}+r_{2}}\) ) and the oracle replies with the tuple ( \(\left.\operatorname{sk} \cdot\left(\mathcal{F}(M) R_{1} R_{2}\right)^{s}, g^{-s}, R_{1}^{-s}, R_{2}^{-s}\right)\). We name this attack chosen-extended-message attack and note that this security notion implies the classical one, since querying \(\left(M, 1_{\mathbb{G}}, 1_{\mathbb{G}}\right.\), vk \()\) yields a signature on \(M\). Intuitively, the extra parameters \(\left(R_{1}, R_{2}\right)\) will allow simulation of the signature on the ciphertext without having to know the random coins \(r_{1}\) and \(r_{2}\) explicitly.

\subsection*{4.1 Revisited Waters Signature}

Our variant is defined by the four algorithms.
- Setup \(\left(1^{k}\right)\) : The scheme is defined over a bilinear \(\operatorname{group}\left(p, \mathbb{G}, \mathbb{G}_{T}, e, g\right)\), where \(e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}\) is an admissible bilinear map, \(\mathbb{G}\) and \(\mathbb{G}_{T}\) are groups of prime order \(p\), generated by \(g\) and \(e(g, g)\) respectively.

We will sign messages \(M=\left(M_{1}, \ldots, M_{k}\right) \in\{0,1\}^{k}\). The parameters are a randomly chosen generator \(h \stackrel{\&}{\leftarrow} \mathbb{G}\) and a vector \(\boldsymbol{u}=\left(u_{0}, \ldots, u_{k}\right) \stackrel{\&}{\leftarrow} \mathbb{G}^{k+1}\), which defines the Waters Hash as \(\mathcal{F}(M)=u_{0} \prod_{i=1}^{k} u_{i}^{M_{i}}\). We set param \(:=\) \(\left(p, \mathbb{G}, \mathbb{G}_{T}, e, g, h, \boldsymbol{u}\right)\).
- SKeyGen(param): Choose a random scalar \(y \stackrel{\unlhd}{\leftarrow} \mathbb{Z}_{p}\), which defines the public key vk \(=Y=g^{y}\), and the secret key as sk \(=Z=h^{y}\).
- \(\operatorname{Sign}\left(\mathrm{sk}=Z, M, R_{1}, R_{2}, T ; s\right)\) : First check the consistency of \(\left(R_{1}, R_{2}, T\right)\) : if \(e\left(R_{1} R_{2}, Y\right)=e(g, T)\) then this guarantees that there exists \(\left(r_{1}, r_{2}\right)\) such that \(R_{1}=g^{r_{1}}, R_{2}=g^{r_{2}}, T=Y^{r_{1}+r_{2}}\). Choose a random \(s \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}\) and define the signature as \(\sigma=\left(\sigma_{1}=Z \cdot\left(\mathcal{F}(M) R_{1} R_{2}\right)^{s}, \sigma_{2}=g^{-s}, \sigma_{3}=R_{1}^{-s}, \sigma_{4}=R_{2}^{-s}\right)\). Again, we may replace the input message \(M\) by the pair \(\left(\mathcal{F}(M), \Pi_{M}\right)\).
- Verif(vk \(\left.=Y, M, R_{1}, R_{2}, T, \sigma\right)\) : Check whether \(e\left(g, \sigma_{1}\right) \cdot e\left(\mathcal{F}(M) R_{1} R_{2}, \sigma_{2}\right)=\) \(e(Y, h), e\left(g, \sigma_{3}\right)=e\left(\sigma_{2}, R_{1}\right)\) and \(e\left(g, \sigma_{4}\right)=e\left(\sigma_{2}, R_{2}\right)\), as well as the consistency of \(\left(R_{1}, R_{2}, T\right)\), via \(e\left(R_{1} R_{2}, Y\right)=e(g, T)\).

To randomize a signature, we define Random(vk, \(\left(F, \Pi_{M}\right), R_{1}, R_{2}, T, \sigma=\left(\sigma_{1}, \sigma_{2}\right.\), \(\left.\sigma_{3}, \sigma_{4}\right) ; s^{\prime}\) ) to output \(\sigma^{\prime}=\left(\sigma_{1} \cdot\left(F R_{1} R_{2}\right)^{s^{\prime}}, \sigma_{2} \cdot g^{-s^{\prime}}, \sigma_{3} \cdot R_{1}^{-s^{\prime}}, \sigma_{4} \cdot R_{2}^{-s^{\prime}}\right)\), for a random \(s^{\prime} \stackrel{\oiint}{\leftarrow} \mathbb{Z}_{p}\). This simply changes the initial randomness \(s\) to \(s+s^{\prime} \bmod p\). Hence, if \(s^{\prime}\) is uniform then the internal randomness of \(\sigma^{\prime}\) is uniform in \(\mathbb{Z}_{p}\).

Theorem 9. Our variant of the Waters signature scheme is randomizable, and existentially unforgeable under chosen-extended-message attacks if the CDH assumption holds.

The proof of unforgeability is similar to that for the original Waters scheme and can be found in the full version BFPV11.

\subsection*{4.2 Signatures on Encrypted Messages}

In our new scheme, we will sign a linear encryption of \(F=\mathcal{F}(M)\) using our Revisited Waters signatures:
- Setup \(\left(1^{k}\right)\) : The scheme is based on a bilinear group \(\left(p, \mathbb{G}, \mathbb{G}_{T}, e, g\right)\), which constitutes the parameters param \(e_{e}\) for encryption. For the signing part, we require moreover a vector \(\boldsymbol{u}=\left(u_{0}, \ldots, u_{k}\right) \stackrel{\&}{\leftarrow} \mathbb{G}^{k+1}\), and a generator \(h \stackrel{\Phi}{\leftarrow} \mathbb{G}\) and define param \(s:=\left(p, \mathbb{G}, \mathbb{G}_{T}, e, g, h, \boldsymbol{u}\right)\).
- EKeyGen \(\left(\right.\) param \(\left._{e}\right)\) : Choose two random scalars \(x_{1}, x_{2} \stackrel{\oiint}{\leftarrow} \mathbb{Z}_{p}\), which define the secret key \(\mathrm{dk}=\left(x_{1}, x_{2}\right)\), and the public key as \(\mathrm{pk}=\left(X_{1}=g^{x_{1}}, X_{2}=g^{x_{2}}\right)\).
- SKeyGen \(\left(\right.\) param \(\left._{s}\right)\) : Choose a random scalar \(y \stackrel{\mathscr{\&}}{\leftarrow} \mathbb{Z}_{p}\), which defines the public key as \(\mathrm{vk}=Y=g^{y}\), and the secret key as sk \(=Z=h^{y}\).
\(-\operatorname{Encrypt}\left(\mathrm{pk}=\left(X_{1}, X_{2}\right), \mathrm{vk}=Y, M ;\left(r_{1}, r_{2}\right)\right)\) : For a message \(M \in\{0,1\}^{k}\) and random scalars \(r_{1}, r_{2} \in \mathbb{Z}_{p}\), define the ciphertext as \(c=\left(c_{1}=X_{1}^{r_{1}}, c_{2}=\right.\) \(\left.X_{2}^{r_{2}}, c_{3}=g^{r_{1}+r_{2}} \cdot \mathcal{F}(M)\right)\). To guarantee our notion of unforgeability of signatures on ciphertexts, we add proofs of knowledge of \(M\) and an image of \(r_{1}\) and \(r_{2}\) :
- Proof \(\Pi_{r}\) contains the commitments \(C_{r}=\left(C_{1}=\mathcal{C}^{\prime}\left(r_{1}\right), C_{2}=\mathcal{C}^{\prime}\left(r_{2}\right)\right.\), \(C_{3}=\mathcal{C}\left(Y^{r_{1}+r_{2}}\right)\) ), from which the simulator can extract \(R_{1}, R_{2}\) and \(T\) in the reduction (see below). \(\Pi_{r}\) moreover contains proofs of consistency: \(C_{3}\) is a commitment to \(Y\) raised to the values \(r_{1}\) and \(r_{2}\) committed in \(C_{1}\) and \(C_{2}\), which in turn are the coins for the encryption: \(c_{1}=X_{1}^{\left\langle r_{1}\right\rangle}\), \(c_{2}=X_{2}^{\left\langle r_{2}\right\rangle}\), and \(\left\langle Y^{r_{1}+r_{2}}\right\rangle=Y^{\left\langle r_{1}\right\rangle+\left\langle r_{2}\right\rangle}\). These equations are multi-scalar multiplication equations, from which only the last one is non-linear. We require 9 group elements for the commitments and 13 for the proofs, thus 22 group elements instead of \(18 \ell+4\) in the previous construction.
- Proof \(\Pi_{M}\) proves knowledge of \(M\) s.t. \(\mathcal{F}(M)\) is encrypted in \(c\). It consists of a bit-by-bit commitment \(C_{M}=\left(\mathcal{C}^{\prime}\left(M_{1}\right), \ldots, \mathcal{C}^{\prime}\left(M_{k}\right)\right)\) and proofs that each committed value is a bit ( \(6 k\) group elements); moreover, a proof that \(c_{3}\) is well-formed: \(c_{3}=\left(u_{0} \prod_{i \in\{1, \ldots, k\}} u_{i}^{\left\langle M_{i}\right\rangle}\right) \cdot g^{\left\langle r_{1}\right\rangle+\left\langle r_{2}\right\rangle}\), which is a linear multi-scalar multiplication equation ( 2 additional group elements). \(\Pi_{M}\) is therefore composed of \(9 k+2\) group elements.
The global proof (containing the commitments) \(\Pi\) consists therefore of \(9 k+\) 24 group elements (instead of \(9 k+18 \ell+6\) when using the original Waters scheme), where \(k\) and \(\ell\) are the bit lengths of the message \(M\) and elements of \(\mathbb{G}\), respectively.
\(-\operatorname{Sign}\left(\mathrm{sk}=Z, \mathrm{pk}=\left(X_{1}, X_{2}\right),\left(c=\left(c_{1}, c_{2}, c_{3}\right), \Pi\right) ; s\right)\) : To sign a ciphertext \(c=\left(c_{1}, c_{2}, c_{3}\right)\), first check if \(\Pi\) is valid, and if so, output
\[
\sigma=\left(c_{1}^{s}, c_{2}^{s}, Z \cdot c_{3}^{s} ; X_{1}^{s}, X_{2}^{s}, g^{s}\right)
\]
\(-\operatorname{Decrypt}\left(\mathrm{dk}=\left(x_{1}, x_{2}\right), \mathrm{vk}=Y,\left(c=\left(c_{1}, c_{2}, c_{3}\right), \Pi\right)\right):\) On a valid ciphertext (verifiable via \(\Pi\) ), knowing the decryption key \(\mathrm{dk}=\left(x_{1}, x_{2}\right)\), one can obtain \(F=\mathcal{F}(M)\) since \(F=c_{3} /\left(c_{1}^{1 / x_{1}} c_{2}^{1 / x_{2}}\right)\).
\(-\operatorname{Verif}\left(\mathrm{vk}=Y, \mathrm{pk}=\left(X_{1}, X_{2}\right),\left(c=\left(c_{1}, c_{2}, c_{3}\right), \Pi\right), \sigma=\left(\sigma_{1}, \sigma_{2}, \sigma_{3} ; \sigma_{4}, \sigma_{5}, \sigma_{6}\right)\right)\) : In order to verify the signature, one verifies \(\Pi\) and checks whether the following pairing equations hold: \(e\left(\sigma_{3}, g\right)=e(h, Y) \cdot e\left(c_{3}, \sigma_{6}\right)\) and
\[
\begin{aligned}
e\left(\sigma_{1}, X_{1}\right) & =e\left(c_{1}, \sigma_{4}\right) & e\left(\sigma_{2}, X_{2}\right) & =e\left(c_{2}, \sigma_{5}\right) \\
e\left(\sigma_{1}, g\right) & =e\left(c_{1}, \sigma_{6}\right) & e\left(\sigma_{2}, g\right) & =e\left(c_{2}, \sigma_{6}\right)
\end{aligned}
\]
- Random \(\left(\mathrm{vk}=Y, \mathrm{pk}=\left(X_{1}, X_{2}\right),\left(c=\left(c_{1}, c_{2}, c_{3}\right), \Pi\right), \sigma ; r_{1}^{\prime}, r_{2}^{\prime}, s^{\prime}\right)\) : In order to randomize the signature and the ciphertext, the algorithm outputs:
\[
\begin{aligned}
& c^{\prime}=\left(c_{1} \cdot X_{1}^{r_{1}^{\prime}}, c_{2} \cdot X_{2}^{r_{2}^{\prime}}, c_{3} \cdot g^{r_{1}^{\prime}+r_{2}^{\prime}}\right) \\
& \sigma^{\prime}=\left(\sigma_{1} \cdot c_{1}^{s^{\prime}} \cdot \sigma_{4}^{r_{1}^{\prime}} \cdot X_{1}^{r_{1}^{\prime} s^{\prime}}, \sigma_{2} \cdot c_{2}^{s^{\prime}} \cdot \sigma_{5}^{r_{2}^{\prime}} \cdot X_{2}^{r_{2}^{\prime} s^{\prime}}, \sigma_{3} \cdot c_{3}^{s^{\prime}} \cdot \sigma_{6}^{r_{1}^{\prime}+r_{2}^{\prime}} \cdot g^{\left(r_{1}^{\prime}+r_{2}^{\prime}\right) s^{\prime}}\right. \\
& \left.\sigma_{4} \cdot X_{1}^{s^{\prime}}, \sigma_{5} \cdot X_{2}^{s^{\prime}}, \sigma_{6} \cdot g^{s^{\prime}}\right)
\end{aligned}
\]
together with a randomization \(\Pi^{\prime}\) of \(\Pi\).
\(-\operatorname{Sig} \operatorname{Ext}\left(\mathrm{dk}=\left(x_{1}, x_{2}\right)\right.\), vk, \(\left.\left(c=\left(c_{1}, c_{2}, c_{3}\right), \Pi\right), \sigma\right)\) : Return the following: \(\Sigma=\) \(\left(\Sigma_{1}=\sigma_{3} /\left(\sigma_{1}^{1 / x_{1}} \sigma_{2}^{1 / x_{2}}\right), \Sigma_{2}=\sigma_{6}^{-1}\right)\), which is a valid signature on \(M\) :
\[
\begin{aligned}
& \Sigma_{1}=\sigma_{3} /\left(\sigma_{1}^{1 / x_{1}} \sigma_{2}^{1 / x_{2}}\right)=Z \cdot g^{s\left(r_{1}+r_{2}\right)} \cdot \mathcal{F}(M)^{s} / g^{s r_{1}} g^{s r_{2}}=Z \cdot \mathcal{F}(M)^{s} \\
& \Sigma_{2}=\sigma_{6}^{-1}=g^{-s}
\end{aligned}
\]

The same can be obtained from the coins \(\left(r_{1}, r_{2}\right)\) used for encryption.
Theorem 10. The above scheme is randomizable and unforgeable (in the UF sense) under the CDH assumption in \(\mathbb{G}\).

Proof. Correctness of Random follows from inspection of the construction of \(c^{\prime}\) and \(\sigma^{\prime}\) and the fact that Groth-Sahai proofs are randomizable.

Since we have proved that our variant of Waters signatures is secure under a stronger kind of attack, we can use it for an appropriate simulation of the signing oracle. The full proof can be found in the full version BFPV11. As motivated when introducing the additional elements in the signature query, from a valid signing query, our simulator can extract \(M\), but also \(R_{1}=g^{r_{1}}, R_{2}=g^{r_{2}}\) and \(T=Y^{r_{1}+r_{2}}\) from the commitments (but not the scalars \(r_{1}\) and \(r_{2}\) ). It adds \(M\) to the set SM and then queries \(\operatorname{Sign}_{\mathcal{S}}\left(\mathrm{sk}, M, R_{1}, R_{2}, T\right)\) to the extended-message signing oracle to obtain \(\sigma^{\prime}=\left(\sigma_{1}^{\prime}=\mathrm{sk} \cdot\left(\mathcal{F}(M) R_{1} R_{2}\right)^{s}, \sigma_{2}^{\prime}=g^{-s}, \sigma_{3}^{\prime}=R_{1}^{-s}, \sigma_{4}^{\prime}=\right.\) \(\left.R_{2}^{-s}\right)\). It then returns the following to the adversary:
\(\sigma=\binom{\sigma_{1}=\sigma_{3}^{\prime-x_{1}}=X_{1}^{s r_{1}}, \quad \sigma_{2}=\sigma_{4}^{\prime-x_{2}}=X_{2}^{s r_{2}}, \quad \sigma_{3}=\sigma_{1}^{\prime}=\operatorname{sk} \mathcal{F}(M)^{s} g^{s\left(r_{1}+r_{2}\right)}}{\sigma_{4}=\sigma_{3}^{\prime-x_{1}}=X_{1}^{s}, \quad \sigma_{5}=\sigma_{4}^{\prime-x_{2}}=X_{2}^{s}, \quad \sigma_{6}=\sigma_{2}^{\prime-1}=g^{s}}\).
Finally, if the adversary wins by outputting a ciphertext and a signature, we can extract a signature on the plaintext and the plaintext from the proof of knowledge.

\section*{5 Applications}

We have introduced extractable signatures on randomizable ciphertexts (ESRC), a new primitive that has many applications to anonymity. A first straightforward application is to blind signatures, which yields a similar (yet more efficient) result to MSF10,GK08; however, this does not exploit all the power of our new tool. A more interesting application is to receipt-free voting schemes. We discuss this in the following and then show how to construct variants of blind signatures from our primitive.

\subsection*{5.1 Non-interactive Receipt-Free E-voting}

In voting schemes, anonymity is a crucial property: nobody should be able to learn the content of my vote. This can be achieved with encryption schemes. However, this does not address the problem of vote sellers: a voter may sell his vote and then reveal/prove the content of his encrypted vote to the buyer. He
could do so by simply revealing the randomness used when encrypting the vote, which allows to verify that a claimed message was encrypted.

A classical approach to prevent vote selling uses heavy interactive techniques based on randomizable encryption schemes and designated-verifier zeroknowledge proofs: the voter encrypts his vote \(v\) as \(c\) and additionally signs it to bar any modification by the voting center. But before doing so, the voting center randomizes \(c\) into \(c^{\prime}\) (which cannot be opened by the voter anymore since he no longer knows the random coins) and then proves that \(c\) and \(c^{\prime}\) contain the same plaintext. This proof must be non-transferable, otherwise the voter could open \(c\) (by revealing the random coins) and transfer the proof to the buyer, which together yields a proof of opening for \(c^{\prime}\). The used proof is thus a designatedverifier zero-knowledge proof. Finally, after receiving \(c^{\prime}\) and being convinced by the proof, the voter signs \(c^{\prime}\).

Signatures on ciphertexts that can be randomized allow to avoid interactions altogether: all a voter does is encrypt his vote \(v\) as \(c\) and make a signature \(\sigma\) on \(c\). The voting center can now consistently randomize both \(c\) and \(\sigma\) as \(c^{\prime}\) and \(\sigma^{\prime}\), so that the randomness used in \(c^{\prime}\) is unknown to the signer, who is however guaranteed that the vote was not modified by the voting center because of the unforgeability notion for ESRC: nobody can generate a signature on a ciphertext that contains a different plaintext. We have thus constructed a non-interactive receipt-free voting scheme.

Since our ESRC candidates use not only randomizable but homomorphic encryption schemes (the encryption of the vote is actually the bit-commitments of the \(M_{i}\) 's, which are either linear encryptions or ElGamal encryptions of \(g^{M_{i}}\) ), classical techniques for voting schemes with homomorphic encryption and threshold decryption can be used [ \(\left.\mathrm{BFP}^{+} 01\right]\) : there is no risk for the signature on the ciphertext to be converted into a signature on the plaintext if the board of authorities uses the decryption capability on the encrypted tally only.

If the vote consists of one box to be checked, the size of the ballot is only 42 group elements in the instantiation with linear encryption, and even smaller for the instantiation using ElGamal detailed in the full version BFPV11]: \(21 \mathbb{G}_{1}\) elements and \(13 \mathbb{G}_{2}\) elements. Furthermore, if the vote consists of several (say \(k\) ) boxes to be checked or not, with various constraints, the ballot size grows only slowly in \(k\), since while the votes are committed bit by bit, the proofs can be global. Hence, the size basically corresponds to the signature on a ciphertext of a \(k\)-bit message. The extended ciphertexts already contains proofs that plaintexts are bits only, and all the proofs are randomizable.

\subsection*{5.2 Blind Signatures and Variants}

Since the beginning of e-cash, blind signatures have been their most important tool. They provide an interactive protocol between a bank and a user, letting a user have a message signed by the bank without revealing it. Moreover, the message-signature pair obtained by the user is uncorrelated to the view of the protocol execution by the bank, which enables the user to withdraw anonymous coins. Several signature schemes have been turned into blind signature schemes.

The best-known is the first scheme by Chaum Cha83, which is derived from RSA signatures RSA78, and has been proven secure BNPS01 under the onemore RSA assumption in the random-oracle model BR93. As defined in PS96, PS00, for e-cash, the security requirement is the resistance to one-more forgeries: after interacting \(q\) times with the signer, an adversary should not be able to output more than \(q\) valid signed messages.

With ESRC, one can build a computationally blind signature scheme: the user encrypts the message \(m\) into the ciphertext \(c\) under his own key, and asks for a signature on \(c\). He gets back a signature on the ciphertext \(c\) from which he can then extract \(\sigma\), a valid signature on \(m\). This signature is not yet blind, since the signer knows the coins used to compute it, and can thus link \(\sigma\) to the transcript. However, due to the randomizability of the signature, the user can randomize \(\sigma\) into \(\sigma^{\prime}\) that is a secure blind signature:
- the blindness property relies on the semantic security of the encryption scheme (here DLin) and the randomization, which is information-theoretic;
- the one-more unforgeability relies on unforgeability of the signature scheme (here CDH), since the user cannot generate a signature for a message that has not been asked, encrypted, to the signer. Of course, we do not obtain strong one-more unforgeability (where several signatures on the same message would be counted several times), which is impossible with randomizable signatures.

This construction is similar to GK08 but with better efficiency and much less bandwidth consumption since the latter relies on inefficient NIZK techniques DFN06.

One-Round Fair Blind Signatures. With a strong extractable randomizable signature on ciphertexts, we get more than just standard blind signatures: we have fair blind signatures [SPC95]. Using a strong ESRC scheme, the user does not need to encrypt \(m\) under his own key, since the random coins suffice to extract the signature. He can thus encrypt the message \(m\) under a tracing authority's key. Using the decryption key, the authority can extract the message from \(c\) (or at least check if \(c\) encrypts a purported message) w.r.t. the signed message and thus revoke anonymity in case of abuse.

One-Round Three-Party Blind Signatures. Our primitive also allows to design a three-party blind signature scheme, which we define as follows: a party \(A\) makes a signer \(C\) sign a message \(m\) for \(B\) so that neither \(A\) nor \(C\) can later link the final message-signature pair (for \(A\) among all the signatures for the message \(m\), and for \(C\) among all the valid message-signature pairs). To realize this primitive, the party \(A\) encrypts the message \(m\) under the key of \(B\), and sends it to the signer \(C\), who signs the ciphertext and applies the randomization algorithm to the ciphertext-signature pair (this is useful only in case \(A\) and \(B\) are distinct, as then \(A\) does not know the randomness for encryption and therefore cannot extract a signature). \(C\) sends the encrypted signature to \(B\) (possibly via \(A\), who cannot decrypt anyway) and \(B\) also applies the randomization algorithm
(so that \(C\) does not know the random coins used for signing) and then extracts the signature. With such a 2 -flow scheme, \(B\) can obtain a signature, unknown to \(A\), on a message chosen by \(A\), unknown and even indistinguishable from any message-signature pair to \(C\). Applied to group signatures, such a primitive allows a group manager \(A\) to add a new member \(B\) without learning his certificate provided by the authority \(C: A\) can define the rights in the message, but only \(B\) receives the certificate generated by \(C\).

Additional Properties. Using our instantiation of ESRC, we can define an additional trapdoor: the extraction key for the commitments. It is not intended to be known by anybody (except the simulator in the security analysis), since the commitment key is in the CRS, but one could consider a scenario where it is given to a trusted authority that gets revocation capabilities.

Our construction is similar to previous efficient round-optimal blind signatures Fuc09, \(\mathrm{AFG}^{+} 10\) ] in that it uses Groth-Sahai proofs. However, we rely on standard assumptions only, and our resulting blind signature is a standard Waters signature, which is much shorter (2 group elements!) than the proof of knowledge of a signature used in all previous constructions.
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\begin{abstract}
This paper introduces and formalizes homomorphic proofs that allow 'adding' proofs and proof statements to get a new proof of the 'sum' statement. Additionally, we introduce a construction of homomorphic proofs, and show an accumulator scheme with delegatable non-membership proofs (ADNMP) as one of its applications with provable security. Finally, the proposed accumulator method extends the BCCKLS scheme [1] to create a new provably secure revocable delegatable anonymous credential (RDAC) system. Intuitively, the new accumulator's delegatable non-membership (NM) proofs enable user A, without revealing her identity, to delegate to user B the ability to prove that A's identity is not included in a blacklist that can later be updated. The delegation is redelegatable, unlinkable, and verifiable.
\end{abstract}

\section*{1 Introduction}

Proof systems play important roles in many cryptographic systems, such as signature, authentication, encryption, anonymous credential and mix-net. In a proof system between a prover and a verifier, an honest prover with a witness can convince a verifier about the truth of a statement but an adversary cannot convince a verifier of a false statement. Groth and Sahai [2] proposed a novel class of non-interactive proof systems (GS) with a number of desirable properties which are not available in previous ones. They are efficient and general. They do not require the random oracle assumption [3]. They can be randomized, i.e. one can generate a new proof from an existing proof of the same statement without knowing the witness. In this paper, we unveil another valuable feature of GS proofs: homomorphism.

Proof systems are used to construct accumulators 4|5/6|7|8. An accumulator allows aggregation of a large set of elements into one constant-size accumulator value. The 'membership' proof system proves that an element is accumulated. An accumulator is universal if it has 'non-membership' proof system to prove that a given element is not accumulated in the accumulator value 910. An accumulator is dynamic if the costs of adding and deleting elements and updating the accumulator value and proof systems' witnesses do not depend on the number of elements aggregated. Applications of accumulators include space-efficient time
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stamping, ad-hoc anonymous authentication, ring signatures, ID-Based systems, and membership revocation for identity escrow, group signatures and anonymous credentials [6].

In anonymous credential systems, a user can prove some credentials without revealing any other private information such as her identity. There have been several proposals [1112]; applications such as in direct anonymous attestation (DAA) [13] and anonymous electronic identity (eID) token [14]15; and implementations such as U-prove [15], Idemix [14] and java cards [16]. An anonymous credential system is delegatable [1] if its credential can be delegated from one user to another user so that a user can anonymously prove a credential which is delegated some levels away from the original issuer. Delegation is important for efficient credential management in organizations, as a person typically delegates certain authorities to colleagues to execute tasks on her behalf. Revocation is indispensable in credential systems in practice, as dispute, compromise, abuse, mistake, identity change, hacking and insecurity can make any credential become invalid before its expiration. The anonymity and delegation properties make revocation more challenging: the user must prove anonymously that her whole credential chain is not revoked. The primary revocation methods are based on accumulators 1710, offering a constant cost for an unrevoked proof. However, the current schemes do not work for delegated anonymous credentials.

Contributions. We present three contributions in this paper, incrementally building on each other: (i) formal definition of homomorphic proofs and a construction based on GS proofs, (ii) dynamic universal accumulators with delegatable non-membership proof (ADNMP), and (iii) a revocable delegatable anonymous credential system (RDAC).

We first introduce and formally define the new notion of homomorphic proofs, which means there is an operation that 'adds' proofs, their statements and witnesses to produce a new proof of the 'sum' statement and the 'sum' witness. We present and prove a construction for homomorphic proofs from GS proofs [2]. The general nature of GS proofs partly explains the reason behind its numerous applications: group signatures, ring signatures, mix-nets, anonymous credentials, and oblivious transfers. Our homomorphic construction uses the most general form of GS proofs to maximize the range of possible applications.

Homomorphic proofs can be applied to homomorphic signatures [18, homomorphic authentication [19], that found applications in provable cloud storage [19], network coding [20|21], digital photography [22] and undeniable signatures [23]. Another possible application area is homomorphic encryption and commitment schemes that are used in mix-nets [24, voting [25, anonymous credentials [1] and other multi-party computation systems. Gentry's recent results on fully homomorphic encryption [26] allow computing any generic function of encrypted data without decryption and can be applied to cloud computing and searchable encryption.

Section 3.3 compares this work to the DHLW homomorphic NIZK (Non Interactive Zero Knowledge) recently proposed in [27]. While the DHLW scheme takes the traditional homomorphism approach, we employ Abelian groups and
introduce a more general definition where proof systems satisfying the DHLW definition are a subset of the new proof systems. We note that DHLW's homomorphic NIZK definition and construction do not cover the new homomorphic proofs to build ADNMP and RDAC. From an application point of view, DHLW homomorphic NIZK targets leakage-resilient cryptography, and the new homomorphic proofs target accumulators and revocation.

Secondly, we introduce and build an accumulator with delegatable non-membership proof (ADNMP) scheme based on homomorphic proofs. We define security requirements for ADNMP, and give security proofs for the ADNMP scheme. The constructions in the SXDH (Symmetric External Diffie Hellman) or SDLIN (Symmetric Decisional Linear) instantiations of GS proofs allow the use of the most efficient curves for pairings in the new accumulator scheme [28].

To our knowledge, this is the first accumulator with a delegatable non-membership proof. Previously, there were only two accumulators with non-membership proofs, i.e. universal accumulators LLX [9] and ATSM [10]; both are not delegatable. Delegability allows us to construct delegatable revocation for delegatable anonymous credentials. Our accumulator uses GS proofs without random oracles where LLX and ATSM rely on the random oracle assumption for non-interactive proofs. LLX is based on the Strong RSA assumption and defined in compositeorder groups, and ATSM is based on the Strong DH assumption and defined in prime-order bilinear pairing groups. Our scheme is also built in prime-order bilinear pairing groups that require storage much smaller than RSA composite-order groups. The new non-membership prover requires no pairing compared to ATSM's four pairings.

The main challenge in blacklisting delegatable anonymous credentials that can further be delegated is to create accumulators satisfying the following requirements. First, user A, without revealing private information, can delegate the ability to prove that her identity is not accumulated in any blacklist to user B so that such proofs generated by A and B are indistinguishable and the blacklist may change anytime. Second, the delegation must be unlinkable, i.e. it must be hard to tell if two such delegations come from the same delegator A. Third, user B is able to redelegate the ability to prove that A's credential is not blacklisted to user C , such that the information C obtains from the redelegation is indistinguishable from the information one obtains from A's delegation. Finally, any delegation information must be verifiable for correctness. The new ADNMP scheme satisfies these requirements.

By employing the ADNMP approach, our final contribution is to create the first delegatable anonymous credential system with delegatable revocation capability; an RDAC system. Traditionally, blacklisting of anonymous credentials relies on accumulators [8. The identities of revoked credentials are accumulated in a blacklist, and verification of the accumulator's NM proof determines the credential's revocation status. A natural rule in a revoked delegatable credential, that our scheme also follows, is to consider all delegated descendants of the credential revoked. Applying that rule to delegatable anonymous credentials, a user must anonymously prove that all ancestor credentials are not revoked, even when the blacklist changes.

Homomorphic proofs bring delegability of proofs to another level. A proof's statement often consists of commitments of variables (witnesses) and conditions. Randomizable and malleable proofs introduced in [1] allows generation of a new proof and randomization of the statement's commitments without knowing the witness, but the statement's conditions always stay the same. Homomorphic proofs allow generating a new proof for a new statement containing new conditions, without any witness. A user can delegate her proving capability to another user by revealing some homomorphic proofs. A linear combination of these proofs and their statements allows the delegatee to generate new proofs for other statements with different conditions (e.g., an updated blacklist in ADNMP). In short, the BCCKLS paper [1] deals with delegating proofs of the same statements' conditions, whereas this paper deals with delegating proofs of changing statements' conditions.

\section*{2 Background}

Tech Report [29] provides more details of existing cryptographic primitives: Bilinear Map Modules, \(\mathcal{R}\)-module, Bilinear pairings, SXDH, Composable zeroknowledge (ZK), Randomizing proofs and commitments, Partial extractability, Accumulator, and Delegatable anonymous credentials.

Notation. PPT stands for Probabilistic Polynomial Time; CRS for Common Reference String; Pr for Probability; NM for non-membership; ADNMP for Accumulator with Delegatable NM Proofs; RDAC for Revocable Delegatable Anonymous Credential; and \(\leftarrow\) for random output. For a group \(\mathbb{G}\) with identity \(\mathcal{O}\), let \(\mathbb{G}^{*}:=\mathbb{G} \backslash\{\mathcal{O}\} . \operatorname{Mat}_{m \times n}(\mathcal{R})\) is the set of matrices with size \(m \times n\) in \(\mathcal{R}\). For a matrix \(\Gamma, \Gamma[i, j]\) is the value in \(i^{t h}\) row and \(j^{t h}\) column. A vector \(\boldsymbol{z}\) of \(l\) elements can be viewed as a matrix of \(l\) rows and 1 column. For a vector \(\boldsymbol{z}\), \(z[i]\) is the \(i^{t h}\) element. For a function \(\nu: \mathbb{Z} \rightarrow \mathbb{R}, \nu\) is negligible if \(|\nu(k)|<k^{-\alpha}\), \(\forall \alpha>0, \forall k>k_{0}, \exists k_{0} \in \mathbb{Z}^{+}, k \in \mathbb{Z}\).

Proof System. Let \(\mathbf{R}\) be an efficiently computable relation of (Para, Sta, Wit) with setup parameters Para, a statement Sta, and a witness Wit. A noninteractive proof system for \(\mathbf{R}\) consists of 3 PPT algorithms: a Setup, a prover Prove, and a verifier Verify. A non-interactive proof system (Setup, Prove, Verify) must be complete and sound. Completeness means that for every PPT adversary \(\mathcal{A}\), \(\mid \operatorname{Pr}\left[\right.\) Para \(\leftarrow \operatorname{Setup}\left(1^{k}\right) ;(\) Sta, Wit \() \leftarrow \mathcal{A}(\) Para \() ;\) Proof \(\leftarrow\) Prove \((\) Para, Sta, Wit \():\) Verify \((\) Para, Sta, Proof \()=1\) if \((\) Para, Sta, Wit \() \in \mathbf{R}]-1 \mid\) is negligible. Soundness means that for every PPT adversary \(\mathcal{A}, \mid \operatorname{Pr}\left[\right.\) Para \(\leftarrow \operatorname{Setup}\left(1^{k}\right) ;(\) Sta, Proof \() \leftarrow\) \(\mathcal{A}\) (Para) : Verify (Para, Sta, Proof \()=0\) if (Para, Sta, Wit \() \notin \mathbf{R}, \forall\) Wit \(]-1 \mid\) is negligible.

GS Proofs. Tech Report [29] provides a comprehensive summary of GS proofs and its instantiation in SXDH. Briefly, the GS setup algorithm generates \(G k\) and CRS \(\sigma\). \(G k\) contains \(L\) tuples, each of which has the form \(\left(A_{1}, A_{2}, A_{T}, f\right)\) where \(A_{1}, A_{2}, A_{T}\) are \(\mathcal{R}\)-modules with map \(f: A_{1} \times A_{2} \rightarrow A_{T}\). \(L\) is also the number of equations in a statement to be proved. CRS \(\sigma\) contains \(L\) corresponding tuples of \(\mathcal{R}\)-modules and maps \(\left(B_{1}, B_{2}, B_{T}, \iota_{1}, \iota_{2}, \iota_{T}\right)\), where \(\iota_{j}\) :
\(A_{j} \rightarrow B_{j}\). A GS statement is a set of \(L\) corresponding tuples \(\left(\boldsymbol{a} \in A_{1}^{n}, \boldsymbol{b} \in\right.\) \(A_{2}^{m}, \Gamma \in \operatorname{Mat}_{m \times n}(\mathcal{R}), t \in A_{T}\) ) satisfying \(\boldsymbol{a} \cdot \boldsymbol{y}+\boldsymbol{x} \cdot \boldsymbol{b}+\boldsymbol{x} \cdot \Gamma \boldsymbol{y}=t\); where \(\left(\boldsymbol{x} \in A_{1}^{m}, \boldsymbol{y} \in A_{2}^{n}\right)\) is the corresponding witness (there are \(L\) witness tuples), and denote \(\boldsymbol{a} \cdot \boldsymbol{y}=\sum_{j=1}^{n} f(a[j], y[j])\). The proof of the statement includes \(L\) corresponding tuples, each of which consists of commitments \(\boldsymbol{c} \in B_{1}^{m}\) of \(\boldsymbol{x}\) and \(\boldsymbol{d} \in B_{2}^{n}\) of \(\boldsymbol{y}\) with values \(\boldsymbol{\pi}\) and \(\boldsymbol{\psi}\). In the SXDH instantiation of GS proofs, Para includes bilinear pairing setup \(G k=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, P_{1}, P_{2}\right)\) and CRS \(\sigma=\left(B_{1}, B_{2}, B_{T}, F, \iota_{1}, p_{1}, \iota_{2}, p_{2}, \iota_{1}^{\prime}, p_{1}^{\prime}, \iota_{2}^{\prime}, p_{2}^{\prime}, \iota_{T}, p_{T}, \boldsymbol{u}, \boldsymbol{v}\right)\) where \(B_{1}=\mathbb{G}_{1}^{2}\), \(B_{2}=\mathbb{G}_{2}^{2}\) and \(B_{T}:=\mathbb{G}_{T}^{4}\). The maps are \(\iota_{j}: A_{j} \rightarrow B_{j}, p_{j}: B_{j} \rightarrow A_{j}, \iota_{j}^{\prime}: \mathbb{Z}_{p} \rightarrow B_{j}\) and \(p_{j}^{\prime}: B_{j} \rightarrow \mathbb{Z}_{p}\). Vectors \(\boldsymbol{u}\) of \(u_{1}, u_{2} \in B_{1}\) and \(\boldsymbol{v}\) of \(v_{1}, v_{2} \in B_{2}\) are commitment keys for \(\mathbb{G}_{1}\) and \(\mathbb{G}_{2}\).

\section*{3 Homomorphic Proofs}

\subsection*{3.1 Formalization}

Recall that an Abelian group must satisfy 5 requirements: Closure, Associativity, Commutativity, Identity Element and Inverse Element.

Definition 1. Let (Setup, Prove, Verify) be a proof system for a relation \(\mathbf{R}\) and Para \(\leftarrow \operatorname{Setup}\left(1^{k}\right)\). Consider a subset \(\Pi\) of all (Sta, Wit, Proof) such that (Para, Sta, Wit) \(\in \mathbf{R}\) and Verify (Para, Sta, Proof) \(=1\), and an operation \(+_{\Pi}\) : \(\Pi \times \Pi \rightarrow \Pi . \Pi\) is a set of homomorphic proofs if \((\Pi,+\Pi)\) satisfies the 3 requirements: Closure, Associativity and Commutativity.

Consider an \(I_{\Pi}:=\left(S t a_{0}\right.\), Wit \(_{0}\), Proof \(\left._{0}\right) \in \Pi\). \(\Pi\) is a set of strongly homomorphic proofs if \(\left(\Pi,+_{\Pi}, I_{\Pi}\right)\) forms an Abelian group where \(I_{\Pi}\) is the identity element.

Note that if \(\Pi\) is strongly homomorphic, then \(\Pi\) is also homomorphic. If \(+_{\Pi}\) \(\left(\left(\right.\right.\) Sta \(_{1}\), Wit \(_{1}\), Proof \(\left._{1}\right),\left(\right.\) Sta \(_{2}\), Wit \(_{2}\), Proof \(\left.\left._{2}\right)\right) \mapsto(\) Sta, Wit, Proof \()\), we have the following notations:
\((\) Sta, Wit, Proof \() \leftarrow\left(\right.\) Sta \(_{1}\), Wit \(_{1}\), Proof \(\left._{1}\right)+\Pi\left(\right.\) Sta \(_{2}\), Wit \(_{2}\), Proof \(\left._{2}\right)\), Sta \(\leftarrow\) Sta \(_{1}+_{\Pi}\) Sta \(_{2}\), Wit \(\leftarrow\) Wit \(_{1}+_{\Pi}\) Wit \(_{2}\), and Proof \(\leftarrow\) Proof \(_{1}+_{\Pi}\) Proof \(_{2}\).

We also use the multiplicative notation \(n(\) Sta, Wit, Proof) for the self addition for \(n\) times of (Sta, Wit, Proof). Similarly, we also use \(\sum_{i} n_{i}\left(S t a_{i}, W_{i t}\right.\), \(\operatorname{Proof}_{i}\) ) to represent linear combination of statements, witnesses and proofs. These homomorphic properties are particularly useful for randomizable proofs: one can randomize a proof computed from the homomorphic operation to get another proof, which is indistinguishable from a proof generated by Prove.

\subsection*{3.2 GS Homomorphic Proofs}

Consider a GS proof system (Setup, Prove,Verify) of \(L\) equations. Each map \(\iota_{i}\) : \(A_{i} \rightarrow B_{i}\) satisfies \(\iota_{i}\left(x_{1}+x_{2}\right)=\iota_{i}\left(x_{1}\right)+\iota_{i}\left(x_{2}\right), \forall x_{1}, x_{2} \in A_{1}\) and \(i \in\{1,2\}\).

We first define the identity \(I_{G S}=\left(S t a_{0}\right.\), Wit \(_{0}\), Proof \(\left._{0}\right)\). Sta \(a_{0}\) consists of \(L\) GS equations \(\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{0}, \Gamma_{0}, t_{0}\right)\), Wit \(t_{0}\) consists of \(L\) corresponding GS variables \(\left(\boldsymbol{x}_{0}, \boldsymbol{y}_{0}\right)\), Proof \(_{0}\) consists of \(L\) corresponding GS proofs \(\left(\boldsymbol{c}_{0}, \boldsymbol{d}_{0}, \boldsymbol{\pi}_{0}, \boldsymbol{\psi}_{0}\right)\), and there are \(L\) tuples of corresponding maps \(\left(\iota_{1}, \iota_{2}\right)\). They satisfy:
\(\diamond\) Let \(m\) be the dimension of \(\boldsymbol{b}_{0}, \boldsymbol{x}_{0}\) and \(\boldsymbol{c}_{0} . \exists M \subseteq\{1, \ldots, m\}\) such that \(\forall i \in M\), \(b_{0}[i]=0 ; \forall j \in \bar{M}, x_{0}[j]=0\) and \(c_{0}[j]=\iota_{1}(0)\), where \(\bar{M}:=\{1, \ldots, m\} \backslash M\).
\(\diamond\) Let \(n\) be the dimension of \(\boldsymbol{a}_{0}, \boldsymbol{y}_{0}\) and \(\boldsymbol{d}_{0} . \exists N \subseteq\{1, \ldots, n\}\) such that \(\forall i \in N\), \(a_{0}[i]=0 ; \forall j \in \bar{N}, y_{0}[j]=0\) and \(d_{0}[j]=\iota_{2}(0)\), where \(\bar{N}:=\{1, \ldots, n\} \backslash N\).
\(\diamond\) For both \((\forall i \in \bar{M}, \forall j \in \bar{N})\) and \((\forall i \in M, \forall j \in N): \Gamma_{0}[i, j]=0\).
\(\diamond t_{0}=0, \boldsymbol{\pi}_{0}=0\), and \(\boldsymbol{\psi}_{0}=0\).
We next define a set \(\Pi_{G S}\) of tuples (Sta, Wit, Proof) from the identity \(I_{G S}\). \(S t a\) consists of \(L\) GS equations \((\boldsymbol{a}, \boldsymbol{b}, \Gamma, t)\) (corresponding to Sta \({ }_{0}\) 's \(\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{0}, \Gamma_{0}, t_{0}\right)\) with \(m, n, M, N)\); Wit consists of \(L\) corresponding GS variables \((\boldsymbol{x}, \boldsymbol{y})\); Proof consists of \(L\) corresponding GS proofs \((\boldsymbol{c}, \boldsymbol{d}, \boldsymbol{\pi}, \boldsymbol{\psi})\); satisfying:
\(\diamond \forall i \in M, x[i]=x_{0}[i]\) and \(c[i]=c_{0}[i] . \forall j \in \bar{M}, b[j]=b_{0}[j]\).
\(\diamond \forall i \in N, \underline{y}[i]=y_{0}[i]\) and \(d[i]=d_{0}[i] . \forall j \in \bar{N}, a[j]=a_{0}[j]\).
\(\diamond\) If \((i \in \bar{M}) \vee(j \in \bar{N})\), then \(\Gamma[i, j]=\Gamma_{0}[i, j]\). That means \(\forall i \in \bar{M}, \forall j \in \bar{N}:\) \(\Gamma[i, j]=0\).

We finally define operation \(+_{G S}: \Pi_{G S} \times \Pi_{G S} \rightarrow \Pi_{G S}\). For \(i \in\{1,2\}\) and \(\left(\right.\) Sta \(_{i}\), Wit \(_{i}\), Proof \(\left._{i}\right) \in \Pi_{G S}\), Sta \(_{i}\) consists of \(L\) GS equations \(\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{i}, \Gamma_{i}, t_{i}\right)\) corresponding to \(S t a_{0}\) 's \(\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{0}, \Gamma_{0}, t_{0}\right)\), Wit \(t_{i}\) consists of \(L\) corresponding GS variables \(\left(\boldsymbol{x}_{i}, \boldsymbol{y}_{i}\right)\), and Proof \(_{i}\) consists of \(L\) corresponding GS proofs \(\left(\boldsymbol{c}_{i}, \boldsymbol{d}_{i}, \boldsymbol{\pi}_{i}, \boldsymbol{\psi}_{i}\right)\). We compute \((\) Sta, Wit, Proof \() \leftarrow\left(\right.\) Sta \(_{1}\), Wit \(_{1}\), Proof \(\left._{1}\right)+{ }_{G S}\left(\right.\) Sta \(_{2}\), Wit \(_{2}\), Proof \(\left._{2}\right)\) of corresponding \((\boldsymbol{a}, \boldsymbol{b}, \Gamma, t),(\boldsymbol{x}, \boldsymbol{y})\) and \((\boldsymbol{c}, \boldsymbol{d}, \boldsymbol{\pi}, \boldsymbol{\psi})\) as follows.
\(\diamond \forall i \in M: x[i]:=x_{1}[i] ; c[i]:=c_{1}[i] ; b[i]:=b_{1}[i]+b_{2}[i] . \forall j \in \bar{M}: b[j]:=b_{1}[j] ;\) \(x[j]:=x_{1}[j]+x_{2}[j] ; c[j]:=c_{1}[j]+c_{2}[j]\).
\(\diamond \forall i \in N: y[i]:=y_{1}[i] ; d[i]:=d_{1}[i] ; a[i]:=a_{1}[i]+a_{2}[i] . \forall j \in \bar{N}: a[j]:=a_{1}[j] ;\) \(y[j]:=y_{1}[j]+y_{2}[j] ; d[j]:=d_{1}[j]+d_{2}[j]\).
\(\diamond\) If \((i \in \bar{M}) \vee(j \in \bar{N})\), then \(\Gamma[i, j]:=\Gamma_{1}[i, j]\). Otherwise, \(\Gamma[i, j]:=\Gamma_{1}[i, j]+\) \(\Gamma_{2}[i, j]\).
\(\diamond t=t_{1}+t_{2}, \boldsymbol{\pi}=\boldsymbol{\pi}_{1}+\boldsymbol{\pi}_{2}\), and \(\boldsymbol{\psi}=\boldsymbol{\psi}_{1}+\boldsymbol{\psi}_{2}\).
Theorem 1. In the definitions above, \(\Pi_{G S}\) is a set of strongly homomorphic proofs with operation \(+_{G S}\) and the identity element \(I_{G S}\).

Proof of theorem 1 can be found in Tech Report [29. The proof validates the closure, associativity, commutativity, identity element, and inverse element properties of abelian groups.

\subsection*{3.3 Comparison with the DHLW Homomorphic NIZK}

We compare our homomorphic proof approach with the independently proposed DHLW homomorphic NIZK [27. Intuitively, DHLW defines that a NIZK proof system is homomorphic if for any (Para, Sta , Wit \(\left._{1}\right),\left(\right.\) Para, \(_{\text {, }}\) Sta \({ }_{2}\), Wit \(\left.{ }_{2}\right) \in\) R: Prove \(\left(\text { Para, Sta }, \text { Wit }_{1}\right)_{\text {Rand }_{1}}+\operatorname{Prove}\left(\text { Para, Sta }{ }_{2}, \text { Wit }_{2}\right)_{\text {Rand }_{2}}=\operatorname{Prove}(\) Para, Sta \(_{1}+\) Sta \(_{2}\), Wit \(_{1}+\) Wit \(\left._{2}\right)_{\text {Rand }_{1}+\text { Rand }_{2}}\), where Prove \((\ldots)_{\text {Rand }}\) is the output of Prove() with randomness Rand. The new definition in this paper requires homomorphism for a subset of proofs generated by Prove, and differs from DHLW's homomorphism requirement for all such proofs, covering more proof systems.

The DHLW's homomorphic NIZK construction a special case of our construction above. It is for statements of 'one-sided' GS equations \(\left\{\boldsymbol{x}_{k} \cdot \boldsymbol{b}_{k}=\right.\) \(\left.t_{k}\right\}_{k=1}^{L}\) whereas our construction generalizes to statements of 'full' GS equations \(\left\{\boldsymbol{a}_{k} \cdot \boldsymbol{y}_{k}+\boldsymbol{x}_{k} \cdot \boldsymbol{b}_{k}+\boldsymbol{x}_{k} \cdot \Gamma \boldsymbol{y}_{k}=t_{k}\right\}_{k=1}^{L}\). As shown later, the ADNMP and RDAC are based on a GS homomorphic proof system of 'full' equations \(\left\{\left(y_{1}+y_{2}\right) X_{j 1}+y_{j 3} A_{1}=T_{j 1} \wedge X_{j 3}-y_{j 3} A_{2}=0 \wedge y_{j 3} X_{j 2}=T_{j 2}\right\}_{j=1}^{m}\).

\section*{4 Accumulator with Delegatable NM Proofs - ADNMP}

We refer to a universal accumulator as (Setup, ProveNM, VerifyNM, CompNMWit, Accu), that consists of only algorithms for setup; generating, verifying and computing witnesses for non-membership proofs; and accumulating, respectively. This paper does not deal with membership proofs. Tech Report [29] provides more details on accumulators.

The delegating ability to prove statements allows another user to prove the statements on one's behalf without revealing the witness, even if the statements' conditions change over time. For privacy reasons, adversaries should not be able to distinguish different delegations from different users. The delegatee can verify a delegation and unlinkably redelegate the proving ability further to other users. Thus, delegating an accumulator's NM proofs should meet 4 conditions formalized in Definition 2, Delegability means that an element Ele's owner can delegate her ability to prove that Ele is not accumulated without trivially revealing Ele. Even if the set of accumulated elements change overtime, the delegatee does not need to contact the delegator again to generate the proof. The owner gives the delegatee a key \(D e\) generated from Ele. The proof generated from \(D e\) by CompNMProof is indistinguishable from a proof generated by ProveNM. Unlinkability means that a delegatee should not be able to distinguish whether or not two delegating keys originate from the same element. It implies that it is computationally hard to find an element from its delegating keys. Redelegability means that the delegatee can redelegate \(D e\) as \(D e^{\prime}\) to other users, and still maintains indistinguishability of \(D e\) and \(D e^{\prime}\). Verifiability means that one is able to validate that a delegating key \(D e\) is correctly built.

Definition 2. A universal accumulator (Setup, ProveNM, VerifyNM, CompNMWit, Accu) is a secure ADNMP (Accumulator with Delegatable NM Proofs) if there exist PPT algorithms
- Dele: takes public parameters Para and an element Ele and returns its delegating key De;
- Rede: takes Para and a delegating key De and returns another delegating key \(D e^{\prime}\);
- Vali: takes Para and a delegating key De and returns 1 if De is valid or 0 otherwise;
- CompNMProof: takes Para, De, an accumulator set AcSet and its accumulator value AcVal and returns an NM proof that the element Ele corresponding to De is not accumulated in AcSet;
satisfying:
- Delegability: For every PPT algorithm \(\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right), \mid \operatorname{Pr}\left[(\operatorname{Para}, A u x) \leftarrow \operatorname{Setup}\left(1^{k}\right)\right.\); \((\) Ele, AcSet, state \() \leftarrow \mathcal{A}_{1}(\) Para \() ;\) AcVal \(\leftarrow\) Accu (Para, AcSet); Wit \(\leftarrow\) CompNMWit(Para, Ele, AcSet, AcVal); \(\operatorname{Proof}_{0} \leftarrow \operatorname{ProveNM(Para,~AcVal,~}\) Wit); De \(\leftarrow\) Dele(Para, Ele); Proof \(1 \leftarrow\) CompNMProof(Para, De, AcSet, AcVal \() ; b \leftarrow\{0,1\} ; b^{\prime} \leftarrow \mathcal{A}_{2}(\) state, AcVal, Wit, De, Proof \():(\) Ele \(\notin\) AcSet) \(\left.\wedge b=b^{\prime}\right]-1 / 2 \mid\) is negligible.
- Unlinkability: For every PPT algorithm \(\mathcal{A}, \mid \operatorname{Pr}\left[(\operatorname{Para}, A u x) \leftarrow \operatorname{Setup}\left(1^{k}\right)\right.\); \(\left(E l e_{0}\right.\), Ele \(\left._{1}\right) \leftarrow\) Dom \(_{\text {Para }} ;\) De \(\leftarrow\) Dele (Para, Ele 0\() ; b \leftarrow\{0,1\} ;\) De \(e_{b} \leftarrow\) Dele(Para, Ele \(\left.e_{b}\right) ; b^{\prime} \leftarrow \mathcal{A}\left(\right.\) Para, De, De \(\left.\left.e_{b}\right): b=b^{\prime}\right]-1 / 2 \mid\) is negligible.
- Redelegability: For every PPT algorithms \(\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right), \mid \operatorname{Pr}[(\) Para, Aux) \(\leftarrow\) Setup \(\left(1^{k}\right) ;(\) Ele, state \() \leftarrow \mathcal{A}_{1}(\) Para \() ; D e \leftarrow \operatorname{Dele}(\) Para, Ele \() ; D e_{0} \leftarrow\) Dele \((\) Para, Ele); De \(e_{1} \leftarrow\) Rede (Para, De); \(b \leftarrow\{0,1\} ; b^{\prime} \leftarrow \mathcal{A}_{2}\left(\right.\) state, \(\left.D e, D e_{b}\right):\) \(\left.b=b^{\prime}\right]-1 / 2 \mid\) is negligible.
- Verifiability: For every PPT algorithm \(\mathcal{A}, \mid \operatorname{Pr}\left[(\operatorname{Para}, A u x) \leftarrow \operatorname{Setup}\left(1^{k}\right)\right.\); Ele \(\leftarrow \mathcal{A}(\) Para \() ;\) De \(\leftarrow\) Dele(Para, Ele): Vali(Para,De) \(=1\) if Ele \(\in\) Dom \(\left._{\text {Para }}\right]-1 \mid\) and \(\mid \operatorname{Pr}\left[(\operatorname{Para}, A u x) \leftarrow \operatorname{Setup}\left(1^{k}\right) ; D e^{\prime} \leftarrow \mathcal{A}\right.\) (Para) : Vali(Para, De \()=0\) if \(D e^{\prime} \notin\left\{D e \mid\right.\) De \(\leftarrow \operatorname{Dele}\left(\right.\) Para, Ele \(\left.{ }^{\prime}\right) ; E l e^{\prime} \in\) Dom \(\left.\left._{\text {Para }}\right\}\right]-1 \mid\) are negligible.

Unlinkability combined with Redelegability generalizes the Unlinkability definition allowing an adversary \(\mathcal{A}\) access an oracle \(\mathcal{O}(\) Para, De) that returns another delegating key \(D e^{\prime}\) of the same element corresponding to \(D e\). That means \(\mathcal{A}\) can get several delegating keys of \(E l e_{0}\) and of \(E l e_{b}\) using \(\mathcal{O}\). Rede can be used for such an oracle.

For any ADNMP, given an element Ele and a delegating key De, one can tell if \(D e\) is generated by Ele as follows. First, she does not accumulate Ele and uses \(D e\) to prove that \(D e\) 's element is not accumulated. Then she accumulates Ele and tries to prove again that De's element is not accumulated. If she cannot prove that anymore, she can conclude that Ele is De's element. Due to this restriction, in ADNMP's applications, Ele should be a secret that only its owner knows. This is related to the discussion in Tech Report [29] about the general conflict between delegability and anonymity.

\section*{5 An ADNMP Scheme}

We propose a dynamic universal ADNMP. Its Setup, Accu and UpdateVal are generalized from [710.

Setup: We need GS instantiations where GS proofs of this accumulator are composable ZK. We can use either the SXDH or SDLIN (Symmetric DLIN) [28] instantiations. We use SXDH as an example. Generate parameters \(\left(p, \mathbb{G}_{1}\right.\), \(\left.\mathbb{G}_{2}, \mathbb{G}_{T}, e, P_{1}, P_{2}\right)\) and CRS \(\sigma\) with perfectly binding keys for the SXDH instantiation of GS proofs (Sections 21), and auxiliary information \(A u x=\delta \leftarrow\) \(\mathbb{Z}_{p}^{*}\). For the proof, generate \(A \leftarrow \mathbb{G}_{1}\) and \(\tau:=\iota_{2}^{\prime}(\delta)\). For efficient accumulating without \(A u x\), a tuple \(\varsigma=\left(P_{1}, \delta P_{1}, \ldots, \delta^{q+1} P_{1}\right)\) is needed, where
\(q \in \mathbb{Z}_{p}^{*}\). The domain for elements to be accumulated is \(\mathbb{D}=\mathbb{Z}_{p}^{*} \backslash\{-\delta\}\). We have Para \(=\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, P_{1}, P_{2}, A, \sigma, \varsigma, \tau\right)\).
\(\diamond\) Accu: On input \(A c S e t=\left\{a_{1}, \ldots, a_{Q}\right\} \subset \mathbb{D}\), compute \(m=\lceil Q / q\rceil\). If \(A u x=\delta\) is available, the output \(A c V a l\) is a set of \(m\) component accumulator values \(\left\{V_{j}\right\}_{j=1}^{m}\) computed as \(V_{j}=\prod_{i=(j-1) q+1 ; i<Q}^{j q}\left(\delta+a_{i}\right) \delta P_{1}\). If \(A u x\) is not available, AcVal is efficiently computable from \(\varsigma\) and \(A c S e t\).
\(\diamond\) UpdateVal: In case \(a^{\prime} \in \mathbb{D}\) is being accumulated; from 1 to \(m\), find the first \(V_{j}\) that hasn't accumulated \(q\) elements, and update \(V_{j}^{\prime}=\left(\delta+a^{\prime}\right) V_{j}\); if such \(V_{j}\) isn't found, add \(V_{m+1}=\left(\delta+a^{\prime}\right) \delta P_{1}\). In case \(a^{\prime}\) is removed from \(A c V a l\), find \(V_{j}\) which contains \(a^{\prime}\) and update \(V_{j}^{\prime}=1 /\left(\delta+a^{\prime}\right) V_{j}\).

In previous accumulators [710], the accumulator value is a single value \(V=\) \(\prod_{a_{i} \in \operatorname{AcSet}}\left(\delta+a_{i}\right) \delta P_{1}\) and they require that \(q\) of \(\varsigma\) is the upper bound on the number of elements to be accumulated, i.e. \(m=1\). The above generalization, where the accumulator value is a set of \(V\) instead, relaxes this requirement and allows the ADNMP scheme to work even when \(q\) is less than the number of accumulated elements. It also allows smaller \(q\) at setup.

\subsection*{5.1 NM Proof}

We need to prove that an element \(y_{2} \in \mathbb{D}\) is not in any component accumulator value \(V_{j}\) of \(\mathrm{AcVal}\left\{V_{j}\right\}_{j=1}^{m}\). Suppose \(V_{j}\) accumulates \(\left\{a_{1}, \ldots, a_{k}\right\}\) where \(k \leq q\), denote \(\operatorname{Poly}(\delta):=\prod_{i=1}^{k}\left(\delta+a_{i}\right) \delta\), then \(V_{j}=\operatorname{Poly}(\delta) P_{1}\). Let \(y_{j 3}\) be the remainder of polynomial division \(\operatorname{Poly}(\delta) \bmod \left(\delta+y_{2}\right)\) in \(Z_{p}\), and \(X_{j 1}\) be scalar product of the quotient and \(P_{1}\). Similar to [10], the idea for constructing NM proofs is that \(y_{2}\) is not a member of \(\left\{a_{1}, \ldots, a_{k}\right\}\) if and only if \(y_{j 3} \neq 0\). We have the following equation between \(\delta, y_{2}, y_{j 3}\) and \(X_{j 1}:\left(\delta+y_{2}\right) X_{j 1}+y_{j 3} P_{1}=V_{j}\). Proving this equation by itself does not guarantee that \(y_{j 3}\) is the remainder of the polynomial division above. It also needs to prove the knowledge of \(\left(y_{j 3} P_{2}, y_{j 3} A\right)\) and the following Extended Strong DH (ESDH) assumption. It is a variation of the Hidden Strong DH (HSDH) assumption [30, though it is not clear which assumption is stronger. It is in the extended uber-assumption family [31 and can be proved in generic groups, similar to HSDH.

Definition. \(q\)-ESDH: Let \(\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, P_{1}, P_{2}\right)\) be bilinear parameters, \(A \leftarrow \mathbb{G}_{1}^{*}\) and \(\delta \leftarrow \mathbb{Z}_{p}^{*}\). Given \(P_{1}, \delta P_{1}, \ldots, \delta^{q+1} P_{1}, A, P_{2}, \delta P_{2}\), it is computationally hard to output \(\left(\frac{y_{3}}{\delta+y_{2}} P_{1}, y_{2}, y_{3} P_{2}, y_{3} A\right)\) where \(y_{3} \neq 0\).

We will show later that if one can prove the knowledge of \(\left(y_{j 3} P_{2}, y_{j 3} A\right)\) satisfying \(\left(\delta+y_{2}\right) X_{j 1}+y_{j 3} P_{1}=V_{j}\) and \(y_{2}\) is accumulated in \(V_{j}\) but \(y_{j 3} \neq 0\), then she can break the assumption. To prove the knowledge of \(\left(y_{j 3} P_{2}, y_{j 3} A\right)\), we need equation \(X_{j 3}-y_{j 3} A=0\). To verify \(y_{j 3} \neq 0\), we need equation \(T_{j}=y_{j 3} X_{j 2}\) and the verifier checks \(T_{j} \neq 0\). We now present the NM proof and its security in theorem 2. Proof of theorem 2 can be found in Tech Report [29].
\(\diamond\) CompNMWit takes \(y_{2}\), and for each component accumulator value \(V_{j}\) of AcVal \(\left\{V_{j}\right\}_{j=1}^{m}\), computes remainder \(y_{j 3}\) of \(\operatorname{Poly}(\delta) \bmod \left(\delta+y_{2}\right)\) in \(Z_{p}\) which is
efficiently computable from \(\left\{a_{1}, \ldots, a_{k}\right\}\) and \(y_{2}\). It then computes \(X_{j 1}=\left(\operatorname{Poly}(\delta)-y_{j 3}\right) /\left(\delta+y_{2}\right) P_{1}\), which is efficiently computable from \(\left\{a_{1}, \ldots, a_{k}\right\}, y_{2}\) and \(\varsigma\). The witness includes \(y_{2}\) and \(\left\{\left(X_{j 1}, X_{j 3}=y_{j 3} A, y_{j 3}\right)\right\}_{j=1}^{m}\). UpdateNMWit is for one \(V_{j}\) at a time and similar to [10] with the extra task of updating \(X_{j 3}=y_{j 3} A\).
\(\diamond\) ProveNM generates \(X_{j 2} \leftarrow \mathbb{G}_{1}^{*}\) and outputs \(T_{j}=y_{j 3} X_{j 2}\) for each \(V_{j}\) and a GS proof for the following equations of variables \(y_{1}=\delta, y_{2},\left\{\left(X_{j 1}, X_{j 3}, X_{j 2}, y_{j 3}\right)\right\}_{j=1}^{m}\). \(\bigwedge_{j=1}^{m}\left(\left(y_{1}+y_{2}\right) X_{j 1}+y_{j 3} P_{1}=V_{j} \wedge X_{j 3}-y_{j 3} A=0 \wedge y_{j 3} X_{j 2}=T_{j}\right)\).
Note that the prover does not need to know \(y_{1}\). From \(\tau\), it is efficient to generate a commitment of \(\delta\) and the proof.
\(\diamond\) VerifyNM verifies the proof generated by ProveNM and checks that \(T_{j} \neq 0\), \(\forall j \in\{1, \ldots, m\}\). It accepts if both of them pass or rejects otherwise.

Theorem 2. The proof system proves that an element is not accumulated. Its soundness depends on the ESDH assumption. Its composable ZK depends on the assumption underlying the GS instantiation (SXDH or SDLIN).

The proof in 29 follows the GS SXDH instantiation and shows that the NM proof system for this accumulator is composable ZK. The completeness comes from GS, and soundness relies on the ESDH assumption.

\subsection*{5.2 NM Proofs Are Strongly Homomorphic}

We can see that for the same constant \(A\), the same variables \(\delta, y_{2}\) and \(X_{j 2}\) with the same commitments, the set of NM proofs has the form of strongly homomorphic GS proofs constructed in Section 3. For constructing delegatable NM proofs, we just need them to be homomorphic. More specifically, 'adding' 2 proofs of 2 sets of equations (with the same commitments for \(\delta, y_{2}\) and \(X_{j 2}\) ) \(\bigwedge_{j=1}^{m}\left(\left(\delta+y_{2}\right) X_{j 1}^{(1)}+y_{j 3}^{(1)} P_{1}=V_{j}^{(1)} \wedge X_{j 3}^{(1)}-y_{j 3}^{(1)} A=0 \wedge y_{j 3}^{(1)} X_{j 2}=T_{j}^{(1)}\right)\) and \(\bigwedge_{j=1}^{m}\left(\left(\delta+y_{2}\right) X_{j 1}^{(2)}+y_{j 3}^{(2)} P_{1}=V_{j}^{(2)} \wedge X_{j 3}^{(2)}-y_{j 3}^{(2)} A=0 \wedge y_{j 3}^{(2)} X_{j 2}=T_{j}^{(2)}\right)\) form a proof of equations
\(\bigwedge_{j=1}^{m}\left(\left(\delta+y_{2}\right) X_{j 1}+y_{j 3} P_{1}=V_{j} \wedge X_{j 3}-y_{j 3} A=0 \wedge y_{j 3} X_{j 2}=T_{j}\right)\)
where \(X_{j 1}=X_{j 1}^{(1)}+X_{j 1}^{(2)}, X_{j 3}=X_{j 3}^{(1)}+X_{j 3}^{(2)}, y_{j 3}=y_{j 3}^{(1)}+y_{j 3}^{(2)}, V_{j}=V_{j}^{(1)}+V_{j}^{(2)}\) and \(T_{j}=T_{j}^{(1)}+T_{j}^{(2)}\).

\subsection*{5.3 Delegating NM Proof}

We first explain the idea behind the accumulator's delegatable NM proof construction. We write the component accumulator value \(V=\prod_{i=1}^{k}\left(\delta+a_{i}\right) \delta P_{1}\) as \(V=\sum_{i=0}^{k} b_{i} \delta^{k+1-i} P_{1}\) where \(b_{0}=1\) and \(b_{i}=\sum_{1 \leq j_{1}<j_{2}<\ldots<j_{i} \leq k} \prod_{l=1}^{i} a_{j_{l}}\). Thus, \(V\) can be written as a linear combination of \(\delta P_{1}, \ldots, \delta^{k+1} P_{1}\) in \(\varsigma\).

Next, we construct homomorphic proofs for \(\left(\delta+y_{2}\right) X_{1}^{(i)}+y_{3}^{(i)} P_{1}=\delta^{i} P_{1} \wedge\) \(X_{3}^{(i)}-y_{3}^{(i)} A=0 \wedge y_{3}^{(i)} X_{2}=T^{(i)}\) where \(i \in\{1, \ldots, k+1\}\). Using the same linear combination of \(\delta P_{1}, \ldots, \delta^{k+1} P_{1}\) for \(V\), we linearly combine these proofs to get a proof for \(\left(\delta+y_{2}\right) X_{1}+y_{3} P_{1}=V \wedge X_{3}-y_{3} A=0 \wedge y_{3} X_{2}=T\), where
\(X_{1}=\sum_{i=0}^{k} b_{i} X_{1}^{(k+1-i)}, X_{3}=\sum_{i=0}^{k} b_{i} X_{3}^{(k+1-i)}, y_{3}=\sum_{i=0}^{k} b_{i} y_{3}^{(k+1-i)}\) and \(T=\) \(\sum_{i=0}^{k} b_{i} T^{(k+1-i)}\). This is the same as the NM proof for each of the component accumulator value provided above.

We now provide the algorithms for delegating NM proofs and its security theorem. We also add UpdateProof to be used in place of CompNMProof when possible for efficiency.
\(\diamond \operatorname{Dele}(\) Para, Ele \()\). For each \(i \in\{1, \ldots, q+1\}\), compute remainder \(y_{3}^{(i)}\) of \(\delta^{i}\) \(\bmod \left(\delta+y_{2}\right)\) in \(Z_{p}\), and \(X_{1}^{(i)}=\left(\delta^{i}-y_{3}^{(i)}\right) /\left(\delta+y_{2}\right) P_{1}\), which are efficiently computable from \(y_{2}\) and \(\varsigma\). In fact, we have \(y_{3}^{(i)}=(-1)^{i} y_{2}^{i}\) and \(X_{1}^{(i+1)}=\) \(\sum_{j=0}^{i}(-1)^{j} y_{2}^{j} \delta^{i-j} P_{1}=\delta^{i} P_{1}-y_{2} X_{1}^{(i)}\) (so the cost of computing all \(X_{1}^{(i)}, i \in\) \(\{1, \ldots, q+1\}\) is about \(q\) scalar products). Generate \(X_{2} \leftarrow \mathbb{G}_{1}^{*}\), the delegation key \(D e\) includes \(\left\{T^{(i)}=y_{3}^{(i)} X_{2}\right\}_{i=1}^{q+1}\) and a GS proof of equations
\(\bigwedge_{i=1}^{q+1}\left(\left(\delta+y_{2}\right) X_{1}^{(i)}+y_{3}^{(i)} P_{1}=\delta^{i} P_{1} \wedge X_{3}^{(i)}-y_{3}^{(i)} A=0 \wedge y_{3}^{(i)} X_{2}=T^{(i)}\right)\).
\(\diamond \operatorname{Rede}(\) Para, De \()\). For each \(i \in\{1, \ldots, q+1\}\), extract proof Proof \(f_{i}\) of \(y_{3}^{(i)} X_{2}=\) \(T^{(i)}\) in De. In each \(\operatorname{Proof}_{i}\), for the same \(y_{3}^{(i)}\) and its commitment, \(\operatorname{Proof}_{i}\) is of homomorphic form. So generate \(r \leftarrow Z_{p}^{*}\) and compute Proof \(_{i}^{\prime}=r\) Proof \(_{i}\) which is a proof of \(y_{3}^{(i)} X_{2}^{\prime}=T^{\prime(i)}\), where \(X_{2}^{\prime}=r X_{2}\) and \(T^{\prime(i)}=r T^{(i)}\). Note that commitments of \(y_{3}^{(i)}\) stay the same. For every \(i \in\{1, \ldots, q+1\}\), replace \(T^{(i)}\) by \(T^{(i)}\) and \(\operatorname{Proof}_{i}\) by \(\operatorname{Proof}_{i}^{\prime}\) in \(D e\) to get a new GS proof, which is then randomized to get the output \(D e^{\prime}\).
\(\diamond \operatorname{Vali}(\) Para,\(D e)\). A simple option is to verify the GS proof \(D e\). An alternative way is to use batch verification: Divide De into proofs NMProof of \(_{i}(\delta+\) \(\left.y_{2}\right) X_{1}^{(i)}+y_{3}^{(i)} P_{1}=\delta^{i} P_{1} \wedge X_{3}^{(i)}-y_{3}^{(i)} A=0 \wedge y_{3}^{(i)} X_{2}=T^{(i)}\) for \(i \in\{1, \ldots, q+1\}\). Generate \(q+1\) random numbers to linearly combine \(N M \operatorname{Proof}_{i}\) s and their statements and verify the combined proof and statement.
\(\diamond\) CompNMProof(Para, De, AcSet, AcVal). Divide De into proofs NMProof \({ }_{i}\) as in Vali. For each component accumulator value \(V\) of \(\left\{a_{1}, \ldots, a_{k}\right\}\), compute \(b_{i}\) for \(i \in\{0, \ldots, k\}\) as above. NMProof \(f_{i}\) belong to a set of homomorphic proofs, so compute NMProof \(=\sum_{i=0}^{k} b_{i} N M \operatorname{Proo} f_{k+1-i}\), which is a proof of \(\left(\delta+y_{2}\right) X_{1}+y_{3} P_{1}=V \wedge X_{3}-y_{3} A=0 \wedge y_{3} X_{2}=T\) where \(X_{1}, X_{3}, y_{3}, T\) and \(V\) are as explained above.

Extract proof SubProof of \(y_{3} X_{2}=T\) in NMProof. For the same \(y_{3}\) and its commitment, SubProof is of homomorphic form. So generate \(r \leftarrow Z_{p}^{*}\) and compute SubProof \(=r\) SubProof which is a proof of \(y_{3} X_{2}^{\prime}=T^{\prime}\), where \(X_{2}^{\prime}=r X_{2}\) and \(T^{\prime}=r T\). Note that \(y_{3}\) 's commitment stays the same. Replace \(T\) by \(T^{\prime}\) and SubProof by SubProof \({ }^{\prime}\) in NMProof to get a new proof NMProof \({ }^{\prime}\).

Concatenate those NMProof \({ }^{\prime}\) of all \(V\) in \(A c V a l\) and output a randomization of the concatenation.
\(\diamond\) UpdateProof(Para,De,AcSet,AcVal,Proof,Opens). Proof is the proof to be updated and Opens contains openings for randomizing commitments of \(y_{1}=\delta\) and \(y_{2}\) from De to Proof. Suppose there is a change in accumulated elements of a component value \(V\), we just compute \(N M P r o o f^{\prime}\) for the
updated \(V\) as in CompNMProof. Randomize NMProof \({ }^{\prime}\) so that its commitments of \(y_{1}\) and \(y_{2}\) are the same as those in Proof and put it in Proof in place of its old part. Output a randomization of the result.

To prove that this construction provides an ADNMP, we need the following Decisional Strong Diffie Hellman (DSDH) assumption, which is not in the uberassumption family 31, but can be proved in generic groups similarly to the PowerDDH assumption 32. Proof of theorem 3 is in Tech Report 29.

Definition. \(q\)-DSDH: Let \(\left(p, \mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, e, P_{1}, P_{2}\right)\) be bilinear parameters, \(B_{0}, B_{1} \leftarrow \mathbb{G}_{1}^{*}, x_{0}, x_{1} \leftarrow \mathbb{Z}_{p}^{*}\) and \(b \leftarrow\{0,1\}\). Given \(B_{0}, x_{0} B_{0}, \ldots, x_{0}^{q} B_{0}, B_{1}, x_{b} B_{1}\), \(\ldots, x_{b}^{q} B_{1}\), no PPT algorithm can output \(b^{\prime}=b\) with a probability non-negligibly better than a random guess.

Theorem 3. The accumulator is a secure ADNMP, based on ESDH, DSDH and the assumption underlying the GS instantiation (SXDH or SDLIN).

\section*{6 Revocable Delegatable Anonymous Credentials RDAC}

\subsection*{6.1 Model}

This is a model of RDAC systems, extended from BCCKLS [1] which is briefly described in Tech Report [29]. Participants include users and a Blacklist Authority (BA) owning a blacklist \(B L\). For each credential proof, a user picks a new nym indistinguishable from her other nyms. We need another type of nym for revocation, called r-nym, to distinguish between two types of nyms. When an r-nym is revoked, its owner cannot prove credentials anymore. The PPT algorithms are:
- Setup \(\left(1^{k}\right)\) outputs public parameters \(\operatorname{Para}_{D C}\), BA's secret key \(S k_{B A}\), and an initially empty blacklist \(B L\). Denote \(B L_{e}\) an empty blacklist.
- KeyGen \(\left(\operatorname{Para}_{D C}\right)\) outputs a secret key \(S k\) and a secret r-nym \(R n\) for a user.
- NymGen \(\left(\right.\) Para \(\left._{D C}, S k, R n\right)\) outputs a new nym \(N y m\) with an auxiliary key Aux (Nym). A user \(O\) can become a root credential issuer by publishing a nym \(\operatorname{Nym}_{O}\) and a proof that her r-nym \(R n_{O}\) is not revoked that \(O\) has to update when BL changes.
- Issue \(\left(\right.\) Para \(_{D C}\), Nym \(_{O}, S k_{I}, R n_{I}, N y m_{I}, \operatorname{Aux}\left(\right.\) Nym \(\left._{I}\right)\), Cred, DeInf, Nym \({ }_{U}\), \(B L, L) \leftrightarrow \operatorname{Obtain}\left(\operatorname{Para}_{D C}, N y m_{O}, S k_{U}, R n_{U}, N y m_{U}, A u x\left(N y m_{U}\right), N y m_{I}\right.\), \(B L, L)\) lets user \(I\) issue a level \(L+1\) credential to user \(U . S k_{I}, R n_{I}, N y m_{I}\) and Cred are the secret key, r-nym, nym and level \(L\) credential rooted at \(N y m_{O}\) of issuer \(I . S k_{U}, R n_{U}\) and \(N y m_{U}\) are the secret key, r-nym and nym of user \(U . I\) gets no output and \(U\) gets a credential \(C r e d_{U}\).

Delegation information DeInf is optional. When it is included, \(U\) also gets delegation information \(\operatorname{DeIn} f_{U}\) to later prove that r-nyms of all delegators in her chain are not revoked. If \(L=0\) then Cred is omitted and \(\operatorname{DeInf}=1\) is optionally included.
- Revoke \(\left(\operatorname{Para}_{D C}, S k_{B A}, R n, B L\right)\) updates \(B L\) so that a revoked user \(R n\) can no longer prove, delegate or receive credentials. Denote \(R n \in B L\) or \(R n \notin\) \(B L\) that \(R n\) is blacklisted or not, respectively.
- CredProve( Para \(_{D C}\), Nym \(_{O}\), Cred, DeInf, Sk, Rn, Nym, Aux (Nym), BL,L) takes a level \(L\) credential Cred, \(S k, R n\) and optionally DeInf to output CredProof, which proves that: (i) a credential level L is issued to Nym's owner. (ii) Nym's Rn is not revoked. (iii)(optional, when DeInf is included) all r-nyms on the credential's chain are not revoked.
- CredVerify \(\left(\right.\) Para \(_{D C}\), Nym \(_{O}\), CredProof, \(\left.N y m, B L, L\right)\) verifies if CredProof is a valid proof of the above statements.

The differences with the model for delegatable anonymous credentials without revocation [1] are the introductions of BA with \(S k_{B A}\) and \(B L\); r-nyms; delegation information DeInf; Revoke; and the two CredProof's conditions (ii) and (iii). Note that DeInf's inclusion in the algorithms is optional and allows a user the choice to either just prove that she is not blacklisted or fully prove and delegate that all users on her credential chain are not blacklisted. We can use one of traditional methods for BA to obtain r-nyms to revoke (Tech Report [29]).

Tech Report [29] formally defines RDAC security. Briefly, there are 3 requirements extended from the security definition of delegatable anonymous credentials [1: Correctness, Anonymity and Unforgeability. Tech Report [29] discusses the trade offs between delegability and anonymity.

\section*{7 An RDAC Scheme}

\subsection*{7.1 Overview}

We first describe intuitions of the BCCKLS delegatable anonymous credential scheme in [1], and then show how ADNMP extends it to provide revocation.

BCCKLS uses an \(F\)-Unforgeable certification secure authentication scheme \(\mathcal{A} U\) of PPT algorithms AtSetup, AuthKg, Authen, VerifyAuth. AtSetup \(\left(1^{k}\right)\) returns public parameters Para \(_{A t}\), AuthKg \(\left(\right.\) Para \(\left._{A t}\right)\) generates a key \(S k\), Authen \(\left(\right.\) Para \(_{A t}\), \(S k, \boldsymbol{m})\) produces an authenticator Auth authenticating a vector of messages \(\boldsymbol{m}\), and VerifyAuth \(\left(\right.\) Para \(_{A t}, S k, \boldsymbol{m}\), Auth \()\) accepts if and only if \(A u t h\) validly authenticates \(\boldsymbol{m}\) under \(S k\). The scheme's security requirements include \(F\)-Unforgeability [12] for a bijective function \(F\), which means \((F(\boldsymbol{m})\), Auth) is unforgeable without obtaining an authenticator on \(\boldsymbol{m}\); and certification security, which means no PPT adversary, even after obtaining an authenticator by the challenge secret key, can forge another authenticator. An adversary can also have access to two oracles. \(\mathcal{O}_{\text {Authen }}\left(\operatorname{Para}_{A t}, S k, \boldsymbol{m}\right)\) returns Authen \(\left(\operatorname{Para}_{A t}, S k, \boldsymbol{m}\right)\) and \(\mathcal{O}_{\text {Certify }}\left(\right.\) Para \(\left._{A t}, S k^{*},\left(S k, m_{2}, \ldots, m_{n}\right)\right)\) returns Authen \(\left(\operatorname{Para}_{A t}, S k^{*},\left(S k, m_{2}\right.\right.\), \(\left.\ldots, m_{n}\right)\) ). BCCKLS also uses a secure two party computation protocol (AuthPro) to obtain a NIZKPK of an authenticator on \(\boldsymbol{m}\) without revealing anything about \(\boldsymbol{m}\).

In BCCKLS, a user \(U\) can generate a secret key \(S k \leftarrow \operatorname{AuthKg}\left(\right.\) Para \(\left._{A t}\right)\), and many nyms Nym \(=\operatorname{Com}(S k, O p e n)\) by choosing different values Open. Suppose \(U\) has a level \(L+1\) credential from \(O\), let \(\left(S k_{0}=S k_{O}, S k_{1}, \ldots, S k_{L}, S k_{L+1}=S k\right)\) be the keys such that \(S k_{i}\) 's owner delegated the credential to \(S k_{i+1}\), and let \(H\) :
\(\{0,1\}^{*} \rightarrow Z_{p}\) be a collision resistant hash function. \(r_{i}=H\left(\right.\) Nym \(_{O}\), atributes, \(\left.i\right)\) is computed for a set of attributes for that level's credential. \(U\) generates a proof of her delegated credential as
CredProof \(\leftarrow \operatorname{NIZKPK}\left[S k_{O}\right.\) in \(N y m_{O}, S k\) in \(\left.N y m\right]\)
\(\left\{\left(F\left(S k_{O}\right), F\left(S k_{1}\right), \ldots, F\left(S k_{L}\right), F(S k)\right.\right.\), auth \(_{1}, \ldots\), auth \(\left._{L+1}\right)\) :
VerifyAuth \(\left(S k_{O},\left(S k_{1}, r_{1}\right)\right.\), auth \(\left.h_{1}\right) \wedge\)
\(\operatorname{VerifyAuth}\left(S k_{1},\left(S k_{2}, r_{2}\right)\right.\), auth \(\left.h_{2}\right) \wedge \ldots \wedge\)
\(\operatorname{VerifyAuth}\left(S k_{L-1},\left(S k_{L}, r_{L}\right)\right.\), auth \(\left._{L}\right) \wedge\)
\(\operatorname{VerifyAuth}\left(S k_{L},\left(S k, r_{L+1}\right)\right.\), auth \(\left.\left._{L+1}\right)\right\}\).
Now we show how ADNMP extends BCCKLS to provide revocation. Using ADNMP, BA's blacklist \(B L\) includes an accumulated set of revoked \(R n s\) and its accumulator value. Beside a secret key \(S k\), user \(U\) has a secret r-nym \(R n\) in the accumulator's domain, and generates nyms \(N y m=\left(\operatorname{Com}\left(S k, O p e n_{S k}\right)\right.\), \(\left.\operatorname{Com}\left(R n, O p e n_{R n}\right)\right)\). ADNMP allows delegation and redelegation of a proof that an \(R n\) is not accumulated in a blacklist \(R n \notin B L\). \(U\) generates a proof of her delegated credential and validity of the credential's chain as follows.
\[
\begin{aligned}
\text { CredProof } & \leftarrow \operatorname{NIZKPK}\left[S k_{O} \text { in } N y m_{O}[1], S k \text { in } N y m[1], R n \text { in } N y m[2]\right] \\
& \left\{\left(F\left(S k_{O}\right), F\left(S k_{1}\right), F\left(R n_{1}\right), \ldots, F\left(S k_{L}\right), F\left(R n_{L}\right), F(S k), F(R n),\right.\right. \\
& \left.\quad \text { auth } h_{1}, \ldots, \text { auth }_{L}, \text { auth }_{L+1}\right): \\
& \operatorname{VerifyAuth}\left(S k_{O},\left(S k_{1}, R n_{1}, r_{1}\right), \text { auth }_{1}\right) \wedge\left(R n_{1} \notin B L\right) \wedge \\
& \text { VerifyAuth }\left(S k_{1},\left(S k_{2}, R n_{2}, r_{2}\right), \text { auth }_{2}\right) \wedge\left(R n_{2} \notin B L\right) \wedge \ldots \wedge \\
& \operatorname{VerifyAuth~}\left(S k_{L-1},\left(S k_{L}, R n_{L}, r_{L}\right), \text { auth }_{L}\right) \wedge\left(R n_{L} \notin B L\right) \wedge \\
& \left.\operatorname{VerifyAuth~}\left(S k_{L},\left(S k, R n, r_{L+1}\right), \text { auth }_{L+1}\right) \wedge(R n \notin B L)\right\} .
\end{aligned}
\]

Delegability allows a user, on behalf of the user's delegators without any witness, to prove that the user's ancestor delegators are not included in a changing blacklist. The proofs a user and a delegator generates are indistinguishable from each other. Redelegability allows a user to redelegate those proofs on the delegators to the user's delegatees. Unlinkability prevents colluding users to link delegations of the same delegator. Verifiability allows a user to validate the correctness of a delegation token.

\subsection*{7.2 Description}

The RDAC scheme has several building blocks. (i) An ADNMP with a malleable NM proof system (NMPS) of AcSetup, ProveNM, VerifyNM, CompNMWit, Accu, Dele, Rede, Vali, CompNMProof, with commitment ComNM. (ii) Those from BCCKLS, including \(\mathcal{A} \mathcal{U}\); AuthPro; \(H\); and a malleable NIPK credential proof system (CredPS) of PKSetup, PKProve, PKVerify, RandProof, with commitment Com. (iii) A malleable proof system (EQPS), with PKSetup and AcSetup in setup, to prove that two commitments Com and ComNM commit to the same value.

Assume that a delegating key \(D e\) contains a commitment of element Ele. CompNMProof and Rede randomize the commitment in De and generate Ele's
commitment. Elements of the accumulator domain and the authenticator's key space can be committed by Com. The following algorithm inputs are the same as in the model and omitted.
- Setup: Use PKSetup \(\left(1^{k}\right), \operatorname{AtSetup}\left(1^{k}\right)\) and \(\operatorname{AcSetup}\left(1^{k}\right)\) to generate \(\operatorname{Para} a_{P K}\), Para \(_{A t}\), and \(\left(\right.\) Para \(\left._{A c}, A u x_{A c}\right)\). The blacklist includes an accumulated set of revoked r-nyms and its accumulator value. Output an initial blacklist \(B L\) with an empty accumulator set and its initial accumulator value, \(\operatorname{Para}_{D C}=\) \(\left(\right.\) Para \(_{P K}\), Para \(_{A t}\), Para \(\left._{A c}, H\right)\), and \(S k_{B A}=A u x_{A c}\).
- KeyGen: Run AuthKg \(\left(P a r a_{A t}\right)\) to output a secret key \(S k\). Output a random r-nym \(R n\) from the accumulator's domain.
- NymGen: Generate random \(O p e n_{S k}\) and Open \(_{R n}\), and output nym \(N y m=\) \(\left(\operatorname{Com}\left(S k\right.\right.\), Open \(\left._{S k}\right) \operatorname{Com}\left(R n\right.\), Open \(\left.\left._{R n}\right)\right)\) and \(A u x(N y m)=\left(\right.\) Open \(_{S k}\), Open \(\left._{R n}\right)\).
- The credential originator \(O\) publishes a \(N_{y} m_{O}\) and a proof \(N M P r o o f_{O}\) that \(R n_{O}\) is not revoked. \(O\) updates the proof when \(B L\) changes.
- Issue \(\leftrightarrow\) Obtain: If \(L=0\) and Nym \(_{O} \neq N y m_{I}\), aborts. Issue aborts if Nym \(_{I} \neq\left(\operatorname{Com}\left(S k_{I}\right.\right.\), Open \(\left._{S k_{I}}\right), \operatorname{Com}\left(R n_{I}\right.\), Open \(\left.\left._{R n_{I}}\right)\right)\) or PKVerify \(\left(\right.\) Para \(_{P K}\), \(\left.\left(N y m_{0},\left(\operatorname{Com}\left(S k_{I}, 0\right), \operatorname{Com}\left(R n_{I}, 0\right)\right)\right), C r e d\right)\) rejects, or \(R n_{I} \in B L\), or \(N y m_{U}\) is invalid. Obtain aborts if \(\operatorname{Nym}_{U} \neq\left(\operatorname{Com}\left(S k_{U}\right.\right.\), Open \(\left._{S k_{U}}\right)\), Com ( \(R n_{U}\), Open \(_{R n_{U}}\) )) or \(R n_{U} \in B L\). Otherwise, each of Issue and Obtain generates a proof and verifies each other's proofs that \(R n_{I} \notin B L\) and \(R n_{U} \notin B L\) using (ProveNM, VerifyNM) with EQPS (to prove that Com \(\left(R n_{I}\right)\) in \(N y m_{I}\) and ComNM \(\left(R n_{I}\right)\) generated by ProveNM commit to the same value \(R n_{I}\), and similarly for \(\left.R n_{U}\right)\). They then both compute \(r_{L+1}=H\left(N_{m_{O}}\right.\), attributes, \(L+\) 1) for a set of attributes for that level's credential. They run AuthPro for the user \(U\) to receive: \(\operatorname{Proof}_{U} \leftarrow \operatorname{NIZKPK}\left[S k_{I}\right.\) in \(N y m_{I}[1], S k_{U}\) in \(\operatorname{Com}\left(S k_{U}\right.\), 0), \(R n_{U}\) in \(\left.\operatorname{Com}\left(R n_{U}, 0\right)\right]\left\{\left(F\left(S k_{I}\right), F\left(S k_{U}\right), F\left(R n_{U}\right)\right.\right.\), auth \()\) : VerifyAuth \(\left(S k_{I}\right.\), \(\left(S k_{U}, R n_{U}, r_{L+1}\right)\), auth) \}. \(U\) 's output is Cred \(_{U}=\operatorname{Proof}_{U}\) when \(\mathrm{L}=0\). Otherwise, suppose the users on the issuer I's chain from the root are 0 (same as \(O\) ) , \(1,2, \ldots, L\) (same as \(I\) ). I randomizes Cred to get a proof CredProof \(I_{I}\) (containing the same Nym \(_{I}\) ) that for every \(N y m_{j}\) on \(I\) 's chain \((j \in\{1, \ldots, L\}), S k_{j}\) and \(R n_{j}\) are authenticated by \(S k_{j-1}\) (with \(r_{j}\) ). \(U\) verifies that PKVerify \(\left(\operatorname{Para}_{P K},\left(N y m_{0}, N y m_{I}\right), C r e d\right.\) Proof \(\left._{I}\right)\) accepts, then concatenates Proof \(_{U}\) and CredProof \(_{I}\) and projects \(N y m_{I}\) from statement to proof to get Cred \(_{U}\).

The optional DeInf includes a list of delegating keys \(D e_{j}\) s generated by the accumulator's Dele to prove that each \(R n_{j}\) is not accumulated in the blacklist, and a list of \(E Q P r o o f_{j}\) for proving that two commitments of \(R n_{j}\) in \(C r e d\) and \(D e_{j}\) commit to the same value \(R n_{j}\), for \(j \in\{1, \ldots, L-\) \(1\}\). Verifying DeInf involves checking Vali \(\left(\operatorname{Para}_{A c}, D e_{j}\right)\) and \(E Q P r o o f_{j}\), for \(j \in\{1, \ldots, L-1\}\). When \(\operatorname{DeInf}\) is in the input, Issue would aborts without interacting with Obtain if verifying \(\operatorname{De} \operatorname{Inf}\) fails. Otherwise, it uses CompNMProof to generate a proof NMChainProof that each \(R n_{j}\) 's on \(I\) 's chain of delegators is not accumulated in the blacklist. \(U\) aborts if its verification on NMChainProof fails. Otherwise, \(I\) Redes these delegating keys, randomizes EQProof \(f_{j}\) to match commitments in the new delegating
keys and \(C r e d_{U}\), and adds a new delegating key \(D e_{I}\) to prove that \(R n_{I}\) is not revoked and a proof \(E Q P r o o f_{I}\) that two commitments of \(R n_{I}\) in \(N y m_{I}[2]\) and \(D e_{I}\) commit to the same value. The result \(\operatorname{DeIn} f_{U}\) is sent to and verified by \(U\).
- Revoke: Add \(R n\) to the accumulated set and update the accumulator value.
- CredProve: Abort if \(\operatorname{Nym} \neq\left(\operatorname{Com}\left(S k\right.\right.\), Open \(\left._{S k}\right)\), Com \(\left(R n\right.\), Open \(\left.\left._{R n}\right)\right)\), or PKVerify \(\left(\operatorname{Para}_{P K},\left(\operatorname{Nym}_{0},(\operatorname{Com}(S k, 0), \operatorname{Com}(R n, 0))\right), C r e d\right)\) rejects, or verifying DeInf fails. Otherwise, use ProveNM to generate a proof NMProof that \(R n\) is not blacklisted. Generate EQProof \(f_{L}^{\prime}\) that \(R n\) 's commitments in NMProof and in Nym[2] both commit to the same value. Randomize Cred to get a proof which contains Nym. Concatenate this proof with NMProof and EQProof \({ }_{L}^{\prime}\) to get CredProof \({ }^{\prime}\). If the optional DeInf is omitted, just output CredProof \({ }^{\prime}\).

Otherwise, use CompNMProof to generate a proof NMChainProof that each \(R n_{j}\) 's on the user's chain of delegators is not accumulated in the blacklist. For \(j \in\{1, \ldots, L-1\}\), update and randomize EQProof \(f_{j}\) of DeInf to get EQProof \({ }_{j}^{\prime}\) which proves \(R n_{j}\) 's commitments in NMChainProof and CredProof \({ }^{\prime}\) both commit to the same value. Concatenate NMChainProof, CredProof \({ }^{\prime}\) and EQProof \(j_{j}^{\prime}\) for \(j \in\{1, \ldots, L-1\}\) to output CredProof as described in (1).
- CredVerify runs PKVerify on the randomization of Cred, VerifyNM on NMProof and

NMChainProof, and verifies EQProof \({ }_{j}^{\prime}\) for \(j \in\{1, \ldots, L\}\) to output accept or reject.

Theorem 4. If the authentication scheme is \(F\)-unforgeable and certificationsecure; the ADNMP is secure; CredPS, NMPS and EQPS are randomizable and composable ZK; CredPS is also partially extractable; and \(H\) is collision resistant, then this construction is a secure revocable delegatable anonymous credential system.

Proof of theorem 4 is given in Tech Report [29]. Instantiation of the building blocks are given in Tech Report [29]. Briefly, a secure ADNMP is presented in Section 5] the BCCKLS building blocks can be instantiated as in [1] and an EQPS can be constructed from [121].
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\begin{abstract}
We investigate the security of a generalization of HFE (multivariate and odd-characteristic variants). First, we propose an improved version of the basic Kipnis-Shamir key recovery attack against HFE. Second, we generalize the Kipnis-Shamir attack to Multi-HFE. The attack reduces to solve a MinRank problem directly on the public key. This leads to an improvement of a factor corresponding to the square of the degree of the extension field. We used recent results on MinRank to show that our attack is polynomial in the degree of the extension field. It appears that multi-HFE is less secure than original HFE for equal-sized keys. Finally, adaptations of our attack overcome several variants (i.e. minus modifier and embedding). As a proof of concept, we have practically broken the most conservative parameters given by Chen, Chen, Ding, Werner and Yang in 9 days for 256 bits security. All in all, our results give a more precise picture on the (in)security of several variants of HFE proposed these last years.
\end{abstract}
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\section*{1 Introduction}

Multivariate Public-Key Cryptography (MPKC) is the set of public-key schemes using multivariate polynomials. The concept of MPKC is very appealing since its security is related to the hardness of a post-quantum problem, namely solving a quadratic system of algebraic equations [23]. In addition, the encryption/decryption procedures are very efficient and can be done in constrained environments 610]. Among these cryptosystems, the Hidden Field Equations cryptosystem (HFE) is probably the most studied one. It has been proposed by Patarin [29] after his cryptanalysis [28] of the historical multivariate scheme C* [27]. In [26] Kipnis and Shamir proposed a key recovery attack on HFE, which reduces to the so-called MinRank [12] problem. Although the attack is not practical for the proposed parameters, it was conjectured to be sub-exponential. Later, Faugère and Joux [17|19] proposed an efficient message recovery attack based
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}
on Gröbner bases. This attack, which is "quasi-polynomial" [24], raises serious doubt about the security of HFE. To thwart both attacks on HFE, it has been proposed to use a multivariate system as the secret key [5] or odd-characteristic fields 14 or even both in a recent paper [11]. This new family of schemes is called multi-HFE in the rest of the paper.

Our contributions. We propose here a key recovery attack on HFE, multi-HFE and some of its variants. Our attack is an adaptation and improvement of the Kipnis-Shamir attack [26]. Precisely, we reduce the attack to the problem of finding a linear combination of the public quadratic forms of low rank. This problem is known as the MinRank (MR) problem (MR is usually defined for matrices, but the problem can be defined equivalently on quadratic forms). The coefficients in the linear relation that we are looking for are strongly related to one of the affine transforms used to hide the (multi-)HFE structure. We show that the MinRank can be expressed in the small field, which allows to considerably speed-up solving by approximately a factor corresponding to the square of the degree of the extension field. Thanks to recent results on MinRank 2021 and bilinear systems [22], we conjecture that the attack is polynomial in the degree of the extension. Using this complexity analysis, we can prove that, for the same size of keys (a precise definition of this notion is given in Sect. (3.6), multi-HFE is always less secure than HFE. In addition, the large number of equivalent keys allows to attack the minus variant (this amounts to remove some equations in the public key) using the induced degrees of freedom of the MinRank. Finally, we present an attack on the embedding variant of (multi-)HFE. This variant consists in instantiating some variables of the public system. However, a low rank linear combination of the quadratic forms can still be found. In this case, solving the corresponding MinRank on truncated quadratic forms allows us to recover only a rectangular sub matrix of the linear transform; to overcome this difficulty we need to extend this matrix in a special way (details can be found in Sect. (5) to make it invertible. As a proof of concept, we practically broke several parameters proposed in [11], supposed to have up to 256 bits security (experiments are given in Sect. 6). We also mention that the second part of the attack of Kipnis and Shamir as presented in [26] does not apply in characteristic 2. It is possible to overcome this problem but due to space limitation, this will be presented in an extended version of this paper. Consequently, we assume in the rest of the paper that \(q\) (the size of the small field) is odd.

\section*{2 Multivariate HFE}

Throughout this paper, we use the following conventions: an underlined letter denotes a vector, e.g. \(\underline{v}=\left(v_{1}, \ldots, v_{n}\right)\). A capital bold font letter denotes a matrix, e.g. \(\mathbf{M}=\left[m_{i, j}\right]\). A calligraphic capital letter denotes a general mapping, e.g. \(\mathcal{F}\).

For Multi-HFE, the parameters considered are \((q, N, d, D) \in \mathbb{N}^{4}\). Here, \(q\) (odd) denotes the size of the ground field \(\mathbb{F}_{q}, d\) is the degree of the extension field \(\mathbb{F}_{q^{d}}, N\) is the number of variables and equations of the secret polynomials in the ring \(\mathbb{F}_{q^{d}}\left[X_{1}, \ldots, X_{N}\right]\), and \(D\) their degree. Throughout the paper,
we use capital letters for elements relative to the big field \(\mathbb{F}_{q^{d}}\) (e.g. \(V_{i} \in \mathbb{F}_{q^{d}}\), \(F_{i} \in \mathbb{F}_{q^{d}}\left[X_{1}, \ldots, X_{N}\right]\) ), and small letters for elements relative to \(\mathbb{F}_{q}\) (e.g. \(v_{i} \in \mathbb{F}_{q}\), \(\left.f_{i} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]\right)\). The secret internal transformation is \(\mathcal{F}^{*}:\left(V_{1}, \ldots, V_{N}\right) \in\) \(\left(\mathbb{F}_{q^{d}}\right)^{N} \mapsto\left(F_{1}\left(V_{1}, \ldots, V_{N}\right), \ldots, F_{N}\left(V_{1}, \ldots, V_{N}\right)\right) \in\left(\mathbb{F}_{q^{d}}\right)^{N}\) with \(\operatorname{deg}\left(F_{i}\right) \leqslant D\). The degree \(D\) is chosen such that \(\mathcal{F}^{*}\) is easy to invert. In addition, the polynomials \(F_{1}, \ldots, F_{N}\) are constructed in a specific way:
\[
F_{k}=\sum_{1 \leqslant i \leqslant j \leqslant N} \sum_{\substack{0 \leqslant u, v<d \\ q^{u}+q^{v} \leqslant D}} A_{k, i, u,}, X_{i}^{q^{u}} X_{j}^{q^{v}}+\sum_{1 \leqslant i \leqslant N} \sum_{\substack{0 \leqslant u<d \\ q^{u} \leqslant D}} B_{k, i, u} X_{i}^{q^{u}}+C_{k} .
\]

From now on, we say that such systems have (multi-)HFE-shape. For convenience, we denote \(n=N d\). Let \(\varphi_{N}\) be the natural morphism \(\left(\mathbb{F}_{q^{d}}\right)^{N} \mapsto\left(\mathbb{F}_{q}\right)^{n}\) and \(\mathcal{F}\) be the small field representation of the secret polynomials \(\mathcal{F}=\varphi_{N} \circ \mathcal{F}^{*} \circ \varphi_{N}^{-1}\) with \(\mathcal{F}:\left(v_{1}, \ldots, v_{n}\right) \in\left(\mathbb{F}_{q}\right)^{n} \mapsto\left(f_{1}\left(v_{1}, \ldots, v_{n}\right), \ldots, f_{n}\left(v_{1}, \ldots, v_{n}\right)\right) \in\left(\mathbb{F}_{q}\right)^{n}\). Due to the HFE-shape, each polynomial \(f_{i}\) has total degree 2. For the secret key, the mapping \(\mathcal{F}^{*}\) is supplemented by two affine maps \(\mathcal{S}, \mathcal{T} \in \operatorname{Aff}\left(n, \mathbb{F}_{q}\right)\) represented by matrices \(\mathbf{S}\) and \(\mathbf{T}\) which hide the internal structure. The public key \(\mathcal{G}=\mathcal{T} \circ \mathcal{F} \circ \mathcal{S}:\left(v_{1}, \ldots, v_{n}\right) \in\left(\mathbb{F}_{q}\right)^{n} \mapsto\left(g_{1}\left(v_{1}, \ldots, v_{n}\right), \ldots, g_{n}\left(v_{1}, \ldots, v_{n}\right)\right) \in\left(\mathbb{F}_{q}\right)^{n}\) is then composed of polynomials \(g_{1}, \ldots, g_{n} \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]\) of total degree 2 .

To encrypt, we evaluate \(g_{1}, \ldots, g_{n}\) in the message \(\underline{m}=\left(m_{1}, \ldots, m_{n}\right) \in\left(\mathbb{F}_{q}\right)^{n}\). With the knowledge of the private key, the decryption of a ciphertext \(\underline{c}=\) \(\left(c_{1}, \ldots, c_{n}\right) \in\left(\mathbb{F}_{q}\right)^{n}\) is done by computing \(\mathcal{S}^{-1} \circ \varphi_{N} \circ \mathcal{F}^{*-1} \circ \varphi_{N}^{-1} \circ \mathcal{T}^{-1}(\underline{c})\). As each part can be inverted efficiently, the decryption is done efficiently.

The original HFE scheme [29] is mostly used over \(\mathbb{F}_{2}\) with a single univariate polynomial as a secret map. It is then an instantiation of multi-HFE with \(q=2\) and \(N=1\). The construction PHFE (for projected HFE) of [14] is an odd characteristic univariate HFE that uses the embedding modifier (see Sect. 5). The scheme IFS (for Intermediate Field System) from [5] is a multi-HFE in characteristic 2 and THFE from [11] is a multi-HFE in odd characteristic (possibly with embedding modifier). To make the decryption efficient, all instances of multiHFE with \(N>1\) use quadratic polynomials as internal secret transformations. Parameters examples from the literature are given in the tables below.
\begin{tabular}{lccccc}
\hline & \(q\) & \(N\) & \(d\) & \(D\) & security \\
\hline HFE [29] & 2 & 1 & 128 & 513 & 128 \\
PHFE [14] & 7 & 1 & 67 & 56 & 201 \\
\hline
\end{tabular}
\begin{tabular}{lccccc}
\hline & & \(q\) & \(N\) & \(d\) & \(D\) \\
security \\
\hline IFS [5] & 2 & 8 & 16 & 2 & 128 \\
THFE [11] & 31 & 3 & 10 & 2 & 150 \\
\hline
\end{tabular}

We now review two attacks on the original HFE: the direct algebraic attack (message recovery) of [19] and the key recovery attack of [26].

\subsection*{2.1 Direct Algebraic Attack}

Let \(\left(c_{1}, \ldots, c_{n}\right) \in\left(\mathbb{F}_{q}\right)^{n}\) be a ciphertext, a message-recovery reduces to solve a system of quadratic equations, i.e. \(\left\{g_{1}-c_{1}=0, \ldots, g_{n}-c_{n}=0\right\}\). A classical method to solve algebraic systems is to compute a Gröbner basis [8113]. The historical method for computing Gröbner bases has been proposed by Buchberger in his PhD
thesis [8]. The algorithms \(\mathrm{F}_{4}\) [15] and \(\mathrm{F}_{5}\) [16] by Faugère permit to improve the basic Buchberger's algorithm. A good measure of the complexity for Gröbner bases is the so-called "degree of regularity" of a system. This is the maximum degree of the polynomials appearing during the computation (see [23]).

It appeared [17|19 that inverting the public key of the original HFE is much easier than expected (i.e. in comparison to a random system of the same size). For original HFE, the degree of regularity has been experimentally shown to be roughly \(\log _{q}(D)\) (see [19]). This makes the attack sub-exponential in the number of variables. Further analysis of the Gröbner basis approach [24] confirmed this result. Note that the field equations (i.e. \(x_{1}^{q}-x_{1}=\ldots=x_{n}^{q}-x_{n}=0\) ) are mandatory to achieve this complexity. Their role is to force the solutions to be only in the base field \(\mathbb{F}_{q}\). To prevent a direct algebraic attack, it has been proposed 14 to use a field with a bigger characteristic. Field equations only intervene in degree at least \(q\). Typically, a HFE system with \(q>n\) seems very hard to solve with a direct approach (for \(n\) sufficiently big). Note that the hybrid approach described in [4] has been designed to solve such systems. However, for \(n=28\) and \(q=31\) the complexity of the hybrid approach is \(2^{82}\). It is better than a direct solving \(\left(2^{115}\right)\) but the attack remains exponential. For multi-HFE, the situation is almost similar. On characteristic 2, multi-HFE can still be attacked similarly. This confirms that the algebraic attack is somehow "optimal" over \(\mathbb{F}_{2}\). However, the direct algebraic attack does not affect instantiations of multi-HFE with bigger odd characteristic as adding the field equations would not be useful.

\subsection*{2.2 Original Kipnis-Shamir (KS) Attack}

We now describe the key recovery attack proposed in [26] for the original HFE scheme \((N=1, n=d)\). The starting idea is to remark that polynomials of the public key - as well as the transformations \(\mathcal{S}, \mathcal{T}\) - can be viewed as mappings \(\mathcal{G}^{*}, \mathcal{S}^{*}, \mathcal{T}^{*}: \mathbb{F}_{q^{n}} \mapsto \mathbb{F}_{q^{n}}\) and represented by the univariate polynomials \(G, S, T \in\) \(\mathbb{F}_{q^{n}}[X]\). The public key relation then becomes \(G=\mathcal{G}^{*}(X)=\mathcal{T}^{*}\left(\mathcal{F}^{*}\left(\mathcal{S}^{*}(X)\right)\right)\). Kipnis and Shamir [26] proposed interpolation to recover a univariate representation of the public key. We present a more efficient and simpler way in Sect. 3 to perform this step.

Kipnis and Shamir [26] also showed that the univariate polynomials can be written as a "non-standard quadratic form". For instance, we have:
\[
G=\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} g_{i, j} X^{q^{i}+q^{j}}=\underline{X} \mathbf{G} \underline{X}^{t}, \text { where } \underline{X}=\left(X, X^{q}, \ldots, X^{q^{n-1}}\right)
\]
and \(\mathbf{G}=\left[g_{i, j}\right]\) is a symmetric matrix. Similarly, we define \(\mathbf{F}=\left[f_{i, j}\right]\) the symmetric matrix representation of the secret univariate polynomial.

The Kipnis-Shamir attack is based on the remark that \(\operatorname{Rank}(\mathbf{F}) \leqslant \log _{q}(D)\). Indeed, the degree of the secret polynomial is smaller than \(D\) and the only nonzero entries in \(\mathbf{F}\) are \(f_{i, j}\), if \(i, j \leqslant \log _{q}(D)\). In addition, if we write \(\mathcal{T}^{*-1}(X)=\) \(\sum_{k=0}^{n-1} t_{k} X^{q^{i}}\) and \(\mathcal{S}^{*}(X)=\sum_{k=0}^{n-1} s_{k} X^{q^{i}}\) the equation \(\mathcal{G}^{*}(X)=\mathcal{T}^{*}\left(\mathcal{F}^{*}\left(\mathcal{S}^{*}(X)\right)\right)\) implies this so-called "Fundamental Equation" (see [26] for the proof).
\[
\begin{equation*}
\sum_{k=0}^{n-1} t_{k} \mathbf{G}^{* k}=\mathbf{G}^{\prime}=\widetilde{\mathbf{W}} \boldsymbol{F} \widetilde{\mathbf{W}}^{t} \tag{1}
\end{equation*}
\]
where \(\widetilde{\mathbf{W}}=\left[\widetilde{w}_{i, j}\right]\) is a specified invertible matrix (with \(\widetilde{w}_{i, j}=s_{j-i}^{q^{i}}\) ) and \(\mathbf{G}^{* k}\) the matrix such that its \((i, j)\)-th entry is \(g_{i-k, j-k}^{q^{k}}\). As the rank of \(\mathbf{F}\) is bounded, so is the rank of \(\mathbf{G}^{\prime}\). Recovering the \(t_{k}\) 's reduces to solve a MinRank problem:
MinRank (MR) in a finite field \(\mathbb{K}\)
Input: \(n, r, k \in \mathbb{N}\) and matrices \(\mathbf{M}_{\mathbf{1}}, \ldots, \mathbf{M}_{\mathbf{k}} \in \mathbb{K}^{n \times n}\).
Question: is there a \(k\)-tuple \(\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in \mathbb{K}^{k}\) such that \(\operatorname{Rank}\left(\sum_{i=1}^{k} \lambda_{i} \mathbf{M}_{\mathbf{i}}\right)\) \(\leqslant r\).
The MinRank problem is NP-complete [9. From an algorithmic point of view, Kipnis and Shamir proposed to model the problem as a system of overdetermined quadratic equations and then to solve it with the so-called relinearization method [26]. This Kipnis-Shamir modeling - which turns to be a set of bilinear equations [21] - as well as the so-called Minors modeling have been further studied and improved in [20|21]. In both modelings, solving MinRank reduces to compute the solutions of a system of structured algebraic equations.

Once the \(t_{k}\) 's of equation (11) are known, the \(s_{k}\) 's are recovered by solving a linear system. From (1), we see that \(\operatorname{ker}\left(\mathbf{G}^{\prime}\right)=\operatorname{ker}(\widetilde{\mathbf{W}} \mathbf{F})\) and thus \(\operatorname{ker}\left(\mathbf{G}^{\prime}\right) \widetilde{\mathbf{W}}=\) \(\operatorname{ker}(\mathbf{F})\). Due to the special shape of \(\mathbf{F}\), the first \(\ell=\log _{q}(D)\) columns of its left kernel are 0 . This gives rise to a linear system of equations of \(\ell(n-\ell)\) equations in \(n^{2}\) variables. Since \(w_{i+1, j+1}=w_{i, j}^{q}\), Kipnis and Shamir proposed to reinterpret the equations over \(\mathbb{F}_{q}\). This gives \(n \ell(n-\ell)\) equations in \(n^{2}\) variables over \(\mathbb{F}_{q}\). Solving this overdetermined system completes the key recovery.

\section*{3 Improvement and Generalization of KS Attack}

\subsection*{3.1 Improving the Univariate Case}

To generalize the KS attack, it is convenient to interpret it as vector/matrix operations. In this paper, we denote by Frob \({ }_{\mathrm{k}}\) the function raising all the components of a vector or a matrix to the power \(q^{k}\) in any field \(\mathbb{K}\) of characteristic \(q\). For example \(\operatorname{Frob}_{\mathrm{k}}(\underline{v})=\left(v_{1}^{q^{k}}, \ldots, v_{m}^{q^{k}}\right)\), for a vector \(\underline{v}=\left(v_{1}, \ldots, v_{m}\right) \in \mathbb{K}^{m}\) and \(\operatorname{Frob}_{\mathrm{k}}(\mathbf{A})=\left[a_{i, j}^{q^{k}}\right]\), for a matrix \(\mathbf{A}=\left[a_{i, j}\right]\).

Proposition 1. Let \(\left(\theta_{1}, \ldots, \theta_{n}\right) \in\left(\mathbb{F}_{q^{n}}\right)^{n}\) be a vector basis of \(\mathbb{F}_{q^{n}}\) over \(\mathbb{F}_{q}\) and \(\mathbf{M}_{n}\) be the \(n \times n\) matrix whose columns are the Frobenius powers of the basis:
\[
\mathbf{M}_{n}=\left(\begin{array}{cccc}
\theta_{1} & \theta_{1}^{q} & \ldots & \theta_{1}^{q^{n-1}} \\
\theta_{2} & \theta_{2}^{q} & & \vdots \\
\vdots & & \ddots & \vdots \\
\theta_{n} & \theta_{n}^{q} & \ldots & \theta_{n}^{q^{n-1}}
\end{array}\right)
\]

We can express the morphism \(\varphi_{1}: \mathbb{F}_{q^{n}} \mapsto\left(\mathbb{F}_{q}\right)^{n}\) as
\[
V \mapsto\left(V, V^{q}, \ldots, V^{q^{n-1}}\right) \mathbf{M}_{n}^{-1}
\]
and its inverse \(\varphi_{1}^{-1}:\left(\mathbb{F}_{q}\right)^{n} \mapsto \mathbb{F}_{q^{n}}\) as
\[
\left(v_{1}, \ldots, v_{n}\right) \mapsto V_{1}, \text { with }\left(V_{1}, \ldots, V_{n}\right)=\left(v_{1}, \ldots, v_{n}\right) \mathbf{M}_{n}
\]

Furthermore, we have that \(V_{(i \bmod n)+1}^{q}=V_{(i+1 \bmod n)+1}\).
Proof. The \(i\)-th entry of \(\left(v_{1}, \ldots, v_{n}\right) \mathbf{M}_{n}\) is \(\left(\sum_{j=1}^{n} v_{j} \theta_{j}\right)^{q^{i}}\), the \(q^{i}\)-th power of the representation of \(\left(v_{1}, \ldots, v_{n}\right)\) in \(\mathbb{F}_{q^{n}}\) with respect to the basis \(\left(\theta_{1}, \ldots, \theta_{n}\right)\).
The matrix \(\mathbf{M}_{n}\) allows to go back and forth from the big \(\left(\mathbb{F}_{q^{n}}\right)\) to the small field \(\left(\mathbb{F}_{q}\right)\). It can be used to have the univariate representation of the public key in a simpler way than in [26]; we replace interpolation by matrix multiplication. For the sake of simplicity, from now on, we consider only linear transformations and homogeneous polynomials. What follows can easily be adapted to the affine case (as pointed in [26]).

Let \(\mathbf{F}^{* k}\) be the matrix such that its \((i, j)\)-th entry is \(f_{i-k, j-k}^{q^{k}}\). The matrix \(\mathbf{F}^{* k}\) is the "matrix representation" of the \(q^{k}\)-th power of the univariate polynomial \(F\). Indeed, since \(F=\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} f_{i, j} X^{q^{i}+q^{j}}\), we have
\[
\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} f_{i-k, j-k}^{q^{k}} X^{q^{i}+q^{j}}=\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} f_{i, j}^{q^{k}} X^{q^{i+k}+q^{j+k}}=F^{q^{k}} .
\]

Then, \(F^{q^{k}}=\underline{X} \mathbf{F}^{* k} \underline{X^{t}}\).
Consider now the symmetric matrices \(\left(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\right)\) such that \(g_{i}=\underline{x} \mathbf{G}_{\mathbf{i}} \underline{x}^{t}\) for all \(i, 1 \leqslant i \leqslant n\), where \(\underline{x}=\left(x_{1}, \ldots, x_{n}\right)\). Using the definition of \(\varphi_{1}\) with the matrix \(\mathbf{M}_{n}\), the equation \(\mathcal{G}=\mathcal{T} \circ \mathcal{F} \circ \mathcal{S}\) becomes
\[
\left(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\right)=\left(\mathbf{S M}_{n} \mathbf{F}^{* 0} \mathbf{M}_{n}^{t} \mathbf{S}^{t}, \ldots, \mathbf{S M}_{n} \mathbf{F}^{* n-1} \mathbf{M}_{n}^{t} \mathbf{S}^{t}\right) \mathbf{M}_{n}^{-1} \mathbf{T}
\]

As \(\mathbf{T}\) and \(\mathbf{M}_{n}\) are invertible, we have
\[
\begin{equation*}
\left(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\right) \mathbf{T}^{-1} \mathbf{M}_{n}=\left(\mathbf{S M}_{n} \mathbf{F}^{* 0} \mathbf{M}_{n}^{t} \mathbf{S}^{t}, \ldots, \mathbf{S M}_{n} \mathbf{F}^{* n-1} \mathbf{M}_{n}^{t} \mathbf{S}^{t}\right) \tag{2}
\end{equation*}
\]

In other words, we have a direct relation between the polynomials of the public key written as quadratic forms and the secret polynomial \(F\) or more precisely its matrices \(\mathbf{F}^{* i}\). From now on, we denote by \(\mathbf{U}\) the matrix \(\mathbf{T}^{-1} \mathbf{M}_{n}\) and \(\mathbf{W}\) the matrix \(\mathbf{S M}_{n}\) and rewrite (2) as
\[
\begin{equation*}
\left(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\right) \mathbf{U}=\left(\mathbf{W F}^{* 0} \mathbf{W}^{t}, \ldots, \mathbf{W F}^{* n-1} \mathbf{W}^{t}\right) \tag{3}
\end{equation*}
\]

By construction, \(u_{i, j+1}=u_{i, j}^{q}\) and \(w_{i, j+1}=w_{i, j}^{q}\). Thus, we only need to know one column of \(\mathbf{U}\) to recover the whole matrix. By considering \(\left(u_{0,0}, \ldots, u_{n-1,0}\right)^{t}\), the first column of \(\mathbf{U}\), we have
\[
\begin{equation*}
\sum_{k=0}^{n-1} u_{k, 0} \mathbf{G}_{\mathbf{k}+\mathbf{1}}=\mathbf{W F}^{* 0} \mathbf{W}^{t}=\mathbf{W} \mathbf{F} \mathbf{W}^{t} \tag{4}
\end{equation*}
\]

The equation is similar to (1), but we have not used the univariate representation of \(\mathcal{G}\). Here again, as the rank of \(\mathbf{F}\) is \(\log _{q}(D)\), so is the \(\operatorname{rank}\) of \(\mathbf{W F} \mathbf{W}^{t}\). Contrarily to the initial attack, \(\mathbf{G}_{\mathbf{i}}\) are the public matrices and not matrices with coefficients in the big field. This leads to the following theorem.

Theorem 1. For HFE, recovering \(\mathbf{U}\) reduce to solve a MinRank with \(k=n\) and \(r=\log _{q}(D)\) on the public matrices \(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\) whose entries are in \(\mathbb{F}_{q}\).
Computing a Gröbner basis of a system over a smaller field \(\left(\mathbb{F}_{q}\right.\) instead of \(\mathbb{F}_{q^{n}}\) is faster as the cost of arithmetic operations is decreased. The expected gain is a factor \(\mathrm{M}(n)\) (the cost of the multiplication of two univariate polynomials of degree \(n\) ) over the KS attack. In the table below, we compare the original KS Minrank attack and the new MinRank attack on HFE \((N=1)\) with parameters \(q=31, D=31^{2}+31=992\). The implementation used is the same as in Sect. 6.
\begin{tabular}{cccccccccc}
\hline\(n\) & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 \\
\hline KS attack (in s.) & 15.3 & 20.4 & 76.9 & 391 & 680 & 1969 & 2439 & 3197 & 13407 \\
new attack (in s.) & 0.75 & 1.25 & 2.05 & 4.45 & 8.80 & 16.9 & 30.2 & 68.5 & 103 \\
\hline ratio & 20.4 & 16.3 & 37.5 & 87.9 & 77.3 & 117 & 80.8 & 46.7 & 130 \\
\hline
\end{tabular}

\subsection*{3.2 Attacking Multi-HFE}

The Kipnis-Shamir attack uses the univariate representation of the public key. In multi-HFE the degree of the univariate representation of the secret key is not bounded. This was in fact the initial motivation for the design of IFS [5]. As a consequence, there is no linear combination of the \(\mathbf{G}^{* k}\) leading to a small rank, making the MinRank attack impossible. The hidden field structure exists but it can only be unveiled by working in the right field. To have the correct analogy with the univariate case, we introduce a new change of basis between the small field vector space \(\left(\mathbb{F}_{q}\right)^{n}\) and the big field vector space \(\left(\mathbb{F}_{q^{d}}\right)^{N}\).
Proposition 2. Let \(\left(\theta_{1}, \ldots, \theta_{d}\right) \in\left(\mathbb{F}_{q^{d}}\right)^{d}\) be a vector basis of \(\mathbb{F}_{q^{d}}\) over \(\mathbb{F}_{q}\). Let \(\mathbf{M}_{N, d}\) be the \((n \times n)\)-matrix such that \(\mathbf{M}_{N, d}=\operatorname{Diag}(\underbrace{\mathbf{M}_{d}, \ldots, \mathbf{M}_{d}}_{N})\). We can express the morphism \(\varphi_{N}:\left(\mathbb{F}_{q^{d}}\right)^{N} \mapsto\left(\mathbb{F}_{q}\right)^{n}\) as
\[
\left(V_{1}, \ldots, V_{N}\right) \mapsto\left(V_{1}, V_{1}^{q}, \ldots, V_{1}^{q^{d-1}}, \ldots \ldots, V_{N}, V_{N}^{q}, \ldots, V_{N}^{q^{d-1}}\right) \mathbf{M}_{N, d}^{-1}
\]
and its inverse \(\varphi_{N}^{-1}:\left(\mathbb{F}_{q}\right)^{n} \mapsto\left(\mathbb{F}_{q^{d}}\right)^{N}\) as
\(\left(v_{1}, \ldots, v_{n}\right) \mapsto\left(V_{1}, V_{d+1}, \ldots, V_{d(N-1)+1}\right)\) with \(\left(V_{1}, \ldots, V_{n}\right)=\left(v_{1}, \ldots, v_{n}\right) \mathbf{M}_{N, d}\). Furthermore, we have that \(V_{i d+(j \bmod d)+1}^{q}=V_{i d+(j+1 \bmod d)+1}\). Proof. The \((d(i-1)+j)\)-th entry of \(\left(v_{1}, \ldots, v_{n}\right) \mathbf{M}_{N, d}\) is \(\left(\sum_{\ell=1}^{d} v_{d(i-1)+\ell} \theta_{\ell}\right)^{q^{j}}\). Each \(N\) block of \(d\) values represents the vector \(\left(V_{i}, V_{i}^{q}, \ldots, V_{i}^{q^{d-1}}\right)\), for all \(i\), \(1 \leqslant i \leqslant N\). Thus \(\left(v_{1}, \ldots, v_{n}\right) \mathbf{M}_{N, d}\) is \(\left(V_{1}, V_{1}^{q}, \ldots, V_{1}^{q^{d-1}}, \ldots, V_{N}, V_{N}^{q}, \ldots, V_{N}^{q^{d-1}}\right)\) with respect to the basis \(\left(\theta_{1}, \ldots, \theta_{d}\right)\).

Note that \(\mathbf{M}_{1, d}=\mathbf{M}_{d}\) which generalizes Proposition 1 When \(N>1\), the \(q^{k}\)-th power of a polynomial \(F_{i} \in \mathbb{F}_{q^{d}}\left[X_{1}, \ldots, X_{N}\right]\) is represented by the ma\(\left.\operatorname{trix} \mathbf{F}_{\mathbf{i}}^{* d, k}=\left[f_{d\lfloor i / d\rfloor+(i-1}^{q^{k}} \bmod d\right), d\lfloor j / d\rfloor+(j-1 \bmod d)\right]\) (this definition matches the case \(N=1\) ). Equation (3) can be generalized for multi-HFE. Let \(\mathbf{F}_{\mathbf{i}}{ }^{(j)}=\) \(\mathbf{W F}_{\mathbf{i}}{ }^{* d, j} \mathbf{W}^{t}\), with \(i, 1 \leqslant i \leqslant N\), and \(j, 0 \leqslant j<d\). We have the relation:
\[
\left(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\right) \mathbf{U}=\left(\mathbf{F}_{\mathbf{1}}^{(0)}, \ldots, \mathbf{F}_{\mathbf{1}}^{(d-1)}, \ldots \ldots, \mathbf{F}_{\mathbf{N}}^{(0)}, \ldots, \mathbf{F}_{\mathbf{N}}^{(d-1)}\right)
\]

Similarly to (4), as \(\mathbf{F}_{\mathbf{i}}^{* d, 0}=\mathbf{F}_{\mathbf{i}}\), when we consider the (id)-th columns of \(\mathbf{U}\) for \(0 \leqslant i<N\) we have
\[
\begin{equation*}
\sum_{k=0}^{n-1} u_{k, 0} \mathbf{G}_{\mathbf{k}+\mathbf{1}}=\mathbf{W F}_{\mathbf{1}} \mathbf{W}^{t}, \ldots, \sum_{k=0}^{n-1} u_{k, N d} \mathbf{G}_{\mathbf{k}+\mathbf{1}}=\mathbf{W F}_{\mathbf{N}} \mathbf{W}^{t} \tag{5}
\end{equation*}
\]

As in the univariate case, the problem of finding correct values for \(\mathbf{U}\) turns to be a simultaneous MinRank problem.

Theorem 2. For multi-HFE, recovering \(\mathbf{U}\) reduce to simultaneously solve \(N\) MinRank problems with \(k=n\) and \(r=N \log _{q}(D)\) on the public matrices \(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\) whose entries are in \(\mathbb{F}_{q}\).

Proof. Each polynomial \(F_{i}\) has degree bounded by \(D\), thus each variable \(X_{i}\) has at most degree \(D\). By construction of the matrix \(\mathbf{M}\) of Proposition 2, the only non-zero entries of the matrix \(\mathbf{F}_{\mathbf{i}}=\mathbf{F}_{\mathbf{i}}{ }^{* d, 0}\) are the ones in the upper-left \(\log _{q}(D)\) square of each \(N\) diagonal \((d \times d)\) block. The rank of \(\mathbf{F}_{\mathbf{i}}\) is then \(N \log _{q}(D)\). By construction, the rank of \(\mathbf{F}_{\mathbf{i}}{ }^{* d, j}\) is left unchanged.

Before discussing of the complexity of the MinRank attack for Multi-HFE, we introduce equivalent keys.

\subsection*{3.3 About Equivalent Keys and Induced Degrees of Freedom}

Two keys are equivalent if they have the same public key. The subject has already been treated for original HFE 31|30]. It has been shown to have (at least) \(\left(n q^{2 n}\left(q^{n}-1\right)^{2}\right)\) equivalent keys. A larger number of equivalent keys in multiHFE induces a degree of freedom when solving the MinRank that can be used to attack the minus variant. Due to space limitations, proofs of Propositions 3, 4, and 5 will be given in an extended version of this paper.

Definition 1. Let \(\left(\mathcal{F}^{*}, \mathcal{S}, \mathcal{T}\right)\) be a multi-HFE private key with parameters ( \(q, N\), \(d, D)\). We say that \(\left(\mathcal{F}^{* \prime}, \mathcal{S}^{\prime}, \mathcal{T}^{\prime}\right)\) is an equivalent key iff \(\mathcal{F}^{* \prime}\) has a HFE-shape, and \(\mathcal{T}^{\prime} \circ \varphi_{N} \circ \mathcal{F}^{* \prime} \circ \varphi_{N}^{-1} \circ \mathcal{S}^{\prime}=\mathcal{G}=\mathcal{T} \circ \varphi_{N} \circ \mathcal{F}^{*} \circ \varphi_{N}^{-1} \circ \mathcal{S}\) (same public key).
Wolf and Preneel 31 introduced the notion of sustaining transformations which is a couple of affine transformations \(\left(\mathcal{A}^{*}, \mathcal{B}^{*}\right)\) such that \(\mathcal{B}^{*} \circ \mathcal{F}^{*} \circ \mathcal{A}^{*}\) preserves the "shape" of \(\mathcal{F}^{*}\). For HFE, the "big sustainer" (multiplication in the big field), the "additive sustainer" and the "Frobenius sustainer" keep the HFE-shape unchanged. In multi-HFE, not only multiplication keeps the HFE-shape. We also have any affine transformation on the \(N\) variables. Thus, the two first sustainers can be generalized as follows.

Lemma 1. Let \((q, N, d, D) \in \mathbb{N}^{4}\) and \(\mathcal{F}^{*}:\left(\mathbb{F}_{q^{d}}\right)^{N} \mapsto\left(\mathbb{F}_{q^{d}}\right)^{N}\) a mapping with HFE-shape. Let \(\mathcal{A}^{*}, \mathcal{B}^{*}\) be invertible affine transformations over \(\left(\mathbb{F}_{q^{d}}\right)^{N}\). Then \(\mathcal{B}^{*} \circ \mathcal{F}^{*} \circ \mathcal{A}^{*}\) has the HFE-shape.

Proof. The only exponents occurring in a single variable \(X_{i}\) is a power of \(q\). The transformation \(\mathcal{A}^{*}\) mixes the variables \(X_{1}, \ldots, X_{N}\) by affine combinations. Thus by linearity of the Frobenius, we know that no other exponents can appear and the system keeps its HFE-shape. Trivially, as \(\mathcal{B}^{*}\) only performs affine combinations of the polynomials \(F_{1}, \ldots, F_{N}\) the shape is also unchanged.

With lemma 1, we can produce HFE internal maps while keeping the same property. To build equivalent keys, we look at these affine transformations in the small field \(\mathbb{F}_{q}\).

Proposition 3. Let \(\left(\mathcal{F}^{*}, \mathcal{S}, \mathcal{T}\right)\) be a multi-HFE private key with parameters \((q, N, d, D)\). For any invertible affine transformations \(\mathcal{A}^{*}, \mathcal{B}^{*}\) over \(\left(\mathbb{F}_{q^{d}}\right)^{N}\), let \(\mathcal{A}=\varphi_{N} \circ \mathcal{A}^{*} \circ \varphi_{N}^{-1}\) and \(\mathcal{B}=\varphi_{N} \circ \mathcal{B}^{*} \circ \varphi_{N}^{-1}\), then \(\left(\mathcal{B}^{*} \circ \mathcal{F}^{*} \circ \mathcal{A}^{*}, \mathcal{A}^{-1} \circ \mathcal{S}, \mathcal{T} \circ \mathcal{B}^{-1}\right)\) is an equivalent key.

The following proposition gives the structure of one of these transformations in the linear case. It has to be slightly adapted in the affine case.

Proposition 4. Let \(\mathbf{A}^{*}=\left[a_{i, j}\right]\) be the matrix representing a linear transformation \(\mathcal{A}^{*}\) over \(\left(\mathbb{F}_{q^{d}}\right)^{N}\). \(\mathcal{A}^{*}\) can be represented in the field \(\mathbb{F}_{q}\) as \(\mathbf{A}=\mathbf{M}_{N, d} \widetilde{\mathbf{A}^{*}} \mathbf{M}_{N, d}^{-1}\) where \(\mathbf{M}_{N, d}\) is the matrix of Proposition 国 and \(\widetilde{\mathbf{A}^{*}}\) is a matrix of \(N \times N\) blocks of Frobenius powers of elements of \(\mathbf{A}^{*}\), i.e.

In addition, for any \(k, 0 \leqslant k<d\), the components polynomials of ( \(\operatorname{Frob}_{\mathrm{k}} \circ \mathcal{F}^{*} \circ\) \(\left.\operatorname{Frob}_{\mathrm{d}-\mathrm{k}}\right)\left(X_{1}, \ldots, X_{N}\right)=\left(\mathcal{F}^{*}\left(X_{1}^{q^{d-k}}, \ldots, X_{N}^{q^{d-k}}\right)\right)^{q^{k}}\) have the same monomials as \(\mathcal{F}^{*}\left(X_{1}, \ldots, X_{N}\right)\) but their coefficients are raised to the power of \(q^{k}\). That is, if \(\mathcal{F}^{*}\left(X_{1}, \ldots, X_{N}\right)\) has HFE-shape, so is \(\left(\right.\) Frob \(\left._{\mathrm{k}} \circ \mathcal{F}^{*} \circ \operatorname{Frob}_{\mathrm{d}-\mathrm{k}}\right)\left(X_{1}, \ldots, X_{N}\right)\).

Proposition 5. Let \(\left(\mathcal{F}^{*}, \mathcal{S}, \mathcal{T}\right)\) be a multi-HFE private key with parameters \((q, N, d, D) \in \mathbb{N}^{4}\). For all \(k, 0 \leqslant k<d\),
\(\left(\operatorname{Frob}_{\mathrm{k}} \circ \mathcal{F}^{*} \circ \operatorname{Frob}_{\mathrm{d}-\mathrm{k}}, \varphi_{N} \circ \operatorname{Frob}_{\mathrm{k}} \circ \varphi_{N}^{-1} \circ \mathcal{S}, \mathcal{T} \circ \varphi_{N} \circ \operatorname{Frob}_{\mathrm{d}-\mathrm{k}} \circ \varphi_{N}^{-1}\right)\)
is an equivalent key.

According to Proposition 5, we can derive \((d-1)\) other equivalent keys from any valid private key. This refers to the so-called Frobenius sustainer of 31]. We can count the number of equivalent keys.

Theorem 3. For any multi-HFE private key \(\left(\mathcal{F}^{*}, \mathcal{S}, \mathcal{T}\right)\) with given parameters \((q, N, d, D) \in \mathbb{N}^{4}\), there are at least \(\left(q^{d N} \prod_{i=0}^{N-1}\left(q^{d N}-q^{d i}\right)\right)^{2}\) equivalent keys coming from affine transformations in \(\operatorname{Aff}\left(N, \mathbb{F}_{q^{d}}\right)\).

Proof. There are exactly \(\prod_{i=0}^{N-1}\left(\left(q^{d}\right)^{N}-\left(q^{d}\right)^{i}\right)\) invertible \((N \times N)\)-matrices over \(\mathbb{F}_{q^{d}}\). We have to multiply this by \(\left(q^{d}\right)^{N}\) to include the affine transformations. From Proposition 3, one can choose 2 invertible affine transformations over the big field to build an equivalent key, thus the previous value is squared.

This number may actually be bigger (at most \(d\) times) using the Frobenius sustainer. An interesting particularity of the MinRank arising in HFE/multiHFE is that the kernel of the matrices in (5) is independent on which equivalent key is used up to Frobenius transforms.

Theorem 4. Let \(\left(\mathcal{F}^{*}, \mathcal{S}, \mathcal{T}\right)\) and \(\left(\mathcal{F}^{* \prime}, \mathcal{S}^{\prime}, \mathcal{T}^{\prime}\right)\) be equivalent multi-HFE private keys and \(\left(\mathbf{G}_{\mathbf{1}} \ldots \mathbf{G}_{\mathbf{n}}\right)\) be the matrices of their associated public key. Let \(\mathbf{S}\), \(\mathbf{T}\), \(\mathbf{S}^{\prime}\), and \(\mathbf{T}^{\prime}\) be the matrix representation of respectively \(\mathcal{S}, \mathcal{T}\), \(\mathcal{S}^{\prime}\), and \(\mathcal{T}^{\prime}\). Let \(\mathbf{U}=\mathbf{T}^{-1} \mathbf{M}_{N, d}=\left[u_{i, j}\right], \mathbf{K}=\operatorname{ker}\left(\sum_{i=0}^{n} u_{i, 0} \mathbf{G}_{\mathbf{i}}\right), \mathbf{U}^{\prime}=\mathbf{T}^{\prime-1} \mathbf{M}_{N, d}=\left[u_{i, j}^{\prime}\right]\) and \(\mathbf{K}^{\prime}=\operatorname{ker}\left(\sum_{i=0}^{n} u_{i, 0}^{\prime} \mathbf{G}_{\mathbf{i}}\right)\), then \(\exists k, 0 \leqslant k<d, \mathbf{K}^{\prime}=\operatorname{Frob}_{\mathrm{k}}(\mathbf{K})\).

Proof. By construction of equivalent keys, \(u_{i, j}^{\prime}\) are linear combinations of the \(u_{i, \ell}^{q^{k}}\) for a given \(k\). Linear combinations of \(u_{i, j}\) do not change the kernel. By linearity, \(u_{i, j}^{\prime}=\sum_{\ell} \alpha_{\ell} u_{i, \ell}^{q^{k}}=\left(\sum_{\ell} \alpha_{\ell} u_{i, \ell}\right)^{q^{k}}\). Consequently, \(\mathbf{K}^{\prime}=\operatorname{Frob}_{\mathrm{k}}(\mathbf{K})\).

We discuss the complexity of our attack in the next section.

\subsection*{3.4 Complexity Analysis of the Attack}

In this section, we study the particularities of the MinRank problems coming from (5). Here again we consider only linear maps and homogeneous polynomials for the sake of simplicity.

Let an instance of HFE with parameters \((q, N, d, D) \in \mathbb{N}^{4}\), and \(\ell=\lceil\log D\rceil\). We have to solve the MinRank problem on the \((n \times n)\)-matrices \(\mathbf{G}_{\mathbf{1}} \ldots \mathbf{G}_{\mathbf{n}}\) whose entries lie in \(\mathbb{F}_{q}\) with target rank \(N \ell\). Using the Kipnis-Shamir modeling described in [26|20|21], it is equivalent to solve the algebraic system of the \((n(n-N \ell))\) bilinear equations in \((N \ell(n-N \ell)+n)\) variables given by the entries of the matrix
\[
\left(\begin{array}{ccccc}
1 & & & x_{1,1} & \ldots  \tag{6}\\
x_{1, N \ell} \\
& \ddots & \vdots & & \vdots \\
& & \vdots & & \vdots \\
& & x_{n-N \ell, 1} & \ldots & x_{n-N \ell, N \ell}
\end{array}\right) \cdot\left(\sum_{i=1}^{n} \lambda_{i} \mathbf{G}_{\mathbf{i}}\right)
\]

Note that we are looking for solutions in the field \(\mathbb{F}_{q^{d}}\) rather than in \(\mathbb{F}_{q}\).

From now on, and similarly to [20], these equations are called the KS (KipnisShamir) equations. We denote by \(\mathcal{I}_{\mathrm{KS}}\) the ideal generated by the KS equations and \(\mathcal{V}_{\mathrm{KS}} \subset \mathbb{F}_{q^{d}}\) its associated variety.
Theorem 5. The MinRank problem associated to HFE (resp. multi-HFE) can be solved by fixing one (resp. N) coefficients to random values. That is, the dimension of \(\mathcal{I}_{\mathrm{KS}} \cap \mathbb{F}_{q}\left[\lambda_{1}, \ldots, \lambda_{n}\right]\) is at least one (resp. \(N\) ).
Proof. We know that any column of \(\mathbf{U}=\mathbf{T}^{-1} \mathbf{M}_{N, d}\) is a solution of MinRank for \(\left(\lambda_{1}, \ldots, \lambda_{n}\right)\). From Proposition 3, for any invertible matrix \(\mathbf{A}^{*}\), the columns of the matrix \(\mathbf{U} \widetilde{\mathbf{A}^{*}}\) give a solution \(\left(\lambda_{1}, \ldots, \lambda_{n}\right)\) for the MinRank. As each column of \(\widetilde{\mathbf{A}^{*}}\) has \(N\) non-zero entries, this allows to choose \(N\) coefficients \(\lambda_{i}\) arbitrarily.
This means that for valid values \(x_{i, j}\), there are \(\left(q^{d}\right)^{N}\) possible vectors \(\left(\lambda_{1}, \ldots, \lambda_{n}\right)\) such that the kernel of \(\left(\sum_{i=1}^{n} \lambda_{i} \mathbf{G}_{\mathbf{i}}\right)\) is the one induced by the \(x_{i, j}\) 's. Therefore, the values of \(N\) components (say \(\lambda_{1}, \ldots, \lambda_{N}\) ) can be randomly chosen. The new system still has \((n(n-N \ell))\) equations but only \((N \ell(n-N \ell)+n-N)\) variables. As described in Sect. 3.1 the coefficients are in the small field \(\mathbb{F}_{q}\). To keep this property, we fix variables with values over the small field. Experimentally, fixing one variable to 1 (or any value from \(\mathbb{F}_{q}\) ) and the \((N-1\) ) others to 0 gives the best results. After \(N\) variables \(\left(\lambda_{1}, \ldots, \lambda_{N}\right)\) have been fixed, \(\mathcal{V}_{\mathrm{KS}}\) has at least \(d\) elements. This property already noticed in [25] for HFE is a direct consequence of theorem 4. Once \(\mathbf{K}=\operatorname{ker}\left(\sum_{k=1}^{n} \lambda_{k} \mathbf{G}_{\mathbf{k}}\right)\) is recovered, finding a valid transformation \(\mathbf{U}^{\prime}\) is done by solving a linear system as entries of (6) become linear. Some experimental results of our attack are presented in Sect. 6.

It is interesting to remark that the degree of regularity experimentally observed seems to be constant when \(d\) grows. This behavior can be explained theoretically using the bound on the degree of regularity of MinRank given in [21].

Proposition 6 (Faugère, Safey El Din, Spaenlehauer [21]). Let ( \(n, r, k\) ) be the parameters of a MinRank instance. Let \(\mathbf{A}=\left[a_{i, j}\right]\) be the \((r \times r)\)-matrix defined by \(a_{i, j}(t)=\sum_{\ell=0}^{n-\max (i, j)}\binom{n-i}{\ell}\binom{n-j}{\ell} t^{\ell}\). The degree of regularity of the system associated to MinRank instance is bounded from above by \(1+\operatorname{deg}(\operatorname{HS}(t))\) where \(\operatorname{HS}(t)\) is the polynomial obtained from the first positive terms of the series \((1-t)^{(n-r)^{2}-k} \frac{\operatorname{det} \mathbf{A}(t)}{t^{\binom{r}{2}}}\).
Back to our specific MinRank problem, we have instantiate this theoretical bound with multi-HFE parameters for values of \(N \leqslant 20\) and \(\ell \leqslant 10\). When \(d\), is sufficiently bigger than \(\ell\), we always obtain \((N \ell+1)\) (verified for \(N d\) up to \(500)\). Since the parameter \(d\) is not involved we state the following conjecture.

Conjecture 1. The degree of regularity of the MinRank problem associated to a multi-HFE instance does not depend on \(d\). When \(d\) grows to infinity, it is bounded from above by \((N \ell+1)\).
The degree of regularity depends only in the number \(N\) of secret variables and the degree \(D\) of the secret polynomials. This is consistent with the observations on simple HFE where \(d_{\text {reg }}\) was observed to be \(\log (D)\). We have the necessary material to evaluate the difficulty of MinRank involved in HFE/multi-HFE.

Proposition 7. Assuming Conjecture 1, for \(N\) and \(\ell\) fixed, the complexity of solving the multi-HFE MinRank problem is \(\mathcal{O}\left(d^{(N \ell+1) \omega}\right)(2 \leqslant \omega<3\) being the linear algebra constant) and thus polynomial in \(d\).

Proof. According to Conjecture 11 the degree of regularity is \((N \ell+1)\) and thus independent of the degree of the extension \(d\). When \(d\) grows to infinity, the complexity of the Gröbner basis computation [2]3] is \(\left.\mathcal{O}\binom{N d+N \ell+1}{N \ell+1}^{\omega}\right) \sim\) \(\mathcal{O}\left((N d)^{(N \ell+1) \omega}\right) \sim \mathcal{O}\left(d^{(N \ell+1) \omega}\right)\).

Once the matrix \(\mathbf{U}\) has been found with the MinRank attack, we need to recover the matrix \(\mathbf{W}\).

\subsection*{3.5 Recovering the Transformation on the Variables}

Kipnis and Shamir [26] originally proposed a method for this step by solving an overdetermined system of \((n \ell(n-\ell))\) linear equations in \(n^{2}\) variables over \(\mathbb{F}_{q}\). Applied to multi-HFE, it would give \((n \ell(n-N \ell))\) equations in \(n^{2}\) variables over \(\mathbb{F}_{q}\). We propose here an alternative method which reduces the number of variables and equations by a factor \(d\) while it is done over the big field.

Lemma 2. Let \(\left(\mathbf{G}_{\mathbf{1}}, \ldots, \mathbf{G}_{\mathbf{n}}\right)\) be a multi-HFE public key and \(\ell=\left\lceil\log _{q}(D)\right\rceil\). Suppose that \(\operatorname{Rank}\left(\sum_{k=1}^{n} \lambda_{k} \mathbf{G}_{\mathbf{k}}\right)=N \ell\) and let \(\mathbf{K}=\operatorname{ker}\left(\sum_{k=1}^{n} \lambda_{k} \mathbf{G}_{\mathbf{k}}\right)\). Once \(\mathbf{K}\) is known, then we can recover a matrix \(\mathbf{W}^{\prime}=\mathbf{S}^{\prime} \mathbf{M}_{N, d}\) such that \(\mathbf{S}^{\prime}\) is a valid matrix for the private key by solving a linear system of \((N \ell(n-N \ell))\) equations in \((N(n-N))\) variables.

Proof. To find the coefficients \(w_{i, j}\), it is enough to remark that from (5) one has \(\mathbf{K} \mathbf{W}^{\prime}=\operatorname{ker}\left(\mathbf{F}_{\mathbf{i}}\right)\). We know by construction of the private key that \(\operatorname{ker}\left(\mathbf{F}_{\mathbf{i}}\right)\) has \(N \ell\) columns set to zero. By construction of \(\mathbf{W}^{\prime}, N\) columns are needed to build the whole matrix. We build the corresponding linear system of \((N(n-N \ell))\) equations in \(N n\) variables. Proposition 3 tells us that one can randomly fix \(N\) variables on each of the \(N\) columns which gives \((N(n-N))\) variables left. If \(\ell>1\), the system is underdetermined. To find the matrix, we have to add the \(((\ell-1) N(n-N \ell))\) equations coming from \(\operatorname{Frob}_{\mathbf{j}}(\mathbf{K}) \mathbf{W}^{\prime}=\operatorname{ker}\left(\mathbf{F}_{\mathbf{i}}{ }^{* d, j}\right)\). For \(j\), \((d-\ell+1) \leqslant j<d\), it can be verified that \(\operatorname{ker}\left(\mathbf{F}_{\mathbf{i}}{ }^{* d, j}\right)\) has also \(N \ell\) columns set to zero. The system has \((N \ell(n-N \ell))\) linear equations.

Recovering the polynomial system. Once the matrices \(\mathbf{T}^{\prime}=\mathbf{M}_{N, d} \mathbf{U}^{\prime-1}\) and \(\mathbf{S}^{\prime}=\mathbf{W}^{\prime} \mathbf{M}_{N, d}^{-1}\) are recovered, we only need to reconstruct a private transformation. It is done simply by computing \(\mathcal{F}^{* \prime}=\varphi_{N}^{-1} \circ \mathcal{T}^{\prime-1} \circ \mathcal{G} \circ \mathcal{S}^{\prime-1} \circ \varphi_{N}\). By construction of its components, the transformation \(\mathcal{F}\) respects the HFE-shape.

\subsection*{3.6 Weaknesses of Multi-HFE Relative to the Original HFE}

In order to compare instances of HFE/multi-HFE, we introduce the notion of "similarity" between instances. Two similar instances share the same size of public key and private key.

Definition 2. Two (multi-)HFE instances of resp. parameters \(\left(q_{1}, N_{1}, d_{1}, D_{1}\right)\) and \(\left(q_{2}, N_{2}, d_{2}, D_{2}\right)\) are similar iff \(q_{1}=q_{2}\) and \(N_{1} d_{1}=N_{2} d_{2}\) and \(N_{1} \log _{q_{1}}\left(D_{1}\right)=\) \(N_{2} \log _{q_{2}}\left(D_{2}\right)\) holds.

The KS equations of two similar instances have the same number of variables and equations as the target rank is the same \(N \log _{q}(D)\). According to the complexity of the MinRank given in Proposition 7 the bigger is \(d\), the harder it is to mount our attack. In particular, the case \(N=1\) (original HFE) is the more resistant. This behavior has been verified experimentally. For similar keys, choosing \(N=1\) seems to be the optimal value for security. With respect to our attack, multi-HFE is then less secure than HFE.

As a side remark, speed of decryption has to be taken into account when designing a scheme. Choosing \(N=1\) and a big degree \(D\) of the inner univariate polynomial can sometimes dramatically slow down the decryption process for similar keys. Multi-HFE construction could still be competitive if a modification can prevent attacks. To this end, the minus modifier and the embedding modifier have been proposed. We study these variants in the next sections.

\section*{4 Multivariate HFE-}

In this section, we study a classical variant of multivariate schemes, the so-called "minus" modifier. It consists in removing some polynomials from the public key. This construction is only suitable for signature as the decryption (signature generation) is not unique.

Description. Let \(\left(\mathcal{F}^{*}, \mathcal{S}, \mathcal{T}\right)\) be a multi-HFE private key as defined in Sect. 2 with parameters \((q, N, d, D) \in \mathbb{N}^{4}\). We define the parameter \(s \in \mathbb{N}\) and the projection \(\pi:\left(\mathbb{F}_{q}\right)^{n} \mapsto\left(\mathbb{F}_{q}\right)^{n-s}\). The public key is the mapping \(\mathcal{G}=\pi \circ \mathcal{T} \circ \varphi_{N}^{-1} \circ \mathcal{F}^{*} \circ \varphi_{N} \circ \mathcal{S}\) viewed as \((n-s)\) polynomials in \(n\) variables. To sign, \(s\) random values from \(\mathbb{F}_{q}\) are appended to a message \(\underline{m}=\left(m_{1}, \ldots, m_{n-s}\right)\) before applying the basic decryption process. Verifying a signature consists in its evaluation in \(\mathcal{G}\).

Attack. The goal is to find a valid private key with only \((n-s)\) public polynomials. Usually the minus modification is enough to prevent classical attacks as some information is missing. In particular it is the case for basic HFE \((N=1)\). In Sect. 3.4. we have shown that the problem has \(N\) degrees of freedom. Indeed, only \((n-N+1)\) matrices are needed to recover the kernel. This means that if \(s<N\), the kernel matrix \(\mathbf{K}\) can still be found with no additional cost. Still, the recovering step has to be adapted. We know that there exists a vector \(\left(\lambda_{1}, \ldots, \lambda_{n}\right)\) and symmetric \((n \times n)\)-matrices \(\left(\boldsymbol{\Gamma}_{\mathbf{1}}, \ldots, \boldsymbol{\Gamma}_{\mathbf{s}}\right)\) such that
\[
\operatorname{ker}\left(\sum_{i=1}^{n-s} \lambda_{i} \mathbf{G}_{\mathbf{i}}+\sum_{i=1}^{s} \lambda_{n-s+i} \boldsymbol{\Gamma}_{\mathbf{i}}\right)=\mathbf{K} .
\]

The \(\boldsymbol{\Gamma}_{\mathbf{i}}\) 's matrices are unknown and correspond to the removed polynomials. If we fix \(N\) values \(\lambda_{i}\), we still have solutions to our system. For instance, let \(\left(\lambda_{n-N+1}, \ldots, \lambda_{n}\right)=\left(\ell_{1}, \ldots, \ell_{N}\right)\). We write
\[
\begin{equation*}
\mathbf{K} \cdot\left(\sum_{i=1}^{n-N} \lambda_{i} \mathbf{G}_{\mathbf{i}}+\sum_{i=1}^{N-s} \ell_{i} \mathbf{G}_{\mathbf{n}-\mathbf{N}+\mathbf{i}}+\sum_{i=1}^{s} \ell_{N-s+i} \boldsymbol{\Gamma}_{\mathbf{i}}\right)=\mathbf{0} . \tag{7}
\end{equation*}
\]

The resulting system has \(n(n-N \ell)\) linear equations in \(\left((n-N)+s \frac{n(n+1)}{2}\right)\) variables. The system is greatly underdetermined and hence have many solutions. To find the correct entries, we use the following remark:

Proposition 8. For any \(j, 0 \leqslant j<d\), we have \(\operatorname{Frob}_{\mathbf{j}}(\mathbf{K}) \cdot\left(\sum_{i=1}^{n} \lambda_{i}^{q^{j}} \mathbf{G}_{\mathbf{i}}\right)=\mathbf{0}\).
Proof. By definition, \(\operatorname{Frob}_{\mathbf{j}}\left(\mathbf{K} \cdot\left(\sum_{i=1}^{n} \lambda_{i} \mathbf{G}_{\mathbf{i}}\right)\right)=\mathbf{0}\). By linearity of the Frobenius, this is equal to \(\operatorname{Frob}_{\mathbf{j}}(\mathbf{K}) \cdot\left(\sum_{i=1}^{n} \lambda_{i}^{q^{j}} \operatorname{Frob}_{\mathbf{j}}\left(\mathbf{G}_{\mathbf{i}}\right)\right)\). As \(\mathbf{G}_{\mathbf{i}}\) has its entries in \(\mathbb{F}_{q}\), we also have that \(\operatorname{Frob}_{\mathbf{j}}\left(\mathbf{G}_{\mathbf{i}}\right)=\mathbf{G}_{\mathbf{i}}\).

Solving together equations (7) and their Frobenius images forces the entries of \(\boldsymbol{\Gamma}_{\mathbf{i}}\) to be in \(\mathbb{F}_{q}\). To avoid carrying equations of degree \(q^{j}\) (coming from \(\lambda_{i}^{q^{j}}\) ), we add \((d-1)(n-N)\) new variables \(\left(\lambda_{1}^{(1)}, \ldots, \lambda_{n-N}^{(1)}, \ldots, \lambda_{1}^{(d-1)}, \ldots, \lambda_{n-N}^{(d-1)}\right)\). The new system then becomes:
\[
\operatorname{Frob}_{\mathbf{j}}(\mathbf{K}) \cdot\left(\sum_{i=1}^{n-N} \lambda_{i}^{(j)} \mathbf{G}_{\mathbf{i}}+\sum_{i=1}^{N-s} \ell_{i}^{q^{j}} \mathbf{G}_{\mathbf{n}-\mathbf{N}+\mathbf{i}}+\sum_{i=1}^{s} \ell_{N-s+i}^{q^{j}} \boldsymbol{\Gamma}_{\mathbf{i}}\right)=\mathbf{0}
\]
for all \(j, 0 \leqslant j<d\). The resulting system is overdetermined and has a solution if \(\left(\ell_{1}, \ldots, \ell_{N}\right) \neq(0, \ldots, 0)\). We have to solve \(N\) times this linear system with different values for \(\left(\ell_{1}, \ldots, \ell_{N}\right)\) to get a valid matrix \(\mathbf{U}\). With this technique, the private key of a multi- \(\mathrm{HFE}^{-}\)can be recovered almost as efficiently as the standard construction if the number of withdrawn equations is less than \((N-1)\). Experimental results are presented in Sect. 6.

\section*{5 Multivariate HFE with Embedding}

In [14], it has been proposed to use a variant of HFE with embedding. This so-called PHFE construction consists in removing few variables of the public key and is claimed to resist Kipnis-Shamir's attack. The authors of 11] use the same modification on multi-HFE and claim that it prevents a possible "big-field" based attack. Still, for both PHFE and its multivariate version a key recovery attack is possible.
Description. Let \(\left(\mathcal{F}^{*}, \mathcal{S}, \mathcal{T}\right)\) be a multi-HFE private key as defined in Sect. 2 with parameters \((q, N, d, D) \in \mathbb{N}^{4}\). We define a new parameter \(r \in \mathbb{N}\) and the embedding \(\rho:\left(\mathbb{F}_{q}\right)^{n-r} \mapsto\left(\mathbb{F}_{q}\right)^{n}\) which is part of the private key. Then the public key is the mapping \(\mathcal{G}=\mathcal{T} \circ \varphi_{N}^{-1} \circ \mathcal{F}^{*} \circ \varphi_{N} \circ \mathcal{S} \circ \rho\). To encrypt a plaintext, we still evaluate \(\mathcal{G}\). To decrypt, as in the standard scheme, one inverts each component separately. To simplify, we can assume w.lo.g. that the embedding is always \(\rho_{0}:\left(x_{1}, \ldots, x_{n-r}\right) \in\left(\mathbb{F}_{q}\right)^{n-r} \mapsto\left(x_{1}, \ldots, x_{n-r}, 0, \ldots, 0\right) \in\left(\mathbb{F}_{q}\right)^{n}\). Indeed, from any embedding \(\rho\) and any invertible transformation \(\mathcal{S}\), one can find an invertible transformation \(\mathcal{S}^{\prime}\) such that \(\mathcal{S} \circ \rho=\mathcal{S}^{\prime} \circ \rho_{0}\); this gives equivalent keys.

Attack. The matrix representation \(\mathbf{G}_{\mathbf{i}}\) of the public key polynomials have \((n-r)\) rows and columns. However, the rank of \(\sum_{i=0}^{n} u_{i, 0} \mathbf{G}_{\mathbf{i}+\boldsymbol{1}}\) remains bounded by \(N \log _{q}(D)\) (i.e. removing rows or columns does not increase the rank).

Let \(\mathbf{K}=\operatorname{ker}\left(\sum_{i=0}^{n} u_{i, 0} \mathbf{G}_{\mathbf{i}+\mathbf{1}}\right)\). As usual a matrix \(\mathbf{U}^{\prime}\) can still be recovered by solving a MinRank as soon as \(\mathbf{K}\) is known. The problem appears when trying to recover the matrix \(\mathbf{W}^{\prime}=\mathbf{S}^{\prime} \mathbf{M}_{N, d}\) where \(\mathbf{S}^{\prime}\) is an equivalent matrix for the private key. By following the method described in Sect. 3.5, we get a system having \(N \ell(n-r-N \ell)\) equations with only \(N(n-r-N)\) variables. Let the following matrix be a solution of this linear system
\[
\mathbf{W}^{\prime}=\left(\begin{array}{ccccccccc}
w_{0,0} & w_{0,0}^{q} & \ldots & w_{0,0}^{q^{d-1}} & \ldots & \ldots & w_{0, N-1} & w_{0, N-1}^{q} & \ldots \\
w_{0, N-1}^{q^{d-1}} \\
\vdots & \vdots & \ldots & \vdots & \ldots & \vdots & \vdots & \vdots & \ldots \\
\vdots \\
w_{n-r, 0} & w_{n-r, 0}^{q} & \ldots & w_{n-r, 0}^{q^{d-1}} & \ldots & \ldots & w_{n-r, N-1} & w_{n-r, N-1}^{q} & \ldots \\
w_{n-r, N-1}^{q^{d-1}}
\end{array}\right) .
\]

The matrix \(\mathbf{W}^{\prime}\) has \((n-r)\) rows and thus is not invertible. However, such \(\mathbf{W}^{\prime}\) needs to be inverted in order to compute a full private key.

The first idea is to build a new invertible matrix \(\mathbf{W}_{\mathbf{r}}\) by appending to \(\mathbf{W}^{\prime}\) a \((r \times n)\)-matrix \(\mathbf{V}=\left[v_{i, j}\right]\) such that \(v_{i, j}^{q}=v_{i, j+1}\). The secret transformation is reconstructed by computing \(\mathbf{G}_{\mathbf{i}}{ }^{\prime}=\mathbf{W}_{\mathbf{r}}{ }^{-1} \mathbf{G}_{\mathbf{i}} \mathbf{W}_{\mathbf{r}}{ }^{-t}\). As the matrix \(\mathbf{W}_{\mathbf{r}}{ }^{-1}\) has non-zero coefficients in its \(r\) last rows, so is \(\mathbf{G}_{i}^{\prime}\). Since the MinRank was done over ( \(n-r \times n-r\) )-matrices, when we finally compute \(\sum_{i=0}^{n} u_{i, 0} \mathbf{G}_{\mathbf{i}+\mathbf{1}}{ }^{\prime}\), monomials in the last variables \(\left(x_{n-r+1}, \ldots, x_{n}\right)\) are mixed with the other monomials, which eventually leads to polynomials that are not in HFE-shape (and then hard to invert). To circumvent this issue, we no longer append a random matrix to \(\mathbf{W}^{\prime}\), we construct an invertible matrix \(\mathbf{W}_{\mathbf{z}}\) by appending vertically to \(\mathbf{W}^{\prime}\) the matrix
\[
\mathbf{Z}=\left(\begin{array}{cccccc}
0 \ldots \ldots \ldots \ldots & 0 & & & \\
\vdots & \ldots & \vdots & \ddots & \\
0 \ldots \ldots & \ldots & & 1
\end{array}\right)
\]

We ensure the property that \(\mathbf{W}_{\mathbf{z}}\) is invertible. The variables \(\left(x_{n-r+1}, \ldots, x_{n}\right)\) do not appear when we build \(\mathbf{G}_{\mathbf{i}}{ }^{\prime}=\mathbf{W}_{\mathbf{z}}{ }^{-1} \mathbf{G}_{\mathbf{i}} \mathbf{W}_{\mathbf{z}}{ }^{-t}\), and the rank property is preserved. The only difference is that the relation \(w_{i, j}^{q}=w_{i, j+1}\) only holds for all \(i, 0 \leqslant i<n-r\). The consequence is that \(\mathbf{S}^{\prime}=\mathbf{W}_{\mathbf{z}} \mathbf{M}_{N, d}^{-1}\) has coefficients in the big field \(\mathbb{F}_{q^{d}}\). Still, \(\mathbf{S}^{\prime}\) can be inverted and a mapping \(\mathcal{F}^{*}\) with HFE-shape can be recovered. Experimental results are given in Sect. 6.

\section*{6 Experimental Results}

We present some experimental results for our attacks implemented in Magma 7 (V2.16-10). All the timings have been obtained on a 2.93 GHz Intel \({ }^{\circledR}\) Xeon \({ }^{\circledR}\) CPU. The MinRank's have been solved using the Kipnis-Shamir modeling.

The degree of regularity experimentally observed is noted \(d_{\text {reg }}\). The theoretical degree of regularity is denoted by \(d_{\text {reg }}^{\text {theo }}\). We applied our attack to the real-scale
parameters proposed in [10] (multi-HFE with embedding). They are not secure since they are practically broken ( 9 days for the most conservative, i.e. 256 bits claimed security). One may get even better results using the minors modeling of MinRank and the \(\mathrm{F}_{5}\) implementation available in the FGb software 18]. The following results are obtained on the same computer.
\begin{tabular}{cccccccccc}
\hline\(q\) & \(N\) & \(d\) & \(D\) & security & \(d_{\text {reg }}^{\text {theo }}\)
\end{tabular} \begin{tabular}{c} 
time \\
MAGMA
\end{tabular}\(\quad\)\begin{tabular}{c} 
mem \\
MAGMA
\end{tabular}\(\quad\)\begin{tabular}{c} 
time \\
FGb
\end{tabular}\(\quad d_{\text {reg }}\)

We also compare the different steps of our attack to the minus and the embedding variants for multi-HFE with parameters \(q=31, N=3, d=8, D=2(\approx 120\) bits security). The minus modifier does not change the time of the MinRank attack but recovering \(\mathbf{W}\) will be slower. In practice, multi-HFE with the embedding takes more time to break but the degree of regularity is the same.
\begin{tabular}{lcccc}
\hline & MR time MR \(d_{\text {reg }}\) & Finding \(\mathbf{U}\) & Finding \(\mathbf{W}\) \\
\hline No variant (ref. time) & 23.3 s & 3 & 0.01 s & 7.29 s \\
\hline Minus \((s=1)\) & 23.2 s & 3 & 0.01 s & 16.71 s \\
Minus \((s=2)\) & 23.4 s & 3 & 0.01 s & 35.24 s \\
Minus \((s=3)\) & & \multicolumn{4}{c}{ Not possible } \\
\hline Embedding \((r=1)\) & 788 s & 3 & 0.01 s & 6.14 s \\
Embedding \((r=2)\) & 2811 s & 3 & 0.01 s & 5.25 s \\
Embedding \((r=3)\) & 401 s & 3 & 0.01 s & 4.44 s \\
\hline
\end{tabular}

\section*{7 Conclusion}

Multi-HFE over an odd-characteristic field seems to fix the weaknesses of HFE. The embedding modifier was also proposed to better hide the big field structure in the public key. These properties turn out to be weaknesses. Not only does our attack allow to do a complete key recovery in polynomial time, it is also more efficient on multi-HFE than on original HFE. On multi-HFE, key recovery on real-size parameters becomes practical. We broke parameter sets from [11 up to claimed 256 bits security. It is therefore insecure to use multi-HFE. Increasing the number \(N\) of secret variables/equations or their degree \(D\) may lead to a set of parameters out of reach of our attack but then, the rightful decryption would be very slow or infeasible. With respect to our attacks, among the studied constructions, only the minus variants of \(\mathrm{HFE} / \mathrm{multi}-\mathrm{HFE}\) are secure if the removed equations is bigger than \((N-1)\). Note that vinegar variants of HFE are not concerned.
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\begin{abstract}
Ten years ago, Ko et al. described a Diffie-Hellman like protocol based on decomposition with respect to a non-commutative semigroup law. Instantiation with braid groups had first been considered, however intense research on braid groups revealed vulnerabilities of the group structure and of the braid based DH problem itself.

Recently, Boucher et al. proposed a similar scheme based on a particular non-commutative multiplication of polynomials over a finite field. These so called skew polynomials have a well-studied theory and have many applications in mathematics and coding theory, however they are quite unknown in a cryptographic application.

In this paper, we show that the Diffie-Hellman problem based on skew polynomials is susceptible to a very efficient attack. This attack is in fact general in nature, it uses the availability of a one-sided notion of gcd and exact division. Given such tools, one can shift the Diffie-Hellman problem to a linear algebra type problem.
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\section*{1 Introduction}

Since the proposal of the original Diffie-Hellman key exchange [5], many variations around the same principle have been proposed. The core structure of a Diffie-Hellman-like key exchange is as follows. Let \(\mathcal{K}\) and \(\mathcal{D}\) denote fixed domains and let \(F\) be a function from \(\mathcal{D} \times \mathcal{K}\) to \(\mathcal{D}\) such that
1. for any \(z\) in \(\mathcal{D}, F(z, \cdot)\) is a one-way function,
2. the set of functions \(F_{a}=F(\cdot, a), a\) in \(\mathcal{K}\) is commutative for the composition of maps, that is, for any \(a, b\) in \(\mathcal{K}, F_{a} \circ F_{b}=F_{b} \circ F_{a}\).

In a Diffie-Hellman like protocol the function \(F\) and a particular element \(z\) of \(\mathcal{D}\) are public information. In a first pass, each party chooses a random element on his own in the set \(\mathcal{K}\) ( \(a\) for Alice's and \(b\) for Bob's), encrypts \(z\) with it and sends the result to the other party. Then each party encrypts again the received data with his element of \(\mathcal{K}\). In the end, they both hold
\[
F_{a}\left(F_{b}(z)\right)=F_{b}\left(F_{a}(z)\right)
\]

The security of the protocol assumes that given \(F_{a}(z)\) and \(F_{b}(z)\) it is infeasible to compute this common data (computational DH assumption). Of course, the assumption cannot be true if \(F(\cdot, z)\) is not a one-way function since one can (for instance) recover \(a\) from \(F_{a}(z)\) and stand in the same position as Alice.

The original proposal by Diffie and Hellman was to set \(F\) to the exponentiation of \(z\) by \(a\) in a multiplicative group [5]. When \(z\) is a fixed group element, its powers describe a cyclic (hence commutative) subgroup. The one-wayness of \(F(z, \cdot)\) means the infeasability of identifying the power (discrete logarithm) of \(z\) corresponding with an arbitrary element of \(\langle z\rangle\). This proposal seems to find satisfactory instantations and is by far the most widely used. On the other hand, there has been several attempts at building functions \(F\) for a Diffie-Hellman protocol from non-commutative algebraic structures. In general, these schemes rely on a particular factorization problem rather than on discrete logarithms. Furthermore, they all appear as variations of the following construction [6].

Generic Diffie-Hellman protocol based on a non-commutative semigroup. Let \((\mathcal{D}, \diamond)\) be a non-commutative semigroup (that is, it needs not have either a neutral element nor all elements to have an inverse). Elements of \(\mathcal{D}\) may decompose in a large number of ways in general. Therefore it is assumed that given elements \(z, z^{\prime}\) of \(\mathcal{D}\) such that \(z^{\prime}\) admits a factorization of the shape \(u \diamond z \diamond v\), it is intractable to find such left and right factors \(u, v\). Hence, one defines the set \(\mathcal{K}\) to be ordered pairs \([u, v]\) and one defines \(F:(z,[u, v]) \mapsto u \diamond z \diamond v\). When the aforementioned decomposition problem is intractable, \(F\) has Property 1. For Property 2 to be fulfilled too, we need functions \(F(\cdot,[u, v])\) to commute. This is ensured by choosing elements \(u, v\) in a commutative sub-semigroup \(\mathcal{S}\). Hence, \(\mathcal{K}=\mathcal{S} \times \mathcal{S}\). Note that this specialization modifies the one-wayness property of \(F\). It becomes: given an element \(z\) of \(\mathcal{D}\) and an element \(z^{\prime}\) in \(\mathcal{S} \diamond z \diamond \mathcal{S}\) where \(\mathcal{S}\) is a commutative sub-semigroup, find \(u\) and \(v\) in \(\mathcal{S}\) such that \(z^{\prime}=u \diamond z \diamond v\).

At this point, it is not clear whether picking left and right factors in a commutative sub-semigroup weakens the decomposition problem. Either way, the cryptosystem can hardly save such a property. Encountered variations of the above description are choosing \(u\) and \(v\) in distinct subsets \(\mathcal{L}, \mathcal{R}\) that are either both commutative or commute the one with the other (in this case, one party of the Diffie-Hellman protocol uses \(\mathcal{L} \times \mathcal{R}\) while the other one uses \(\mathcal{R} \times \mathcal{L})\). A more general setting may not require the commutative semigroup \(\mathcal{S}\) to be a subset of \(\mathcal{D}\) : it simply needs to act in a different way on the left and on the right of \(\mathcal{D}\). This is even more analogous to a general discrete log scheme where \(\mathcal{D}\) may be an arbitrary cyclic group while \(\mathcal{S}\) is a set of modular integers.

Instantiations. A well-known example of such a scheme based on a full group structure is the one on braid groups [6]. In this setting, pairs of the shape \(\left[u, u^{-1}\right]\) are considered and the associated decomposition problem is called conjugacy problem. There had already been partial (still exponential) attacks on the general conjugacy problem in braid groups (see for instance [7] for a survey). It turned out a specific polynomial time algorithm exists to attack the Diffie-Hellman assumption in braid groups [3]. The attack uses the property that braid group elements can be represented by invertible matrices over some (complicated) ring.

For any element \(z\) of the braid group, we denote by \(Z\) the associated matrix. Then, the conjugacy problem arising in the DH -like protocol rewrites to finding \(U\) in the representation of the particular commutative set \(\mathcal{S}\) such that \(Z^{\prime}=U Z U^{-1}\) where \(Z, Z^{\prime}\) are public matrices such that at least one such solution \(U\) exists. Candidate solutions can be found by solving the linear algebraic problem: find a matrix \(U\) such that \(Z^{\prime} U-U Z=0\) and \(S_{i} U-U S_{i}=0\) for any generator \(s_{i}\) of \(\mathcal{S}\). The above system in general has many solutions that are not representatives of elements of the braid groups. When it is not possible to sieve them, it does not solve the conjugacy problem. However, the authors further observed that any invertible solution of the above linear system (a random solution is invertible with high probability) has the property of commuting with the elements of \(\mathcal{S}\), and as a consequence is equally useful to uncover the shared output of the DiffieHellman protocol. Albeit polynomial, this attack did not yield a practical break as is. Yet, instantiation of the Diffie-Hellman protocol with braid groups does not seem to be still investigated.

Recently, Boucher et al. proposed a Diffie-Hellman scheme (and a companion ElGamal scheme) based on so called skew polynomials [1]. Skew polynomials are polynomials over a finite field with a particular non-commutative multiplication which uses the Frobenius field automorphism. They were introduced by Ore in 1933 [8] and have found many applications in applied mathematics and coding theory. The proposed Diffie-Hellman scheme follows the previous description with multiplication of skew polynomials as the non-commutative law. Hence, it is an instantiation of the non-commutative Diffie-Hellman protocol which is not based on a full group law.

Our contribution. In this paper, we show that the scheme of Boucher et al. is susceptible to a very efficient attack. The attack in fact only remotely uses the structure of skew polynomials, it only uses the availability of a notion of left (or right) gcd and of a related exact division procedure in the underlying domain. In any such setting, one can shift solving the relevant decomposition problem to a linear algebra type problem.

Similarly to the attack on the braid DH scheme, not all solutions of the linear type problem are solutions of the initial decomposition problem. Real solutions satisfy one additional condition (such as invertibility in the case of the braid DH scheme). Particular heuristics must be used, then, to find real solutions among the solutions of the linear problem. Based on an assumption which is satisfied in practice for skew polynomials, one can very easily get a real solution by means of gcds, and the attack is completely polynomial time.

We first describe the precise setting and working of the attack without reference to skew polynomials and then describe application to this particular case. Then we consider a possible variation of the scheme based on modular skew polynomials. While our attack seems unfit to this case, we show that density of invertible elements makes it completely weak. Finally we point out that examples based on matrix multiplication can be reduced to modular skew polynomials. Hence, although the attack looks general in nature, we could not produce another case of application of this attack, and we must leave it as an open problem.

\section*{2 General Strategy of the Attack}

\subsection*{2.1 The Invertible Case}

As a preliminary, let us consider the case when the commutative subsemigroup \(\mathcal{S}\) is a group, that is, all its elements are invertible. In this case, a pair \([u, v]\) in \(\mathcal{S} \times \mathcal{S}\) is a solution to the Diffie-Hellman decomposition problem for given \(z\) in \(\mathcal{D}\) and \(z^{\prime}\) in \(\mathcal{S} \diamond z \diamond \mathcal{S}\) if and only if \(z^{\prime}=u \diamond z \diamond v\), that is \(u^{\prime} \diamond z^{\prime}=\) \(z \diamond v\) where \(u^{\prime}=u^{-1}\). (Let us denote public variables in bold letters.) As a consequence, when \(\mathcal{S}\) is a group, the quadratic looking equation \(\boldsymbol{z}^{\prime}=u \diamond \boldsymbol{z} \diamond v\) with unknown \((u, v)\) can be directly turned into a linear looking equation \(u^{\prime} \diamond \boldsymbol{z}^{\prime}=\) \(\boldsymbol{z} \diamond v\) with unknown \(\left(u^{\prime}=u^{-1}, v\right)\). Of course it is the case in braid groups, where one additionally has \(u^{\prime}=v\). Then, representing braid groups elements by matrices (see [3]), the linear looking equation is turned into a linear relation on matrices (over a ring), which can be solved as shown in [3]. Note that the attack may not solve the DH conjugacy problem. The same approach can also be used to find a linear invertible change of variables mapping two sets of quadratic multivariate equations over a field (which is a particular instance of the problem of 'isomorphism of polynomials' 9 ). Quadratic multivariate polynomials can be represented by upper triangular matrices (with the same number of non-zero coefficients), and whenever a linear invertible change of coordinates \(U\) maps a quadratic polynomial \(\boldsymbol{p}\) to a polynomial \(\boldsymbol{p}^{\prime}\), it translates into the matrix identity \(\boldsymbol{P}^{\prime}=U^{t} \boldsymbol{P} U\) (where superscript \(t\) denotes transposition). Since \(U\) is invertible, one can attack this problem by solving the linear equation \(V \boldsymbol{P}^{\prime}-\boldsymbol{P} U=0\) with unknown \(\left(V=\left(U^{t}\right)^{-1}, U\right)\). It can easily be seen that roughly 3 independent pairs \(\left(\boldsymbol{p}, \boldsymbol{p}^{\prime}\right)\) with the same \(U\) only are heuristically needed to directly solve this problem (i.e. find a one-dimensional space of solutions). Higher degree cases can be attacked as well from the identity between degree 2 homogeneous parts. A less immediate attack to this problem was also developed in [10]. A similar attack was independently developed in [2].

\subsection*{2.2 The Setting of Our Attack}

In this paper, we consider cases where the elements of \(\mathcal{S}\) are not invertible, but breaking the Diffie-Hellman problem can also be shifted to solving a commutatortype (linear looking) equation. The basic structure of \(\mathcal{D}\) that we need is that of a domain with a computable notion of left (or right) gcd and computable left (right) exact division (and \(\mathcal{S}\) is a multiplicative commutative sub-semigroup). Here, domain means that it has no divisors of zero: \(u \diamond v=0 \Rightarrow u\) or \(v=0\). Note that it needs not be a form of Euclidean ring.

Before we describe the attack, let us recall the problem hierarchy on which the protocol relies. The Diffie-Hellman problem is: given \(\boldsymbol{z}_{A}=u_{A} \diamond \boldsymbol{z} \diamond v_{A}\) and \(\boldsymbol{z}_{B}=u_{B} \diamond \boldsymbol{z} \diamond v_{B}\), compute
\[
z_{A B}=u_{A} \diamond \boldsymbol{z}_{B} \diamond v_{A}=u_{B} \diamond \boldsymbol{z}_{A} \diamond v_{B}
\]

A sufficient way of breaking the DH problem is the one of solving the decompositional problem arising in the Diffie-Hellman protocol: given \(\boldsymbol{z}\) in \(\mathcal{D}\) and \(\boldsymbol{z}^{\prime}\)
in \(\mathcal{S} \diamond \boldsymbol{z} \diamond \mathcal{S}\), compute \(u, v\) in \(\mathcal{S}\) such that \(\boldsymbol{z}^{\prime}=u \diamond \boldsymbol{z} \diamond v\). However, it was noted in 312 that breaking a relaxed variant of this problem is enough to break the DH problem: given \(\boldsymbol{z}\) in \(\mathcal{D}\) and \(\boldsymbol{z}^{\prime}\) in \(\mathcal{S} \diamond \boldsymbol{z} \diamond \mathcal{S}\), compute \(u, v\) commuting with the elements of \(\mathcal{S}\) such that \(\boldsymbol{z}^{\prime}=u \diamond \boldsymbol{z} \diamond v\). Indeed, if an attacker can recover \(u_{A}^{\prime}, v_{A}^{\prime}\) commuting with the elements of \(\mathcal{S}\) and such that \(\boldsymbol{z}_{A}=u_{A}^{\prime} \diamond \boldsymbol{z} \diamond v_{A}^{\prime}\), she can compute
\[
u_{A}^{\prime} \diamond \boldsymbol{z}_{B} \diamond v_{A}^{\prime}=u_{B} \diamond u_{A}^{\prime} \diamond \boldsymbol{z} \diamond v_{A}^{\prime} \diamond v_{B}=u_{B} \diamond \boldsymbol{z}_{A} \diamond v_{B}=z_{A B}
\]

Hence, with obvious notation, the problem hierarchy is
\(\mathrm{DH} \leq\) RelaxedDecomposition-DH \(\leq\) Decomposition-DH.

\subsection*{2.3 The Attack}

Now we describe the attack. Assume that \(\mathcal{D}\) is a domain such that the left (or right) greatest common divisor of two elements always exists and can be computed efficiently and left (or right) exact division can performed efficiently. The attack originates from the following observation. Elements in the set \(\mathcal{S} \diamond \boldsymbol{z} \diamond \mathcal{S}\) are changed in a particular way when multiplying on the left (or on the right) by an element of \(\mathcal{S}\). This property is used to create the Diffie-Hellman protocol. Here we use it to attack the scheme. Let indeed \(\boldsymbol{\lambda}\) be an arbitrary element of \(\mathcal{S}\). Then,
\[
\boldsymbol{\lambda} \diamond(u \diamond \boldsymbol{z} \diamond v)=u \diamond \boldsymbol{\lambda} \diamond \boldsymbol{z} \diamond v .
\]

Hence, we obtain another element which too has \(u\) as a left divisor. As a consequence, taking the left gcd of \(\boldsymbol{z}^{\prime}=u \diamond \boldsymbol{z} \diamond v\) and \(\boldsymbol{\lambda} \diamond \boldsymbol{z}^{\prime}\), one obtains a (non-zero) multiple of \(u\). The same can be done for any element \(\boldsymbol{\lambda}\) of \(\mathcal{S}\). Let \(\boldsymbol{\lambda}_{1}, \ldots, \boldsymbol{\lambda}_{s}\) be generators of \(\mathcal{S}\). For \(\mathcal{S}\) to be transmittable data, these generators must be in very practical number (which we do not consider). Let \(\boldsymbol{g}\) be the left gcd of \(\left\{\boldsymbol{z}^{\prime}, \boldsymbol{\lambda}_{1} \diamond \boldsymbol{z}^{\prime}, \ldots, \boldsymbol{\lambda}_{s} \diamond \boldsymbol{z}^{\prime}\right\}\), obtained iteratively from pairwise left gcds. Hopefully, relying on the non-commutativity of \(\boldsymbol{z}\) with the elements of \(\mathcal{S}, \boldsymbol{g}\) might be \(u\) itself. It can happen that we actually have a way to distinguish between \(u\) and its non-trivial multiples. In this case and if \(\boldsymbol{g}\) actually equals \(u\), then we use the left exact division algorithm and get \(v\), and the decomposition problem is already broken. Otherwise, let anyway \(a\) be such that \(\boldsymbol{g}=u \diamond a\). By using the exact division algorithm, we obtain \(\boldsymbol{m}\) and \(\boldsymbol{m}_{i}, i=1, \ldots, s\) such that
\[
\left\{\begin{align*}
z^{\prime} & =\boldsymbol{g} \diamond \boldsymbol{m}  \tag{1}\\
\lambda_{i} \diamond z^{\prime} & =\boldsymbol{g} \diamond \boldsymbol{m}_{i} .
\end{align*}\right.
\]

Since there are no divisors of zero in \(\mathcal{D}\), this system of equations rewrites
\[
\left\{\begin{align*}
\boldsymbol{z} \diamond v-a \diamond \boldsymbol{m} & =0  \tag{2}\\
\boldsymbol{\lambda}_{i} \diamond \boldsymbol{z} \diamond v-a \diamond \boldsymbol{m}_{i} & =0 .
\end{align*}\right.
\]

Hence we obtain a set of linear looking equations in the unknown \((v, a)\). Since relevant solutions \(v\) commute with \(\mathcal{S}\), one has the additional linear looking equations \(\boldsymbol{\lambda}_{i} \diamond v-v \diamond \boldsymbol{\lambda}_{i}\) for any \(i=1, \ldots, s\).

Not all solutions to these linear conditions, however, are solutions of the initial decomposition problem. This is because when shifting from the initial system (11) to the linear system (2), one loses the information that \(\boldsymbol{z} \diamond v\) is a right divisor of \(\boldsymbol{z}^{\prime}\). For instance, any linear combination of such solutions satisfies the linear conditions while not necessarily satisfying the divisibility condition.

Let divisor solutions refer to the linear solutions \((v, a)\) such that \(\boldsymbol{z} \diamond v\) is a right divisor of \(\boldsymbol{z}^{\prime}\). We first show that any divisor solution is enough to break the relaxed decomposition problem. Assume indeed that the linear-looking system can be solved, and let ( \(v^{\prime}, a^{\prime}\) ) be an arbitrary divisor solution. By using the exact division algorithm, we get \(u^{\prime}\) such that \(\boldsymbol{z}^{\prime}=u^{\prime} \diamond \boldsymbol{z} \diamond v^{\prime}\). From \(\boldsymbol{z} \diamond v^{\prime}=a^{\prime} \diamond \boldsymbol{m}\), we find \(\boldsymbol{z}^{\prime}=u^{\prime} \diamond a^{\prime} \diamond \boldsymbol{m}\), and therefore we also have \(\boldsymbol{g}=u^{\prime} \diamond a^{\prime}\). Furthermore, \(u^{\prime}\) commutes with all generators of \(\mathcal{S}\) : from \(\boldsymbol{\lambda}_{i} \diamond \boldsymbol{z} \diamond v^{\prime}=a^{\prime} \diamond \boldsymbol{m}_{i}\), we get
\[
u^{\prime} \diamond \boldsymbol{\lambda}_{i} \diamond \boldsymbol{z} \diamond v^{\prime}=\boldsymbol{g} \diamond \boldsymbol{m}_{i}=\boldsymbol{\lambda}_{i} \diamond \boldsymbol{z}^{\prime}=\boldsymbol{\lambda}_{i} \diamond u^{\prime} \diamond \boldsymbol{z} \diamond v^{\prime},
\]
and therefore \(u^{\prime} \diamond \boldsymbol{\lambda}_{i}=\boldsymbol{\lambda}_{i} \diamond u^{\prime}\). As a consequence, \(\left(u^{\prime}, v^{\prime}\right)\) is a pair of elements that both commute with \(\mathcal{S}\) and satisfy \(\boldsymbol{z}^{\prime}=u^{\prime} \diamond \boldsymbol{z} \diamond v^{\prime}\). Hence the relaxed decomposition problem is broken.

The only unproven step in the attack is the one of finding a divisor solution among the solution linear space. This part may only be heuristically approached. We first need to understand the structure of the solution linear space itself. Observe the following property.

Property 1. Let \(\tilde{\mathcal{C}}(\boldsymbol{z})\) denote the set of pairs \(\left(c, c^{\prime}\right)\) such that \(\boldsymbol{z} \diamond c=c^{\prime} \diamond \boldsymbol{z}\). For any solution \((v, a)\) of the linear looking equation \(\boldsymbol{z} \diamond v-a \diamond \boldsymbol{m}=0\) and any \(\left(c, c^{\prime}\right)\) in \(\tilde{\mathcal{C}}(\boldsymbol{z})\), the pair \(\left(c \diamond v, c^{\prime} \diamond a\right)\) is also a solution. As a consequence, the solutions of the equation \(\boldsymbol{z} \diamond v-a \diamond \boldsymbol{m}=0\) are closed under left (coordinate-wise) multiplication by \(\tilde{\mathcal{C}}(\boldsymbol{z})\). Of course, they are also closed under addition.

One easily sees that the property generalizes to solutions \((v, a)\) of the complete linear system and left multiplication by \(I=\tilde{\mathcal{C}}(\boldsymbol{z}) \cap_{i} \tilde{\mathcal{C}}\left(\boldsymbol{\lambda}_{i} \diamond \boldsymbol{z}\right) \cap(\cdot, \bar{S})\) where \(\overline{\mathcal{S}}\) is the elements that commute with \(\mathcal{S}\). One easily checks that \(I=\tilde{\mathcal{C}}(\boldsymbol{z}) \cap(\bar{S}, \bar{S})\). Also note that \(I\) is a ring for coordinate-wise addition and multiplication.

Additivity and left multiplication by \(I\) are degeneracies that are independent of the existential solution. Save these degeneracies, we expect the system of equations to be characteristic of the existential solution. Hence, we expect:

Claim. the solutions of the linear system are all spanned by a single generator through addition and left multiplication by \(I\). Let \(\left(v_{g}, a_{g}\right)\) denote this generator.

Then, since \(I\) is a ring, the linear solutions write simply \(I \diamond\left(v_{g}, a_{g}\right)\). For the existential solution ( \(\hat{v}, \hat{a}\) ) in particular, there exists \(\left(\hat{c}, \hat{c}^{\prime}\right)\) in \(I\) such that \((\hat{v}, \hat{a})=\) \(\left(\hat{c}, \hat{c}^{\prime}\right) \diamond\left(v_{g}, a_{g}\right)\). This means that \(\left(v_{g}, a_{g}\right)\) is \((\hat{v}, \hat{a})\) purged out of its factors in \(I\). This shows that \(\left(v_{g}, a_{g}\right)\), just like \((\hat{v}, \hat{a})\), is a divisor solution. The other ones are spanned by factors \(\left(c, c^{\prime}\right)\) related to left factors \(c\) of \(v\) or right factors \(c^{\prime}\) of \(u\). Finally note that \(\left(v_{g}, a_{g}\right)\) is a common right factor of all linear solutions and since it includes itself, it is in fact the right gcd of the linear solutions.

\section*{3 Application to Skew Polynomials Cryptosystems}

Diffie-Hellman and ElGamal-like schemes based on skew polynomials were recently presented at PQCrypto 2010 [1]. The Diffie-Hellman protocol follows the general construction described in the introduction and developed by the earlier group-based proposals. We first recall the particularities of skew polynomials and review the setting up of the cryptosystem. Then, we describe unrolling the attack in this particular case. Since the ElGamal scheme relies on the DH problem, we only consider the DH protocol.

\subsection*{3.1 Skew Polynomials}

Skew polynomials are polynomials over a finite field with a particular noncommutative inner product. Let \(\mathbb{F}_{q}\) denote the finite field with \(q\) elements, and \(p\) be the characteristic of the field. Automorphisms of \(\mathbb{F}_{q}\) are the so-called Frobenius maps which are powering to a power of \(p\). Let \(\theta\) be such an automorphism. We denote by \(\star\) the inner product of skew polynomials. It is defined inductively for all \(a \in \mathbb{F}_{q}\) by \(X \star a=\theta(a) X\). The ring of skew polynomials is sometimes denoted \(\mathbb{F}_{q}[X, \theta]\).

The ring of skew polynomials is a left and right Euclidean domain, that is, there are both a left and a right Euclidean division algorithm. Using the Euclidean algorithms one can thus compute left and right greatest common divisors, and also perform exact division.

As priorly addressed, due to the non-commutativity of the inner product, skew polynomials admit many factorizations instead of a single one. The cardinality of the number of possible factorizations is expected to be exponential in the degree of the polynomial.

\subsection*{3.2 Generation of the Scheme}

For the sake of completeness, we recall part of the specification given in [1]. However the attack is not tied to any particular key generation.

A brute-force approach is suggested to construct the commutative subset \(\mathcal{S}\). One iteratively constructs a set of generators \(G_{0}, \ldots, G_{s}\) of small degree \(\delta\). At each step, a polynomial of degree \(\delta\) is picked at random and tested for commuting with the current set of generators. If it does, it increments the set of generators, otherwise repeat. The set \(\mathcal{S}\) is the commutative algebra spanned by these generators.

Let \(d\) be the security parameter of the protocol. A public polynomial \(\boldsymbol{Z}\) of degree \(d\) is generated. At the execution of the Diffie-Hellman protocol, each participant selects two elements \(U\) and \(V\) in \(\mathcal{S}\) with degree \(d\) through combination of the generators of \(\mathcal{S}\). More precisely, any picked element is a product of sums of products of the generators.

All tasks performed during the protocol can clearly be made practical, however the cost of generating a set of generators for \(\mathcal{S}\) is quoted as a long computation without further detail. The proposed instantiation is with skew polynomials over
\(\mathbb{F}_{4}\), generators of \(\mathcal{S}\) have degree \(\delta=8\) or 9 , and the protocol uses polynomials of degree \(d=600\). For these parameters, they give two examples of \(\mathcal{S}\) through generator sets with \(\geq 90\) polynomials.

\subsection*{3.3 Commutativity among Skew Polynomials}

Before we go on with the attack, it is useful to investigate commutation properties of skew polynomials.

There are particular skew polynomials that commute with any other. This subset is called the center and we denote it by \(\mathcal{C}\). A characterization of these elements can be found in [1]. Let \(m\) be the order of \(\theta\) (say the degree of \(\mathbb{F}_{q}\) over \(\mathbb{F}_{p}\) to simplify). Then, the center polynomials are the polynomials over \(\mathbb{F}_{p}\) and in the only powers of \(X^{m}\).
\[
\mathcal{C}=\mathbb{F}_{p}\left[X^{m}\right]
\]

Also, for any polynomial \(P\), let \(\mathcal{C}_{P}\) denote the set of polynomials that commute with \(P\). Of course, \(P\) commutes with itself and the elements of the center. As a consequence, \(\mathcal{C}_{P}\) contains the algebra generated by \(P\) and \(\mathcal{C}\), that is, the set of sums and multiples of elements of \(\mathcal{C}\) and \(P\). This algebra is a vector space over \(\mathbb{F}_{p}\). On the other hand, if \(P\) has all its coefficients in \(\mathbb{F}_{p}\), it commutes with any polynomial with coefficients in \(\mathbb{F}_{p}\), not only itself and \(\mathcal{C}\). Hence,
\[
\begin{cases}\text { if } P \in \mathbb{F}_{p}[X], & \mathcal{C}_{P} \supseteq \mathbb{F}_{p}[X] \\ \text { otherwise }, & \mathcal{C}_{P} \supseteq\langle\mathcal{C}, P\rangle=\mathcal{C}[P] .\end{cases}
\]

On the other hand, for any degree bound \(r\), one can easily compute the elements of \(\mathcal{C}_{P}\) with degree \(\leq r\). Indeed, the equation \(P \star Q=Q \star P\) in the degree \(\leq r\) indeterminate \(Q\) is a linear system over \(\mathbb{F}_{p}\), and one can find its solutions through linear algebra. We ran experiments for many random choices of \(P\) (not with all coefficients in \(\mathbb{F}_{p}\) ) of degree \(\simeq \delta=8\) and we found that at least up to degree \(r=30\) the elements of \(\mathcal{C}_{P}\) in fact all were in \(\mathcal{C}[P]\). It suggests that when one picks generators for \(\mathcal{S}\) during the key generation, one actually obtains polynomials in \(\mathcal{C}\left[P_{0}\right]\), where \(P_{0}\) is any smallest degree polynomial in \(\mathcal{S}\) modulo \(\mathcal{C}\) (modulo is well defined for central polynomials). Hence it is pointless to generate this set by brute force. This is confirmed for the proposals of \(\mathcal{S}\) in [1]: we respectively found \(P_{0}=X^{5}+X^{3}+\alpha\) and \(P_{0}=X^{3}+X+\alpha\).

\subsection*{3.4 Unrolling the Attack}

Let \(\boldsymbol{Z}^{\prime}=U \star \boldsymbol{Z} \star V\) be the data transmitted by one of the participants of the protocol. Our first step is to take the gcd of \(\boldsymbol{Z}^{\prime}\) and \(\boldsymbol{\Lambda}_{i} \star \boldsymbol{Z}^{\prime}\) over all generators \(\boldsymbol{\Lambda}_{i}\) of \(\mathcal{S}\). Due to our previous comment on these generators having a common generator \(P_{0}\), we actually take the gcd of \(\boldsymbol{Z}^{\prime}\) and \(P_{0} \star \boldsymbol{Z}^{\prime}\). We find a polynomial \(\boldsymbol{G}\) which is a right multiple of \(U\) : there exists a polynomial \(A\) such that \(\boldsymbol{G}=U \star A\). Also we compute \(\boldsymbol{M}, \boldsymbol{M}_{0}\) such that
\[
\left\{\begin{aligned}
Z^{\prime} & =G \star M \\
P_{0} \star \boldsymbol{Z}^{\prime} & =G \star M_{0}
\end{aligned}\right.
\]

Since the ring is a domain, one deduces from these equations,

In addition, one has \(P_{0} \star V=V \star P_{0}\) since \(V\) commutes with \(\mathcal{S}\). These three equations are not linear over \(\mathbb{F}_{q}\), as it would be with the usual product of polynomials, however they are linear alright over \(\mathbb{F}_{p}\). Expanding these equations over \(\mathbb{F}_{p}\), and degree bounding the search space according to the expected degree of the existential \((V, A)\), we can solve the system through linear algebra.

The output of the previous phase is a degree bounded restriction of the entire solution subspace of the linear system. Recall from Section 2.3 that the entire solution space is closed under left multiplication by \(I=\tilde{\mathcal{C}}(\boldsymbol{Z}) \cap(\overline{\mathcal{S}}, \overline{\mathcal{S}})\). If the entire solution space indeed is monogeneous under linearity and left multiplication by \(I\), then this generator is the lowest degree solution \((V, A)\). Then, it can also be found as the right gcd of a linear basis of the bounded degree solution subspace.

We checked the previous expectations in practice with the recommended parameters and beyond. In any tested case, the bounded degree solution admitted only one lowest degree solution (up to \(\mathbb{F}_{p}\) multiples) and any other solution was a multiple of it by a central factor. It incidentally shows that \(I=\mathcal{C} \star(1,1)\) up to the fixed degree bound. Let \(\left(V_{g}, A_{g}\right)\) denote the found generator. We verified that it is a divisor solution and also that it is the right gcd of a linear basis of the bounded degree solutions. We also checked that \(\left(V_{g}, A_{g}\right)\) is the greatest central factor of the original solution \((\hat{V}, \hat{A})\). This greatest central factor can be extracted by taking the left \(\operatorname{gcd}\) of \((\hat{V}, \hat{A})\) and arbitrary left multiples of it.

The attack has theoretical complexity in \((m d)^{3}\). It takes about a minute with the recommended parameters and with a straightforward implementation in C++ using the NTL library [11].

\section*{4 The Case of Modular Skew Polynomials}

We consider a possible variation of the Diffie-Hellman protocol based on modular skew polynomials.

\subsection*{4.1 Constructing Modular Skew Polynomial Rings}

Let \(\mathcal{R}\) denote a skew polynomial ring \(\mathbb{F}_{q}[X, \theta]\) and let \(N\) be an arbitrary element of \(\mathcal{R}\). Let \(\star N\) denote the set of left multiples of \(N\). Congruence modulo \(\star N\) is an equivalence relation over \(\mathcal{R}\) and the associated partition elements are called left classes modulo \(N\). Obviously right classes can be defined all the same from \(N \star\). Reduction modulo \(\star N\) (resp. \(N \star\) ) can be performed by using the left (resp. the right) Euclidean division algorithm.

One awkward property of left classes is that they cannot be multiplied the ones with the others unless \(N\) commutes with their elements in a certain sense. Indeed, let \(U+\Lambda \star N\) and \(V+\Lambda^{\prime} \star N\) be arbitrary reprensentatives of two classes. Their product
\[
(U+\Lambda \star N) \star\left(V+\Lambda^{\prime} \star N\right)=U \star V+\Lambda \star N \star V+\left(U \star \Lambda^{\prime}+\Lambda \star N \star \Lambda^{\prime}\right) \star N
\]
does not equal \(U \star V\) modulo \(\star N\) unless \(\Lambda \star N \star V\) is right divisible by \(N\). Since \(\Lambda\) may be chosen arbitrarily, it means \(N \star V\) is right divisible by \(N\), or again that there exists \(W\) such that \(N \star V=W \star N\). When such a \(W\) exists, we say that \(N\) quasi-commutes with \(V\).

When we want the set of classes to itself be a (non-commutative) ring, we need \(N\) to quasi-commute with all elements of \(\mathcal{R}\). Let \(\mathcal{N}\) denote the set of such \(N\) 's; we call it the quasi-center of \(\mathcal{R}\). Observe that the elements with which \(N\) quasicommutes is closed under the ring operations. Therefore, \(N\) quasi-commutes with all elements of \(\mathcal{R}\) if and only it quasi-commutes with \(X\) and all the constants. This yields an easy characterization of such polynomials \(N\). If a constant \(a\) quasicommutes with \(N\), because of the degree, its dual element is also a constant \(b\). For any \(a\),
\[
N \star a=\sum_{i} n_{i} \theta^{i}(a) X^{i}=b \star N=\sum_{i} n_{i} b X^{i}
\]
implies that there is \(k\) such that all non-zero terms are at \(i \equiv k \bmod m\) (where \(m\) is the order of \(\theta\), assumed equal to the degree of \(\mathbb{F}_{q}\) over \(\mathbb{F}_{p}\) ). Next, we do the same with \(X\) : there are constants \(a, c\) such that
\[
N \star X=\sum_{i} n_{i} X^{i+1}=(a X+c) \star N=\sum_{i}\left(a \theta\left(n_{i}\right)+c n_{i+1}\right) X^{i+1}+c n_{0}
\]

Let \(j\) be the smallest \(i\) such that \(n_{i} \neq 0\). Then, c. \(n_{j}=0\) implies \(c=0\), and for any \(i\) such that \(n_{i} \neq 0, a=n_{i} / \theta\left(n_{i}\right)\). Let \(\bar{a}\) satisfy \(\bar{a} / \theta(\bar{a})=a\). Finally the quasi-center \(\mathcal{N}\) is the union of the sets \(\mathcal{N}_{k, a}=\bar{a} X^{k} \mathcal{C}, k \in\{0, \ldots, m-1\}, a \in \mathbb{F}_{q}\), where \(\mathcal{C}=\mathbb{F}_{p}\left[X^{m}\right]\) is the center of \(\mathcal{R}\). More concisely, this is \(\cup_{k=0}^{m-1} \mathbb{F}_{q} X^{k} \mathcal{C}\).

For any polynomial \(N\) of the quasi-center, left and right multiples of \(N\) are just the same sets and classes modulo these sets are simply said classes modulo \(N\). These classes form a ring, which we denote by \(\mathcal{R}_{N}\).

\subsection*{4.2 The Modified Scheme}

Modular skew polynomial rings might be considered at the basis of a noncommutative Diffie-Hellman protocol following exactly the same construction as proposed in [1]. Let \(d\) denote the degree of \(N\). Any class admits a unique representative with degree \(<d\). Multiplication of classes is realized through multiplication of canonical representatives and subsequent reduction \(\bmod N\). We denote this operation by o.

A commutative set \(\mathcal{S}\) may again be constructed by selecting commuting classes with canonical representatives of small degree \(\delta\). Since \(\delta\) is a small constant while \(d\) is the security parameter, one can assume \(2 \delta<d\). In this case, the picked canonical representatives in fact commute without modulo. Then, following 3.3 these representatives are spanned over the center by a single polynomial \(P_{0}\). Elements of \(\mathcal{S}\) are arbitrary combinations of \(P_{0}\) over \(\mathcal{C}\) reduced \(\bmod N\).

\subsection*{4.3 First Remarks}

It is immediate that \(\mathcal{R}_{N}\) is not a domain: for any pairwise factorization \(U \star V\) of \(N\), we get \(U \star V=0 \bmod N\) while neither \(U\) or \(V\) is divisible by \(N\).

Now, by definition a class \(\bar{U}\) is a left factor of a class \(\bar{P}\) if \(\bar{P}\) lies in the image space of the map
\[
\begin{aligned}
\mu(\bar{U}): \mathcal{R}_{N} & \longrightarrow \mathcal{R}_{N} \\
\bar{V} & \longmapsto \bar{U} \circ \bar{V} .
\end{aligned}
\]

Recall the product \(\bar{U} \circ \bar{V}\) equals \(U \star V \bmod N\) where \(U\) and \(V\) are arbitrary elements of \(\bar{U}\) and \(\bar{V}\). Observe that the set \(U \star+N \star\) is independent of the particular \(U\) in \(\bar{U}\). As a consequence, the left \(\operatorname{gcd} G\) of \(U\) and \(N\) is independent of \(U\) in \(\bar{U}\). Now, from \(U \star+N \star=G \star\), we get that right multiples of \(U\) and \(G\) are the same \(\bmod N\). As a consequence, the image of \(\mu(\bar{U})\) is the set \(\bar{G} \circ\). Finally,
Property 2. the set of left factors of a class \(\bar{P}\) is the set of classes \(\bar{U}\) whose left \(\operatorname{gcd} G\) with \(N\) is a left factor of the canonical representative \(\hat{P}\) of \(\bar{P}\).
In particular, classes that are left coprime with \(N\) are left factors of any class (they are the units of the ring). As one can see, the relationship between divisors and multiples is very loose in \(\mathcal{R}_{N}\). Then, the fact that a class \(\overline{\boldsymbol{Z}}^{\prime}\) is computed as \(\bar{U} \circ \overline{\boldsymbol{Z}} \circ \bar{V}\) hardly carries information on the particular \(\bar{U}\) and \(\bar{V}\). Therefore, there is not much information to be obtained in using gcds on \(\bar{Z}^{\prime}\) and \(\bar{P}_{0} \circ \overline{\boldsymbol{Z}}^{\prime}\). Instead, since \(\bar{P}\) is loosely related to the initial \((\bar{U}, \bar{V})\), one may take advantage of the many equivalent pairs \((\bar{U}, \bar{V})\).

\subsection*{4.4 Attacking the Modular Decomposition}

Given a class \(\overline{\boldsymbol{Z}}^{\prime}\), we search for a decomposition \(\bar{U} \circ \overline{\boldsymbol{Z}} \circ \bar{V}\) where \(\bar{U}\) and \(\bar{V}\) are in \(\overline{\mathcal{S}}\) (that is, commute with \(P_{0} \bmod N\) ). At least one exists by construction of \(\bar{Z}^{\prime}\) and we expect many others.

We target pairs \((\bar{U}, \bar{V})\) in \(\overline{\mathcal{S}} \times \overline{\mathcal{S}}\) such that (e.g.) \(\bar{U}\) is left coprime with \(N\). Before going on, observe that being left or right coprime with \(N\) is the same when \(N\) is in the quasi-center. From \(\bar{U}\) being left coprime with \(N\), we get \(\bar{W}\) such that \(\bar{U} \circ \bar{W}=\overline{1}\). Then right multiplication by \(\bar{U}\) is clearly injective (right multiply by \(\bar{W}\) ), and therefore bijective, and \(\bar{U}\) is right coprime with \(N\). Using associativity, one also gets that the left and right inverses are the same.

Now, for any \((\bar{U}, \bar{V})\) in \(\overline{\mathcal{S}} \times \overline{\mathcal{S}}\) where \(\bar{U}\) is coprime with \(N\),
\[
\overline{\boldsymbol{Z}}^{\prime}=\bar{U} \circ \overline{\boldsymbol{Z}} \circ \bar{V} \quad \Longleftrightarrow \quad \bar{W} \circ \overline{\boldsymbol{Z}}^{\prime}=\overline{\boldsymbol{Z}} \circ \bar{V} .
\]

Also, \(\bar{U}\) commutes with \(\bar{P}_{0}\) iff \(\bar{W}\) commutes with \(\bar{P}_{0}\). Therefore, the decompositional pairs \((\bar{U}, \bar{V})\) in \(\overline{\mathcal{S}} \times \overline{\mathcal{S}}\) with \(\bar{U}\) invertible are in bijection with the solutions \((\bar{W}, \bar{V})\) in \(\overline{\mathcal{S}} \times \overline{\mathcal{S}}\) of the linear equation \(\bar{W} \circ \overline{\boldsymbol{Z}}^{\prime}=\overline{\boldsymbol{Z}} \circ \bar{V}\) with \(\bar{W}\) invertible.

For the attack to be successful, we simply need to extract a pair ( \(\bar{W}, \bar{V}\) ) with an invertible \(\bar{W}\) from the solutions of the linear system. For this, we rely on the density of such pairs. First observe that restricting elements of pairs in \(\overline{\mathcal{S}}\) can only negligibly impact the density of invertible elements. Indeed, the modular condition is exact for all classes whose canonical representative has degree under \(\operatorname{deg}(N)-\operatorname{deg}\left(P_{0}\right)\). Since \(\operatorname{deg}\left(P_{0}\right)\) asymptotically remains a small constant, the fraction of classes for which the condition involves \(N\) is negligible. Besides, we see no reason why the density of \(\bar{W}\) among solution pairs \((\bar{W}, \bar{V})\) (not restricted to \(\overline{\mathcal{S}}\) ) of the equation \(\bar{W} \circ \overline{\boldsymbol{Z}}^{\prime}=\overline{\boldsymbol{Z}} \circ \bar{V}\) should differ from the global density.

Claim. The density of invertible \(\bar{W}\) among solutions \((\bar{W}, \bar{V})\) in \(\overline{\mathcal{S}} \times \overline{\mathcal{S}}\) of \(\bar{W} \circ \overline{\boldsymbol{Z}}^{\prime}=\) \(\bar{Z} \circ \bar{V}\) is the same as the density of invertible classes in \(\mathcal{R}_{N}\).

Although \(N\) can have many distinct irreducible left factors, these are a subcollection of all possible irreducible left factors of degree \(\operatorname{deg}(N)\) polynomials. As a consequence, we expect the fraction of classes left coprime with \(N\) to be asymptotically a constant close to 1 . For the sake of intuition, for any \(u<d\), the fraction of right multiples of degree \(u\) monic polynomial \(L\) among degree \(<d\) polynomials is \(q^{-u}\). Then, the probability that two degree \(<d\) polynomials be both right multiples of \(L\) is \(q^{-2 u}\). Then, the probability that they not share a common left multiple of degree \(u\) is \(1-q^{u} q^{-2 u}=1-q^{-u}\). We estimate the probability of they be coprime by the probability not to share degree 1 left factors: \(1-1 / q\). This is our expectation of the density of invertible elements.

We checked the above properties in practice. We checked (through sampling) the density of invertible classes both among the left coordinates \(\bar{W}\) of the solution space and among all classes. We found densities of the same order in both cases: equal in large characteristic and indeed close to \(1-1 / q\), but slightly different in small characteristic. Hence, we could in any case extract a decompositional solution almost at once.

Interestingly, the attack can be slightly generalized. We may more generally target decompositional solutions \((\bar{U}, \bar{V})\) such that \(\bar{U}\) has a right gcd with \(N\) not necessarily 1 but a target right factor \(G\) of \(N\) which commutes with \(P_{0}\) (for instance a central polynomial). Then, for any such \(\bar{U}\), there exist \(\bar{W}\) such that \(\bar{W} \circ \bar{U}=\bar{G}\). Since both \(\bar{U}\) and \(\bar{G}\) commute with \(P_{0}\), the same holds for \(\bar{W}\). Then, we simply compute solutions \((\bar{W}, \bar{V})\) in \(\overline{\mathcal{S}} \times \overline{\mathcal{S}}\) of \(\bar{W} \circ \bar{Z}^{\prime}=\bar{G} \circ \overline{\boldsymbol{Z}} \circ \bar{V}\), and extract \(\bar{W}\) such that the left gcd of \(\bar{W}\) and \(N\) is \(G\).

\section*{5 Beyond the Case of Skew Polynomials?}

Another usual example of a non-commutative algebra are square matrices over a finite field. Then, the question arises as to whether this algebra can be used to build a non-commutative Diffie-Hellman protocol. We answer this question negatively by simply describing a well-known connection between square matrices over a finite field and modular skew polynomials (see for instance [4]): square matrices are modular skew polynomials with particular moduli.

Let \(\mathbb{F}_{p}\) be an arbitrary finite field and let \(\mathbb{F}_{q}=\mathbb{F}_{p^{n}}\) be the degree \(m\) extension field of \(\mathbb{F}_{p}\). It is well-known that \(\mathbb{F}_{q}\) is an \(m\)-dimensional vector space over \(\mathbb{F}_{p}\). Hence, fixing arbitrary basis elements of \(\mathbb{F}_{q}\) over \(\mathbb{F}_{p}\), one can encode any element of \(\mathbb{F}_{q}\) into an \(n\)-dimensional vector. This correspondence also induces a one-toone correspondence between \(\mathbb{F}_{p}\)-linear maps on \(\mathbb{F}_{q}\) and \(\mathbb{F}_{p}\)-linear maps on \(\left(\mathbb{F}_{p}\right)^{m}\). The latter simply are represented by \(m \times m\) matrices over \(\mathbb{F}_{p}\). Hence, composition of \(\mathbb{F}_{p}\)-linear maps on \(\mathbb{F}_{q}\) is the same as matrix multiplication. We can now regard the ring of \(m \times m\) matrices over \(\mathbb{F}_{p}\) as the ring of \(\mathbb{F}_{p}\)-linear maps on \(\mathbb{F}_{q}\) for + and the composition of maps, which we denote by \(L_{p}\left(\mathbb{F}_{q}\right)\).

We now describe a generator basis for \(L_{p}\left(\mathbb{F}_{q}\right)\). It is well-known that powerings to the power of \(p\) are \(\mathbb{F}_{p}\)-linear bijections on \(\mathbb{F}_{q}\) called the Frobenius maps. We let
\(\theta\) be the first Frobenius map. Multiplication by an element of \(\mathbb{F}_{q}\) is also \(\mathbb{F}_{p}\)-linear. Therefore, linear combinations over \(\mathbb{F}_{q}\) of Frobenius maps (powers of \(\theta\) ) also are \(\mathbb{F}_{p}\)-linear. It can be seen that this representation is injective and finally, by a simple cardinality argument, one-to-one. As a consequence, \(L_{p}\left(\mathbb{F}_{q}\right)\) is the set of linear combinations over \(\mathbb{F}_{q}\) of the Frobenius maps, \(\sum_{i=0}^{m-1} a_{i} \circ \theta^{i}\). These maps can be identified with polynomials \(\sum_{i=0}^{m-1} a_{i} X^{i}\). Mapping the ring structure of \(L_{p}\left(\mathbb{F}_{q}\right)\) to these polynomials, one obtains the usual + law but multiplication following the identities \(X \circ a=\theta(a) X\) and \(X^{n}=1\). This is exactly the identities defining skew polynomials \(\mathbb{F}_{q}[X, \theta]\) modulo the center polynomial \(X^{m}-1\).
\[
\left\{m \times m \text { matrices over } \mathbb{F}_{p}\right\}=L_{p}\left(\mathbb{F}_{q}\right)=\mathbb{F}_{q}[X, \theta] /\left(X^{m}-1\right)
\]
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\begin{abstract}
This paper presents a practical cryptanalysis of the Identification Scheme proposed by Patarin at Crypto 1996. This scheme relies on the hardness of the Isomorphism of Polynomial with One Secret (IP1S), and enjoys shorter key than many other schemes based on the hardness of a combinatorial problem (as opposed to number-theoretic problems). Patarin proposed concrete parameters that have not been broken faster than exhaustive search so far. On the theoretical side, IP1S has been shown to be harder than Graph Isomorphism, which makes it an interesting target. We present two new deterministic algorithms to attack the IP1S problem, and we rigorously analyze their complexity and success probability. We show that they can solve a (big) constant fraction of all the instances of degree two in polynomial time. We verified that our algorithms are very efficient in practice. All the parameters with degree two proposed by Patarin are now broken in a few seconds. The parameters with degree three can be broken in less than a CPU-month. The identification scheme is thus quite badly broken.
\end{abstract}

\section*{1 Introduction}

Multivariate cryptography is concerned with the use of multivariate polynomials over finite fields to design cryptographic schemes. The use of polynomial systems in cryptography dates back to the mid eighties with the design of \(\mathrm{C}^{*}\) [33], and many others proposals appeared afterwards [37|38|39|28|47]. The security of multivariate schemes is in general related to the difficulty of solving random or structured systems of multivariate polynomial equations. This problem has been proved to be NP-complete [22], and it is conjectured [2] that systems of random polynomials are hard to solve in practice. As usual when a trapdoor must be embedded in a hard problem, easy instances are transformed into random-looking instances using secret transformations. In multivariate cryptography, it is common to map an easily-invertible collection of polynomials a into an apparently random one \(\mathbf{b}\). It is then assumed that, being supposedly indistinguishable from random, \(\mathbf{b}\) should be hard to solve. The structure-hiding transformation is
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very often the composition with linear (or affine) invertible mappings \(S\) and \(T\), namely \(\mathbf{b}=T \circ \mathbf{a} \circ S\). The matrices \(S\) and \(T\) are generally part of the secret-key.

The Isomorphism of Polynomials (IP) is the problem of recovering the secret transformations \(S\) and \(T\) given a and \(\mathbf{b}\). It is a fundamental problem of multivariate cryptography, since its hardness implies the difficulty of the key-recovery for various multivariate cryptosystems. Notorious examples include C* [33], the traitor tracing scheme proposed by Billet and Gilbert [8], the SFLASH signature scheme [38], the \(\ell\)-IC signature scheme [12], the square-vinegar signature scheme [1] and the Square encryption scheme [11]. All these schemes have been broken, because the structure of the central map was not hidden well enough. The corresponding IP problem was then not random, but structured. However, when no apparent structure exists in both a and \(\mathbf{b}\), then the IP problem is fairly difficult. This motivated Patarin to introduce it as an intractable assumption by itself in [35]. So far only exponential algorithms [40]17] are known to attack the general IP problem.

An important special case of IP is the IP problem with one secret (IP1S for short), where \(T\) is the identity matrix. Patarin suggested in 1996 [36] to construct a zeroknowledge identification scheme relying on the hardness of IP1S, inspired by the ZeroKnowledge proof system for Graph Isomorphism of [25]. The proposed parameters lead to relatively small key sizes (for instance to secret and public keys of 256 bits each and no additional information), as the complexity of the problem was believed to be exponential. The proposed parameters have not been broken so far, and no technique better than exhaustive search is known to attack the scheme. The IP1S problem is also interesting from a complexity-theoretic point of view. It has been proved in [40] that IP1S is Graph Isomorphism-hard (GI-hard for short). This leads Patarin et al. to claim that IP1S is unlikely to be solvable in polynomial time, because no polynomial algorithm is known for GI in spite of more than forty years of research. On the other hand, GI is not known to be NP-complete. Generating hard instances GI is pretty non-trivial, and there are powerful heuristics as well as expected linear time algorithms for random graphs [19]. This compromises the use of GI as an identification mechanism, and was part of the motivation for introducing IP1S as an alternative. Moreover, when used in this context, instances of the IP problem are random, which presumably avoids all the attacks on the cryptographic schemes mentioned above.

Previous and Related Work. The identification scheme based on IP1S is not based on number-theoretic assumptions, unlike for instance the well-known Fiat-Shamir protocol [18]. Many other identification schemes are not based on number theoretic assumptions [42|43|44|45|31]. However, the IP1S-based identification scheme enjoys shorter keys than most others.

To our knowledge, the first algorithm dedicated to IP1S can be found in Geiselmann et al. [23]. The authors of [23] remarked that each row of a matrix solution of IP1S verifies an algebraic system of equations. They then used an exhaustive search to find the solutions of such system. Soon after, this technique has been improved by Levy-dit-Vehel and Perret [13] who replaced this exhaustive search by a Gröbner basis

\footnotetext{
\({ }^{1}\) In the description of some of these schemes, the easily-invertible central map contains parameters that are part of the secret-key. However, in this case there exists an equivalent secret key where these parameters have a fixed value. This is notoriously the case of \(\mathrm{C}^{*}\).
}
computation. This still yields exponential algorithms, and the improvement induced by this replacement is is as significant as the gain obtained when comparing Gröbner basis and exhaustive search for solving random algebraic systems. It is negligible over small field (i.e., typically, \(\mathbb{F}_{2}\) ), but significant for instances of IP1S over large fields. However, the complexity of those algorithms remains exponential by nature.

Finally, Perret [41] shows that the affine and linear variants of IP1S are equivalent, i.e., one can without loss of generality restrict our attention to the case where \(S\) is linear (as opposed to affine). In addition, a new approach for solving IP1S using the Jacobian matrix was proposed. The algorithm is polynomial when the number \(u\) of polynomials in \(\mathbf{a}\) and \(\mathbf{b}\) is equal to the number of variables \(n\). However, when \(u<n\), the complexity of this approach is not well understood. Moreover, when the number of polynomials is very small, for instance \(u=2\), this algorithm is totally inefficient.

The main application of IP1S is the identification scheme proposed in [40]. The public key being composed of two sets of \(u\) polynomials, it is interesting to keep the number of polynomials as small as possible (1 or 2 ). For such parameters, the authentication mechanism based on IP1S looks appealing in terms of key size. Additionally, it does not require hash functions or commitments.

All in all, the existing literature on the IP and IP1S problem can be split in two categories: heuristic algorithms with (more or less vaguely) "known" complexity and unknown success probability [40], and rigorous algorithms that always succeeds but with unknown complexity [17|41|13|23]. This situation makes it very difficult, if not plainly impossible to compare these algorithms based on their theoretical features. The class of instances that can be solved by a given algorithm of the first type is in general not known. Conversely, the class of instances over which an algorithm of the second type terminates quickly are often not known as well. This lead the authors of IP/IP1S algorithms to measure the efficiency of their techniques in practice, or even not to measure it at all. Several sets of concrete parameters for IP and IP1S were proposed by Patarin in [36], and can be used to measure the progress accomplished since their introduction. The techniques presented in this paper allow to break all these challenges in practice.

Techniques. The algorithms presented here are deterministic, and rely on the two weapons that have dealt a severe blow to multivariate cryptography: linear algebra and Gröbner bases. Our ideas borrow to the recent differential cryptanalysis of multivariate schemes. While the algorithms are not very complicated, analyzing their running time is fairly non-trivial, and requires the invocation of not-so-well-known results about linear algebra (such as the dimension of the commutant of a matrix, or the properties of the product of two skew-symmetric matrices), as well as known results about random matrices, most notably the distribution of the rank and the probability of being cyclic. The two most delicate steps of the analysis involve lower-bounding the dimension of the kernel of a homogeneous system of matrix equations, and upper-bounding the degree of polynomials manipulated by a Gröbner-basis algorithm.

Our Results. We present two new "rigorous" and deterministic algorithms. On the practical side, these algorithms are efficient: random quadratic IP1S instances and random cubic inhomogeneous IP1S instances can be broken in time \(\mathcal{O}\left(n^{6}\right)\) for any size of the parameters. In particular, all the quadratic IP1S challenges proposed by Patarin
are now broken in a few seconds. The biggest homogeneous cubic IP1S challenge can be broken in less than 1 CPU-month. The IP1S identification scheme is thus broken beyond repair in the quadratic case. In the case of cubic IP1S, our attack runs in time \(\mathcal{O}\left(n^{6} \cdot q^{n}\right)\), and the security parameter have to be seriously reconsidered, which makes the scheme much less attractive, since the key size is cubic in \(n\).

A rigorous analysis of our algorithms is both necessary and tricky. When generating linear equations, special care has to be taken to count how many of them are independent. The recent history of algebraic cryptanalysis taught us that failure to do so may have drastic consequences. Additionally, the complexity of Gröbner bases computation, even though a bit more well-understood now in the generic case, is still often a delicate matter for structured systems.

A unique and distinctive feature of our algorithms compared to the previous state of affairs, and one of our main theoretical contribution, is that we characterize the class of instances that can be solved by our techniques in polynomial time. We show, for instance, that a (big) constant fraction of all quadratic IP1S instances can be solved in polynomial time.

This break however has little consequences in the multivariate cryptology ecosystem, except that it brings the IP1S-based identification scheme down. The security of UOV [27] in particular is not related to the hardness of IP1S, because in UOV the vector of polynomial composed with a linear change of variable (the "a" part) is kept secret.

Organisation of the paper. In section we recall some useful facts about the IP1S problem. Then, in section 3] we introduce the identification scheme based on the hardness of IP1S and compare it to other non-number theoretic based ID schemes. We then introduce our algorithms to break IP1S in the quadratic case in section 4, and in the cubic case in section 5

\section*{2 The IP1S Problem}

We recall the definition of the IP1S problem. Given two families of \(u\) polynomials a and \(\mathbf{b}\) in \(\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]\) the task is to find an invertible matrix \(S \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)\) and a vector \(c \in\left(\mathbb{F}_{q}\right)^{n}\) such that:
\[
\begin{equation*}
\mathbf{b}(\mathbf{x})=\mathbf{a}(S \cdot \mathbf{x}+c) \tag{1}
\end{equation*}
\]

We will denote by \(f^{(k)}\) the homogeneous component of degree \(k\) of \(f\), and by extension \(\mathbf{a}^{(k)}\) denotes the vector of polynomials obtained by taking the homogeneous components of degree \(k\) of all the coordinates of \(\mathbf{a}\). We define the derivative of \(\mathbf{a}\) in \(c\) to be the function \(\frac{\partial \mathbf{a}}{\partial c}: \mathbf{x} \mapsto \mathbf{a}(\mathbf{x}+c)-\mathbf{a}(\mathbf{x})\). The following lemma, which is very similar to [17, lemma 4] is very useful.

Lemma 1. i) For all \(k \geq 1\), we have:
\[
\mathbf{b}^{(k)}=\left(\mathbf{a}+\frac{\partial \mathbf{a}}{\partial c}\right)^{(k)} \circ S
\]
ii) If d is the degree of \(\mathbf{a}\) and \(\mathbf{b}\), then \(\mathbf{b}^{(d)}=\mathbf{a}^{(d)} \circ S\).
iii) \(S\) transforms the set of common zeroes of \(\mathbf{a}^{(d)}\) into the set of common zeroes of \(\mathbf{b}^{(d)}\).

Proof. It follows from the definition of the derivative that:
\[
\mathbf{b}=\left(\mathbf{a}+\frac{\partial \mathbf{a}}{\partial c}\right) \circ S
\]

This equality also holds if only the degree- \(k\) homogeneous component is considered. The point is that since \(S\) is linear (and thus not "degree-changing"), if \(P\) is a multivariate polynomial we have:
\[
(P \circ S)^{(k)}=P^{(k)} \circ S
\]

This establishes the first statement of the lemma. The second statement follows from the fact that if a is of degree \(d\), then the function \(\frac{\partial \mathbf{a}}{\partial c}\) is of degree \(d-1\). Thus the homogeneous component of degree \(d\) of \(\frac{\partial \mathbf{a}}{\partial c}\) is identically zero. The third statements is a direct consequences of the second one.

A useful consequence of lemma is that without loss of generality we may assume \(c\) to be the null vectot \({ }^{2}\). A consequence of point \(i i\) ) is that from any instance of the problem we can deduce a linear homogeneous instance by considering only the homogeneous component of highest degree. If this instance can be solved, and \(S\) can be retrieved, then recovering \(c\) is not difficult, using a slight generalization of the idea shown in [24]. If \(S\) is known, then \(\frac{\partial a}{\partial c}\) can be explicitly computed, and \(c\) can usually be deduced therefrom. More specifically, focusing on the homogeneous component of degree one yields a system of \(u \cdot n\) linear equations in \(n\) variables that admits \(c\) as a solution. In most cases, it will in fact admit only \(c\) as a solution, which enables recovering \(c\).

It was pointed out in [40] that if there is only one quadratic polynomial, then the problem is easily solved in polynomial time. This follows from the fact that quadratic forms admit a canonical representation (see for instance [30]). The change of coordinate can then be easily computed. We will therefore focus on the case of \(u \geq 2\) when the polynomials are quadratic.

For various reasons, the IP1S problem becomes easier when \(u\) is close to \(n\), and harder when \(u\) is small. For instance, the algorithm given in [41] deals with the case \(u=n\) in polynomial time, but cannot tackle the case where \(u=2\) and \(n\) is big, which prevented it from breaking the parameters proposed by Patarin. Additionally, small values of \(u\) leads to smaller public keys. Therefore, we will restrict our attention to the case where \(u=2\) when the polynomials are quadratic, and where \(u=1\) when they are cubic. These are the most cryptographically relevant cases, and the most challenging. We will also consider the case where \(\mathbb{F}_{q}\) is a field of characteristic two. It can be shown that this makes the problem a bit harder, but again this is the most cryptographically relevant case. The quadratic and cubic IP1S problems are very different and lead to specific approaches, therefore we will discuss them separately.

\footnotetext{
\({ }^{2}\) This was already observed in [41].
}

\section*{3 Patarin's IP1S-Based Identification Scheme}

Zero-Knowledge proofs were introduced in 1985 by Goldwasser, Micali and Rackoff in [26]. Soon afterwards, Fiat and Shamir [18] used the hardness of quadratic residuosity to build an efficient identification scheme. Many other identification schemes appeard afterwards, all relying on the hardness of number-theoretic assumptions. Some cryptographers took a different line of research, and tried to design identification scheme from different computational assumptions, not relying on number theory, but instead on the NP-hardness of some specific combinatorial problems.

One of the very-first combinatorial identification scheme was proposed by Shamir [43], and relied on the hardness of the Permuted Kernel Problem (PKP). Later on, Stern proposed in [44] a scheme based on the intractability of Syndrome Decoding (SD), and in [45] a scheme based on the intractability of Constrained Linear Equations (CLE). Finally, Pointcheval [42] proposed a scheme related to the hardness of the Perceptron Problem, originating from the area of learning theory. All these problems are NP-complete (as opposed to IP1S). The designers proposed practical parameters, aiming for a security level of \(2^{64}\) or more, which are summarized in table 1 In all these schemes, it is required that all users share a public common set of information, a "common setting", usually describing the instance of the hard problem. For instance, in number-theoretic problems, the description of the curve, or of the group over which a discrete logarithm problem is considered is a common public information. While this information is not a "key" stricto sensu, it must nevertheless be stored by the prover and by the verifier, leading to higher memory requirements. However, in some case it can be chosen randomly, or generated online from a small seed using a PRNG.

Table 1. Key sizes in bits corresponding to practical parameters proposed in [42]43|44|45|36] in order to obtain a security level of roughly \(2^{64}\)
\begin{tabular}{|c|c|c|c|}
\hline Scheme & Common Setting & Public Key & Secret Key \\
\hline \hline \multirow{2}{*}{ PKP } & 2048 & 256 & 374 \\
& 7992 & 512 & 808 \\
\hline \multirow{2}{*}{ SD } & 131072 & 256 & 512 \\
& 524288 & 512 & 1024 \\
\hline \multirow{2}{*}{ CLE } & 3600 & 80 & 80 \\
& 3600 & 96 & 96 \\
\hline Perceptron & 10807 & 144 & 117 \\
\hline \hline IP1S & 0 & 256 & 272 \\
\hline
\end{tabular}

On the contrary, the IP1S-based identification scheme proposed by Patarin in [35|36] does not need the prover and the verifier to share additional information (except maybe the description of the finite field, which is very small). It works very similarly to the original identification scheme based on a zero-knowledge proof system for GraphIsomorphism (GI) by Goldreich, Micali and Wigderson [25]. One of the reasons for replacing GI by IP1S is the existence of efficient heuristic algorithms for GI, capable of solving efficiently random instances. The generation of hard instances of GI is a delicate matter [19]. Replacing the GI problem by IP1S yields shorted key, and random

Table 2. Concrete parameters for IP1S. Patarin proposed challenges A,B,C and D in [36]. We introduce challenge E .
\begin{tabular}{|c||c|c|c|c|c|c|}
\hline Challenge & \(n\) & \(q\) & Degree & Polynomial(s) & Public Key & Private Key \\
\hline \hline A & 16 & 2 & 2 & 2 & 272 bits & 256 bits \\
\hline B & 16 & 2 & 3 & 1 & 816 bits & 256 bits \\
\hline C & 6 & 16 & 2 & 2 & 168 bits & 144 bits \\
\hline D & 6 & 16 & 3 & 1 & 224 bits & 144 bits \\
\hline E & 32 & 2 & 2 & 2 & 1056 bits & 1024 bits \\
\hline
\end{tabular}
instances of IP1S were a priori secure. Patarin proposed concrete parameters, which are shown in table. 2. The PKP and SD schemes lead to bigger keys than IP1S, while the Perceptron scheme leads to comparable key-sizes, and CLE yields smaller keys than IP1S, if we neglect the additional memory requirement imposed by the common string shared between all the participants.

Additionnaly, the IP1S-based identification scheme does not makes use of either hash functions or commitment schemes. This is in strong contrast with all the other proposals.

The IP1S challenges described in table 2 cannot be attacked using the existing techniques [17|23|41]. As such, the best attack remains exhaustively searching for the secret key. As a final note, let us mention that Lyubashevsky recently proposed in [31] to build an identification scheme using the hardness of lattice problems, but did not propose concrete parameters.

\section*{4 Cryptanalysis of Quadratic IP1S}

The main observation underlying our quadratic IP1S algorithm is that by differentiating equation (1), it is possible to collect linear equations between the coefficients of \(S\) and those of \(S^{-1}\).

We denote by \(\mathrm{D} f:\left(\mathbb{F}_{q}\right)^{n} \times\left(\mathbb{F}_{q}\right)^{n} \rightarrow \mathbb{F}_{q}{ }^{u}\) the differential of a function \(f: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{u}\). \(\mathrm{D} f\) is defined by:
\[
\mathrm{D} f(\mathbf{x}, \mathbf{y})=f(\mathbf{x}+\mathbf{y})-f(\mathbf{x})-f(\mathbf{y})+f(0)
\]

It is easy to see that \(\mathrm{D} f(\mathbf{x}, \mathbf{y})=\mathrm{D} f(\mathbf{y}, \mathbf{x})\). If \(f\) is a polynomial of total degree \(d\), then \(\mathrm{D} f\) is a polynomial of total degree \(d\), but of degree \(d-1\) in \(\mathbf{x}\) and \(\mathbf{y}\). Thus, when \(f\) is quadratic, then \(\mathrm{D} f\) is a symmetric bilinear mapping.

Going back to the quadratic IP1S problem, for all vectors \(\mathbf{x}, \mathbf{y} \in\left(\mathbb{F}_{q}\right)^{n}\), we have:
\[
\forall \mathbf{x}, \mathbf{y} \in\left(\mathbb{F}_{q}\right)^{n}, \quad \operatorname{Db}(\mathbf{x}, \mathbf{y})=\operatorname{Da}(S \cdot \mathbf{x}, S \cdot \mathbf{y})
\]

Using the change of variable \(\mathbf{y}^{\prime}=S \cdot \mathbf{y}\), this equation becomes:
\[
\begin{equation*}
\forall \mathbf{x}, \mathbf{y}^{\prime} \in\left(\mathbb{F}_{q}\right)^{n}, \quad \operatorname{Db}\left(\mathbf{x}, S^{-1} \cdot \mathbf{y}^{\prime}\right)=\operatorname{Da}\left(S \cdot \mathbf{x}, \mathbf{y}^{\prime}\right) \tag{2}
\end{equation*}
\]

Since \(\mathbf{a}\) and \(\mathbf{b}\) are of total degree 2, then Da and Db are bilinear (symmetric) mappings. In this case, since equation (2) is valid for all \(\mathbf{x}\) and \(\mathbf{y}\), then in particular it is valid on
a basis of \(\left(\mathbb{F}_{q}\right)^{n} \times\left(\mathbb{F}_{q}\right)^{n}\), and substituting fixed basis vectors for \(\mathbf{x}\) and \(\mathbf{y}\) yields linear equations between the coefficients of \(S\) and those of \(S^{-1}\).

This idea for obtaining linear equations can also be described relatively simply using the usual theory of quadratic forms. If \(\mathbb{F}_{q}\) is a field of even (resp. odd) characteristic, then the set of homogeneous quadratic polynomials in \(n\) variables over \(\mathbb{F}_{q}\) is in one-to-one correspondance with the set of symmetric matrices with zero diagonal (resp. of symmetric matrices). Let \(\mathcal{P}\left(\mathbf{a}_{k}\right)\) denote the matrix of the symmetric bilinear form associated with \(\mathbf{a}_{k}\) (it is related to the polar form of \(\mathbf{a}_{k}\) in odd characteristic). Recall that the coefficient of index \((i, j)\) of \(\mathcal{P}\left(\mathbf{a}_{k}\right)\) is \(\mathrm{Da}_{k}\left(e_{i}, e_{j}\right)\), where \(\left(e_{i}\right)_{1 \leq i \leq n}\) is a basis of \(\left(\mathbb{F}_{q}\right)^{n}\). We then have:
\[
\mathcal{S}: \quad\left\{\begin{array}{c}
S^{-1} \cdot \mathcal{P}\left(\mathbf{b}_{1}\right)=\mathcal{P}\left(\mathbf{a}_{1}\right) \cdot{ }^{t} S  \tag{3}\\
\vdots \\
S^{-1} \cdot \mathcal{P}\left(\mathbf{b}_{u}\right)=\mathcal{P}\left(\mathbf{a}_{u}\right) \cdot{ }^{t} S
\end{array}\right.
\]

Each one of these \(u\) matrix equations yields \(n^{2}\) linear homogeneous equations between the \(2 n^{2}\) coefficients of \(S\) and those of \(S^{-1}\). These last \(u \cdot n^{2}\) homogeneous linear equations cannot be linearly independent as they admit a non-trivial solution \(\left(S^{-1}, S\right)\). The kernel of \(\mathcal{S}\) is thus non-trivial, and our hope would be that it describes only one solution. When \(u\) is strictly greater than two, we then have much more linear equations than unknowns, and we empirically find only one solution (when the polynomials are randomly chosen). When \(u=2\), which is again the most relevant case, the situation is unfortunately not as nice; Theorem 1 below shows that the kernel of \(\mathcal{S}\) is of dimension higher that \(2 n\) in characteristic two (at least \(n\) in odd characteristic). This means that solving the linear equations cannot by itself reveal the solution of the IP1S problem, because \(\mathcal{S}\) admits at least \(q^{n}\) solutions, out of which only very few are actual solutions of the IP1S instance \({ }^{3}\). However, the linear equations collected this way can be used to simplify the resolution of the IP1S problem.

When looking at one coordinate of (1), we have an equality between two multivariate polynomials that holds for any value of the variables. Therefore the coefficients of the two polynomials can be identified (this is essentially the algorithm presented in [17]). This yields a system \(\mathcal{S}_{\text {quad }}\) of \(u \cdot n^{2} / 2\) quadratic equations in \(n^{2}\) unknown over \(\mathbb{F}_{q}\). With \(u=2\), this precisely gives \(n^{2}\) equations in \(n^{2}\) unknown, which cannot be solved by any existing techniques faster than exhaustive search.

However, we now know that \(\left(S, S^{-1}\right)\) lives in the kernel of \(\mathcal{S}\), and therefore \(S\) can be written as the sum of \(k=\operatorname{dim} \operatorname{ker} \mathcal{S}\) matrices that can be easily computed using standard linear algebra. Identifying coefficients in (1) then yields a system \(\mathcal{S}_{\text {quad }}\) of \(u \cdot n^{2} / 2\) quadratic equations in \(k\) unknown. Our hope is that \(k\) is small enough for the system to be very overdetermined, so that computing a Gröbner basis of \(\mathcal{S}_{\text {quad }}\) is polynomial in theory, and feasible in practice.

The analysis of the attack then proceeds in two steps:
1. Estimate the rank of \(\mathcal{S}\) (i.e., the value of \(k\) ).
2. Estimate the complexity of the Gröbner basis computation.

\footnotetext{
\({ }^{3}\) We note that this contradicts the hope expressed in section 9 of [40].
}


Fig. 1. Experimental distribution of \(\operatorname{dim} \operatorname{ker} \mathcal{S}\)

For the sake of simplicity, we will analyze the attack algorithm under some assumptions on the input system. For instance, we will assume that that \(n\) is even, and that one of the two quadratic forms we are dealing with is non-degenerate. We will then argue that a random instance satisfies this assumption with high probability, but we are well aware that some structured instance may not. This is in fact quite logical, because a worst-case polynomial algorithm for IP1S would imply a worst-case polynomial for Graph-Isomorphism (a fact that would be quite surprising). The situation of the IP1S problem is in this respect quite similar to that of GI: heuristics are capable of dealing efficiently with the random case, while some very special instances make them fail (interestingly, hard instances for GI are transformed into hard instances for IP1S through the reduction). Lastly, we mention that our algorithm does not necessarily fail on an instance that does not meet our assumptions. However, we no longer have a guarantee on its running time. Random instances fail to meet the assumption with a small probability, but we empirically observed that the algorithm solves them in reasonable time as well.

\subsection*{4.1 Counting Linearly Independent Equations}

Obtaining guarantees on the number of linearly independent equations in \(\mathcal{S}\) is the most important and the most delicate part of the attack. Since \(\operatorname{dim} \operatorname{ker} \mathcal{S}\) is a function of the instance, it makes sense to consider the random variable giving \(\operatorname{dim} \operatorname{ker} \mathcal{S}\) assuming the instance was randomly chosen. Fig. 1above shows its (experimentally observed) distribution for various sizes of the base field. We immediately see that in odd characteristic, \(\operatorname{dim} \operatorname{ker} \mathcal{S}\) is often \(n\), while in characteristic two it is often \(2 n\). In the sequel we provide mathematical arguments to back this observation up. We will focus on the (harder) case of fields of characteristic two, since this is the more cryptographically relevant case.

Our results are expressed in terms of the similarity invariants \(P_{1}, \ldots, P_{s}\) of a matrix \(M\). Their product is the characteristic polynomial of \(M, P_{s}\) is the minimal polynomial of \(M\), and \(P_{i}\) divides \(P_{i+1}\). The main technical result needed to understand the rank of \(\mathcal{S}\) is the following theorem.

Theorem 1. Let \(A_{1}, A_{2}, B_{1}, B_{2}\) be four given matrices of size \(n \times n\) with coefficients in \(\mathbb{F}_{q}\). Let us consider the set of all pairs \((X, Y)\) of \(n \times n\) matrices satisfying the following linear equations:
\[
\mathcal{S}: \quad\left\{\begin{array}{l}
B_{1}=X \cdot A_{1} \cdot Y \\
B_{2}=X \cdot A_{2} \cdot Y
\end{array}\right.
\]

Let us assume that \(\mathcal{S}\) admits at least one solution \(\left(X_{0}, Y_{0}\right)\) with both \(X_{0}\) and \(Y_{0}\) invertible, and that \(A_{1}\) is also invertible.
i) There is a vector-space isomorphism between the kernel of \(\mathcal{S}\) and the commutant of \(\mathcal{C}=A_{2} \cdot A_{1}^{-1}\).
ii) \(n \leq \operatorname{dim} \operatorname{ker} \mathcal{S}\).
iii) Let \(P_{1}, \ldots, P_{s}\) be the similarity invariants of \(\mathcal{C}\). Then:
\[
\operatorname{dim} \operatorname{ker} \mathcal{S}=\sum_{j=1}^{s}(2 s-2 j+1) \cdot \operatorname{deg} P_{j}
\]

Proof. Because a solution of \(\mathcal{S}\) exists, then \(B_{1}\) is invertible. Thanks to this, we can write:
\[
\mathcal{S}: \quad\left\{\begin{aligned}
Y & =A_{1}^{-1} \cdot X^{-1} \cdot B_{1} \\
B_{2} \cdot B_{1}^{-1} \cdot X & =X \cdot A_{2} \cdot A_{1}^{-1}
\end{aligned}\right.
\]

Using the particular solution \(X_{0}\) then gives:
\[
\mathcal{S}:\left\{\begin{aligned}
Y & =A_{1}^{-1} \cdot X^{-1} \cdot B_{1} \\
\mathcal{C} \cdot\left(X_{0}^{-1} \cdot X\right) & =\left(X_{0}^{-1} \cdot X\right) \cdot \mathcal{C}
\end{aligned}\right.
\]

From there, it is not difficult to see that the kernel of \(\mathcal{S}\) is in one-to-one correspondance with the commutant of \(\mathcal{C}\), the isomorphism being \((X, Y) \mapsto X_{0}^{-1} \cdot X\). The second point of the theorem follows from the well-known fact that \(n\) lower-bounds the dimension of the commutant of any endomorphism on a vector space of dimension \(n\) (see for instance [7] Fact 2.18.9]). The third point follows from a general result on the dimension of the commutant [20, chapter 6, exercise 32].

Theorem 1 directly applies to our study of the rank of \(\mathcal{S}\) with \(A_{i}=\mathcal{P}\left(\mathbf{a}_{i}\right)\) and \(B_{i}=\) \(\mathcal{P}\left(\mathbf{b}_{i}\right)\). However, it holds only if \(\mathcal{P}\left(\mathbf{a}_{1}\right)\) or \(\mathcal{P}\left(\mathbf{a}_{2}\right)\) is invertible (we may swap them if we wish, or even take a linear combination). Note that since \(\mathcal{P}\left(\mathbf{a}_{1}\right)\) is a random skew-symmetric matrix, it cannot be invertible if \(n\) is odd, and the analysis is more complicated in that case. This is why we focus on the case where \(n\) is even, and where one of the two quadratic forms is non-degenerate. The following lemma gives us the probability that \(\mathcal{P}\left(\mathbf{a}_{i}\right)\) (or \(\mathcal{P}\left(\mathbf{b}_{i}\right)\) ) is invertible.

Lemma 2 ([32], theorem 3). Let \(N_{0}(n, r)\) denote the number of symmetric matrices of size \(n \times n\) over \(\mathbb{F}_{q}\) with zeros on the diagonal and of rank \(r\).
\[
\begin{aligned}
N_{0}(n, 2 s) & =\prod_{i=1}^{s} \frac{q^{2 i-2}}{q^{2 i}-1} \cdot \prod_{i=1}^{2 s-1}\left(q^{n-i}-1\right) \\
N_{0}(n, 2 s+1) & =0
\end{aligned}
\]

If \(n\) is even, the probability that \(\mathcal{P}\left(\mathbf{a}_{1}\right)\) is invertible if \(q=2\) is about 0.419 (this probability increases exponentially with \(q\) ). The probability that either \(\mathcal{P}\left(\mathbf{a}_{1}\right)\) or \(\mathcal{P}\left(\mathbf{a}_{2}\right)\) is invertible is then about 0.662 when \(q=2\).

Theorem 1 is then applicable in more than half of the cases when \(q=2\) (and we expect this proportion to grow very quickly with \(q\) ). When it is applicable, what guarantee does it exactly offer? We would need to know something about the similarity invariants of \(\mathcal{C}\). An easy case would be when the minimal and characteristic polynomials are the same (then there is only one invariant factor, and it is precisely the characteristic polynomial). Then Theorem 1 tells us that the dimension of \(\operatorname{ker} \mathcal{S}\) is \(n\). For random matrices, the probability of this event is given by the following lemma.

Lemma 3 ([21], theorem 1). Let \(c(n, q)\) be the proportion of cyclic \(n \times n\) matrices (i.e., matrices for which the minimal polynomial is of degree \(n\) ). We have:
\[
\frac{1}{q^{2}(q+1)}<1-c(n, q)<\frac{1}{\left(q^{2}-1\right)(q-1)}
\]

And asymptotically, we have:
\[
\lim _{n \rightarrow \infty} c(n, q)=\frac{q^{5}-1}{q^{2}(q-1)\left(q^{2}-1\right)} \cdot \prod_{i=1}^{\infty}\left(1-\frac{1}{q^{i}}\right)
\]

For random matrices over \(\mathbb{F}_{2}\), and for \(n\) big enough, the proportion of cyclic matrices approaches 0.746 . Unfortunately, \(\mathcal{C}\) is hardly a random matrix. In odd characteristic it is the product of two symmetric matrices, while in characteristic two it is the product of two symmetric matrices with null diagonal (and these are in fact skew-symmetric matrices). The product of two skew-symmetric matrices is very far from being random, and it is in fact never cyclic, as the following result shows.

Theorem 2 ([6]). Let \(M\) be a non-singular matrix of even dimension. Then the two following conditions are equivalent:
i) \(M\) can be written as the product of two skew-symmetric matrices .
ii) \(M\) has an even number of similarity invariants \(P_{1}, \ldots P_{2 \ell}\), and \(P_{2 i+1}=P_{2 i+2}\).

Corollary 1. In characteristic two, if \(n\) is even and \(\mathcal{C}\) is invertible, then \(\operatorname{ker} \mathcal{S}\) has dimension at least \(2 n\).

Proof. By theorem 2, \(\mathcal{C}\) has at least two invariants, both equal to the minimal polynomial of \(\mathcal{C}\) (which thus happens to be of degree \(n / 2\) ). Then theorem 1 point \(i i i\) ) shows that \(\operatorname{ker} \mathcal{S}\) has dimension \(2 n\). If \(\mathcal{C}\) has more invariants, \(\operatorname{ker} \mathcal{S}\) can only be of higher dimension.

Corollary 1 shows that with a constant probability (when the two quadratic forms are non-degenerate) \(\operatorname{dim} \operatorname{ker} \mathcal{S}\) is greater than \(2 n\), which sounds like bad news. When \(\mathcal{C}\) is not invertible, theorem 2 no longer holds (there are counter-examples), but what does apparently still hold is the fact that the minimal polynomial of \(\mathcal{C}\) has degree at most \(n / 2\), and this would be sufficient to show that in all cases \(\operatorname{dim} \operatorname{ker} \mathcal{S} \geq 2 n\), in accordance with Fig. 1

What we would in fact need to know is the probability that \(\operatorname{ker} \mathcal{S}\) is exactly of dimension \(2 n\). Theorem 1 still connects this dimension to the similarity invariants of \(\mathcal{C}\), even though \(\mathcal{C}\) is not a uniformly random matrix. It seems plausible that \(\mathcal{C}\) is unlikely to have a very high number of similarity invariants, and that the most common situation is that it has only two invariants (twice the minimal polynomial). We could not compute explicitly this probability, and we could not find ways to obtain it in the available literature. We measured it experimentally and found 0.746 (after \(10^{5}\) trials) when \(q=2\). This is strikingly close to the result brought by lemma 3 in the random case. Under the conjecture that \(\mathcal{C}\) has two invariant factors with this probability, then theorem 1 tells us that in about \(75 \%\) of the cases, \(\operatorname{dim} \operatorname{ker} \mathcal{S}=2 n\). The empirical probability seems to be even higher, as shown by Fig. 1

\subsection*{4.2 Solving Very Overdefined Quadratic Systems}

The solution of the IP1S instance (1) is systematically the solution of a system \(\mathcal{S}_{\text {quad }}\) of \(n^{2}\) quadratic equations. In the previous section, we argued that we can reduce this system to \(n^{2}\) equations in \(2 n\) unknowns with high probability, and (much) more unknowns with negligible probability. The system is so overdefined that it can almost be resolved by linearization. Indeed, it has \(N^{2} / 4\) equations in \(N\) unknowns. In practice, computing a Gröbner basis of the ideal generated by \(\mathcal{S}_{\text {quad }}\) terminates very quickly, and allows to recover the actual solutions of the problem.

This last fact can be theoretically justified. It is well-known that Gröbner basis algorithms [15]16] are more efficient on overdefined systems. The complexity of most algorithms strongly depend on a parameter of the ideal called the degree of regularity. Indeed, the cost of computing a Gröbner basis is polynomial in the degree of regularity \(D_{\text {reg }}\) of the system when the ideal has dimension zero, i.e., when the number of solutions is finite. The computation of a Gröbner basis essentially amounts to solve a system of \(M\) sparse linear equations in \(M\) variables, where \(M\) is the number of monomials of degree \(D_{\text {reg }}\) in \(N\) variables. The complexity of this process is roughly \(\mathcal{O}\left(N^{\omega \cdot D_{\text {reg }}}\right)\), with \(2<\omega \leq 3\) the linear algebra constant, and \(N\) the number of variables of ideal considered (in our case, \(N=2 n\) ).

The behavior of the degree of regularity is well understood for "random" systems of equations [3|4]5] (i.e., regular or semi-regular systems). It is conjectured that the proportion of semi-regular systems on \(N\) variables goes to 1 when \(N\) goes to \(+\infty\). Therefore, we can assume that for large \(N\) a random system is almost surely semi-regular. This is to some extent a worst-case assumption, as it usually means that our system is not easier to solve than the others. The coefficients of the Hilbert series associated with the ideal generated by a semi-regular sequence of \(m\) equations in \(N\) variables coincide with those of the series expansion of the function \(f(z)=\left(1-z^{2}\right)^{m} /(1-z)^{N}\), up to the degree of regularity. The degree of regularity is the smallest degree \(d\) such that the coefficient of degree \(d\) in the series expansion of \(f(z)\) is not strictly positive. This property enables an explicit computation of the degree of regularity for given values of \(m\) and \(N\).

Furthermore, the available literature readily provide asymptotic estimates of the degree of regularity for semi-generic ideals of \(N+k\) or \(\alpha \cdot N\) equations in \(N\) variables, but unfortunately not for the case of \(\alpha \cdot N^{2}\) in \(N\) variables, which is the situation we

Table 3. Degree of regularity of random with the same parameters as those occuring in our attack
\begin{tabular}{|c||r|r|r|r|r|r|r|r|r|r|r|}
\hline\(n\) & 2 & 3 & 4 & 5 & 6 & 7 & 8 & \(\ldots\) & 16 & \(\ldots\) & 32 \\
\hline\(N\) & 4 & 6 & 8 & 10 & 12 & 14 & 16 & \(\ldots\) & 32 & \(\ldots\) & 64 \\
\hline\(m\) & 4 & 9 & 16 & 25 & 36 & 49 & 64 & \(\ldots\) & 256 & \(\ldots\) & 1024 \\
\hline\(D_{\text {reg }}\) & 5 & 4 & 3 & 3 & 3 & 3 & 3 & \(\ldots\) & 3 & \(\ldots\) & 3 \\
\hline
\end{tabular}
are facing here. We thus tabulated in table. 3 the degree of regularity for semi-regular systems of equations having the same number of equations and unknowns as those occurring in our attack. From this table, we conclude that for any reasonable value of the parameters, the degree of regularity will be 3 , and thus computing a Gröbner basis of \(\mathcal{S}_{\text {quad }}\) should have complexity at most \(\mathcal{O}\left(n^{9}\right)\). In practice, the maximal degree reached by the \(\mathrm{F}_{4}\) algorithm on our equations is two, which is even better.

\subsection*{4.3 Implementation}

We demonstrated that the algorithm described in this section terminates in time \(\mathcal{O}\left(n^{6}\right)\) on a constant fraction of the instances. This reasoning is backed up by empirical evidence: we implemented the algorithm using the computer algebra system MAGMA [9]. Solving the equations of \(\mathcal{S}_{\text {quad }}\) is achieved by first computing a Gröbner basis of these equations for the Graded-Reverse Lexicographic order using the \(\mathrm{F}_{4}\) algorithm [15], and then converting it to the Lexicographic order using the FGLM algorithm [14]. This implementation breaks the random instances of IP1S in very practical time. For instance, Challenges A and C are solved in a few seconds. Random instances with \(n=24, u=2\) require about a minute. Challenge E takes about 10 minutes, but the dominating part in the execution of the algorithm is in fact the symbolic manipulation of polynomials required to write down the equations of \(\mathcal{S}_{\text {quad }}\). Actually solving the resulting quadratic equations turns out to be easier than generating them. We never generated a random instance that we could not solve with our technique, for any choice of the parameters.

There are only public parameter sets, and no public challenges to break, so we unfortunately cannot provide the solution of an open challenge to prove that our algorithm works. However, the source code of our implementation is available on the webpage of the first author.

\section*{5 Cryptanalysis of Cubic IP1S}

In this section, we focus on the case where \(\mathbf{a}\) and \(\mathbf{b}\) are composed of a single cubic polynomial. We assume that \(\mathbf{a}\) and \(\mathbf{b}\) are given explicitly, i.e.:
\[
\mathbf{a}=\sum_{i=1}^{n} \sum_{j=i}^{n} \sum_{k=j}^{n} A_{i, j, k} \cdot x_{i} x_{j} x_{k}, \quad \mathbf{b}=\sum_{i=1}^{n} \sum_{j=i}^{n} \sum_{k=j}^{n} B_{i, j, k} \cdot x_{i} x_{j} x_{k} .
\]

As already explained, we can restrict our attention to the homogenous case. The techniques developed previously for the quadratic case cannot directly applied in this
setting. Indeed, the differential is no longer a bilinear mapping, and then there is no obvious linear equations between the coefficients of a solution and those of its inverse. However, we can combine the use of the differential together with the Gröbner basis approach proposed in [17]. We denote by \(S_{0}=\left\{s_{i, j}^{0}\right\}_{1 \leq i, j \leq n}\) a particular solution of IP1S between \(\mathbf{a}\) and \(\mathbf{b}\), i.e., it holds that \(\mathbf{b}=\mathbf{a} \circ S_{0}\). For all vectors \(\mathbf{x}, \mathbf{y} \in\left(\mathbb{F}_{q}\right)^{n}\), we have:
\[
\mathrm{Da}\left(S_{0} \cdot \mathbf{x}, \mathbf{y}\right)=\mathrm{Db}\left(\mathbf{x}, S_{0}^{-1} \cdot \mathbf{y}\right)
\]
\(\mathbf{a}\) and \(\mathbf{b}\) being of total degree 3 , the coefficients of \(S_{0}\) and \(S_{0}^{-1}\) appear with degree two in the expression of Da and Db above. Let \(R\) be the ring \(\mathbb{K}\left[s_{1,1}, \ldots, s_{n, n}, u_{1,1}, \ldots, u_{n, n}\right]\). We consider the algebra \(\mathcal{A}^{s}\) of all \(n \times n\) matrices over \(R\). Let \(S=\left\{s_{i, j}\right\}\) and \(U=\left\{u_{i, j}\right\}\) in \(\mathcal{A}^{s}\) be symbolic matrices. We denote by \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}\) the ideal generated by all the coefficients in \(R\) of the equations:
\(\mathrm{Da}(S \cdot \mathbf{x}, \mathbf{y})-\mathrm{Db}(\mathbf{x}, U \cdot \mathbf{y})=0, \quad U \cdot S-1_{n}=0_{n}, \quad S \cdot U-1_{n}=0_{n}\).
It is easy to see that \(U=S_{0}^{-1}\) and \(S=S_{0}\) is a particular solution of this system, and also a solution of IP1S between \(\mathbf{b}\) and \(\mathbf{a}\). Our goal is to provide an upper bound on the maximum degree reached during a Gröbner basis computation of \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}\).

We prove here that \(D_{\text {reg }}=2\) for \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}\) under the hypothesis that we know one row of a particular solution \(S_{0}\), i.e., we assume then that we know the following ideal \(\mathcal{J}=\) \(\left\langle s_{1, j}-s_{1, j}^{(0)} \mid j=1, \ldots, n\right\rangle\).
Theorem 3. The degree of regularity of \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}+\mathcal{J}\) is 2 . Therefore, computing a Gröbner basis of this ideal takes time \(\mathcal{O}\left(n^{6}\right)\).

Proof. We use the fact that the degree of regularity of an ideal is generically left invariant by any linear change of the variables or generators [29]. In particular, we consider the ideal \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}^{\prime}\) generated by all the coefficients in \(\mathbb{K}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]\) of the equations:
\(\operatorname{Da}\left(S_{0}\left(S+I_{n}\right) \mathbf{x}, \mathbf{y}\right)-\operatorname{Db}\left(\mathbf{x},\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)=0, \quad U \cdot S=0_{n}, \quad S \cdot U=0_{n}\).
It is clear that \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}^{\prime}\) is obtained from \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}\) by replacing \(S\) (resp. \(U\) ) by \(S_{0}\left(I_{n}+S\right.\) ) (resp. \(\left.\left(U+I_{n}\right) S_{0}^{-1}\right)\). Thus, the degree of regularity of \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}^{\prime}\) and \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}\) are equal. Using the same transformation, the ideal \(\mathcal{J}\) becomes
\[
\mathcal{J}^{\prime}=\left\langle s_{1, j} \mid j=1, \ldots, n\right\rangle
\]

We now estimate the degree of regularity of the ideal \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}^{\prime}+\mathcal{J}^{\prime}\). For a reason which will become clear in the sequel, it is more convenient to work with \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}^{\prime}+\mathcal{J}^{\prime}\). In what follows, \(F\) will denote the generators of \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}^{\prime}+\mathcal{J}^{\prime}\). We will show that many new linear equations appear when considering equations of degree 2 . To formalize this, we introduce some definitions related to the \(\mathrm{F}_{4}\) algorithm [16]. In particular, we will denote by \(I_{d, k}\) the linear space generated during the \(k\)-th step of \(\mathrm{F}_{4}\) when considering polynomials of degree \(d\).

Definition 1. We have the following recursive definition of \(I_{d, k}\) :
```

$I_{d, 0}(F)=V_{e c t}(F)$
$I_{d, 1}(F)=\operatorname{Vect}_{\mathbb{K}}\left(s_{i, j} f \mid 1 \leqslant i, j \leqslant n\right.$ and $\left.f \in I_{d, 0}(F)\right)$
$+\operatorname{Vect}_{\mathbb{K}}\left(u_{i, j} f \mid 1 \leqslant i, j \leqslant n\right.$ and $\left.f \in I_{d, 0}(F)\right)$
$I_{d, k}(F)=\operatorname{Vect}_{\mathbb{K}}\left(s_{i, j} f \mid 1 \leqslant i, j \leqslant n\right.$ and $f \in I_{d, k-1}(F)$ and $\left.\operatorname{deg}(f) \leq d-1\right)$
$+\operatorname{Vect}_{\mathbb{K}}\left(u_{i, j} f \mid 1 \leqslant i, j \leqslant n\right.$ and $f \in I_{d, k-1}(F)$ and $\left.\operatorname{deg}(f) \leq d-1\right)$.

```

Roughly speaking, the index \(k\) is the number of steps in the \(F_{4} / F_{5}\) [16] algorithm to compute an element \(f \in I_{d, k}(F)\). We show that \(I_{2,1}(F)\) contains exactly \(n^{2}+2 n\) linear equations. This means that we have already many linear equations generated during the first step of a Gröbner basis computation of \(F\).

Lemma 4. \(I_{2,1}(F)\) contains the following linear equations:
\[
\begin{equation*}
\left\{u_{1, j} \mid j=1, \ldots, n\right\} . \tag{4}
\end{equation*}
\]

Proof. From the first row of the following zero matrix \(S \cdot U\) we obtain the following equations:
\[
\left\{\begin{array}{l}
s_{1,1} u_{1,1}+s_{1,2} u_{2,1}+s_{1,3} u_{3,1}+\cdots+s_{1, n} u_{n, 1}=0, \\
s_{1,1} u_{1,2}+s_{1,2} u_{2,2}+s_{1,3} u_{3,2}+\cdots+s_{1, n} u_{n, 2}=0, \\
s_{1,1} u_{1,3}+s_{1,2} u_{2,3}+s_{1,3} u_{3,3}+\cdots+s_{1, n} u_{n, 3}=0, \\
\cdots \\
s_{1,1} u_{1, n}+s_{1,2} u_{2, n}+s_{1,3} u_{3, n}+\cdots+s_{1, n} u_{n, n}=0
\end{array}\right.
\]

Using the equations \(s_{1, j}=0\) from the ideal \(\mathcal{J}^{\prime}\), we obtain then \(u_{1,1}=0, u_{1,2}=\) \(0, \ldots, u_{1, n}=0\).
We can also predict the existence of other linear equations in \(I_{2,1}(F)\).
Lemma 5. For all \((i, j) \in\{1, \ldots, n\}^{2}\) the coefficient of \(y_{1} y_{i} x_{j}\) in \(\operatorname{Da}\left(S_{0}(S+\right.\) \(\left.\left.I_{n}\right) \mathbf{x}, \mathbf{y}\right)-\mathrm{Db}\left(\mathbf{x},\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)\) is a non zerd \({ }^{4}\) linear equation modulo the equations of the ideal \(\mathcal{J}^{\prime}\) and (4). Among these equations, there are \(n\) which depend only of the variables \(\left\{s_{k, \ell} \mid 1 \leq k, \ell \leq n\right\}\).
Proof. We consider the coefficient of the monomial \(m=y_{1} y_{i} x_{j}\) in the expression
\[
\Delta=\Delta_{a}-\Delta_{b}=\operatorname{Da}\left(S_{0}\left(S+I_{n}\right) \mathbf{x}, \mathbf{y}\right)-\operatorname{Db}\left(\mathbf{x},\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)
\]

Since the monomial \(m\) is linear in \(x_{j}\) it is clear that the corresponding coefficient in \(\Delta_{a}=\mathrm{Da}\left(S_{0}\left(S+I_{n}\right) \mathbf{x}, \mathbf{y}\right)\) is also linear in the variables \(s_{i, j}\); moreover this coefficient is non zero. We have now to consider the coefficient of \(m\) in \(\Delta_{b}\). Since \(\operatorname{Db}(\mathbf{x}, \mathbf{y})\) is the differential of an homogenous polynomial of degree 3 we can always write:
\[
\begin{equation*}
\operatorname{Db}(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{n} \sum_{j=i}^{n} \ell_{i, j}\left(y_{1}, \ldots, y_{n}\right) x_{i} x_{j}+\sum_{i=1}^{n} q_{i}\left(y_{1}, \ldots, y_{n}\right) x_{i} \tag{5}
\end{equation*}
\]

\footnotetext{
\({ }^{4}\) More precisely, generically non zero.
}
where \(\ell_{i, j}\) (resp. \(q_{i}\) ) is a polynomial of degree 1 (resp. 2). Consequently, the coefficient of \(m\) in Db is also the coefficient of \(y_{1} y_{i}\) in \(q_{j}\left(\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)\). That is to say, in \(q_{j}(\mathbf{y})\) we have now to replace \(\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)\) by \(\left(\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)\). Thus, modulo the equations of the ideal \(\mathcal{J}^{\prime}\) and (4), we can write the product \(\left(\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)\) as
\[
\left.\begin{array}{c}
=\left(\begin{array}{c}
y_{1} \\
\vdots \\
\vdots \\
y_{n}
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
u_{2,1} & \cdots & \cdots & u_{2, n} \\
\vdots & \cdots & \cdots & \vdots \\
u_{n, 1} & \cdots & \cdots & u_{n, n}
\end{array}\right)\left(\begin{array}{c}
* * * * \\
* * * * \\
* * * * \\
* * * *
\end{array}\right) \\
=\left(\begin{array}{c}
y_{1} \\
\vdots \\
\vdots \\
\vdots \\
y_{n}
\end{array}\right)\left(\begin{array}{c}
* \\
\left(* u_{2,1}+\cdots+* u_{2, n}\right) \\
\vdots \\
\cdots \cdots\left(* u_{2,1}+\cdots+* u_{2, n}\right) \\
\left(* u_{n, 1}+\cdots+* u_{n, n}\right) \cdots \cdots \\
\cdots \cdots
\end{array}\right) \\
=\left(\begin{array}{c}
\left.* u_{2,1}+\cdots+* u_{n, n}\right)
\end{array}\right) \\
* y_{1}+\left(* u_{2,1}+\cdots+* u_{2, n}\right) y_{2}+\cdots+\left(* u_{n, 1}+\cdots+* u_{n, n}\right) y_{n} \\
* y_{1}+\left(* u_{2,1}+\cdots+* u_{2, n}\right) y_{2}+\cdots+\left(* u_{n, 1}+\cdots+* u_{n, n}\right) y_{n} \\
\vdots \\
* y_{1}+\left(* u_{2,1}+\cdots+* u_{2, n}\right) y_{2}+\cdots+\left(* u_{n, 1}+\cdots+* u_{n, n}\right) y_{n}
\end{array}\right) .
\]

Hence the coefficient of \(y_{1} y_{i}\) in \(q_{j}\left(\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)\) is linear in the variables \(u_{k, l}\) when \(i \neq 1\) and the coefficient of \(y_{1}^{2}\) is a constant.

To summarize:
Lemma 6. \(I_{2,1}(F)\) contains exactly \(n^{2}+2 n\) linear equations.
Proof. In \(I_{2,1}(F)\), we have \(n\) linear equations from lemma [5] \(n\) linear equations from the very definition of \(\mathcal{J}^{\prime}\), and \(n^{2}\) linear equations from lemma 5

As explained before, we obtain \(n^{2}+2 n\) linear equations for \(I_{2,1}(F)\). However, we have \(2 n^{2}\) variables. So, we have to consider \(I_{2,2}(F)\), i.e., the equations generated at degree 2 during the second step. Thanks to lemma 6 we can reduce the original system to a quadratic system in \(2 n^{2}-\left(2 n+n^{2}\right)=(n-1)^{2}\) variables. W.l.o.g we can assume that we keep only the variable \(u_{i, j}\) where \(2 \leq i, j \leq n\). Let \(F^{\prime}\) be the system obtained from \(F\) after substituting the \(2 n+n^{2}\) linear equations of lemma6 All the monomials in \(\mathbb{K}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]\) of \(\operatorname{Da}\left(S_{0}\left(S+I_{n}\right) \mathbf{x}, \mathbf{y}\right)-\mathrm{Db}\left(\mathbf{x},\left(U+I_{n}\right) S_{0}^{-1} \mathbf{y}\right)\) have the following shape:
\[
x_{i} y_{j} y_{k} \text { or } y_{i} x_{j} x_{k} \text { with } 1 \leq i, j, k \leq n .
\]

Hence the number of such monomials is \(2 n \frac{n(n+1)}{2}=n^{2}(n+1) \approx n^{3}\), which implies that the number of equations in \(F^{\prime}\) is also \(n^{3}\).

Thanks to this remark, we will now prove that we can linearize \(F^{\prime}\). Let \(T\left(F^{\prime}\right)\) be the set of all monomials occurring in \(F^{\prime}\). We can assume that \(T\left(G^{\prime}\right)=\left[t_{1}<t_{2}<\cdots<\right.\) \(\left.t_{N}\right]\). It is important to remark that \(t_{1}=u_{2,2}\) up to \(t_{(n-1)^{2}}=u_{n, n}\) are in fact variables. Now, let \(M\) be the matrix representation of \(G^{\prime}\) w.r.t. \(T\left(G^{\prime}\right)\). Since we know precisely the shape of the equations from the proof of lemma 5 , it is possible to establish that:
1. most of the equations are very sparse, namely each equation contains about \(n^{2}\) non-zero terms.
2. all the variables \(t_{1}, \ldots, t_{(n-1)^{2}}\) occur in all the equations.

After a Gaussian elimination of the matrix \(M\), we obtain the following shape:
\[
\widetilde{M}=\left[\begin{array}{cccc}
1_{(n-1)^{2}} & 0 & 0 & 0 \\
0 & \times & \cdots & \cdots \\
0 & \times & \ddots & \vdots \\
0 & \times & \cdots & \ddots
\end{array}\right]
\]

Hence, we obtain after a second step of computation in degree 2 the equations \(u_{2,2}=\) \(\cdots=u_{n, n}=0\). This means that after 2 steps of computation at degree 2 , we obtain \((n-1)^{2}+2 n+n^{2}=2 n^{2}\) linear equations in \(2 n^{2}\) unknowns. This explains why the maximum degree reached during the Gröbner basis computation of \(\mathcal{I}_{\mathbf{a}, \mathbf{b}}^{\prime}+\mathcal{J}^{\prime}\) is bounded by 2 , and concludes the proof of theorem 3

\subsection*{5.1 Application to the Linear Inhomogeneous Case}

If \(c=0\) in equation (1), and if a has a non-trivial homogeneous component of degree one, then looking at the homogeneous component of degree one yields the image of \(S\) on one point. We are then in a situation where theorem 3 is applicable, and \(S\) can be determined though a Gröbner basis computation which terminates in time \(\mathcal{O}\left(n^{6}\right)\).

\subsection*{5.2 Implementation and Application to the Other Cases}

All the other cases reduce to the linear homogeneous case, as mentioned in section 2 In this setting, the problem is that we do not have enough knowledge on \(S\) to make the Gröbner basis computation efficient. A simple idea would be to guess a column of \(S\) then compute the Gröbner basis. This approach has complexity \(\mathcal{O}\left(n^{6} \cdot q^{n}\right)\) as explained before. It is possible to reduce this complexity by a factor of \(q\), by discarding guesses for the column of \(S\) that yields different values of \(\mathbf{a}\) and \(\mathbf{b}\) on the corresponding points.

The biggest proposed cubic IP1S challenge (Challenge C in fig. 2) has \(u=1, n=16\) and \(q=2\). Given one relation on \(S\), the computation of the Gröbner basis takes 90 seconds on a 2.8 Ghz Xeon computer using the publicly available implementation of \(\mathrm{F}_{4}\) in MAGMA. Since this has to be repeated \(2^{15}\) times, the whole process takes about one CPU-month (and can be parallelized at will). For challenge D, the Gröbner basis is computed in 0.1 second, and the whole process takes about 2 hours.

\subsection*{5.3 An Interesting Failure}

We conclude this section with a simple idea that could have lead to an improvement, by efficiently giving a relation on \(S\), but which fails in an interesting manner. Let us assume that \(\mathbf{a}\) and \(\mathbf{b}\) are homogeneous, and that \(c=0\) (in that setting, if \(c \neq 0\), then \(c\) can be retrieved following the observation of [24]). Let us denote by \(Z_{\mathbf{a}}\) (resp. \(Z_{\mathbf{b}}\) ) the set of zeroes of a (resp. b). Because of lemma 1 and since \(S\) is linear, we have:
\[
S\left(\sum_{\mathbf{x} \in Z_{\mathbf{a}}} \mathbf{x}\right)=\sum_{\mathbf{y} \in Z_{\mathbf{b}}} \mathbf{y}
\]

This yields a relation on \(S\), which is enough to use theorem 3 \(\mathbf{a}\) and \(\mathbf{b}\) may be assumed to have about \(q^{n-1}\) zeroes. Finding them requires time \(\mathcal{O}\left(q^{n}\right)\). The complexity of the attack could thus be improved to \(\mathcal{O}\left(n^{6}+q^{n}\right)\). Surprisingly, this trick fails systematically, and this happen to be consequence of the Chevalley-Warning theorem [10]46].

Lemma 7. The sum of the zeroes of a cubic form on 5 variables or more over \(\mathbb{F}_{q}\) is always zero.

Proof. Let us consider the elements of \(Z_{\mathbf{a}}\) having \(\alpha\) as their first coordinate, and let us denote by \(n_{\alpha}\) their number. These are in fact the common zeroes of \(\left(\mathbf{a}, x_{1}-\alpha\right)\). By the Chevalley-Warning theorem [1046], if a has at least 5 variables, then the characteristic of the field divides \(n_{\alpha}\). Therefore, their sum has zero on the first coordinate. Applying this result for all values of \(\alpha\) shows that the sum of zeroes of a has a null first coordinate. We then just consider all coordinates successively.

\section*{6 Conclusion}

In this paper, we present algorithms for the IP problem with one secret for two random quadratic equations and one cubic equation. As already explained, there are the most cryptographically relevant instances. Moreover, we explain the complexity, success probability and give sufficient conditions so that the algorithms work. We combine the use of the differential and the computation of Gröbner bases of very overdefined systems. All the proposed IP1S challenges can be broken in practice by the technique we describe, as the following table shows.
\begin{tabular}{|c|c|}
\hline Challenge & Attack time on one core \\
\hline \hline A & 3 seconds \\
\hline B & 1 month \\
\hline C & 0 seconds \\
\hline D & 1 hours \\
\hline E & 3 minutes \\
\hline
\end{tabular}

In view of these results, we conclude that Patarin's IP1S-Based identification scheme is no longer competitive with respect to others combinatorial-based identification schemes [42|43|44|45].
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[^2]:    ${ }^{1}$ Strictly speaking, in order to prevent mix-and-match attacks between different data sets one needs to link the $n$ samples with a random tag that uniquely identifies the data set.

[^3]:    ${ }^{2}$ If the scheme is $L$-limited, we require the $f_{i}$ to have at most $L$ nonzero coefficients.

[^4]:    * This author acknowledges the Belgian National Fund for Scientific Research (F.R.S.F.N.R.S.) for his "chargé de recherches" fellowship and the BCRYPT Interuniversity Attraction Pole.

[^5]:    ${ }^{1}$ We note that the lemma holds under a weaker assumption which is the hardness of finding an element of order $p_{2}$ or $p_{2} p_{3}$ given $\left(g, X_{3}\right)$.
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[^7]:    ${ }^{1}$ Alternatively, we could derive a concrete, but interactive and complicated assumption directly from the scheme itself and argue that the scheme is secure under this assumption. However, this view is also not very satisfactory.

[^8]:    ${ }^{2}$ The Sahai-Waters construction was given prior to the Key-Policy and CiphertextPolicy distinction; our interpretation is a retrospective one.

[^9]:    ${ }^{3}$ Here we roughly mean size to be number of rows in the LSSS system or nodes in an access tree.

[^10]:    ${ }^{4}$ We note that certain assumptions have been leveraged to "program" a large amount of information into single group elements in other contexts. Gentry's reduction [24] embeds a degree $q$ polynomial into a single group element.

[^11]:    ${ }^{5}$ One could achieve smaller ciphertexts by creating multiple systems with different $n_{\text {max }}$ values and use the one that fit the actual policy most tightly.

[^12]:    ${ }^{1}$ Our definition of FE is not the fully generalized one, as recently defined in [10]. It can be considered as the class of predicate encryption with public index in [10.

[^13]:    * This author acknowledges the Belgian National Fund for Scientific Research (F.R.S.F.N.R.S.) for his "chargé de recherches" fellowship and the BCRYPT Interuniversity Attraction Pole.

[^14]:    ${ }^{1}$ By "constant", we mean that the size only depends on the security parameter $\lambda$ (the number of transmitted bits is typically $O(\lambda)$ ) and not on the number of ciphertext attributes.

[^15]:    ${ }^{2}$ As in the literature on broadcast encryption (see, e.g., [9]) where the list of receivers is not included in the ciphertext, we do not count the description of ciphertext attributes as being part of the ciphertext. Indeed, many ciphertexts may have to be encrypted under the same attribute set.

[^16]:    ${ }^{3}$ The term "functional encryption" was defined in slightly different manners in 25,4 31 before recently fully formalized in [11]. Our definition of FE here and throughout the paper refers to the class of predicate encryption with public index of [11.

[^17]:    ${ }^{\dagger} \bar{n}=\#$ of revoked users $=|S| ; n=$ the maximal bound for $\bar{n}$. (i.e., $|S|<n$ ).
    $\ddagger$ pair.,exp. shows \# of pairing and exponentiation computation.

[^18]:    ${ }^{4}$ We compare by simple element counting. In a stricter sense, one may want to also consider the compensation due to the attack on $q$-type assumptions by Cheon 17 .
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[^21]:    ${ }^{1}$ This is sometimes referred to as one-way PSI; a mutual version involves each party learning the intersection.

[^22]:    ${ }^{2}$ A function (family) $f_{k}(\cdot)$ is an $\left(t, q_{f}, \epsilon\right)$ - unpredictable if, for any $t$-time algorithm $\mathcal{A}$ and any auxiliary information $z$, it holds that: $\operatorname{Pr}\left[\left(x^{*}, f_{k}\left(x^{*}\right) \leftarrow_{r} \mathcal{A}^{f_{k}(\cdot)}(z)\right) \wedge x^{*} \notin\right.$ $\mathcal{Q}] \leq \epsilon$ where $\mathcal{A}$ makes at most $q_{f}$ queries to $f_{k}(\cdot)$, and $\mathcal{Q}$ is the set of queries.

[^23]:    ${ }^{3}$ However, we can remove this assumption by adding a counter to the input of $H(\cdot)$.

[^24]:    ${ }^{4}$ Note that this is similar to the reduction in 15. However, in contrast to Theorem 5 in [15], our reduction is not based on the strong RSA assumption, but on the standard RSA assumption in ROM. This is because $e$ is generated independently of base $y$ and, thus, $e$ is effectively provided as input to the adversary. Indeed, the signature scheme in [15] is actually secure under the standard RSA assumption in ROM; this was confirmed via private communication 14.
    ${ }^{5}$ Note that, if client knew the factorization of $N$, it could compute $P C H$ and $P C H_{i}$ 's using multiplication $\bmod \phi(N)$, thus significantly reducing complexity of each exponentiation. However, as discussed earlier, the fact that client does not know $\phi(N)$ is crucial to server privacy.

[^25]:    ${ }^{1}$ Similarly to other work, we focus on communication complexity and assume that the underlying primitives are additively homomorphic. Thus, only multiplications are counted.
    ${ }^{2}$ Denoting the remaining $n-2$ parties as "helpers" is not completely fair. They may only be assisting during the present comparison protocols, but could have an equal stake in the overall computation.

[^26]:    ${ }^{3}$ As $M$ is either the product of large primes or a large prime itself, $j_{d+r^{2}}=0$ occurs with negligible probability. In some settings, the issue can be eliminated using arithmetic, e.g. by considering $\left(\frac{d^{2}+r^{2}}{M}\right)$ when $M \equiv 3 \bmod 4$ is prime. There the additive inverse of a quadratic residue will never be a quadratic residue itself.

[^27]:    ${ }^{4}$ A similar increase is needed for the security parameter, $\kappa^{\prime}$. This does not change complexity though.
    ${ }^{5}$ If the inputs are equal this is not true, but as we get $\tilde{c}=\tilde{r}=0$ which provides the same result, it is acceptable.

[^28]:    ${ }^{1}$ We assume that each user obtains a copy of the entire encrypted database. It is impossible to obtain our strong privacy requirements with a single database server without running into either computation or communication complexity that is linear in the database size.

[^29]:    * Supported by the National Natural Science Foundation of China (No.60862001, 61070171), the National Basic Research Program of China(973 project) (No.2007CB311201) and the Postdoctoral Science Foundation of China (No.20090460565).

[^30]:    * Takahiro Matsuda is supported by JSPS Research Fellowships for Young Scientists.

[^31]:    ${ }^{1}$ Pass et al. 24] prove that many-message (indistinguishability-based) nonmalleability, which considers multiple challenge messages, and single-message nonmalleability, considered in this paper, are equivalent.

[^32]:    ${ }^{2}$ In other words, in the $\langle\mathrm{B}: \mathrm{F}: \mathrm{A}\rangle$-mCCA experiment, $\mathcal{A}_{1}$ can issue $\left(\mathrm{B} \| \mathrm{F}_{1}\right)$-queries, and $\mathcal{A}_{2}$ can issue ( $F_{2} \| A$ )-queries, for any pair of query sequences ( $F_{1}, F_{2}$ ) satisfying $\left(F_{1} \| F_{2}\right)=F$, and how $F$ is split into $F_{1}$ and $F_{2}$ can be decided adaptively by $\mathcal{A}$ in the experiment.

[^33]:    ${ }^{3}$ Note that " $\subseteq_{q s}$ " forms a partial order over $\mathcal{Q S}$. However, it is not a total order. For example, we have both ( sp ) $\mathbb{Z}_{q s}(\mathrm{ps})$ and ( ps ) $\mathbb{Z}_{q s}(\mathrm{sp})$.

[^34]:    ${ }^{4}$ As we have seen in Section 4.1 if seq $\subseteq_{q s}$ seq, then any information available for adversaries making $\widetilde{\text { seq-queries }}$ is also available for those making seq-queries.

[^35]:    ${ }^{5}$ Recently, Myers and Shelat 21 showed a black-box construction of multi-bit IND-CCA2 secure PKE schemes from 1-bit IND-CCA2 secure PKE schemes. Though it seems that their result can be extended (with some modification) to any mixed CCA security, we remark that their construction is non-shielding.
    ${ }^{6}$ The original statement of Lemma 1 in 9 shows a special case of Lemma 2 in which $B=\emptyset$. Moreover, the special case of Lemma 2 in which $B=$ unbound is also mentioned in [9]. See Remark 2 after the proof of Lemma 1 in [9].

[^36]:    * This work was supported in part by NSF Grant CNS-1010928 and by HHS Grant number 90 TR $0003 / 01$. The contents of this publication are solely the responsibility of the authors and do not necessarily represent the official views of HHS or any other sponsor.

[^37]:    ${ }^{1}$ For example, Dodis et al. [24] analyzed their 1-out-of- $N$ oblivious transfer construction in the honest-but-curious model.

[^38]:    ${ }^{2}$ Conceivably it might be possible to develop one, however it might be tied to the specific construction of $\mathbb{G}$ and thus be be quite inflexible.

[^39]:    ${ }^{3}$ This differs from many other candidate TBE and IBE schemes, e.g., Boneh and Boyen's IBE [6] and Kiltz's TBE [35] where the tag/identity is an element of $\mathbb{Z}_{p}^{*}$ and must be provided at decryption time (or in the case of IBE, when a secret key is extracted). This requirement stems from the nature of those schemes' security proofs.
    ${ }^{4} F$-signature is a contraction of $F$-unforgeable signature, which is a concept proposed by Belinkiy et al. 4, and later developed by Green and Hohenberger [30]. In this paradigm, the signing algorithm operates on a message $m$, but there exists a signature verification algorithm that can operate given only $F(m)$ for some one-way function $F$.

[^40]:    ${ }^{5}$ In many cases it is easy to re-write pairing products equation as a composition of multiple distinct equations having $t_{T}=1$ (see 31). Although we do not explicitly perform this translation in our protocols, we note that it can be applied to all of the ZKPoKs used in our constructions.

[^41]:    ${ }^{6}$ In asymmetric bilinear groups where the Decisional Diffie-Hellman problem is hard, this can easily be replaced with Elgamal encryption, resulting in a significant efficiency improvement.

[^42]:    * Corresponding author.

[^43]:    ${ }^{1}$ The fact that the key generation algorithm is able to generate all key components will be important for our reduction. To formalize the above notion, we could have the key generation algorithm output all key components and only send the ones corresponding to members in $S$ to the user but we present it as above for notational simplicity.

[^44]:    ${ }^{2}$ Note that the proof of Lemma 5 is not in the original, but instead in the full version of the cited paper.

[^45]:    ${ }^{3}$ Notice it is possible to generate $K_{\mathrm{ID}}^{\alpha}$ for all $\alpha \in[1, n]$ as necessary for the previous reduction.

[^46]:    ${ }^{4}$ Note that it is possible to prove our main result in a fashion similar to Bellare and Ristenpart's recent simplification [1] of Waters' proof using game playing techniques but we include this proof due to its transparency. A version of this paper which includes a game playing proof of security is available from the authors.

[^47]:    ${ }^{1}$ On the other hand, it is easy to see that one-pass protocols inherently cannot offer PFS for the receiver.

[^48]:    ${ }^{2}$ This notation assumes that there is a unique public key associated with each identity. In the real world, where a party may have more than one public key, the symbol $\hat{A}$ is assumed to include an indication of a unique public key.

[^49]:    ${ }^{3}$ Gorantla et al. already suggested using one-pass HMQV to get a secure signcryption KEM, but did not prove security for the variant of one-pass HMQV that they used.

[^50]:    ${ }^{4}$ Without hashing the session id, a UKS attack is possible where different, nonmatching, sessions have the same key.

[^51]:    ${ }^{1}$ For smaller fields (e.g. $G F\left(2^{4}\right)$ ) it might be useful to choose $L<o$. (see Subsection 6.2).

[^52]:    ${ }^{1}$ As description of $F$ can be hardwired in $G, G$ can easily check the mode of $F$ by finding the possible inverses.

[^53]:    * The full version of this paper is available at http://eprint.iacr.org/2009/406
    ** This author is supported by a JSPS scholarship.

[^54]:    ${ }^{1}$ See Related Work below for a few exceptions in the random oracle model.

[^55]:    ${ }^{2}$ Note that while the security definitions in 13 does not explicitly describe verifier key registration, this is a requirement to ensure basic security, and we argue that our security models are fundamentally the same.
    ${ }^{3}$ The defined disavow protocol in [13] is non-interactive and provides a publicly verifiable proof of invalidity.

[^56]:    ${ }^{4}$ This algorithm is required by our extended security model. More specifically, it is required to define key unforgeability (see Section 3).

[^57]:    ${ }^{5}$ This property is needed to prove confirmer soundness (Theorem 15) of the construction presented in Section 4.3

